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Abstract

The integration of single photon sources with resonators for Purcell enhancement of spontaneous emission has drawn tremendous research efforts from many researchers around the world over the past 20 years. The desire to increase the radiative emission rate of quantum light sources arises due to new and exciting applications in quantum information processing which require emitters with ideal properties. Most light sources characterized as exhibiting single photons, however, do not meet many of the requirements of these new applications and so the enhancement of their emission rate via the Purcell effect is one method of suppressing unwanted properties and improving desired functions. Previous works involving micrometer-scale cavities fabricated from one material system have been integrated with quantum emitters from another, which has presented many new challenges. The use of transition metal dichalcogenides (TMDs) may provide a solution as these materials not only host single photon emission, but also exhibit a large refractive index and transparency window in the visible making them ideal for the fabrication of resonant structures. As 2D material, TMDs are also intrinsically compatible with a wide variety of substrates due to their weak van-der-Waals attractive forces.

In this work, we demonstrate an approach to precisely position strain-induced single photon sources in WSe$_2$ monolayers ($g^{(2)}(0) = 0.26 \pm 0.03$) and simultaneously couple their emission to broad Mie resonances of high refractive index gallium phosphide (GaP) dimer nano-antennas. This leads to large quantum efficiency enhancements yielding values of 21% on average when compared to 4% for emitters formed on SiO$_2$ nano-pillars. A maximum value of 86% corresponds to a 69 MHz single photon emission rate. The GaP substrate also enables more stable emission over time as well as reduced non-radiative recombination channels leading to lifetime values of up to 200 ns, which suggests much longer radiative decay times than previously reported. The enhanced quantum efficiency allows the study of the emission rise time which enables the first report of a dark exciton dwelling time before trapping into a 0D state in WSe$_2$ to be $\tau \approx 1.7$ ns. Increased excitation powers are shown to lead to efficient exciton-exciton annihilation rates which may lead to photoluminescence saturation that does not occur as a result of the filling of the quantum state but instead represents a depletion of the dark exciton population. We also perform the first systematic
study of the coherence time of WSe$_2$ single photon emitters (SPEs) yielding values of 3.12±0.4 ps which we assert to be limited by pure dephasing via phonon interactions.

In order to complete the system of TMD single photon emitters coupled to nano-photonic resonators in the same material family, our work leads to the fabrication of monomer and dimer nano-antenna Mie resonators in bulk crystals of WS$_2$. The unique crystal symmetry of TMDs allows the fabrication of circular, hexagonal and square nano-antenna geometries with potentially atomically sharp vertices for the latter two. The high refractive index and large transparency window of the material enable the formation of highly confined anapole resonances which we show to enhance second harmonic generation (SHG) in nano-meter scale monomer and dimer nano-antennas with the latter yielding linearly polarized signal. The weak van-der-Waals forces responsible for the compatibility with a wide variety of substrates also enable the use of atomic force microscopy (AFM) for the repositioning of constituent nano-pillars in dimer nano-antennas. This enables a reduction of the dimer gap to values as low as 10±5 nm which has so far only been achieved in plasmonic bowtie antennas or in dielectric structures using non-repeatable and damadging methods such as focused ion beam milling.

We study the applications enabled by these TMD nano-resonators numerically. A near unity degree of linear polarization of the SHG enhancement factor is expected for WS$_2$ dimer nano-antennas with small gaps. For the minimum achieved dimer gap of 10 nm, we simulate electric field hotspots with intensities of more than $10^3$ when compared with vacuum for the novel hexagonal and square dimer geometries. This large enhancement leads to single photon emission Purcell enhancements of more than 150 for emitters positioned at the inner top vertices of the hexagonal and square dimer nano-antennas. The AFM repositioning technique and to a lesser degree the fabrication procedure enables the modulation of the electric field intensity and the Purcell enhancement through increases in the dimer gap as well as the rotation of individual nano-pillars in the dimer. Another application expected to benefit from such large electric field intensities is the optical trapping of nano-particles which we show to yield attractive forces of more than 350 fN for colloidal quantum dots and more than 70 fN for polystyrene beads, the latter of which closely resembles the refractive index and size of a large protein. The stable trapping which we simulate surpasses previous reports by a factor of more than 80 for quantum dots and more than 40 for polystyrene beads.
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Chapter 1

Introduction

In this chapter, I will give a brief introduction into 2D materials, single photon emitters as well as photonic resonators all of which will hold a central place throughout this thesis. I will also discuss the motivation behind enhancement of single photon emission through coupling to nano-antenna resonances which is a central theme in this thesis and the aim of most of my work. I will end the chapter with a brief description of the subsequent chapters outlining the entire thesis.

1.1 Two dimensional materials

The field of two dimensional materials began in 2004 when the isolation of single layers of graphite, called graphene [1], was reported even though it had previously been judged to be impossible by Landau et al. [2]. The surprising result that a semiconducting material can be separated into atomically thin sheets with metallic properties changed the way we see a large group of materials which similar to graphene are often referred to as van-der-Waals crystals. Each layer consists of covalently bonded atoms, however, inter-layer adhesion is attained by much weaker van-der-Waals forces which permits the separation of single or multiple layers from a bulk crystal using surprisingly trivial mechanical means. The "scotch tape" method pioneered by Novoselov et al., which consists of peeling off single layers from a crystal using simple tape led to a broad range of discoveries and the expansion of the field of two-dimensional (2D) physics, ultimately leading to the Nobel Prize in 2010. As the study of 2D crystals became more accessible, materials with not only metallic but also those exhibiting properties ranging from semiconducting to insulating were discovered, as shown in Fig.1.1. These properties are all due to the general nature of quantum confinement which changes the properties of van-der-Waals crystals as they are thinned down to monolayers. Some of the
most often studied layered materials include hexagonal boron nitride and transition metal dichalcogenides in addition to graphene.

![Fig. 1.1 Comparison of bandgap values and crystal structure for different families of 2D materials. Gray bars represent the range that can be spanned by changing either the number of layers, straining or alloying. The wide range of bandgaps accessible in 2D materials highlights the potential for their use in a broad variety of applications. Adapted from [3].](image)

Beginning with graphite, a single layer of this crystal exhibits radically different properties than its bulk form mainly due to the closing of the band gap leading to a very high electron mobility (>11000 cm$^2$/V·s [4]) and therefore a conductive nature. A somewhat recent discovery has shown that graphene can exhibit negative local resistance due to viscous electron flow ($\nu \approx 0.1$ m$^2$/s), forming vortices [5]. The tensile strength of the single layer is also a record breaker (130 Gigapascals [6]) making it the strongest material ever discovered. In addition, the 3.45Å[6] thickness of a monolayer is very attractive for small-scale contact applications.

Semiconducting 2D materials emerged from subsequent research into suspected layered materials. The family of transitional metal dichalcogenides (TMD) are the most often studied and most exciting of the semiconducting two dimensional materials. The excitement surrounding these stems from the fact that similar to graphene their electronic band structure radically changes when thinning down the crystal from bulk to monolayer form. Bulk TMD
crystals, studied in the 1970s [7], exhibit an indirect band gap with a valence band edge at the \( \Gamma \) point of the Brillouin zone and a conduction band edge nearly halfway between the \( \Gamma \) and \( K \) symmetry points making light emission an inefficient process [8, 9]. Since the isolation of single layers of these materials, researchers have discovered that the band gap now appears at the \( K \) symmetry point, therefore, light emission becomes much more efficient [8]. Their band gaps also shift to visible energies qualifying them for use in light emission applications. TMDs have also been studied for the formation of quantum emitters [10–13] which are yet to be fully understood.

Insulating 2D materials research has been led by studies of hexagonal boron nitride (hBN) which exhibits a bandgap \( \approx 6 \) eV [14]. Some of the first applications of mono- or multi-layers of this material was to protect other semiconducting or metallic monolayers from the environment and improve their optical qualities [15, 16]. Since the hBN monolayers are dielectric, mostly transparent in the visible, and mechanically strong, they are often sought after in order to cover TMD monolayers and improve their optical properties by shielding from environmental effects such as adsorbates or stray electric fields from a charged substrate. Other uses of thin hBN mono- and multilayers have been found in gating applications such as FET transistors using metallic graphene, semiconducting TMDs, and insulating hBN spacers [17]. Another exciting discovery associated with hexagonal boron nitride has taken the form of single photon emitters (SPEs) attributed to anti-site complexes with a nitrogen vacancy \((N_BV_N)\) [18] as well as shelved states [19]. The large amount of interest in these SPEs has been in part due to the discovery of room temperature quantum emission [18, 20].

### 1.2 Single photon emitters

Single photon emitters (SPEs) are sources of single quanta of light often emitted from a two level system. In layman’s terms this translates to a source of light which emits exactly one photon upon request as opposed to classical light emission which yields a large density of photons per excitation. Research into such systems started nearly 50 years ago with the discovery of single photon emission from trapped atoms in opto-magnetic fields [21]. More recent work on quantum dots in III-V semiconductors [22] has expanded the field due to the relative ease of fabricating artificial atoms as opposed to isolating real ones. Further studies into defect states such as color centers in diamond [23] have increased the number of easily accessible single photon emitting systems with the addition of two dimensional material SPEs in transition metal dichalcogenides [11] and hexagonal boron nitride [18].
Research into single photon sources may have originally been fueled by a simple interest into the physics of these systems, however, this changed after the seminal paper by David DiVincenzo [24] despite an earlier proposal by Richard Feynman [25]. The popularization of the idea to build a quantum computer in 2000 has since lead many funding bodies to aggressively pursue this goal and greatly increased research efforts in the field of single photon emitting devices which play a central role.

A quantum computer, as defined by DiVincenzo’s criteria, consists of a network of quantum bits or qubits which function as the quantum version of logic gates in a computer and have the advantage of storing larger quantities of information than classically possible. A network of $n$ such qubits can store $2^n$ states while a network of classical bits can only store binary information. Therefore, the advent of a quantum computer would not only allow faster computing, but would also allow the solution of problems which would be impractical for a classical computer due to the necessary computation time. Examples of this so called quantum supremacy are realizations of Grover’s search algorithm [26] and Shor factorization [27] which is exponentially slower for a classical computer to implement thereby prohibiting its use due to the impossibly long computation time.

Another exciting application which is mentioned in the last two DiVincenzo criteria and pushes the field of single photon sources further is quantum communication. An example of this is quantum key distribution which has already been realized, if not with the use of single photon sources. This method of communication implements a cryptographic technique which is impermeable to attack by unwanted outside observers. The method of utilizing encryption keys which are randomly formed by a quantum entangled system such as that by an entangled pair of photons allows two end users of the network to immediately learn of a third party listening in due to the change that this outside attack would have on the quantum system.

In order to realize a quantum emitter which can satisfy many or all of the conditions set by the above applications it must exhibit certain properties. These include spectral stability, short emission lifetimes, indistinguishability, maximal brightness, high single photon purity and scalability. In order for a single photon source to function in the above mentioned applications as well as others, the emission wavelength of single photon source must not change within a time required for its use. Short emission times are important for applications which would require a large rate of excitation and emission such as the previously mentioned quantum computers. Indistinguishability is often necessary for any application, such as quantum key distribution, which would require entanglement between emitted photons. Without identical photons, this quantum effect would not be possible. Brightness is related to the amount of light emitted from a source within a given timescale. Ideal SPEs emit a single photon after
each excitation, however, this is not guaranteed for the systems under current study and therefore there is still much to do in order to maximize the number of emitted photons. High photon purity is a must for all applications as this defines how close this light source is to emitting no more than one photon each time. Lastly mentioned is the ability to scale up the fabrication of single photon sources which would be a necessity for most applications and in particular quantum computation in which a dense array of qubits or SPEs used to manipulate qubits would be required.

Examples of single photon emitting systems under active research include but are not limited to III-V quantum dots, color centers in diamond, and quantum emitters in 2D materials. The first mentioned source, namely quantum dots or zero dimensional structures grown in III-V compound semiconductors, has so far proven the most promising candidate for many applications. These consist of artificial atoms of a low band gap material grown within a high band gap material, therefore confining electron hole pairs to a small volume hosting a two-level state. These sources have a large quantum yield yet their emission is often not collected due to the high refractive index material surrounding the zero dimensional emitter. Color centers in diamond are also fairly promising candidates due to their ability to emit single photons at room temperature which has proved difficult in many other systems. These consist of defect centers in diamond [28]. Their relatively inexpensive fabrication is balanced by the difficulty of deterministically inducing emitters at desired wavelengths or spatial positions. Lastly, SPEs forming in 2D materials come in two varieties. Defect centers in hexagonal boron nitride often suffer from similar disadvantages to color centers in diamond, however, they have also been shown to emit single photons at room temperature. The other option for 2D single photon sources is emitters in transition metal dichalcogenides which emit only at liquid helium temperatures yet allow precise spatial positioning and exhibit a reduced range of emission wavelengths. Schematics of the geometry of the above mentioned single photon emitting systems can be seen in Fig. 1.2.

Fig. 1.2 Schematic illustration of (a) quantum dots adapted from [29], (b) color centers in diamond adapted from [30] and (c) quantum emitters in TMDs adapted from [31].
1.3 Nano-photonic cavities and antennas

Electromagnetic resonators have been of great interest in physics for more than 100 years with early uses of LC circuits in radio transmission and filtering as well as microwave cavities which are now used in microwave ovens, radar equipment and satellite communication. These cavities require rather long wavelengths of electromagnetic radiation. Optical cavities or cavities which confine visible light have also been sought after since the first laser systems in which a Fabry-Perot cavity provides the necessary feedback to induce a population inversion in a laser gain material. The size of these is smaller than the previously mentioned resonators, however, is still within centimeter to meter size.

Moving down in scale, we reach micro-cavities or cavities formed by distributed Bragg reflectors which are often micrometers in size with uses in laser systems, polariton research and formation of Bose-Einstein condensates.

Even smaller resonators have now been achieved at the nano-scale. The largest example of these is a photonic crystal cavity in which light is confined to a nano-meter sized defect in an array of holes etched into a high refractive index material and suspended in air. Other similar systems named nano-beams use a photonic crystal cavity in only one dimension while relying on total internal reflection for confinement in the other two. Whispering gallery mode resonators are another example of light confined to nanoscale regions of a micrometer sized structure. All of these optical resonators are often used in lasing applications as well as single photon emission enhancement. Examples of photonic crystal cavities, nanobeams and whispering gallery mode resonators are shown in Fig. 1.3.

Fig. 1.3 SEM images of (a) photonic crystal cavity, (b) nanobeam cavity adapted from and (c) whispering gallery mode resonator adapted from.

The resonators which this thesis will heavily focus on consist of nano-meter scale antennas which can be described as Mie resonators. Gustav Mie provided an analytical solution to the problem of scattering plane waves from small (comparable to the wavelength) particles of any dielectric function. Metallic Mie resonators have been realized using colloidal gold nano-particles which are often placed over a metallic surface in order to form plasmonic
resonances with a strong electric field confinement within a nano-scale volume between particle and surface [41]. A more generalized version of Mie’s solutions to Maxwell’s equations now provides the opportunity to model dielectric nano-particles using the same equations.

The most recent developments have slowly moved away from the spherical nano-particle geometry in favor of cylindrical shaped antennas patterned into a substrate [42]. Some of these structures have also relied on plasmonic resonances, however, a new development in the field of nano-photonics has seen the realization of high-index dielectric nano-antennas such as those defined in gallium phosphide (GaP) [43] or silicon (Si) [44]. These have been shown to confine light to similar dimensions as plasmonic structures with the additional advantage of virtually lossless resonances below the band gap of the material as well as magnetic resonances which cannot be induced in a metallic structure [45].

As researchers are still discovering the uses for high-index dielectric nano-antennas a new material platform has joined this field in the form of 2D materials. Transition metal dichalcogenide nano-antennas have recently been reported with Mie-like dipolar magnetic and electric modes [46]. The use of these antennas and their resonances has already proven versatile. Strong coupling between TMD excitonic resonances and anapole modes within the antenna has been shown [46]. Similarly, the use of the anapole has been applied to enhancement of second and third harmonic generation [47]. This thesis will focus heavily on more complicated resonances using these TMD nano-antennas which have exciting applications in single photon emission rate enhancement as well as optical trapping.

1.4 Summary of Thesis

As briefly mentioned in the previous sections of this chapter, this thesis will focus on single photon emitters in transition metal dichalcogenides as well as resonant nano-antennas fabricated from the same material family. At first glance, these two fields seem to be independent, yet the integration of single photon sources with resonant structures is the aim of the research that has been carried out and is also sought after by many researchers around the world. The use of single photon emission in many applications requires large emission rates with low spectral diffusion, and long coherence times and the generally used approach to guarantee these characteristics is to utilize the Purcell effect.

First discovered by Edward Purcell in 1946 [48], the so-called Purcell effect is a change in the radiative spontaneous emission rate of a source of electromagnetic radiation due to the photonic environment surrounding it. Until this time, researchers believed the spontaneous
emission rate of any source to be an intrinsic property of the system. What Purcell discovered, was that the local density of optical states surrounding the source played a vital part in determining the emission rate. In later years, it has been discovered that with careful designs of the refractive index of the materials surrounding the source, one could either enhance the emission rate or reduce it.

The next chapter of this thesis will introduce and give an overview of transition metal dichalcogenides as well as a more detailed look into some particularly pertinent properties of these materials to the work discussed in later chapters. The discussion will begin with the crystal symmetry of the material family and continue with implications of this to the stability of the lattice and its resistance to chemically etching reactions. Next, implications of the crystal symmetry and the breaking of symmetries at the monolayer limit will be discussed in terms of the band structure of the material. Moving from this topic, the discussion will shift to the presence of strongly bound excitons and their spin-orbit and valley properties as well as the presence of optically dark excitons in the tungsten based materials.

Chapter 3 will begin with a general discussion of single photon emitters and their theoretical formulation. The discussion will then shift to optical properties of realistic single photon systems such as spatial localization, power saturation, linear polarization, fine structure splitting, long lifetimes, brightness as well as single photon purity and coherence. Examples of TMD based SPEs will be discussed with an emphasis on WSe$_2$ emitters. At this point, several theories put forth to describe the formation of 2D material quantum emitters will be discussed in order to give an overview of the possible mechanisms which give rise to single photon emission in transition metal dichalcogenides and give context for many of their optical properties. The discussion of strain, which has been found to be a necessary component in the formation of SPEs in tungsten based TMDs will be emphasized.

General Mie theory will be discussed in the first section of chapter 4. The focus will then shift to Mie solutions for high refractive index nano-particles in a homogenous environment and encompass the multi-polar expansion of the scattered plane wave which gives rise to near field charge currents. Examples of studied systems will be provided by GaP monomer and dimer nano-antennas. The discussion will focus on their scattering cross sections and electric field enhancement. The Purcell effect will also be introduced theoretically in both photonic cavity and Green’s functions formalism, the latter of which will be used to study enhanced single photon emission. The last section of this chapter will also discuss the formation of a non-radiative anapole mode in cylindrical nano-antenna with examples from gallium phosphide, silicon and WS$_2$. This section will also briefly introduce non-linear processes such as second and third harmonic generation and explain the utility of anapole resonances to enhance these phenomena.
The experimental methods used throughout this work will be discussed in chapter 5 focusing on 2D material fabrication, nano-antenna fabrication, optical spectroscopy, time-resolved photoluminescence, anti-bunching and interferometry. Dark field spectroscopy and second harmonic generation will also be discussed. Finally, FDTD simulation methods of the scattering cross section, the spatial distribution of the electric and magnetic field intensity, the confinement of electric energy, Purcell factor calculation and collection efficiency enhancement by nano-antennas will be described.

Experimental work will be reported in the following chapters starting with the use of gallium phosphide nano-antennas to enhance the quantum efficiency of single photon emitters in WSe$_2$ in chapter 6. The discussion will begin with a description of the sample geometry and the photonic resonances of the two nano-structures used to form SPEs in monolayer WSe$_2$, namely GaP dimer nano-antennas and SiO$_2$ nano-pillars. Next, the optical properties of the SPEs forming on these nanostructures will be presented such as spatial localization, linear polarization, power saturation and single photon purity. The next section will focus on comparing the photoluminescence enhancement and the lifetimes of emitters forming on the two material systems and show the presence of quantum efficiency enhancement. The discussion will then shift to the insight gained into the zero dimensional state filling time due to the increase quantum efficiency. The final sections of this chapter will show the first systematic study of the coherence time of SPEs formed on gallium phosphide dimer nano-antennas. The discussion will focus on two attempts to discern the dominant decoherence mechanism of the emission.

Chapter 7 will focus on the fabrication and optical characterization of WS$_2$ monomer and dimer nano-antennas as well as their repositioning using atomic force microscopy. The fabrication and geometry of three different nano-antenna shapes will be discussed first. The focus of the next section will be on dark field spectroscopy characterization of monomer nano-antennas with a study on radial and height dependence with a correlation to simulations. The multi-polar contributions will be discussed in order to identify the resonant modes. The discussion will then shift to the dark field spectroscopy characterization of dimer nano-antennas including the identification of a dimer anapole resonance. Second harmonic generation enhancement in the monomer and dimer WS$_2$ nano-antennas will be explored as well as the linear polarization dependence of the second harmonic signal due to the enhancement of the hybridized anapole mode. Finally, the use of AFM for the reduction of the separation in a dimer nano-antenna as well as the rotation of constituent nano-pillars will be discussed along with dark field spectroscopy characterization.

The final experimental chapter focuses on the simulation of WS$_2$ dimer nano-antennas with ultra-small gaps achieved using the AFM repositioning discussed in the previous
chapter. The simulations start with calculating the degree of linear polarization of the SHG enhancement from the dimer anapole mode. Second, the electric field intensity enhancement induced by the dimer nano-antennas is discussed for the three different geometries available for fabrication and the optimization procedure is described. After this, the measurement and simulation of the radius of curvature in dimer nano-antennas is presented. Next, the Purcell factor for an SPE-like dipole placed onto the nano-antennas at different positions is compared for the three different geometries. Modulation of these properties was explored through two separate methods, namely spatial separation of the individual nano-pillars in the dimer and relative rotation of two designs. The sections on optical trapping study the force applied to two different nano-particles within the dimer gap or positioned onto the nano-antennas. Comparisons for different dimer gaps were also performed.

A final chapter of the thesis will summarize the experimental work carried out and provide an outlook for future research directions which may lead to very appealing applications in quantum communication and information processing.
Chapter 2

Transition metal dichalcogenides

In this chapter I will discuss a special family of two dimensional materials which are semiconducting in nature, namely transition metal dichalcogenides. I will firstly discuss the crystal structure focusing on the symmetry properties which form the Brillouin zone as well as briefly mention the stability of the crystal axes. Next, I will move onto the electronic properties of TMDs in bulk and subsequently monolayer form. I will discuss the mechanism which leads indirect band gap bulk TMDs to transition into direct gap monolayer semiconductors. I will then explore the spin-orbit splitting which is responsible for many of the interesting properties of these materials including spin-valley locking and valley coherence. Lastly, I will provide a description of the excitonic properties of monolayer TMDs which define the absorption and emission spectra and yield unique properties not found in any other semiconducting materials. Lastly I will finish the chapter with a brief discussion of dark excitons in W-based TMDs which may prove to be very important for the formation of single photon emitters in these materials.

Firstly, in order to begin the study of 2D material semiconductors, a small discussion of the methods by which these materials are grown or exfoliated for their study is warranted. Most of the Group IV transition metal dichalcogenides are grown into bulk crystals through chemical vapor deposition and subsequently provided for research purposes or applications. While there is a growing community which focuses on large-area monolayer growth through chemical vapor deposition (CVD) [49] and most recently CVD van der Waals epitaxy [50], most single or few-layer crystals are mechanically exfoliated following the "scotch tape" method pioneered for graphene [1]. Another rarely used method of separating single layers is chemical exfoliation [51] which, unfortunately, often affects the optical properties of the material through formation of defects. In fact, the optical properties of mechanically exfoliated mono- and few-layers are still considered optimal.
2.1 Crystal Structure

Group IV transition metal dichalcogenides (TMDs), similar to graphene and boron nitride, consist of in-plane covalently bonded atomically thin crystal layers which are held together by out-of-plane weaker van-der-Waals forces. Each layer is of the form $\text{MX}_2$ where $\text{M}$ represents a transition metal (W, Mo) and X represents a group IV chalcogen (S, Se, Te). These form a three-atom thick (0.5 - 0.7) crystal of the form X-M-X with a plane of transition metal atoms located between two planes of chalcogen atoms as shown in Fig. 2.1(a). The symmetry of the resulting crystal as well as the Brillouin zone is hexagonal as shown in Fig. 2.1(b). An important property of these materials is the breaking of inversion symmetry at the single layer (monolayer) limit which has consequences for many electronic and optical properties which are discussed further in the chapter. To form a bulk crystal, single layers are stacked atop each other in two stacking orders, namely 2H and 3R. The 2H stacking order, which is most prevalent due to its lower energy, consists of layers stacked atop each other with a 180$^\circ$ relative rotation, therefore restoring the inversion symmetry for even layer numbers. The 3R stacking order on the other hand has no such rotation of subsequently stacked layers but consists of a lateral translation of each layer with respect to the last, leading to no reintroduction of inversion symmetry and therefore subtly different electronic and optical properties with relation to the 2H stacking order.

![Side view of monolayer TMD crystal structure.](image)

![Top view of monolayer TMD crystal structure with zigzag terminated edges.](image)

Despite the stability of single layers of TMDs in air over a period of months and their lack of dangling bonds, the stability of the crystals is not uniform. It has been predicted that nano-ribbons of TMDs along the zig-zag axis would exhibit metallic properties while a nano-ribbon along the armchair direction would maintain semiconducting properties thereby...
implying that one axis is more stable than the other [54, 55]. A simple observation which reasserts this fact can be seen in Fig. 2.1(b) where each chalcogen atom along the armchair axis is bonded to one transition metal atom as opposed to the two bonds along the zig-zag axis. This has surprising results for any application which aims to etch structures out of TMD crystals during which chalcogen atoms in that crystal are selectively removed based on the strength of their bond to the transition metals. Other applications which might benefit from the difference in stability between the crystal axes include those which require fabrication of van-der-Waals hetero-structures. This relies on the alignment and relative twist of individual layers where knowledge of the orientation of the crystal axes is paramount.

2.2 Electronic properties

Bulk transition metal dichalcogenides have been known to exhibit an indirect band gap since early studies in the 1970s [7] with a valence band edge at the $\Gamma$ high symmetry point and a conduction band edge at the $Q$ point as shown in Fig. 2.2(a) [8, 56]. The band gaps vary over a range of 1.09 - 1.32 eV [8, 57] for the different TMDs. Only a few further studies of these materials were carried out due to a lack of interest.

Fig. 2.2 (a) Band structure of bulk MoS$_2$ showing the lowest conduction band (c1) and the highest split valence bands (v1 and v2). A (red) and B (green) define the smallest direct-gap transitions and I defines the lowest indirect-gap transition, the energy of which corresponds to the bandgap $E_g'$. Adapted from reference [8]. (b) Calculated band structure of monolayer TMD crystals. The weights of each electronic orbital on the band structure is shown with symbols where the size of the symbol is proportional to the weight. Adapted from reference [58].

After the discovery of graphene, many researchers renewed their interest in old materials which had the potential to consist of separable van-der-Waals crystals. The discovery of MoS$_2$ in 2010 [56] provided the necessary interest for the discovery of the entire family of transition metal dichalcogenides as layered semiconducting crystals which showed very
interesting results when thinned down to a monolayer. The indirect band gap dictates that any decay of excited states leading to the emission of light would require the additional momentum of a phonon for an electron in the conduction band to recombine with a hole in the valence band making the entire process inefficient. However, as the crystal is cleaved from two layers to monolayer, a quantum confinement effect leads to a direct band gap transition which allows for a far more efficient light-emitting recombination, increasing the quantum yield of the material by a factor of $10^3$ when compared to few layer crystals [8].

The monolayer electronic states of the valence band in the center of the Brillouin zone ($\Gamma$) and those of the conduction band at a vertex ($K$), as displayed in Fig. 2.2(b), contain contributions from the out of plane $p_z$ electronic orbitals of the chalcogen atoms and $d_{z^2}$ orbitals of the transition metal atom [59–61]. The states of the conduction band at the $Q$ point and the valence band at the $K$ high symmetry point, however, are largely governed by in plane electronic orbitals including chalcogen atom $p_x$ and $p_y$ as well as transition metal $d_{xy}$ and $d_{x^2−y^2}$ orbitals [58, 61, 62]. Upon reduction of layer number, quantum confinement mostly affects the electronic states stemming from out of plane orbitals which mainly leads to a reduction in the valence band energy at the $\Gamma$ point together with a smaller reduction of the conduction band energy at the $K$ symmetry point leaving the conduction and valence band edges to shift to the $K$ symmetry point at the monolayer limit therefore leading to a direct band gap which can efficiently emit light.

2.2.1 Spin-orbit splitting

Due to the fact that these materials incorporate heavy metal atoms, the spin and orbital angular momentum of the transition metal $d$ orbitals interact and mainly contribute to form an energy splitting in both conduction and valence band edges. The spin-orbit splitting induced in the valence band of molybdenum based TMDS is on the order of 200 meV and the tungsten based materials give rise to a splitting on the order of 400 meV [9, 58, 63] which leads to two valence sub-bands at the $K$ symmetry point with different spins. The conduction band is also split by this interaction to a smaller degree due to the partial compensation of the $p$ and $d$ states leading to two conduction sub-bands which are several tens of meV apart with different spins [58, 62, 64]. The band structure near the $K$ valleys including the spin-splitting is shown in Fig. 2.3. An interesting note is that the W-based TMDs have spin flipped conduction sub-bands compared to the Mo-based [58]. This conduction band splitting leads to part of the optical selection rules for the ground state transition. In the molybdenum based TMDs, the lowest conduction sub-band and the highest valence sub-band are both of the same spin and therefore lead to a bright, emitting transition. However, since
the conduction sub-bands are flipped in the W-based TMDs, the lowest energy conduction sub-band and the highest energy valence sub-band are of a different spin and therefore lead to a dark or non-emitting ground state [58]. This fact leads to the interesting observation that W-based TMD monolayers emit more light at room temperature than at liquid helium temperatures due to the fact that the added energy from the temperature allows the higher conduction sub-band to be populated more and lead to more bright recombinations. The opposite is true for the Mo-based TMDs as the higher temperatures would populate a higher energy dark state rather than lead to optically bright recombinations from the ground state.

![Monolayer band structure close to the K and K^- symmetry points for molybdenum based (left) and tungsten based TMDs (right). Adapted from reference [64].](image)

The inversion symmetry in even layers of TMD crystals maintains the degeneracy of the spin projections in all K valleys along the outside of the Brillouin zone which as we have discussed above are split in both the conduction and valence band due to the spin-orbit interaction. However, the breaking of inversion symmetry in monolayers leads to the formation of two, inequivalent K^+ and K^- valleys which alternate when moving along the edge of the Brillouin zone. The inequivalency is manifested as a flipped spin in both the conduction and valence band edges when comparing the two [65]. Since the conduction band edge carries a quantum number m_± = ±1 and the valence band edge carries a quantum number of m_± = 0, angular momentum selection rules dictate ∆m_± = ±1 corresponding to the absorption of left (σ+) or right (σ-) circularly polarized light in the K^+ and K^- valley respectively [59, 60]. This leads to a property called spin-valley locking which allows one to individually excite a valley through the choice of polarization of the incident light. The spin is said to be locked to one valley because the optical selection rules restrict excitations in the other valley due to an inefficient and slow spin-flip process, a slow, phonon-mediated inter-valley recombination, or an energetically unfavorable transition. While excitation with circularly polarized light will selectively excite only one valley, emission does not necessarily follow the same rule. Valley de-polarization processes will allow a number of excited states to contribute to emission from the other valley due to a long
range coulomb exchange interaction. This creates an effective magnetic field which allows the valleys to couple at timescales shorter than or on the order of the recombination time \[66\]. Therefore, an excitation in one valley, instead of recombining radiatively, may induce an excitation in the other valley which will later emit light \[67\]. Since the exchange interaction acts on timescales shorter or on the order of the recombination time, valley de-polarization is seen in all TMDs. De-polarization times (valley polarization lifetimes) measured for WSe\(_2\) range from 2 to 6 ps at 4K and are on the order of 1 ps for MoSe\(_2\) \[66, 68\]. Comparing to the few picosecond recombination times for TMDs at low temperatures and especially the longer nanosecond times for room temperature, it can be concluded that valley de-polarization is a significant part of the valley properties of TMD monolayer emission \[65, 68, 69\].

A further implication of the spin-valley locking property is that when exciting with linearly polarized light, which consists of both right and left circularly polarized light, one can induce a coherent superposition of \(K^+\) and \(K^-\) valley states (valley coherence) \[70\] which will emit light with the same polarization as long as the valley polarization lifetime is longer or on the order of the recombination time. Both of the previously mentioned properties have led to tremendous interest in valleytronics, or the manipulation of the valley pseudo-spin \[71\] with proposed applications in logic operations.

### 2.3 Excitonic properties of monolayer TMDs

Upon excitation of a semiconducting material, a negatively charged electron is elevated from the valence band to the conduction band leaving a positively charged hole behind. Both the hole and electron subsequently feel a Coulomb attractive force, not unlike a hydrogen atom, yet may move within the material due to a momentum given them by the excitation field. Similar to the hydrogen model, the dispersion of an exciton surrounding \(k = 0\), meaning no momentum of one particle relative to the other, is quadratic with energy. This two-particle electron-hole pair is termed an exciton which may be of two varieties which are separated based on the extent of their wavefunctions within the semiconducting material. Frankel excitons are those with relatively small wavefunctions (smaller than the unit cell) due to low electric field screening stemming from a low dielectric constant with binding energies of 0.1 eV to 1 eV. Wannier-Mott excitons are those with a large wavefunctions relative to the unit cell and stronger electric field screening often exhibiting much smaller binding energies on the order of 0.01 eV. The lowest energy transition in a semiconductor is generally an exciton with a varying binding energy depending on the material properties. Transition metal dichalcogenides are no exception to this rule exhibiting a Wannier-Mott type exciton due to a large in-plane dielectric constant \[72\].
As the exciton is free to move in the semiconducting TMD crystal, there are several forces governing its properties which can be separated out as the direct and exchange Coulomb interactions with short-range and long-range coupling. The short-range direct Coulomb interaction is on the order of the unit cell and relates to the overlap of the electron and hole wave-functions while the long range direct interaction can be thought of as an electrostatic attraction between opposite charges which is weakly sensitive to spin and valley states of the individual particles. The direct interaction is mainly responsible for the binding energy of an exciton. The exchange interaction is a combination of Coulomb attraction and the Pauli exclusion principle which dictates that no two identical fermions can occupy the same state. Therefore, as the exciton travels through the semiconductor, there are many virtual electron hole recombinations which can be thought of simply as the travel of the hole, however, this recombination interacts with the spin properties of the charged particles and therefore can govern valley relaxation and depolarization as mentioned in the previous section [64].

So far, the discussion of excitons was a general one which can apply to many semiconducting materials including TMDs in their bulk form. We now move onto monolayer TMDs which host a strong out-of-plane quantum confinement. Interestingly, many comparisons can be made between monolayer TMD exciton properties and those of quasi-2D quantum wells formed in bulk semiconductors [73]. In both cases excitation reveals neutral excitons as well as charged excitons and bi-excitons which can freely travel within the 2D layer until they recombine. Fig. 2.4(a) shows the concept of a traveling exciton within a semiconducting crystal lattice while Fig. 2.4(b) displays a calculation of the electron wavefunction for MoS$_2$ assuming a fixed hole position at the origin with an extent over many unit cells. This provides us part of an answer as to which type of exciton TMD single layers host. The Wannier-Mott description in the effective mass approximation is often found to be the most successful at quantitative predictions of experiments [64]. An inset in Fig. 2.4(b) displays the momentum space of the exciton which shows confinement to the inequivalent $K^\pm$ valleys.

As discussed before, the strong quantum confinement in monolayers has profound effects on the electronic and optical properties of TMD materials. This is, therefore, also true for the exciton properties which are dominant in the optical spectrum of both absorption and emission. An optical absorption spectrum for an ideal two dimensional semiconductor is displayed in Fig. 2.4(c) where several exciton states, similar to a Rydberg series of a hydrogen atom, exist before the onset of the free particle regime where electrons are no longer bound to holes and are free to traverse the crystal alone [64]. An inset shows an energy level diagram for the quantized states displayed in the spectrum. The transition metal dichalcogenide excitons rely on the spin and valley indices as well as the magnetic quantum number instead of the usual hydrogenic quantum number $n$. The binding energy for each
exciton can thus be defined as the energy from the optical transition of the state to the free particle band gap.

Upon thinning from bulk to monolayer, the optical band gap shifts to higher energies due to the change in electronic orbitals. However, the dielectric screening of the direct coulomb interaction is also reduced as shown in Fig. 2.5(a). This together with strong quantum confinement increases the binding energy of the excitonic states as illustrated by a dashed double red arrow in Fig. 2.5(b) [74]. Therefore, the free particle band gap is moved to even higher energies. The screening effect renders exciton binding energies in TMD monolayers extremely sensitive to the dielectric function of their environment. Studies of the binding energy for transferred monolayers of MoS$_2$ and MoSe$_2$ onto different substrates such as SiO$_2$ or hBN led to reductions of exciton binding energies due to the higher refractive indices of these materials relative to air [75].
2.4 Dark excitons in tungsten based TMDs

Having discussed the excitonic foundation for the optical spectrum of TMD monolayers, it will be worthwhile to spend some time on the discussion of optically forbidden excitons in the W-based transition metal dichalcogenides. The strongly bound excitons and the spin-orbit splitting of the conduction and valence band in tungsten based TMDs leads to optical selection rules which leave the conduction and valence band edges to be of opposite spin. Since a light field can only couple to the orbital angular momentum and the selection rules require a change in the quantum number $\Delta m = \pm 1$ for an optically allowed transition, the spin cannot change across this transition. This leaves the lowest energy transition in W-based TMDs as an optically dark transition which can neither absorb nor emit light. It has been experimentally recorded at 40-50 meV below the neutral exciton with a pronounced fine structure splitting of 0.6 meV [76–78]. The fine structure splitting reveals two types of dark exciton. One is truly dark which means it cannot be detected by optical means, while the other is called a ‘gray’ exciton which allows one to optically detect it in Voigt geometry, shown in Fig. 2.6(c), or simply put detecting from the side of the sample [77, 78]. This is due to the fact that the ‘gray’ exciton has an out of plane dipole moment which emits latterly in the plane of the monolayer and exhibits a lifetime that is two orders of magnitude higher than for the bright exciton in a monolayer of WSe$_2$ [78]. Another approach to allow the

---

**Fig. 2.5** (a) Real space representation of an exciton, consisting of an electron-hole pair, in a 3D bulk semiconductor and in a 2D monolayer. $\varepsilon_{3D}, \varepsilon_{2D}$ and $\varepsilon_0$ represent the different permittivities. (b) Illustration of the impact of the transition from bulk to monolayer on the optical absorption. The exciton energy is reduced and its binding energy increased as the free particle band gap energy increases. Adapted from reference [74].
detection of these out-of-plane dipole moment excitons is to use very high NA objectives or utilize a magnetic field to couple part of the emission to a collection objective [78].

Fig. 2.6 (a) A schematic of the different allowed (bright) and forbidden (dark) electronic transitions in tungsten based monolayer TMDs with the respectively involved conduction band and valence band edges. (b) Illustration of the exciton ground state dispersion. The yellow area represents the light cone where bright transitions are allowed. Excitons outside of this area are essentially dark. Adapted from reference [64]. (c) Schematic illustration of the experimental arrangement called the Voigt configuration. Adapted from reference [77].

Additionally there are different varieties of optically dark excitons which are displayed in Fig. 2.6. Recombination from the opposite $K$ valley or from the $Q$ valley which is between the $K$ symmetry point and the $\Gamma$ point will also lead to dark excitons which are in reality inefficient due to the requirement of a phonon assisted process for the transition. Another way to achieve these momentum dark states is to utilize the quadratic dispersion at the $K$ valley and excite an electron-hole pair with a large center of mass momentum which falls outside of the light cone (photon dispersion) thereby also requiring phonon-assisted recombination as shown in Fig. 2.6(b). The dark exciton is of interest in this thesis as we believe that it may be closely tied to filling of single photon emitting states and therefore recombining through 0-D states, a mechanism for which was recently predicted [79].

2.5 Conclusion

In this chapter we provided a basic overview of semiconducting transition metal dichalcogenides and their exciting properties which lead to visible light emission. We explored the crystal structure of TMDs noting the symmetries and stability of the crystal axes. We subsequently discussed the bulk and monolayer band structure which leads to a direct band gap in the monolayer limit. The spin orbit splitting in TMD monolayers and its consequences were briefly described. Further, we explored the formation of excitons in TMDs and noted the differences between molybdenum and tungsten based TMDs. The dark excitons formed
in tungsten based TMDs were briefly discussed as they are believed to be partly responsible for bright single photon emission in these materials.
Chapter 3

Single photon emission

This chapter will explore single photon emission with a specific emphasis on quantum emitters forming in transition metal dichalcogenides (TMDs) as this is a main focus of this thesis. I will begin by exploring different types of light sources and their photon statistics in order to clearly describe the unique nature of single photon emitters (SPEs). Next, I will discuss common properties of these emitters which are found in different material systems. However, most of the examples of these characteristics will be retrieved from work on TMD SPEs. Lastly, I will explore what is known of the origin of the emitters forming in 2D semiconductors and discuss the significance of strain in their formation process.

Single photon emitters were first discovered in 1973 [21] as emission of a radiative cascade from Mercury atoms followed closely by an observation of fluorescence from an attenuated beam of sodium atoms in 1977 [80]. The method of measuring their single photon nature, namely an HBT experiment which will be discussed in chapter 5, had already been developed in 1956 [81]. In general, a single photon emitter is a source of anti-bunched photons into a given spatio-temporal mode. A more intuitive explanation would state that such a source will yield exactly one photon at the same time from the same position after excitation. Many different material systems have been found to host point-like sources which yield single photons such as color centers in diamond [23], III-V quantum dots (QD) [82], as well as two-level emitters forming in 2D materials such as hexagonal boron nitride [18] or WSe$_2$ [11]. We will begin, however, with a theoretical description of different types of light sources in order to highlight the unique quantum nature of single photon emitters.

3.1 Theoretical basis of light sources

In order to understand single photon sources we must first understand why they are unique and how they are different from other light sources. These can be characterized based on
their photon statistics as single photon, coherent, or thermal (bunched). This is a measure of the number of photons that the source will emit per excitation. Fig. 3.1 illustrates the number of photons that can be emitted from different sources.

![Illustration of photon emission events](image)

Fig. 3.1 Illustration of the number of photon emission events expected for (a) anti-bunched, (b) coherent/laser, (c) bunched/thermal light sources. Adapted from reference [83].

We will now discuss the derivation of the different types of light sources from quantum mechanics as well as from classical electrodynamics.

### 3.1.1 Single photon sources

Different material systems may host point-like sources which will yield single photons such as NV centers in diamond [23], III-V quantum dots [82] and two-level emitters forming in 2D materials [11, 18]. The phenomenological description is appropriate for a qualitative understanding of single photon emission, however, a more rigorous quantum mechanical derivation will provide a more in-depth understand of single photons. We first begin with a harmonic oscillator which is an approximation of the two-level system of a single photon source. The potential that describes this system is:

\[
V(x) = \frac{1}{2}m\omega^2x^2, \tag{3.1}
\]

where \(m\) is the oscillator mass and \(\omega\) is the angular frequency. Using the quantum mechanical momentum operator, the Hamiltonian of the system can be written as follows:

\[
\hat{H} = \frac{\hat{p}_x^2}{2m} + \frac{1}{2}m\omega^2x^2, \tag{3.2}
\]

where \(\hat{p}_x\) is the momentum operator. In order to find a wavefunction \(\psi(x)\) for this harmonic potential, one would subsequently solve the time-independent Schrödinger equation \(\hat{H}\psi(x) = E_n\psi(x)\) and also obtain the eigen energies \(E_n\). However, there is another formulation of the
Hamiltonian which is more insightful for studying the number state of a quantum harmonic oscillator. This uses the Hermitian conjugate annihilation ($\hat{a}$) and creation ($\hat{a}^\dagger$) operators defined below [83]:

$$\hat{a} = \frac{1}{2m\hbar\omega^{1/2}}(m\omega\hat{x} + i\hat{p}_x),$$  
$$\hat{a}^\dagger = \frac{1}{2m\hbar\sqrt{\omega}}(m\omega\hat{x} - i\hat{p}_x),$$  

(3.3)

where $\hbar$ is the reduced Planck constant. The commutator of these operators $[\hat{a}, \hat{a}^\dagger] = 1$ Using these definitions, the Hamiltonian of the quantum mechanical harmonic oscillator is written as follows [83]:

$$\hat{H} = \hbar\omega(\hat{a}^\dagger\hat{a} + \frac{1}{2}).$$  

(3.4)

Using the commutator of the creation and annihilation operators as well as their commutator with the harmonic oscillator Hamiltonian, we can understand the energy spectrum of the original potential. If we apply the $\hat{H}\hat{a}^\dagger$ or $\hat{H}\hat{a}$ operators to the eigenfunctions $\psi_n$ using the time-independent Schrödinger equation, we can come to some conclusions [83]:

$$\hat{H}\hat{a}^\dagger\psi_n = (\hbar\omega + E_n)\hat{a}^\dagger\psi_n,$$
$$\hat{H}\hat{a}\psi_n = (\hbar\omega + E_n)\hat{a}\psi_n.$$  

(3.5)

One conclusion that we can make is that $\hat{a}^\dagger\psi_n$ and $\hat{a}\psi_n$ are also eigenfunctions of the Hamiltonian and yield energies of $(E_n \pm \hbar\omega)$. This means that the energy spectrum of the harmonic potential consists of equally spaced energy levels which explain the names of the creation and annihilation operators as these either raise the energy by one level or reduce it when applied to the system wavefunction. Since we also cannot accept a negative energy as a physical concept we apply the condition that there will be a lowest energy state or a ground state for which the application of the annihilation operator to the wavefunction will not reduce the energy further [83]:

$$\hat{a}\psi_0 = 0,$$  

(3.6)

where $\psi_0$ is the ground state wavefunction. The final solution using all of the constraints of our quantum mechanical system will yield an energy of the nth level of the oscillator to be equal to:
Thus we can expand the formalism to include number states (also known as Fock states) \(|n\rangle\) which describe a wavefunction \(\psi_0(x)\) with an energy \((n + 1/2)\hbar\omega\). Applying a creation or annihilation operator will either create or destroy a quanta of energy and either raise or lower the energy of the system by the same amount.

So far we have described a quantum mechanical harmonic oscillator which can be used to describe a two-level system in which the potential can only confine two energy levels. This is a good approximation for an exciton found in quantum dots, defect centers or 2D materials. However, the number state formalism we used here does not require the explicit inclusion of mass. Therefore, it can be easily carried over into a description of a massless harmonic oscillator or a quantized light field [83]. In this description, each number state \(|n\rangle\) describes an electromagnetic wave packet with a number of photons \((n)\). When we apply the creation and annihilation operators to the number state we raise or lower the energy of the system by adding or destroying a photon. The ground state in this description is simply known as the vacuum state where there are no photons in a wavepacket and therefore no propagation of light. The photon number statistics of the single photon Fock states is a discrete delta function yielding a single photon per excitation. An important note is that single photon sources cannot be described without the use of quantum mechanics.

### 3.1.2 Coherent light sources

We have explored a description of quantized light using the analogous case of quantized energy levels in a massive quantum mechanical harmonic oscillator in order to describe the emission of single photons. We can also use this formalism to describe coherent light sources such as lasers where an excitation creates many photons at once. The complex number state \(\alpha\) can be used to describe these through a complex field amplitude in photon number units, written as [83]:

\[
|\alpha\rangle = \exp \left( -|\alpha|^2/2 \right) \sum_{n} \frac{\alpha^n}{(n!)^{1/2}} |n\rangle.
\]  

Coherent states are not eigenstates of the harmonic oscillator Hamiltonian, however they are right eigenstates of the annihilation operator \(\hat{a}\) and left eigenstates of the annihilation
operator $\hat{a}^\dagger$. Therefore, applying the annihilation operator to the above definition will yield the complex field amplitude $\alpha$ eigenvalue while applying the creation operator will yield a complex conjugate $\alpha^*$ eigenvalue. Using the formulation of the coherent state and the fact that it is an eigenstate of the annihilation and creation operator, it can be worked out that the probability that there are $n$ photons in a coherent state propagating in free space ($P(n)$) is equal to [83]:

$$P(n) = \frac{\bar{n}^n}{n!} e^{-\bar{n}},$$

where $\bar{n}$ is the mean photon number. The above formulation of the probability of finding $n$ photons in a coherent number state describes a Poissonian distribution. Therefore, a coherent light source would yield a burst of photons with a mean number $\bar{n}$ with a standard deviation commonly known as $\Delta n = \sqrt{\bar{n}}$. The photon statistics of coherent light sources can also be shown to be Poissonian using an entirely classical approach which confirms this result [83].

### 3.1.3 Thermal light sources

Finally, we will shortly discuss thermal light sources which often yield bunched photons. Here we will not need a quantum mechanical definition as these can be classically described as black body radiation from an enclosed cavity with a temperature $T$. The radiation will consist of a continuous spectrum of oscillating modes with an energy density within the angular frequency range $\omega$ to $\omega + d\omega$ given by Planck’s law:

$$\rho(\omega, T)d\omega = \frac{\hbar \omega^3}{\pi^2 c^3} \frac{1}{\exp(\hbar \omega / k_B T) - 1} d\omega.$$  \hspace{1cm} (3.10)

where $k_B$ is the Boltzmann constant. This derivation of Planck’s law requires a discrete energy spectrum for each oscillating mode similar to the one in the definition of the single photon energy packets (equation 3.7):

$$E_n = (n + \frac{1}{2})\hbar \omega,$$

where $n$ is a positive integer and corresponds to the number of photons with angular frequency $\omega$ in the particular mode. Thus, equation 3.10 requires a definition of light which includes
discrete energy packets similar to the derivations of previous light sources discussed in this chapter. Furthermore, it can be shown that a single radiation mode within the enclosed cavity with an angular frequency of $\omega$ will yield a photon number statistics described by Bose-Einstein statistics:

$$P_{\omega}(n) = \frac{1}{\bar{n}+1} \left( \frac{\bar{n}}{\bar{n}+1} \right)^n,$$

where $\bar{n}$ is once again the mean photon number. The standard deviation, here defined by $\Delta n = \sqrt{\bar{n} + \bar{n}^2}$ is larger than that for coherent light thereby highlighting the broader photon number statistics of thermal light. Another name for thermal light source photon statistics is super-Poissonian. Fig. 3.2 shows the number distribution for thermal and coherent light for a mean number of $\bar{n} = 10$. This is very different from single photon emission where the number distribution would solely be a delta function at $n = 1$.

Fig. 3.2 Comparison of photon statistics for a coherent Poissonian and a thermal super-Poissonian light source. The average photon number for both is $\bar{n} = 10$. Adapted from reference [83].

Classical approaches can be used to describe both coherent and thermal sources of light. Single photon emission, however, is unique in that it is solely a quantum mechanical phenomenon and therefore has unique properties which are advantageous for a number of applications in quantum communication and research related to quantum mechanics. We have so far explored how single photon states can exist as propagating light. Now we will shift our focus to the systems designed to emit such light and their properties.

## 3.2 Single photon emitter optical properties

As discussed above a single photon emitter consists of a two-level system occupied by a single electron and a single hole state. Upon excitation, the electron is raised to the upper
level. The positively charged hole is left behind in the previous position of the electron. In most semiconducting materials the electron and hole are subsequently bound by a Coulomb force and an exchange force into a new quasi-particle called an exciton. For materials such as III-V semiconductors or TMDs, excitons are often free to move within the crystal, but, a single photon source in such materials is confined to a spatial position where the electron and hole energies fit inside the band gap of the material also leading to narrow linewidth emission. Since this electron-hole pair is spatially localized to this lower energy position, it must recombine and lose its energy either through a non-radiative process or in the case of ideal single photon sources recombine to generate one quanta of light. Therefore, spatial localization is a common property for single photon emitters. Fig. 3.3 shows the localization of TMD SPEs which are believed to be tied to strain [11].

In the case of quantum dots, the engineered design of less than 100 nm diameter III–V QDs or smaller than 10 nm colloidal QDs provides the localization for the emitter. The designed artificial atom, which may host up to two excitons, is defined to be spatially localized during epitaxial growth or chemical preparation [84, 85]. As the material of the quantum dot is chosen to host a band gap with a conduction band below and a valence band above those of the surrounding material, the excitation of an electron in the two-level system is bound to it as there is no energetically favorable state in the spatial or spectral vicinity. For color centers in diamond, quantum emission occurs from a nitrogen vacancy center which is often formed during crystal growth or in subsequent annealing steps [28, 86]. Defects such as these are very tightly localized to a single atomic site. The localization of TMD single photon sources, however, is still heavily debated as it is not known whether nano-scale strain or defect emission is responsible for their formation. We will discuss the effects of strain
on TMD monolayer crystals later in the chapter, however, it has been found to be directly related to formation of SPEs. Whether, nano-scale strain pockets or strain activated defects are the localization centers for TMD SPEs is still unknown, however, it has been shown that emitters can be localized to areas smaller than 50 nm in WSe$_2$ [87] and with potentially greater precision for emitters defined in MoS$_2$ by helium ion irradiation [88].

Two more common properties can easily be extracted from the fact that a single photon source can only hold one or two excitons which will exhibit dipolar emission on recombination. The first conclusion that follows from this is that increasing the excitation power indefinitely will yield no further emission than what is maximally possible. The second is that the emission of the source will always be linearly polarized due to its dipolar nature. Fig. 3.4 shows exemplary power dependent and polarization dependent plots of single photon emission from WSe$_2$.

Fig. 3.4 Examples of (a) power saturation and (b) linear polarization of emission from a WSe$_2$ single photon source. Adapted from reference [11].

In Fig. 3.4(a) the emission saturates with increasing power as the emitter is maximally filled with the saturation power and intensity dependent on the non-radiative and radiative components of both the quantum state and the de-localized exciton state in the 2D material. The polarization dependence shown in Fig. 3.4(b) displays a characteristic pattern for linear polarization which confirms the dipolar nature of the emitter. TMD emitters have also been shown to exhibit a circular polarization dependence at high magnetic fields [10]. This is believed to be similar to excitons in III-V quantum dots where the left circularly polarized $\sigma^-$ and right circularly polarized states $\sigma^+$ hybridize through the exchange interaction in the presence of in-plane anisotropy forming a linearly polarized, fine structure split doublet [89]. At high magnetic fields, this hybridization is thought to be broken and the circular polarization is regained leading to evidence that suggests that single photon emission may originate in trapped de-localized excitons by localized defects or strain pockets [10]. Another report suggests that the polarization of the single photon emitters is related to the strain topography at the position of the SPE [90].
The discussion has naturally lead to the fine structure splitting of emission in single photon emitters. This is evident in single photon emission through the observation of two energetically closely spaced emission lines with linearly polarized emission oriented in different directions. As discussed, in III-V quantum dots [89], and as seen in Fig 3.5, fine structure splitting arises due to anisotropy in the confining potential of the quantum emitter. In III-V quantum dots, this can arise due to an anisotropy in the shape of the artificial atom during its growth [89] which further yields cross-polarized emission fine structure split peaks. For SPEs forming in TMDs, the shape of the strain potential might play a large role in the fine structure splitting observed which may lead to similarly cross-polarized emission peaks [10, 12, 13, 91] but due to the difference in crystal symmetry of III-V materials and TMDs, linear polarization axes may not always be perpendicular.

Another consequence of the trapping of excitons into quantum states which emit single photons is the lengthening of the lifetime of emission. The lifetime of de-localized, neutral excitons in monolayer WSe$_2$ has been recorded to be $\approx 2$ ps [69], while the lifetime of single photon sources found in the same material have been reported as 1-10 ns [10, 12, 91]. The lifetimes of III-V quantum dots also exhibit lengthened lifetimes in the range of several hundred picoseconds [92, 93]. An exemplary measurement of the lifetime is shown in Fig. 3.6.

As the quantum state is often excited above-band, higher energy states must relax down to the single photon emitting state which does not happen as quickly as the recombination time of de-localized excitons. This lifetime is often measured as a mixture of radiative and non-radiative lifetimes which can be used to define a quantum efficiency of the emitter:
3.2 Single photon emitter optical properties

Fig. 3.6 Typical lifetime measurement of a localized single photon emitter in WSe$_2$ showing a lifetime of 2.5 ns. Adapted from reference [12].

\[ \eta_{QE} = \frac{\tau_r}{\tau_r + \tau_{nr}}, \]  

(3.13)

For quantum emitters in TMDs, this quantum efficiency is expected to be low with non-radiative processes dominating the emission decay as the quantum efficiency of monolayer TMDs is in the range of 0.06-5\% [94–96]. In III-V quantum emitters, the quantum efficiency is near 100\% [97], however, the extraction of the emitted photons is a difficult task as these single photon sources are often fabricated in a high refractive index environment. Another way to define the quantum efficiency is to measure the number of photons emitted from a source after exciting it with a single pulse. This definition leads to another figure of merit for all single photon sources, namely the brightness at the first lens. This value is defined as follows:

\[ B_{lens} = \beta \eta_{lens} p_{state} \eta_{QE}, \]  

(3.14)

where \( \beta \) is the probability of the source emitting light towards the collection optics which is often an objective lens, \( \eta_{lens} \) is the collection efficiency of this lens, \( p_{state} \) is the probability that the quantum state has been initialized after excitation which should be close to unity at the saturation power of the emitter [97]. For III-V quantum dots, \( \beta \) is often low as the emitter rests within a high refractive index substrate which redirects light away from any collection optics yet with placement inside a resonant structure a brightness of \( B_{lens} = 60\text{-}80\% \) [97].
For TMD SPEs, this figure of merit has not been reported reliably yet the challenge for this material system rests in the low quantum efficiency of the emitter [98].

The last common property for single photon emitters which we will discuss is expressed in the single photon purity figure of merit. This is tested via a Hanbury-Brown-Twiss experiment which will be thoroughly discussed in Chapter 5. The measurement sends light from a source to a beamsplitter which separates the light into two paths ending in single photon counting detectors. Double detection events are then plotted vs the time between each detection. The probability of recording photons in both detectors simultaneously provides a robust measurement of the single photon purity as it should be zero for an ideal SPE. In reality, a value below 50% is judged as single photon in nature. Fig 3.7 displays an example of a second order correlation function \(g^{(2)}(t)\) for a WSe\(_2\) SPE.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{g2plot.png}
\caption{Example of a \(g^{(2)}(t)\) plot for a single photon emitter showing a \(g^{(2)}(0) = 0.18 \pm 0.02\). Adapted from reference [12].}
\end{figure}

The values of \(g^{(2)}(0)\) for SPEs in WSe\(_2\) seen in experiment range from 0.022 to 0.30 [10, 12, 91, 99–101]. The emission often appears at the same wavelength as background emission which is not related to the single photon state, background correction yields \(g^{(2)}(0)\) values as low as 0.002 to 0.03 [11, 100].

### 3.2.1 Coherence and dephasing

Applications such as quantum information processing will often require that the emitted single photons be indistinguishable from one excitation cycle to the next. This can be tested if two photons emitted by an SPE are passed through separate arms of a beamsplitter. If they are identical, they will produce full interference [102]. This quantum mechanical effect was first reported in 1987 and subsequently named after the physicists who discovered it in down-converted light, namely the Hong-ou-Mandel effect [103]. This experiment showed
that indistinguishable photons passing into a beamsplitter from two different paths at exactly
the same time will exit through the same output path together. One property required for an
indistinguishable single photon source is coherence. As a general wave phenomenon, two
waves which occupy the same space, have the same wavelength and waveform as well as a
constant phase difference are said to be coherent and will produce interference fringes. An
ideal single photon source will always yield identical photons after each excitation cycle,
however, in reality there are processes which will limit the coherence of consecutively emitted
photons. These include mechanisms such as spectral diffusion, phonon sideband emission
and pure dephasing.

Spectral diffusion is the change in emission wavelength of the SPE over timescales longer
than the radiative lifetime \([97]\). This leads to different energies of consecutively emitted
photons which will limit the coherence. As spectral diffusion is often caused by spin or
charge fluctuations in the spatial vicinity of the SPE, crystal defects or surface states may
result in random changes of the local charges over times longer than the decay time of the
emitter and lead to Stark tuning of the emission wavelength \([97]\). Similarly fluctuations of
randomly oriented nuclear spins in the surrounding material of some quantum dots lead to
spectral diffusion of the emission of SPEs and therefore to a loss in coherence \([104]\).

Alternately, if environmental effects such as charge and spin fluctuations happen on
timescales shorter than the radiative lifetime or excited states interact with a phonon bath in
that time (phonon absorption and emission at the same energy with different wavevectors),
the reduction in coherence is called pure dephasing \([97]\). This will lead to a randomly
time-varying phase difference for emitted photons and lead to a loss in coherence.

A phonon sideband is observed as a broad emission peak at slightly lower energies than
that of the so-called zero-phonon line of the SPE. This occurs due to an interaction with the
excited state and an acoustic phonon. As the SPE emits a photon, an acoustic phonon may
be absorbed or, more likely, emitted in which case some of the energy of the excited state
will be removed from the photon and therefore lead to a peak at lower energy. Since this
recombination process involves a phonon, it will lead to incoherent emission which can be as
much as 10\% of the emitted light from InGaAs QDs \([97]\). This is also seen in many WSe\textsubscript{2}
SPE emission spectra, often found at lower energies \([31]\).

These are some of the dominant de-coherence mechanisms present in single photon
emitters in different material systems including III-V and II-VI quantum dots, color centers
in diamond or 2D materials. Some of the above-mentioned dephasing mechanisms such as
phonon-induced processes may influence 2D materials differently than color centers or
quantum dots due to the fact that the SPE will form along a surface instead of inside a bulk
material. However, all of these common de-coherence mechanisms will be important for
every material system to some degree. The coherence time for SPEs in WSe$_2$ have previously only been reported once to be a very short value of 3.5±0.2 ps [98]. Compared to the coherence time of III-V quantum dots (430 - 770 ps [105, 106]), NV centers in diamond (as high as 15 ns [86]) or even SPEs in hexagonal boron nitride (81 ps [107]), TMD emitters offer far shorter values which may limit their potential use, however, this may be improved by protecting them from the environment via encapsulation or other means.

### 3.3 Transition metal dichalcogenide SPE origins

Having now discussed common single photon emitter properties, we will shift to the formation of these with a particular emphasis on TMD SPEs which is are large part of the completed work for this thesis. The formation of single photon sources in other material systems has long been studied and is generally agreed upon. For III-V or II-VI quantum dots, crystal growth of low bandgap islands inside a high bandgap material localizes the wavefunction of at least one exciton inside the structure. Therefore, molecular beam epitaxy is used to define the single photon source directly [108]. Colloidal quantum dots, on the other hand are defined by a chemical process which forms many semiconducting nano-particles of 2-10 nm radius which will subsequently emit single photons [85]. Color centers in diamond are also fairly well understood as crystal defects such as nitrogen substitutions in carbon vacancy sites [28, 86].

However, SPEs in 2D materials are often still under at least partial debate. Single photon sources in hexagonal boron nitride (hBN) emit quantum light at room temperature (RT) and exhibit smaller linewidths for few layer samples rather than monolayer [18], suggesting a deep level trap state originating in a crystal defect. The high annealing temperatures or electron beam irradiation required to activate the quantum states also point to a similar origin. One of the first reports of single photon emission in hBN suggest an anti-site complex N$_B$V$_N$ [18], while other first principles calculations point to a carbon substitution and nitrogen vacancy C$_B$V$_N$. However, these works have not been able to explain the large range of emission energies of these emitters, which other reports believe to be a result of strain [20, 109]. Another explanation of this range of possible emission energies for hBN SPEs suggests coupling to a third higher energy state which indirectly couples to the two-level emitter and allows one to access low energy emitters with a higher energy excitation [110].

While hBN quantum emitters are generally believed to be a result of one or another type of deep level trap state with direct or indirect coupling to a third state, the formation of SPEs in TMDs is far less agreed upon. Different reports still suggest vastly different origins of the
quantum state. Many of these reports, however, agree on the requirement of strain for the formation of an SPE in monolayer TMDs [11, 13, 31, 111–114].

### 3.3.1 Strain Theory of TMDs and Exciton Funneling

Few layer TMDs, similar to graphene and other 2D materials, can withstand very large values of strain (6-11% [115] for monolayer) before failure of the crystal occurs. Such deformations, however, can induce large bandgap renormalizations and strain values of more than 3%, can lead to a transition from indirect to direct bandgap in bilayer WSe$_2$ [116]. Similarly strain of 2.5% or more will lead to a transition from direct to indirect bandgap in WS$_2$ [117]. Therefore, strain engineering can be a very useful tool for designing the bandgap of few layer TMDs.

TMDs consist of a crystal structure with a plane of transition metal atoms between two planes of chalcogen atoms. Under tensile strain, the three planes will shift closer to each other and under small compressive strains, these will shift further apart. This will change the overlap of the electron orbitals of the chalcogen and transition metal atoms and therefore lead to a change in the band structure of the material. For the selenium and sulfur TMDs, the conduction band at the K symmetry point of the Brillouin zone and the valence band at the $\Gamma$ symmetry point depend on the out of plane $d_{z^2}$ orbitals while the conduction band at the Q point and the valence band at the K point will depend on in-plane $d_{xy}$ and $d_{x^2-y^2}$ orbitals [61] as shown in Fig. 3.8.

![Fig. 3.8 Schematic illustration of electron orbitals surrounding TMD atoms and their influence on different points of the band structure. Adapted from reference [61].](image)
Since strain will have a larger effect on the out-of-plane electron orbitals, the valence $\Gamma$ and conduction $K$ points in the Brillouin zone are strongly affected. In all of the previously mentioned TMDs, a small increase in tensile (compressive) strain leads to a reduction (increase) of the conduction band and an increase (reduction) of the valence band energy at the $K$ symmetry point and therefore a reduction (increase) of the bandgap. Larger values of tensile strain lead to a transition to an indirect band gap with a shift of the valence band minimum to the $\Gamma$ point. Conversely, with larger compressive strain values, the conduction band minimum will shift to the $Q$ point and lead to a reduction of the band gap \[61\]. Strain in TMD monolayers has been reported using a polymer membrane bending apparatus \[118–120\], shown in Fig. 3.9(a), as well as flake transfer induced wrinkles \[121\], shown in Fig. 3.9(b), to study uni-axial deformations which are expected to lead to small changes in the band structure \[61\].

![Fig. 3.9](a) Schematic illustration of a bending apparatus used to strain a monolayer on a PETG membrane. Adapted from reference \[118\]. (b) SEM image of a wrinkled MoS$_2$ monolayer. Adapted from reference \[121\].

Alternately, bi-axial strain leads to a larger band gap renormalization \[61\] yet it is often induced in a smaller region than the size of a TMD flake. Localized bi-axial strain induced through a nano-indentation with the use of atomic force microscopy (AFM) cantilever tips \[113, 122, 123\] will form a region with an altered band structure which may appear in three types \[124\]. As shown in Fig. 3.10, type I corresponds to an increase of the valence band and a decrease in the conduction band with increasing strain, leading to a locally reduced bandgap which is true for TMDs \[61\]. Type II and III correspond to a decrease in both the valence band and the conduction band to varying degrees.

The difference in type II and type III band structure renormalizations with strain is contained in the concept of carrier funneling, which can be defined as the spatial diffusion of excited charge carriers toward regions which reduce the crystal energy. In type I renormalizations the electron and hole are both forced to diffuse toward the strain region as the valence band energy increases and the conduction band energy decreases thereby decreasing the total
energy of the exciton. The type III band structure change with increasing strain also leads to a diffusion of the entire exciton toward the strained region, however, in this case the hole is being forced away from this region due to the decreased valence band energy. The binding energy of the exciton, however, is stronger than the force in the opposite direction for the hole and therefore the entire exciton funnels toward the strained region. In type II, this exciton binding energy is overcome and the exciton can be dissociated into an electron and hole which are forced to spatially diffuse in opposite directions [124]. There is also a different case of a reduction in the valence energy and an increase in the conduction band energy at a strained position which leads to an inverse exciton funnel which has been predicted for black phosphorus [125]. Exciton funneling is only possible when the lifetime of the quasi-particle is longer than the diffusion time.

For TMDs, increased tensile strain leads to a type I funnel where excitons spatially diffuse toward strained regions within their lifetime. Since the lifetime of excitons in TMDs is typically on the order of 1 ns at room temperature [65], only excitons within 360 nm from the strained region will be funneled toward it [126]. At low temperatures, the lifetime of de-localized excitons is far shorter (1.8 ps for MoSe$_2$ and 2 ps for WSe$_2$ [69]), therefore, only those within an even smaller range will funnel toward a strained region. These reports have recorded the bright neutral exciton lifetime and diffusion length. However, in tungsten-based TMDs, there is a dark exciton formation as the ground state which cannot radiatively decay and will, therefore, be able to diffuse over larger distances (1.5 um for encapsulated WSe$_2$ at room temperature[126]). Evidence for exciton funneling can be found in a report of a bilayer of WSe$_2$ suspended over gallium phosphide dimer nano-antennas where strain is localized to the edges of the nano-antenna. The neutral exciton emission is brighter at the position of these edges and much brighter lower energy emission is also observed [116] as shown in Fig. 3.11(a). As the bilayer experiences tensile strain at the edges of the nano-antenna, the bandgap is reduced, however, the opposite happens at positions where the bilayer meets the substrate and compressive strain is applied. The bandgap renormalization can be seen in

Fig. 3.10 Energy level diagram of three types of exciton funneling under strain from an AFM tip. The x-axis represents the radius of an AFM probe used to deform a suspended monolayer TMD. A decreasing tip radius results in higher values of strain. Adapted from reference [124].
Fig. 3.11(b). The strain regions funnel excitons formed on the nano-antenna but the barrier created by the compressive strain does not allow the funneling of excitons formed away from the nano-antenna [116].

Fig. 3.11 (a) A linear photoluminescence scan of a WSe$_2$ bilayer transferred onto a row of GaP dimer nano-antennas shown schematically in the top inset. Top right panel shows photoluminescence only from the neutral exciton X. Bottom right panel shows integrated neutral exciton and low energy sideband portions of the spectrum at each position along the dimer row. (b) Calculated change of the bandgap for positions along the axis connecting the middle of the dimer nano-pillars. Top inset shows a schematic diagram of the bilayer transferred onto a dimer nano-antenna. Adapted from reference [116].

### 3.3.2 TMD SPE formation due to strain

As discussed in the previous section, strain can be used to locally decrease the bandgap in a TMD and funnel photo-induced excitons toward this region. Several reports of single photon emitters in WSe$_2$ have demonstrated the use of strain to form single photon emitters [13, 31, 111–114] with some suggesting that exciton funneling is an important mechanism for populating the quantum states [31, 116]. One of the first reports argues that nano-scale islands of strain induce the SPE state itself [11] similar to how quantum dots are a low bandgap material formed within a high bandgap material. This conclusion was reached because many TMD SPEs occur around the edges of the monolayer flakes and scanning tunneling microscopy has shown that nano-scale monolayer fragments occur at these edges [99]. Other reports demonstrate that the polarization of TMD SPEs may be influenced by the topography of the strained region at the position of the quantum emission [90, 127]. This would suggest another analogue between these emitters and molecular beam epitaxy grown quantum dots due to the similar polarization and fine structure splitting conditions arising from anisotropy in the shape of the dot.
A large part of the TMD SPE community also attributes the formation of the quantum state to vacancy or impurity defect centers [10, 12, 13, 113, 91, 112, 88, 114]. As the quantum emission is usually observed as a sharp emission line at energies slightly below the bandgap, it is natural to assume that shallow defect centers are hosting the single photon state. Some attribute this to Se vacancy centers [112, 128], while others have numerically (DFT) calculated that the most likely source of the emission is an anti-site complex Se\text{W} [129]. Others go a step further and deterministically create crystal defects by irradiating a TMD monolayer with a beam of helium ions, after which narrow linewidth quantum dot-like emission is readily observed. There is no consensus over one type of defect or another. The community remains undecided about the exact origin of the single photon emission in TMDs, however, strain continues to play a large role in populating the quantum state in the defect-bound description [13, 112–114]. The evidence for the latter stems from the fact that the neutral exciton emission is quenched when sharp SPE features appear suggesting that the quantum emitter is populated by a funneling of the free neutral exciton [31]. Following this hypothesis, several groups have transferred WSe\text{2} monolayers onto pre-patterned substrates which induce strain in the middle of the flake [13, 31, 111, 112], while others use an AFM cantilever tip to induce the strain [113]. The transfer of monolayers onto pre-patterned SiO\text{2} or resist pillars yields at least one SPE formation at up to 96% of the predefined positions [31, 111] with a positioning accuracy of up to 120±32 nm [31]. Even higher positioning precision (<50 nm) has been achieved with plasmonic waveguides which also couple the emitted light to a waveguided mode [87]. Other methods of inducing strain in monolayer WSe\text{2} have also been found to yield single photon emission [114].

3.3.3 Recombination pathways and possible origins of SPE formation in TMDs

More work, however, has been carried out on carrier relaxation and population dynamics of the quantum states. One report asserts that the presence of a rise time in the dynamics of single photon emitters requires the introduction of a metastable third energy state which decays to the quantum emitter two-level system [130]. This work asserts that after excitation, hot carriers will relax to either a quantum state or a higher energy shallow supplying state which will subsequently relax to the emitter excited energy level. At increased temperatures, the carriers in the supplying states are no longer trapped and can relax down to the quantum emitter level much faster thereby shortening the rise time of the single photon emission [130]. In a more detailed approach, another work attempts to address which higher energy states are supplying the localized emitter states. In this report the precise definition of the
disorder leading to the SPE is not defined as the conclusions reached can apply to point defects, local strain or impurities [79]. The authors describe a system consisting of a bright and indirect dark neutral exciton level as well as direct and indirect localized states as shown in Fig. 3.12(a) [79]. The dark exciton in this study refers to the one discussed in the previous chapter of this thesis. The work ties features present in low temperature monolayer TMD photoluminescence spectra to different relaxation pathways. Direct localized single photon emission is connected to a direct transition from a bright neutral exciton level leading to sharp features close to the neutral exciton shown as $X_{Loc}$ in Fig. 3.12(a) (b) [79]. Similarly an indirect transition from a localized state in the K’ valley leads to lower energy sharp spectral features $X_{Loc,Phon}^D$ which are filled by a relaxation from the dark exciton level in that valley [79]. In all of the indirect transitions, phonons are required to yield emission within the light cone and lead to a spectral feature.

Fig. 3.12 (a) The left panel shows a schematic diagram of trapping free excitons by disorder in a monolayer TMD crystal. The right panel displays an illustration of the energy level diagram that is suggested to lead to the different types of single photon emission in TMDs. (b) Temperature dependent spectra expected for a 30 nm potential well with a depth of 40 meV. Inset shows temperature dependent bright exciton direct capture rate as well as intervalley phonon scattering rate. As the capture rate is dominant at low energies the spectral feature resulting from this will be more prominent at lower temperatures. Adapted from reference [79].

The theoretical study continues by discussing the evolution of the spectral features with increasing temperature (shown in Fig. 3.12(b)) or with an increasing trap state potential well width. Similar to many experimental reports, the increase in temperature leads to the disappearance of the $X_{Loc}$ feature and the broadening and suppression of the $X_{Loc,Phon}^D$ as well. The increase in the trap state potential leads to a redshift of all features, suggesting, that some single photon emitters originate from such wide potential wells [79].

Yet another report suggests an alternate mechanism for the radiative cascade leading to quantum emission. In this description, funneling leads free excitons to be trapped in a localized energy level resulting from a double selenium vacancy [128]. Since the crystal defect is localized in real space, it is not in momentum space thereby allowing inter-valley transitions through this localized emitter possible without the need for phonon interactions.
3.4 Conclusion

The strain at the position of the emitter also brings the conduction band edge in both valleys closer to this defect level and thereby increases the transition rate from the dark exciton in both valleys to the localized state [128]. The broken valley symmetry at the defect position allows the inter-valley mixing of the exciton trapped in the quantum state and therefore leads to fine structure splitting [128]. Under a magnetic field this splitting is increased as the free exciton valleys are brought relatively further away in energy, thereby agreeing with experimental observations of the Zeeman effect in TMD SPEs [10, 13, 12, 91, 99].

In this chapter we explored single photon emission by first discussing the theoretical basis of different light sources and their photon statistics in order to be able to distinguish single photon emission as a quantum effect. Next we discussed some of the most common SPE properties including spatial localization, power saturation, linear polarization, fine structure splitting, long lifetimes, brightness, single photon purity and single photon coherence. We discussed examples in different material systems for each with an emphasis on TMD single photon emitters such as those found in WSe$_2$. Next, we explored what is known of the origin of single photon emitters with a particular emphasis on those found in TMDs. This included the discussion of strain as a necessary condition for observation of narrow linewidth emission and exciton funneling as a possible method of populating the quantum state. Later we discussed how these effects in few layer TMDs are believed to lead to SPE formation and while not much is known about the origin of the quantum state, the recombination pathways leading to single photon emission have also been discussed. The next chapter will shift to nano-photonics and engineering of the photonic environment as the main method of enhancing single photon emission in order to make it useful for a variety of applications.
Chapter 4

Mie resonators

We have so far discussed single photon sources in general as well as in the specific material system of 2-dimensional semiconducting materials. Next we will explore the enhancement of single photon emission via engineering of the photonic environment surrounding the light source. In order to discuss this we must first understand how the electromagnetic fields can be shaped by the presence of different materials. More specifically we will discuss how modify the environment with so-called Mie resonators, but before this can be accomplished, we must first understand how different materials react to electromagnetic fields and how they can change the propagation of light.

Since we mean to discuss the propagation of light through different materials as opposed to vacuum, the first concepts we must discuss are the relative permittivity (dielectric constant) and the refractive index. We can begin from one of Maxwell’s equations also known as Gauss’s law [131]:

\[ \nabla \cdot D = 4\pi \rho_f, \]  

(4.1)

where \( \rho_f \) is the free charge density and \( D \) is the displacement current defined as [132]:

\[ D(r,t) = \varepsilon_0 E(r,t) + P(r,t), \]  

(4.2)

where \( \varepsilon_0 \) is the free space or vacuum electric permittivity, \( E(r,t) \) is the electric field and \( P(r,t) \) is the polarization of a material through which an electric field is propagating. The polarization itself can further be defined using the electric field as follows [132]:
\[ \mathbf{P}(r, t) = \chi \varepsilon_0 \mathbf{E}(r, t) + \chi^{(2)} \varepsilon_0 \varepsilon^2 \mathbf{E}(r, t) + \chi^{(3)} \varepsilon_0 \varepsilon^3 \mathbf{E}(r, t) + \cdots, \]  

(4.3)

where \( \chi, \chi^{(2)} \) and \( \chi^{(3)} \) are the first, second and third order electric susceptibilities. Our main interest in this chapter will be in linear media so we will ignore the non-linear, higher order terms for now. The higher order susceptibilities will be explored in the last section of this chapter. Using only the first term, we can define the first order susceptibility as \( \chi = \varepsilon_r - 1 \), where \( \varepsilon_r \) is the relative permittivity of a material, also called the dielectric constant of that material [132]. In most of this chapter we will assume that the materials we discuss are homogeneous, isotropic and, as we suggest earlier, linear except for some specifically mentioned cases. The dielectric constant is usually a complex quantity which depends on the wavelength of light passing through the material in question. The real part of \( \varepsilon_r \) concerns the movement of dipoles or free charges in the material with response to an incident electromagnetic wave. These may oscillate in phase with the wave or out of phase, thereby letting it pass through the material unhindered or refracting and slowing its propagation. The complex part of \( \varepsilon_r \) describes the absorption of the material. Throughout this chapter we will be focusing on non-magnetic dielectric materials, only briefly mentioning dispersive metals in which free charges play an important role in the dielectric constant. Therefore, we will mostly be concerned with the movement of bound dipoles in the material. We can now write the general complex definition of the refractive index as [133]:

\[ n^* = \sqrt{\varepsilon_r \mu_r}, \]  

(4.4)

where \( \mu_r \) is the relative magnetic permeability. However, since we stipulated that the materials we will discuss are non-magnetic (\( \mu_r = 1 \)), the refractive index will be more simply written as \( n^* = \sqrt{\varepsilon_r} \). We do know that the dielectric constant can consist of both a real and a complex part, so we can rewrite the complex refractive index as [133]:

\[ n^* = \sqrt{n + i\kappa}, \]  

(4.5)

where \( n \) is the real portion of the dielectric constant \( Re(\varepsilon_r) \) and \( \kappa \) is the extinction coefficient or imaginary part of the permittivity \( Im(\varepsilon_r) \). Using these definitions of the relative permittivity or dielectric constant as well as the refractive index we can begin to study how electromagnetic
fields pass through materials and how these materials can be used to control the propagation of light and confine it to small volumes.

4.1 Mie theory

In 1908, Gustav Mie wrote out the analytical solutions to Maxwell’s equations for plane wave scattering from metallic nano-particles. We will explore them as the basis for the understanding of the photonic structures which we will discuss further. Mie theory was first formulated for a plane wave scattering from a metallic sphere of a radius on the order of the wavelength of the incident wave. At first Maxwell’s equations are defined in a spherical coordinate system \((r, \theta, \phi)\) defining all components of the electric and magnetic fields [40]:

\[
\begin{align*}
    x^2 \sin \theta E_r &= \frac{\partial (x \sin \theta M_\phi)}{\partial \theta} - \frac{\partial (x M_\theta)}{\partial \phi}, \\
    x \sin \theta E_{theta} &= \frac{\partial M_r}{\partial \phi} - \frac{\partial (x \sin \theta M_\theta)}{\partial x}, \\
    x E_{phi} &= \frac{\partial (x M_\theta)}{\partial x} - \frac{\partial (x \sin \theta E_\phi)}{\partial \phi}, \\
    x^2 \sin \theta M_r &= \frac{\partial (x \sin \theta E_\phi)}{\partial \theta} - \frac{\partial (x E_\theta)}{\partial \phi}, \\
    x \sin \theta M_\theta &= \frac{\partial E_r}{\partial \phi} - \frac{\partial (x \sin \theta E_\phi)}{\partial x}, \\
    x M_\phi &= \frac{\partial (x E_\theta)}{\partial x} - \frac{\partial E_r}{\partial \theta},
\end{align*}
\]

where \(E_r, E_\theta, E_\phi\) and \(M_r, M_\theta, M_\phi\) are the electric and magnetic field components in polar coordinates respectively. Also the variable \(x = \frac{2\pi n^* r}{\lambda}\), where \(n^*\) is the complex refractive index of the material through which the plane wave is propagating and \(\lambda\) is the wavelength.

Next the geometry of a metallic sphere with radius \(R\) is defined upon which a plane wave will be incident. At the surface of the sphere the variable \(x\) will have a discontinuity because the refractive index changes at this position:

\[
x = \frac{2\pi n^*_1}{\lambda_1} \quad \text{for} \quad r < R, \\
x = \frac{2\pi n^*_0}{\lambda_0} \quad \text{for} \quad r > R,
\]

where \(n^*_0\) and \(n^*_1\) are the complex refractive indices outside and inside the sphere respectively, while \(\lambda_0\) and \(\lambda_1\) are the wavelengths of the incident plane wave outside and inside the sphere.
respectively. There are also boundary conditions for the electric and magnetic fields at the surface of the sphere which are defined as follows [133]:

\begin{align}
E_{\theta \text{in}} &= E_{\theta \text{out}}, \\
E_{\phi \text{in}} &= E_{\phi \text{out}}, \\
(xM_{\theta})_{\text{in}} &= (xM_{\theta})_{\text{out}}, \\
(xM_{\phi})_{\text{in}} &= (xM_{\phi})_{\text{out}},
\end{align}

(4.8)

where the \textit{in} and \textit{out} subscripts denote components of \( x \), the electric field and the magnetic field inside the sphere and outside the sphere respectively. Using these conditions we can solve equations 4.6 separately for the radial and angular components which further allows one to find solutions for only electrical resonances in the sphere \((E_r \neq 0, M_r = 0)\) as well as only magnetic resonances \((E_r = 0, M_r \neq 0)\). The electric resonance solutions \((M_r = 0)\) yield the following [40]:

\begin{align}
E_r &= \sum_{n=1}^{\infty} \frac{K_n(x)}{x^2} P_n(\theta, \phi), \\
E_{\theta} &= \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n'(x)}{x} \frac{\partial P_n}{\partial \theta}, \\
E_{\phi} &= \sum_{n=1}^{\infty} \frac{1}{n(n+1)} x \sin \theta \frac{\partial P_n}{\partial \phi}, \\
M_r &= 0, \\
M_{\theta} &= \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{x \sin \theta}{x} \frac{\partial P_n}{\partial \phi}, \\
M_{\phi} &= -\sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n(x)}{x} \frac{\partial P_n}{\partial \theta},
\end{align}

(4.9)

where \( n \) is the summation index, \( K_n \) is a cylindrical function and \( P_n \) is a spherical function of variables \( \theta \) and \( \phi \). Similarly, the magnetic resonance solutions \((E_r = 0)\) are as follows [40]:
\[ E_r = 0, \]
\[ E_\theta = \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n(x)}{x} \sin \theta \frac{\partial B_n}{\partial \phi}, \]
\[ E_\phi = -\sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n(x)}{x} \frac{\partial B_n}{\partial \theta}, \]
\[ M_r = \sum_{n=1}^{\infty} K_n(x) \frac{B_n(\theta, \phi)}{x^2}, \]
\[ M_\theta = \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n'(x)}{x} \frac{\partial B_n}{\partial \theta}, \]
\[ M_\phi = \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \frac{K_n'(x)}{x \sin \theta} \frac{\partial B_n}{\partial \phi}. \]

where \( B_n \) is another spherical function of variables \( \theta \) and \( \phi \).

There are also further bounds on these solutions at the origin \((r = 0)\) forcing the internal fields to have a radial component involving spherical Bessel functions. Similarly, the scattered fields must tend towards a diverging spherical wave at infinity \((r = \infty)\) therefore forcing the radial scattered field solutions to involve a spherical Hankel function. We can also rewrite the incident, internal (inside the sphere) and scattered waves (away from the sphere) separately due to the boundary conditions mentioned above and define the internal and scattered solutions as bounded by the conditions at \( r = 0 \) and \( r = \infty \). Here we will also rewrite the magnetic field in terms of \( H \), thereby including the magnetization of the material and also relax the conditions for a non-dispersive material makeup of the sphere. This leads to the following general solutions for the internal fields [131]:

\[ E_{int} = \sum_{n=1}^{\infty} \frac{\bar{\eta} E_0(2n+1)}{n(n+1)} \left( -id_n N_{elon}^{(1)}(k_1, r) + c_n M_{elon}^{(1)}(k_1, r) \right), \]
\[ H_{int} = -\frac{k_1}{\omega \mu_1} \sum_{n=1}^{\infty} \frac{\bar{\eta} E_0(2n+1)}{n(n+1)} \left( d_n M_{elon}^{(1)}(k_1, r) + ic_n N_{elon}^{(1)}(k_1, r) \right), \]

where \( E_0 \) is the incident plane wave electric field intensity, \( k = \frac{\omega}{c} n \) is the wave vector outside of the sphere, \( k_1 = \frac{\omega}{c} n_1 \) is the wave vector inside the sphere, \( \omega \) is the angular frequency, \( \mu_1 \) is the permeability inside the sphere and \( d_n \) and \( c_n \) are coefficients dependent on Bessel and Hankel functions as well as the angular frequency. \( M \) and \( N \) are spherical harmonic functions including Legendre polynomials and spherical Bessel functions as defined below [131]:
$M_{emn} = \nabla \times (r \psi_{emn}),$
$M_{omn} = \nabla \times (r \psi_{omn}),$
$N_{emn} = \frac{\nabla \times M_{emn}}{k},$
$N_{omn} = \frac{\nabla \times M_{omn}}{k},$  \hspace{1cm} (4.12)

where

$\psi_{emn} = \cos m \phi P_m^m (\cos \theta) z_n(kr),$  \hspace{1cm} (4.13)
$\psi_{omn} = \sin m \phi P_m^m (\cos \theta) z_n(kr),$

where $P_m^m$ are the associated Legendre polynomials and $z_n(kr)$ are spherical Bessel functions.

The solutions presented here are sums because the internal fields, as well as the scattered fields, will consist of a sum of partial waves (resonances). It is interesting to note the internal field lines for some of these partial waves. Since the original Mie solutions were written for a metallic sphere, we know that charge currents on the surface of the sphere will yield the resonances of the structure. The magnetic and electric field lines are orthogonal on this surface \cite{40} so knowledge of only the electric field lines is necessary to describe all internal field lines. For electric solutions, the first four partial waves are displayed in Fig. 4.1. The electric field line pattern shown here very closely resembles those seen for an electric dipole, quadrupole, etc. That is why these resonances are later named the electric dipole, quadrupole, etc. resonances.

Fig. 4.1 First four electric partial oscillations or resonances which form Mie solutions to Maxwell’s equations. Adapted from reference \cite{40}.

For the magnetic solutions, the radial component of the electric field is zero ($E_r = 0$), therefore the electric field lines form closed spherical curves. The first four partial waves are shown in Fig. 4.2. Similar to the electric resonances, the magnetic partial waves resemble the field lines for a magnetic dipole, quadrupole etc., thereby, giving these resonances their names as well.
Mie resonators

Fig. 4.2 First four magnetic partial oscillations or resonances which form Mie solutions to Maxwell’s equations. Adapted from reference [40].

Next we define the general solutions for the scattered fields which will be more interesting for this thesis [131]:

\[
E_s = \sum_{n=1}^{\infty} \frac{i^n E_0(2n+1)}{n(n+1)} \left( i a_n N_{e1n}^{(3)}(k, r) - b_n M_{o1n}^{(3)}(k, r) \right),
\]

\[
H_s = \frac{k}{\omega \mu} \sum_{n=1}^{\infty} \frac{i^n E_0(2n+1)}{n(n+1)} \left( a_n M_{e1n}^{(3)}(k_1, r) + i b_n N_{o1n}^{(3)}(k_1, r) \right),
\]

(4.14)

where \(a_n\) and \(b_n\) are other coefficients dependent on Bessel and Hankel functions as well as the angular frequency. Here the superscript of (3) denotes spherical Hankel functions in the definitions of \(\psi_{emn}\) and \(\psi_{omn}\) in equations 4.13.

Experimental characterization of Mie resonators involves illuminating visible light from nano-scale structures and therefore researchers are often focused on the intensity of scattered light often defined as a cross section \(\sigma = P/I\), where \(P\) is the scattered power from the nano-structure under study and \(I\) is the incident light intensity in units of power over area. The scattering cross section is therefore measured in units of area but it is used to loosely define a spectrum of scattered light from a structure under study. The general Mie solutions for the scattered fields in equation 4.14 can be used to solve for the scattering cross section from a sphere with an arbitrary material makeup. The scattered cross section can thus be defined as the following [131]:

\[
\sigma_s = \frac{2\pi}{k^2} \sum (2n+1)(|a_n|^2 + |b_n|^2),
\]

(4.15)

where \(a_n\) and \(b_n\) are the same coefficients as used in equation 4.14.
4.2 High-refractive-index nano-antennas

So far, we have discussed the Mie solutions to Maxwell’s equations which can only describe spherical particles or infinite cylinders. Many structures of interest in experiment are often not ideal shapes and therefore no analytical solution exists to model their internal or external fields. However, numerical simulations can be used to approximate the expected fields as well as the scattering cross section for an illuminated structure as described at the end of the last section. In this section, we will discuss an alternate method of calculating the multi-pole expansion of the scattering cross section. The resonances of monomer and dimer nano-antennas and their multi-polar contributions will be explored in the context of scattering cross sections and near-field electric and magnetic field profiles. Examples in previously reported gallium phosphide (GaP) dimer nano-antennas will also be discussed.

4.2.1 Multi-polar expansion of scattered plane wave

In order to find an expression for the multi-pole expansion of the scattering cross section, we begin with a general example of a Mie resonator in vacuum illuminated by a plane wave with electric field amplitude \(|E_{\text{inc}}| = E_0\) at a frequency \(f\). As the incident wave excites the resonator the current density distribution \(J(r)\) can be defined by the electric field distribution \(E(r)\) in the following way \([134]\):

\[
J(r) = -i\omega\varepsilon_0(n^2 - 1)E(r)
\]  

(4.16)

where \(r\) is a position vector in cartesian coordinates, \(\omega\) is the angular frequency, \(\varepsilon_0\) is the permittivity of free space and \(n\) is the refractive index of the resonator. For plasmonic resonators, \(J(r)\) is the current density distribution close to and on the surface of the resonator, while for dielectric resonators, this corresponds to a displacement current distribution in the resonator. For the case of dielectrics, the fluctuation of bound dipoles inside the material will carry these pseudo-currents.

The multi-pole moments, mentioned as partial waves in Mie’s solutions discussed in the previous section, can be derived from this current density distribution as follows \([134, 135]\):
\[ p_\alpha = -\frac{1}{i\omega} \left[ \int J_\alpha j_0(kr)d^3r + \frac{k^2}{2} \int \frac{j_2(kr)}{(kr)^2} (3r_\alpha (r \cdot J) - r^2 z_\alpha) d^3r \right], \]
\[ m_\alpha = \frac{3}{2} \int (r \times J_\alpha) \frac{j_1(kr)}{kr} d^3r, \]
\[ \hat{Q}_\alpha^p = -\frac{3}{i\omega} \left[ \int \left( 3(r_\beta z_\alpha + r_\alpha z_\beta) - 2(r \cdot J) \delta_{\alpha\beta} \right) \frac{j_1(kr)}{kr} d^3r \right. \]
\[ \left. + 2k^2 \int \left( 5r_\alpha r_\beta (r \cdot J) - r^2 (r_\alpha z_\beta + r_\beta z_\alpha) - r^2 (r \cdot J) \delta_{\alpha\beta} \right) \frac{j_3(kr)}{(kr)^3} d^3r \right], \]
\[ \hat{Q}_\alpha^m = 15 \int \left[ r_\alpha (r \times J)_\beta + r_\beta (r \times J)_\alpha \right] \frac{j_2(kr)}{(kr)^2} d^3r, \]

where \( \alpha, \beta = x, y, z, \) \( k \) is the wave number, \( j_n(p) = (\sqrt{\pi/2\rho}) z_{n+1/2}(kr) \) is the spherical Bessel function with \( z_n(kr) \) as the Bessel function of the first kind. Equations 4.17 define the first four multi-pole moments which correspond to the first two electric and magnetic partial waves in the notation used by Mie, namely the electric dipole \((\hat{Q}^p)\), the electric quadrupole \((\hat{Q}^q)\) and the magnetic quadrupole \((\hat{Q}^m)\). These contribute to the total scattering cross section \((C_{\text{total}})\) of the resonator incoherently, therefore a simple sum of the partial scattering cross sections resulting from the multi-poles can be used to define it [134, 136]:

\[ \sigma_{\text{scat}} = C_{\text{total}} = \frac{k^4}{6\pi e_0^2|E_0|} \left[ \sum \left( |p|^2 + |m| c^2 \right) + \frac{1}{120} \sum \left( |\hat{Q}|^2 + \left| \frac{k\hat{Q}^m}{c} \right|^2 \right) + \ldots \right], \]

where \( c \) is the speed of light. As this is quite difficult to solve, a long wavelength approximation must be made to the spherical Bessel functions leading to the following multi-pole moment definitions [134]:

\[ p_\alpha \approx -\frac{1}{i\omega} \left[ \int z_\alpha d^3r + \frac{k^2}{10} \int (r_\alpha (r \cdot J) - 2r^2 z_\alpha) d^3r \right], \]
\[ m_\alpha \approx \frac{1}{2} \int (r \times J_\alpha) d^3r, \]
\[ \hat{Q}_\alpha^p \approx -\frac{1}{i\omega} \left[ \int \left( 3(r_\beta z_\alpha + r_\alpha z_\beta) - 2(r \cdot J) \delta_{\alpha\beta} \right) d^3r \right. \]
\[ \left. + \frac{k^2}{14} \int \left( 4r_\alpha r_\beta (r \cdot J) - 5r^2 (r_\alpha z_\beta + r_\beta z_\alpha) + 2r^2 (r \cdot J) \delta_{\alpha\beta} \right) d^3r \right], \]
\[ \hat{Q}_\alpha^m \approx \int \left[ r_\alpha (r \times J)_\beta + r_\beta (r \times J)_\alpha \right] d^3r. \]
The definition of a toroidal dipole moment ($T$) is also pertinent for discussions of the anapole and higher order anapole mode in the last section of the chapter. This can be thought of as the higher order term of the electric dipole moment and both of these can now be written, in the long wavelength approximation, as [134]:

$$p_{\alpha} \approx -\frac{1}{i\omega} \int_{V} z_{\alpha} d^{3}r,$$

$$T_{\alpha} \approx \frac{1}{10c} \int (r_{\alpha} (r \cdot J) - 2r^{2}z_{\alpha}) d^{3}r,$$

(4.20)

where the total scattering cross section is now calculated as follows:

$$C_{total}^{scat} = \frac{k^{4}}{6\pi e_{0}^{2}|E_{0}|} \left[ \sum (|p + ikT|^{2} + |m|^{2}) + \frac{1}{120} \sum (|\hat{Q}_{e}|^{2} + |k\hat{Q}_{m}|^{2}) + \cdots \right].$$

(4.21)

Using a numerical simulation method, such as finite-difference time-domain simulations (FDTD), to compute the electric fields inside the resonator ($E(r)$), the current density distribution can be calculated using equation 4.16. Next, equations 4.19 and 4.20 can be used to compute the multi-pole moment contributions to the total scattering cross section, which can subsequently itself be calculated using equation 4.21. This allows us to not only model the total scattering cross section, but understand the multi-pole origin of the modes inside a resonator with any geometry, such as the nano-antennas studied later in the thesis.

### 4.2.2 Monomer nano-antennas

To begin with, the example of a dielectric sphere can be used to understand the total scattering cross section and all of the relevant contributions. From this, one can easily transition to a cylindrical nano-antenna structure also called a monomer nano-antenna. The first geometry can be described as a lossless dielectric sphere in vacuum with a radius of 90 nm and a refractive index of $n = 4$, which is similar to the real part of the refractive index of silicon (Si). As we stipulate that the nano-particle is lossless, this sets $\kappa = 0$. A plane wave with a broad spectrum is propagating in free space and scatters from the nano-sphere. The resulting scattering cross section is shown in Fig. 4.3(a).

Four clear peaks can be identified in this spectrum, but in order to understand the resonant contributions from different dipole moments or partial waves, we must use the multi-pole expansion described previously. This yields four contributions from the electric dipole (ED), the magnetic dipole (MD), the electric quadrupole (EQ) and the magnetic quadrupole (MQ). The scattering cross section of each of these resonances is displayed in Fig. 4.3(b). It is
clear to see that adding each contribution from this figure to the total scattering cross section yields the spectrum shown in Fig. 4.3(a). If this sphere were to be metallic instead of dielectric, then its refractive index ($n$) would become negative and have similar resonances with one exception. As the fields cannot penetrate deep inside the nano-particle, no magnetic response can be expected so any contribution from a magnetic dipole or quadrupole would vanish [45]. This in fact is one of the advantages of using dielectric materials for fabricating nano-resonators.

Realistic nano-resonators, however, are not lossless ($\kappa \neq 0$) and are often positioned on a substrate as it is difficult to completely isolate them in free space. In this case the scattering cross section is approximated by performing a dark field spectroscopy experiment, the setup of which will be described in chapter 5. The bottom row of Fig. 4.4 shows dark field scattering spectra from silicon nano-particles, dark field images and SEM of which are shown in the top row of the same figure, with a varying radius placed onto a silicon substrate. The peaks shown in this figure are much broader than in Fig. 4.3 due to the presence of underlying silicon and non-zero absorption in both nano-particles and substrate. It is still possible, however, to identify peaks corresponding to different contributions from the magnetic and electric dipole as well as from the magnetic quadrupole.

While spherical nano-particles are used for some applications, such as plasmonic nano-cavities [137] and yagi-uda nano-antennas [138], cylindrical structures, often referred to as nano-antennas, are easier to fabricate with great positioning precision and so can be much more useful. Single nanometer-scale cylindrical antennas, sometimes referred to as nano-disk.
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or nano-pillar antennas, have been fabricated from silicon [42], gallium phosphide (GaP) [43], germanium [139], GaAs/AlGaAs [140] and WS$_2$ [46, 47]. Due to their somewhat similar geometry to spherical nano-particles, magnetic dipole and electric dipole resonances are observed in their scattering cross sections as shown in Fig. 4.5, while higher order modes are not as easily resolvable.

The lower and higher wavelength peaks seen in Fig. 4.5(a) represent the magnetic and electric dipole resonance respectively. They result from a mainly magnetic or electric dipole moment contribution respectively as shown by the electric field lines in the insets above each peak. Fig 4.5(b) on the other hand shows the simulated evolution of the dark field spectra as the radius of the nano-disk is increased. The two resonances, seen as bright lines in this figure, redshift with increasing radius which is expected from a Mie resonator which increases in size. The radius is the most easily tunable parameter in the fabrication which will lead to a shift of the resonances.

The nano-disk antenna, also referred to as the monomer nano-antenna, is a fairly simple structure which is individually used for realization of strong coupling with an exciton resonance in WS$_2$ [46] as well as enhancing non-linear processes such as second or third harmonic generation through coupling to an anapole resonance [47] which will be discussed in the last section of this chapter. Other more complex structures as oligomers for realization of Fano resonances have been fabricated [141] as well as large arrays of monomers for holography [142] or the realization of a bound-state-in-continuum (BIC) through a surface lattice resonance [143]. However, we will focus on dimer nano-antennas as this is heavily featured in the experimental work presented later in this thesis.
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Fig. 4.5 (a) Simulated total scattering cross-section of a WS$_2$ nano-disk in vacuum with a height $h = 200$ nm and a radius of $r = 150$ nm. Insets above two peaks show the electric ($|E/E_0|^2$) and magnetic ($|H/H_0|^2$) field intensities for resonances with mainly electric dipole moment (wavelength = 715 nm) and magnetic dipole moment (wavelength = 940 nm) contributions respectively. (b) Simulated scattering cross sections for the same geometry over a range of radii. The scattering cross section shown in (a) is highlighted with a dashed white line. Adapted from reference [46].

4.2.3 Dimer nano-antennas

The dimer nano-antenna consists of two closely-spaced (less than or on the order of the wavelength of light) single-pillar (monomer) nano-antennas. As these are placed in very near proximity, the individual nano-antenna resonances will interact and therefore can no longer be identified as individual. This leads to hybridization of each monomer resonance into two dimer modes [144] which are cross-polarized, where one mode is polarized along the axis connecting the centers of the individual nano-pillars (commonly referred to as dimer axis) and another polarized perpendicular to the first. For both modes, there is a localization of the fields outside the nano-antenna geometry [145]. For an incident plane wave with electric field polarization along the dimer axis this yields highly localized electric fields in the distance between the monomers, commonly referred to as the dimer gap. For a perpendicular polarization, the magnetic field is highly confined in the dimer gap [145]. The magnetic response, however, only appears in dielectric dimer nano-antennas as plasmonic structures do not allow fields to penetrate deep inside the nano-particle [45, 145, 146]. Simulations of the electric field intensity for the two polarizations are shown for silicon and gallium phosphide dimers in Fig. 4.6(a) and (b) with an experimental imaging of the near-fields in silicon dimers displayed in the top row of Fig. 4.6(c).
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Fig. 4.6 (a) Spatial distribution of the electric field intensity surrounding a Si dimer nano-antenna as a cross-sectional surface through the middle of the structure height. Adapted from reference [147]. (b) Spatial distribution of the electric field intensity surrounding a GaP dimer nano-antenna as a cross-sectional surface through the middle of the structure height. Insets show cross-sectional view from the side of the nano-antenna as shown by the dashed lines in the main figure. Adapted from reference [43]. (c) Experimental (top row) and simulated (bottom row) near-field maps of Si nano-dimers collected using a SNOM. The wavelength of collection is 640 nm. The left column corresponds to excitation polarization along the dimer axis and the right column corresponds to a polarization perpendicular to the first. Adapted from reference [146].

The experiments shown in the top row of Fig. 4.6(c) were performed with a scanning near field optical microscope (SNOM) which alters the electric field confinement due to the close proximity of a metallic tip. In fact, the simulations shown in the bottom row of Fig. 4.6(c) do not resemble those seen in the (a) or (b) due to the presence of the SNOM tip. However, it is possible to see a reduction of the near field hotspot in the dimer gap for an excitation perpendicular to the dimer axis when compared to an excitation parallel to the dimer axis which is consistent with the electric field confinement expected for these modes without the presence of the SNOM tip.

Dielectric dimer nano-antennas have been employed in many different applications. The highly confined electric fields of silicon dimer nano-antennas with gaps as small as 20 nm have been used for fluorescence enhancement of crystal violet fluorescent molecules [147], surface enhanced Raman scattering as well as fluorescence enhancement of trans-β-Apo-8’-carotenal emission [44] and optical trapping of polystyrene nano-particles [148] as well as CdSe/ZnS core-shell colloidal quantum dots [149]. Similarly GaP dimer nano-antennas have yielded fluorescence enhancement in Star 635P fluorescent dyes [43]. Another report of dimer nano-antennas fabricated in this material, which unlike silicon yields no absorption in a large range of visible wavelengths, demonstrated enhancement of the fluorescence and Raman signal of a WSe₂ monolayer due to a dimer mode which confined electric fields in the gap as well as close to the top surface of the nano-antenna [150].
Plasmonic dimer nano-antennas have mostly been fabricated in a triangular shape earning the name of bowtie nano-antennas. Noble metal bowtie nano-antennas (often fabricated from gold or silver) have been shown to host similar resonances which are polarized along the dimer axis (coupled mode) or perpendicular (uncoupled mode) \[151\]. Gold bowtie nano-antennas have been employed to enhance the fluorescence of TPQDI dye through radiative rate and quantum efficiency enhancement \[152\]. An advantage that these structures have to previously used dielectric dimer nano-antennas is their shape. The double vertex geometry, similar to a tip cavity structure, with a small separation enhances the confinement of electric field and leads to exponentially increasing intensities with a decreasing gap \[153\]. This is due to a reduction of the mode volume through an increase of the maximum electric field intensity induced by the boundary conditions on the parallel and perpendicular electric field components. This tip-cavity structure can be modeled as consecutive, progressively smaller introductions of low refractive index \((\epsilon_l)\) slots and high refractive index \((\epsilon_h)\) bridges. Each induces an increase of either the perpendicular component of the electric field \((E_\perp)\) across the slots or the parallel component \((E_\parallel)\) across the introduced bridges by a factor of \(\epsilon_h/\epsilon_l\). The cumulative effect leads to very large enhancements of the electric field intensity in a high refractive index tip-cavity structure with a very small low refractive index gap for a polarization orientation along this separation \[153\]. Positioning of nano-antenna structures which resemble the tip-cavity geometry has also been shown through the use of an atomic force microscopy cantilever tip to translate one nano-triangle with respect to the other and thereby reduce the dimer gap \[154\] in order to increase the local electric field intensity of the hotspots.

Nano-antenna structures involving two particles have been shown to be advantageous for many different applications. One of these is the Purcell enhancement of single photon emitters which is a major theme in this thesis. The next section in this chapter will explore how the photonic environment can be engineered to provide an increased radiative rate of spontaneous emission which will be the basis for the design of previously discussed, as well as novel, dimer nano-antennas for Purcell enhancement of single photon emission presented in chapters 6 and 8.

### 4.3 Purcell effect

The Purcell effect was first discovered by Edward Purcell in 1946 where he showed the radiative rate enhancement of radio-frequency waves from nuclear spin relaxation in paraffin due to the presence of a coaxial cable cavity with a quality factor of 670 \[48\]. In his first work, he was not aware why the nuclear spins relaxed over much shorter times \((\approx 1 \text{ min})\) than
expected (≈ several hours). Later, however, an effect that was named after him provided an answer. The spontaneous emission rate of any emitter depends on its photonic environment. There are different methods of describing this behavior in different systems. As Purcell’s early work was on nuclear magnetic resonance studies involving cavities, the first formalism used to describe this effect included the notation of cavities including the quality factor and the mode volume.

### 4.3.1 Photonic cavity formalism

Any resonant cavity can be said to have a quality factor for each resonance which is proportional to the energy stored over the energy dissipated per round trip of the wave at a specific wavelength inside the structure [155]. Another definition involves the frequency of the resonance and its linewidth or full-width at half maximum ($Q = \frac{f}{\Delta f}$) [155]. In most cases, these two definitions lead to the same result. This quality factor can be defined for a variety of electromagnetic cavities including LC circuits, Fabry-Perot cavities, photonic crystal cavities or as seen in Purcell’s work a length of coaxial cable. As a cavity confines electromagnetic waves inside a certain volume, this will change the photonic environment for an emitter should it be placed inside the cavity mode. An important note here is that there is an assumption on the size of the emitter. In order for this cavity formalism to be accurate, the emitter must be point-like in comparison to the cavity. Single photon emitters are often formed due to crystal defects, which by definition are on the scale of an atom, or are grown into artificial atoms, which are several nano-meters in size. In either case, the source is much smaller than the photonic structure which modifies the photonic environment surrounding it, thereby confirming that this assumption is realistic. We now continue with the next definition required for this formalism. That is the mode volume defined as follows [153]:

$$V_{\text{eff}} = \frac{\int \varepsilon(r)|E(r)|^2dV}{\max(\varepsilon(r)|E(r)|^2)},$$

where $\varepsilon(r)$ is the electric permittivity of the material in which the resonance is formed and $|E(r)|^2$ is the electric field intensity. This defines how tightly the resonance is confined. These two properties, namely quality factor and mode volume, are the most important for determining a Purcell factor or a radiative rate enhancement as defined by Edward Purcell himself. There are two more conditions on the Purcell effect if the radiative rate enhancement for a light source is to be calculated. The emission energy or wavelength of the source must match the resonant energy or wavelength of the cavity. Also, the emitter, which is assumed
to be point-like, must be placed in the mode volume of the cavity. Once these two conditions are met, the final form of the Purcell factor \((F_P)\) can be calculated from the following \([156]\):

\[
F_P = \frac{3}{4\pi^2} \left( \frac{\lambda_{\text{free}}}{n} \right)^3 \frac{Q}{V_{\text{eff}}},
\]

(4.23)

where \(\lambda_{\text{free}}\) is the resonant wavelength in free space and \(n\) is the refractive index of the cavity material. As seen from equation 4.23, the radiative rate enhancement of an emitter placed in a cavity will increase if the quality factor of a cavity increases or if the mode volume decreases.

Much work has focused on increasing the quality factor or decreasing the mode volume of cavity systems. Some of the simplest systems achieving high quality factors are known as micro-cavities, which consist of two distributed bragg reflector (DBR) mirrors forming a Fabry-Perot type cavity as shown in Fig. 4.7(a). The DBR mirrors themselves consist of alternating layers of high and low refractive index material which induce destructive interference in transmitted waves and constructive interference in reflective waves, thereby functioning as a mirror over a range of wavelengths. Some of these cavities use one concave mirror which forms a cavity with a mode volume much smaller than possible for two planar DBR mirrors. The quality factors of such micro-cavities reach values higher than \(Q = 10,000\) \([157]\).

Another example of a cavity which can induce a Purcell enhancement and be described using this formalism is the photonic crystal cavity (PHC) which consists of a suspended 2 dimensional slab of high refractive index material through which holes, arranged in a periodic lattice, have been patterned as displayed in Fig. 4.7(b). This forms a cavity in the 2D plane through use of interference similar to the DBR mirrors and employs total internal reflection for confinement of electric fields in the out of plane direction \([158]\). In these cavity systems, quality factors of up to 2 million and mode volumes on the order of \((\lambda/n)^3\) have been achieved \([158]\).

An alternative version of PHCs, named nano-beams \([159]\), have also been confirmed to exhibit high quality factors while maintaining mode volumes as low as \(10^{-2}(\lambda/n)^3\) with the addition of a low refractive index slot in the middle of the cavity \([153, 160]\). An example of a nano-beam cavity is shown in Fig. 4.7(c). Photonic crystal cavities have been used experimentally for the Purcell enhancement of single photon emitters \([157, 159, 158, 161, 162]\) with a Purcell factor as high as \(\approx 40\) reached in a InGaAs quantum dot coupled to an H1-PHC \([161]\). Strong coupling \([34, 163]\) and optical trapping of nano-particles \([164]\) have also been demonstrated.
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Fig. 4.7 (a) Schematic representation of a 0D microcavity including a concave top DBR mirror and a planar bottom DBR mirror with a layer of III-V quantum dots in the mode volume of the cavity. Adapted from reference [157]. (b) Side view SEM image of a cross-sectional cut of a photonic crystal cavity membrane with circular air holes. The cavity lattice is hexagonal. The omission of one or a few holes allows resonances to exist inside this region while being reflected from the surrounding air holes. Adapted from reference [158]. (c) Top view SEM image of a suspended nano-beam cavity with circular air holes. The cavity is formed by the smaller radius of the middle two air holes which allows some resonances to be confined to this region. Adapted from reference [159].

4.3.2 Fermi’s golden rule

As the quality factor of a cavity or photonic structure is reduced, such as in the case of Mie resonators, the two definitions of Q mentioned above are no longer equal. The cavity formalism used to describe the Purcell factor breaks down and is no longer applicable to descriptions of the radiative rate enhancement of spontaneous emission for point-like emitters in the near field of structures such as nano-antennas. This is why a more general form of the radiative emission rate enhancement must be written. This can be derived from Fermi’s Golden Rule which describes the spontaneous emission rate ($\gamma$) of a transition from an excited to a ground state of a two-level quantum system [165]:

$$\gamma = \frac{2\pi}{\hbar^2} \sum_f |\langle f|\hat{H}_I|i\rangle|^2 \delta(\omega_i - \omega_f),$$

(4.24)

where $|f\rangle$ describes the final (ground) state, $|i\rangle$ is the initial (excited) state, $\delta(\omega_i - \omega_f)$ is a delta function at an angular frequency which is the difference in those of the initial and final state and $\hat{H}_I = -\hat{\mu} \cdot \hat{E}$ is the interaction Hamiltonian of the transition dipole ($\hat{\mu}$) with the electric field ($\hat{E}$). This formulation can be simplified to the following expression [165]:
\[ \gamma = \frac{2\omega}{3\hbar\varepsilon_0} |\mu|^2 \rho_\mu(r_0, \omega_0), \]  

(4.25)

where \( \mu \) is the dipole moment of the transition and \( \rho_\mu(r_0, \omega_0) \) is the partial local density of optical states written as [165]:

\[ \rho_\mu(r_0, \omega_0) = 3 \sum_k [\mathbf{n}_\mu \cdot (\mathbf{u}_k \mathbf{u}_k^\ast) \cdot \mathbf{n}_{\mu}] \delta(\omega_k - \omega_0), \]  

(4.26)

where \( \mathbf{n}_\mu \) is a unit vector in the direction of \( \mu \) while \( \mathbf{u}_k \) and \( \mathbf{u}_k^\ast \) are normal modes describing the complex electric fields as a result of an interaction of the dipole with the electric fields surrounding it. These normal modes are the optical states, described as photon number states in chapter 3, which will result from the transition from excited to ground state.

While this formulation is correct it is easier to compute the radiative rate using Green’s function formalism. Therefore, we must first explore the dyadic Green’s function tensor \( \mathbf{G}(r,r') \) which can simply be described as the fields at point \( r \) due to a point source located at point \( r' \). This is a tensor because it includes elements for each orientation of the dipole moment of the point source. The Green’s function can be written as follows [165]:

\[ \mathbf{G}(r,r') = \left[ \mathbf{I} + \frac{1}{k^2} \nabla \nabla \right] \mathbf{G}_0(r,r'), \]  

(4.27)

where \( \mathbf{I} \) is the unit tensor and \( \mathbf{G}_0(r,r') \) is the scalar Green’s function which is a solution to the Helmholtz equation for the vector potential in free space corresponding to a radiating spherical wave, defined below as[165]:

\[ \mathbf{G}_0(r,r') = \frac{e^{ik|\mathbf{r} - \mathbf{r}'|}}{4\pi|\mathbf{r} - \mathbf{r}'|}. \]  

(4.28)

Using equations 4.27 and 4.28 we can rewrite the partial local density of optical states from Fermi’s golden rule in equation 4.24 as [165]:

\[ \rho_\mu(r_0, \omega_0) = \frac{6\omega_0}{\pi e^2} \left[ \mathbf{n}_\mu \cdot \text{Im}(\mathbf{G}(r_0, r_0; \omega_0)) \cdot \mathbf{n}_\mu \right], \]  

(4.29)
where $\omega_0$ is the frequency of the transition. The imaginary part of the Green’s function is used in this formulation of the partial local density of optical states. Therefore, disregarding constants, a qualitative description of the partial local density of optical states is the imaginary part of the electric field at the position of the transition dipole due to the same dipole’s emission at the orientation and angular frequency of the dipole transition. As the change in photonic environment will often not change the dipole moment of a two-level quantum state transition ($\mu$), the Purcell enhancement of the emission rate will only depend on a change in the partial local density of optical states or on the electric fields emitted by the dipole at its own position effectively driving it. This is a more general description of the Purcell effect, however, it can be expressed in a $Q/V$ form when the conditions of high $Q$ factor cavities are met. Simulations of the Purcell factor may use this approach, however, due to technical reasons another approach, derived from this formulation of the partial local density of optical states, may be advantageous as discussed in chapter 5.

Examples of employing nano-antenna structures for Purcell enhancement include previously mentioned reports of dielectric dimer nano-antennas in silicon [44, 147] and gallium phosphide [43, 150] as well as the careful nano-scale design of a monomer nano-antenna using an iterative approach expected to yield radiative rate enhancement factors of up to more than 800 [166]. Plasmonic structures hosting Mie resonances have also exhibited high Purcell factors ranging from 2.4 to 551 [42, 98]. The use of GaP and WS$_2$ dimer nano-antennas for Purcell enhancement of single photon emission is also a large part of the research presented in chapters 6 and 8.

### 4.4 Anapole modes and second harmonic generation

While Mie resonances in fabricated nano-antenna structures often include a major contribution from either a dipole or quadrupole moment, there are some mixed modes which include equal contributions from two different multi-pole moments. One such resonance, called an anapole mode, confines incident electromagnetic radiation due to the destructive interference of the far-field emission of the two multi-pole moment contributions and results in a minimum in the total scattering cross section. This confinement effect opens interesting research opportunities in non-linear light applications such as second or third harmonic generation. In order to discuss this anapole resonance, we must first return to equation 4.19 where the electric dipole includes a higher order term which can be described as a toroidal moment with a similar far-field radiation pattern [134]. For the electric dipole definition, the higher order contribution now defined as a toroidal moment is shown in equation 4.20. Since their far-field radiation patterns are almost identical, it is possible for these two contributions
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to cancel out if the phases are at $\pi$ radians from each other [134, 167]. This guarantees that the resulting mode will be completely non-radiative, therefore, light trapped in the structure at this resonance will not be able to radiate away. In realistic nano-disk or nano-antenna structures this mode is never absolutely non-radiative as there is a small contribution from a magnetic quadrupole moment which couples some of the energy in this resonance to far-field radiation [167]. Fig. 4.8(e) shows the geometry of a silicon nano-disk which hosts an anapole resonance.
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Fig. 4.8 (a) Scattering cross section contributions of different multi-pole moments from a Si nano-disk antenna. The anapole condition is highlighted. The main contributions at this condition include the electric dipole moment, the toroidal moment and the magnetic quadrupole moment. Adapted from reference [134]. (b) Phases of the electric dipole moment and toroidal moment contributions to the total scattering cross section. The crossing point between the phase of the electric dipole moment and the negative of the phase of the toroidal moment defines the anapole condition where far-field radiation cancels out. Adapted from reference [134]. (c) Spatial distribution of the electric field intensity at the anapole condition as a cross-sectional cut through the middle of the height of a Si nano-disk antenna. Yellow arrows show the direction of the electric field lines at different positions within the nano-disk geometry. Adapted from reference [167]. (d) Spatial distribution of the magnetic field intensity at the anapole condition as a cross-sectional cut through a diameter of the Si nano-disk antenna. Yellow arrows show the direction of the magnetic field lines at different positions in the nano-disk geometry. Adapted from reference [167]. (e) Illustration of the geometry of a Si nano-disk which results in the scattering cross section shown in (a) and phase in (b) with a diameter of 310 nm and a height of 50 nm. Adapted from reference [134].

In Fig. 4.8(a), the multi-pole moment contributions to the total scattering cross section are plotted showing the electric dipole, toroidal and magnetic quadrupole moments as contributing to the scattering at the spectral position of the anapole condition. The phase of the electric dipole moment and the negative of the phase of the toroidal moment contribution are displayed in Fig. 4.8(b) showing a crossing point at the position previously defined as
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meeting the anapole condition \( p = -ikT \) [134]. This cancellation due to opposite phases can also be seen in the formulation of the total scattering cross section from equation 4.21 where the electric dipole and toroidal moment will cancel and yield zero for this term. The electric and magnetic fields inside a nano-disk at this anapole condition display a characteristic pattern which is closely associated to the anapole mode throughout the literature. It shows the field lines of the electric dipole and magnetic toroidal moment contributions which are responsible for the destructive interference, as shown in Fig. 4.8(c) and (d).

After describing this non-radiating anapole resonance, we move on to an application which will benefit from it. Multiple harmonic generation can be enhanced or suppressed by coupling to a light-confining resonance. In order to understand higher harmonics generation we must first go back to the description of the polarization of a material written in equation 4.3. Earlier, we were only interested in the first term of this equation which allowed us to define the dielectric constant and discuss Mie resonances. However, now we will look at higher order terms in the polarization which account for the higher order harmonics. Focusing on the second and third terms in the formulation of material polarization, \( \chi^{(2)} \) and \( \chi^{(3)} \) are the second and third order susceptibilities which simply quantify a material’s ability to generating second or third harmonics at a given wavelength [168]. Another interesting point to remember is that the second and third terms of the polarization depend on \( E^2(r,t) \) and \( E^3(r,t) \) respectively, therefore the confinement and increase of electric fields will affect these terms much more than the first.

Next we must define second and third harmonic generation. Also known as frequency doubling or tripling, these effects yield light at twice or three times the energy of an incident plane wave on a material under illumination. As an example, if two photons of wavelength 800 nm are incident on a material, surface or nano-structure structure with a non-zero second order susceptibility (\( \chi^{(2)} \)), such as the gallium phosphide (GaP) nano-disk shown in Fig. 4.9 [43], then second harmonic generation will yield a single photon at a wavelength of 400 nm. An energy diagram describing this process is shown in Fig. 4.9(b).

The excitation pathway raises the energy from the ground state to a virtual energy state and subsequently raises this to another virtual energy state from which emission is produced by a transition down to the ground state. These virtual energy states can be real energy levels in a material such as exciton resonances or higher energy states or they can be entirely virtual. This means that second, third, etc. harmonic generation will be produced for a \( \chi^{(2,3,\cdots)} \neq 0 \) material, surface or structure even if there are no real states at the energy of the excitation or at multiples of this energy. However, since this process is coherent, the intensity of this non-linear signal will depend on the relative phase of the electric fields at the excitation and the higher order harmonic energy. This is known as phase-matching which is a vital
Mie resonators

Fig. 4.9 (a) Schematic of a GaP monomer nano-antenna on a GaP substrate showing excitation at a frequency $\omega$ and collection of second harmonic generated light at double the frequency $2\omega$. Inset shows a tilted view SEM image of a fabricated GaP monomer nano-antenna. Scale bar = 200 nm. Adapted from reference [43].

(b) Energy level diagram illustrating the second harmonic generation process. This includes excitation from a ground state to two consecutive virtual or real states, depending on the system under study, due to absorption of two photons at angular frequency $\omega$. The emission process from the second virtual or real state to the ground state subsequently yields one photon with an angular frequency of $2\omega$.

requirement for efficient emission of higher order harmonic generation. Since the phase of the electric fields at the two energies depends heavily on the dielectric constant of the material, the intensity of the SHG signal will be maximized when the dielectric constant of the material under illumination is the same at the excitation and higher harmonic energies [168].

Another condition that must be met is that the material used for higher order harmonics must exhibit some symmetry. For instance, second as well as even order harmonic generation is largely suppressed for crystals with centro-symmetry or inversion symmetry. This condition is relaxed for odd order harmonic generation. The restrictions on the even order harmonics can be explained by the multi-pole expansion of the respective terms in the polarization definition of equation 4.3. For instance, the second harmonic generation term ($P_{2\omega}$), seen as the second term in equation 4.3, can be expanded as follows [168–170]:

$$P_{2\omega} = \chi_d^{(2)} : E(\omega)E(\omega) + \chi_q^{(2)} : E(\omega)\nabla E(\omega) + \cdots, \quad (4.30)$$

where $\chi_d^{(2)}$ and $\chi_q^{(2)}$ are the second order dipole and quadrupole susceptibilities respectively. For centro-symmetric crystals or those which exhibit inversion symmetry, the dipole moment contributions will cancel therefore leaving the term depending on the square of the electric field to be equal to zero [169]. The higher order terms such as the quadrupole moment term, however, are much more negligible since they depend on the divergence of the electric field which for most experimental setups is close to zero therefore also not contributing much to the overall second harmonic generation. Since this condition is based on symmetry, all even order harmonics will be subject to it as well.
Judging from the electric field dependence of the higher order harmonics, it can be concluded that the intensity of emitted light expected from these effects will be dependent on the incident illumination intensity as well as on any resonances which locally increase the electric field intensity in the material being studied. For second harmonic generation, the emitted signal will be quadratic with the increase in confined electric energy provided by an anapole or higher order anapole resonance. Reported research involving the enhancement of second harmonic generation through a cylindrical monomer nano-antenna anapole resonance includes structures fabricated in gallium phosphide \[43\], WS\(_2\) \[47\] and GaAs/AlGaAs \[140\]. There are also reports of anapole resonances in germanium nano-disks showing third harmonic generation enhancement through the use of a higher order anapole mode which exhibits an internal electric field pattern similar to that seen in Fig. 4.10(a) with a much higher enhancement due to the sharp confinement of the incident radiation as shown in Fig. 4.10(b) \[139\].

Fig. 4.10 (a) Simulated spatial distribution of the electric field intensity inside a Ge nano-disk antenna at a higher order anapole mode. (b) Simulated extinction cross sections for nano-disks with different sizes. The anapole mode (shown in red) for a radius of 350 nm, the higher order anapole mode (shown in green) for a radius of 635 nm and a higher order mode (shown in blue) for a radius of 700 nm is highlighted. The higher order anapole mode shows a sharper minimum in the extinction cross-section than the anapole mode. (c) Experimental third harmonic generation spectra from three nano-disks with an anapole, higher order anapole, and higher order mode resonant with an excitation at 1650 nm yielding third harmonic generation signal at 550 nm. The higher order anapole mode exhibiting the sharp confinement in (b) yields the brightest third harmonic generation signal. Adapted from reference \[139\].

### 4.5 Conclusion

In this chapter, I explored Mie resonators and the applications which their modes can enable and enhance. The discussion began with a brief description of the dielectric constant and
refractive index which are a fundamental part of understanding how materials react to incident electromagnetic radiation. Using this definition, I explored the Mie solutions to Maxwell’s equations for a spherical metallic nano-particle ending with a general solution which can be applied to dielectric particles as well. Next, the discussion moved to high refractive index nano-antennas as this is a large part of the experimental work I have completed for this thesis. This began with a description of the scattering cross section and its multi-pole contributions which lead to the Mie resonances observed in realistic nano-particles and nano-antennas. Next, a description of monomer and dimer nano-antennas was given to introduce the structures which will be discussed in the experiments and simulations presented in chapter 7 and 8. After this, a description of the Purcell effect was provided as its use in enhancing the rate of single photon emission due to coupling with nano-antenna structures is central to this thesis. A formalism for photonic cavities was introduced along with a definition of the partial local density of optical states using Green’s functions as a general description of the effect for all resonant structures. Lastly, this chapter focused on non-radiative anapole modes which result from the far-field destructive interference of radiation from electric dipole and magnetic toroidal moment contributions to the scattering cross section. Their reported use in non-linear light generation such as second and third harmonic generation was discussed for different material systems. The next chapter will describe a number of experimental and simulation setups used for the research presented in the experimental chapters 6, 7 and 8.
Chapter 5

Experimental Methods

5.1 Introduction

This chapter will explore all experimental methods of fabrication, measurement and simulation utilized in the next three chapters of this thesis. The first section will focus on 2D material fabrication beginning with exfoliation of various transition metal dichalcogenide (TMD) monolayers and multi-layers onto either a polymer stamp for further transfer or onto a substrate of SiO₂/Si. There will also be a short section on nano-fabrication of SiO₂ nano-pillars, gallium phosphide (GaP) dimer nano-antennas and WS₂ monomer and dimer nano-antennas. Next the discussion will shift to experimental setups used to measure μ-PL, time-resolved PL, anti-bunching, coherence time, dark field scattering and second harmonic generation. Lastly, a discussion of numerical finite-difference time-domain simulations will focus on methods of calculating scattering cross sections, electric field distributions, confined electric energies as well as a Purcell factor and collection efficiency enhancement for a dipole positioned on nano-antennas.

5.2 2D material fabrication

Two-dimensional materials such as TMDs consist of layers which are vertically stacked and held together by weak van-der-Waals forces which allow for simple methods of delaminating individual layers through mechanical exfoliation. This so-called "Scotch tape method" was first used in isolating single layers (monolayers) of metallic graphene [171] yet it has now been employed in the preparation of single sheets of semiconducting as well as insulating crystals. While there have been attempts to grow these monolayers with chemical vapor deposition [172] or separate them with liquid exfoliation techniques [51], the optical quality
of mechanically exfoliated crystals is still higher than for other methods of isolating few-layer 2D semiconductors and is also experimentally easily attainable. In the work completed and presented in chapters 6 and 7, the exfoliation of single or multi-layers of TMD crystals was performed mechanically and for the work shown in chapter 6, the transfer of the exfoliated monolayers was performed via a poly-dimethylsiloxane (PDMS) stamp.

5.2.1 Mechanical exfoliation

The mechanical exfoliation process requires the use of a low residue adhesive tape (Nitto® BT-150E-CM) which is used to peel few layer crystals from a bulk crystal and transfer them onto a target substrate. The process is shown in Fig. 5.1, where a bulk crystal is placed onto a clean portion of tape. Subsequently a protective film is placed on top so that the surface of the bulk crystal as well as the tape remains clean from dust or any other contaminants. Slight pressure is applied to the crystal with a cotton bud. The pressure used here depends on the bulk crystal roughness. The more rough the crystal appears, the more pressure that will be required to allow crystals to peel off of onto the tape. Subsequently, the protective film is removed and the bulk crystal is peeled off slowly using tweezers. This process is repeated until a good coverage of the tape with small crystals is achieved. This portion of tape is then brought into contact with another clean tape and re-pealed at least twice to allow the multitude of small crystals to cleave and become thinner. A clean tape can also be used for each re-peal so that after this process, there are several portions of tape with useful areas of thin crystals which can be used for exfoliation onto a target substrate. Once the re-pealing process is complete, the tape with thin crystals is brought into contact with the target substrate and peeled off in a fast or slow manner as to leave as many flakes onto the surface. The speed with which the tape is peeled off from the target surface depends on which substrate is used.

In the work presented in chapter 6, the crystals are exfoliated onto a PDMS stamp which is used for further transfer onto a desired substrate. In this case the tape is peeled off with a medium speed from the stamp to achieve two competing effects. First, the tape is not peeled slowly as the visco-elastic properties of the PDMS would not allow it to adhere to the crystals well and therefore leave very few flakes on the stamp. Secondly, the tape is not peeled too fast as this would force the visco-elastic PDMS to behave as a hard substrate which would break the crystals and yield small area crystals. For the work presented in chapter 7, the mechanical exfoliation is performed onto a SiO$_2$/Si substrate. For this, the tape is brought in contact with the substrate, trimmed with scissors to the area of the substrate and heated to 105°C using a hotplate, which forces the tape to adhere uniformly to the SiO$_2$ surface. After one minute, the substrate is removed from the hotplate and the tape is very slowly peeled
from the substrate. The speed used here is slow so that the crystals are not broken up in the pealing process and as many large area flakes are left on the SiO$_2$/Si substrate.

**Fig. 5.1 Mechanical exfoliation procedure.**

(a) A bulk crystal is attached to clean tape. (b) A protective film is placed over the bulk crystal and a cotton bud is used to gently apply pressure to the crystal. (c) The protective film is carefully removed and the bulk crystal is pealed off. A large density of small crystals should be left on the crystal. If not, repeat (a)-(c) until this is achieved. (d) A clean portion of tape is attached to this tape and re-pealed at least two times. More peals may be required. (e) The tape is attached to the target substrate. (f) The tape is slowly or quickly peeled off depending on whether the target substrate has a hard surface (SiO$_2$) or visco-elastic properties (PDMS) respectively.

### 5.2.2 Photoluminescence imaging

Once exfoliation onto a desired substrate is complete, a crystal with the desired thickness must be identified. For the work completed in chapter 7, the desired bulk crystal thickness is on the order of 50 to 200 nm. This is identified through atomic force microscopy. For the identification of monolayer TMDs, the use of Photoluminescence (PL) imaging allows one to characterize whether a certain crystal is single layer. This is completed in a microscope set up to perform PL with a CCD camera used to record images introduced in reference [173]. An illustration of the microscope setup also is shown in Fig. 5.2(a). The microscope light source yields white light which is passed through a 550 nm short-pass filter, allowing excitation of the crystals believed to be single layer with the higher energy part of the spectrum and exclude any near-infrared and infrared light. The collection path includes a 600 nm long-pass filter which does not allow the excitation to be collected while permitting emitted light from a monolayer to pass through and be detected onto the camera. A bright field and PL image of a WSe$_2$ monolayer used in the work presented in the next chapter are shown in Figs. 5.2(b)
and (c). The position of the monolayer is identified by the bright yellow color. The intensity of light is used to discern whether the crystal under the illumination is monolayer, bilayer or even trilayer, with thicker crystals being indistinguishable from each other in PL. The color is an artifact of the filters placed before the pixels of the CCD camera however it is very useful as it can help identify which crystal has been exfoliated to the monolayer limit.

5.2.3 Transfer procedure

There are a variety of deterministic methods of depositing single layers of 2D materials onto arbitrary substrates including the polycarbonate (PC) method, the wet transfer method, the polymethyl methacrylate (PMMA) method and the PDMS method [17]. The polycarbonate method utilizes a PC layer which is used to pickup monolayer crystals before being melted onto a target substrate trapping the crystal between itself and the substrate. The PC layer can subsequently be dissolved through the use of chloroform. This method is advantageous for hetero-structure fabrication yet it does involve a risk of washing away the transferred crystals when the PC is being dissolved. The wet transfer method requires the exfoliation of crystals onto a hydrophilic substrate such as SiO$_2$/Si. Subsequently a polymer is deposited onto the desired crystal and the sample is placed in water when intercalation of water molecules can separate the crystal from the SiO$_2$/Si substrate and allow the crystal and polymer to float on the surface of the water. Subsequently the target substrate is placed in the water below the desired crystal. The water is pumped down and the crystal is transferred onto the target substrate before finally dissolving the polymer left on top. The placement of the monolayer may not be as deterministic using this transfer method and hetero-structures may be difficult to fabricate [174]. The PMMA method requires exfoliation onto a PMMA layer which has been spun onto a water-soluble or other dissoluble polymer. The PMMA layer is broken
surrounding the desired crystal and the layer underneath is dissolved. The PMMA layer with the desired flake is then floated on the surface of water and picked up with an annular holder which adheres to the PMMA layer without touching the crystal. The PMMA layer and crystal are then mechanically deposited onto the target substrate and the PMMA layer is slowly peeled away to leave the crystal in the desired location [174]. This method is also often used for hetero-structure fabrication, yet it is disadvantageous for transfer onto low adhesion substrates such as DBR mirrors.

Here, the all-dry PDMS transfer technique will be discussed. The setup used to deposit the desired crystal onto the target substrate is shown in Fig. 5.3(a). Once the desired monolayers or multi-layered crystals are identified, the PDMS stamp which is usually attached to a glass slide is secured to a holder arm upside down by means of a vacuum pump. The target substrate is also held to a micro-manipulator stage by means of the same vacuum. The vacuum controls box in Fig. 5.3(a) allows the user to choose where to guide the vacuum. As the arm is positioned above the target substrate the identified crystal on the PDMS is aligned to the desired location on the target substrate via a bright field microscope with long distance objectives. Slowly the arm attached to the PDMS stamp and the crystal are lowered using a piezo-scanner stage while the crystal is repositioned above the desired location after each step. Once the crystal approaches the desired substrate, the flake is slowly brought into contact with the desired location of the target surface. After a short wait for the PDMS stamp and crystal to adhere to the target substrate, the piezo-scanner is moved in the reverse direction so that the PDMS stamp is very slowly retracted. As as shown in Fig. 5.3(b) the interface between contacted and not-contacted PDMS moves across the target surface while the vacuum holder arm is slowly moved away from the target substrate. As this process is very slow, the visco-elastic properties of the PDMS will separate it from the crystal leaving it onto the desired substrate without breaking the crystal into smaller area flakes. In many transfers of monolayer crystals, the flake may break, however, the aim is to minimize the occurrence of this and to leave a flake with as large an area as possible onto the target surface. A schematic of the PDMS transfer method is shown in Fig. 5.3(c).
5.3 Clean room fabrication of nano-structures

In order to fabricate the target substrate of SiO$_2$ nano-pillars and GaP dimer nano-antennas required for the results presented in chapter 6 or to fabricate the WS$_2$ monomer and dimer nano-antennas for the results shown in chapter 7, nano-fabrication techniques such as electron beam lithography (EBL) and reactive ion etching (RIE) were used to define resist patterns into the desired material. As most of this work was performed by collaborators, the fabrication techniques will not be discussed in detail but only a brief overview of the fabrication process for each type of nano-structure will be given.

5.3.1 SiO$_2$ nano-pillar fabrication

The SiO$_2$ nano-pillar fabrication process (performed in Sheffield) begins with thermally grown 290 nm SiO$_2$ on a silicon wafer. The substrate is diced and cleaned in acetone and IPA baths for 5 minutes each followed by a 5 minute O$_2$ plasma ash. After the substrate was baked at 180°C for 1 minute on a hotplate to remove residual moisture, an adhesion promoter (HMDS) was spin coated on top at 5000 rpm for 30s. Next, a negative-tone resist (ma-N 2403 from Microresist) was spun onto the adhesion promoter at 3000 rpm for 1 minute and baked at 100°C for 1 minute. Finally, a conductive polymer (Electra92) is spun on top of the resist at 4000 rpm for 30s before baking once more at 100°C for 1 minute. The last polymer layer is used to reduce the buildup of charges on the insulating SiO$_2$ substrate when the sample is exposed to an electron beam, reducing the error in the next step.
The sample is placed inside a 50 kV electron beam lithography system (Raith Voyager) where an array of disks with a varying radius (50-250 nm) are patterned into the resist using a 20 µm aperture, yielding a beam current of $\approx 50$ pA. Development of the resist followed in ma-D 525 (Microresist) for 2 minutes after which the substrate was rinsed in DI water for 30s and baked at 100°C for 15 minutes to harden the remaining negative resist for the etching step. Inductively coupled plasma reactive ion etching (Oxford Instruments PlasmaPro 100 Cobra) is employed to transfer the resist pattern into the SiO$_2$ layer stopping after an etch depth of 100 nm. The recipe used, including 25 mTorr pressure with 5 sccm of CHF$_3$ and 30 sccm of Ar, is a standard SiO$_2$ etching recipe. The fabricated sample was then washed in acetone and IPA for 5 minutes each after which a 3 minute O$_2$ plasma ash was employed to remove all remaining organic residues and leave SiO$_2$ nano-pillars with vertical sidewalls used to induce single photon emitters (SPEs) as discussed in chapter 6. The fabrication steps are shown in Fig. 5.4.

![Fabrication procedure for SiO$_2$ nano-pillars.](image)

Fig. 5.4 Fabrication procedure for SiO$_2$ nano-pillars. (a) The thermally grown SiO$_2$/Si substrate is cleaned with acetone and IPA and ashed with an O$_2$ plasma. (b) A layer of resist is spin coated on top. (c) Electron beam lithography and development is used to define a pattern in the resist layer. (d) Reactive ion etching using CHF$_3$ transfers the pattern into the SiO$_2$ and the resist is removed with acetone.

### 5.3.2 GaP dimer nano-antenna fabrication

The GaP dimer nano-antennas, fabricated by a collaborator, are defined in a wafer of gallium phosphide purchased from UniversityWafers Inc. A similar cleaning procedure used as a first step for the fabrication of SiO$_2$ nano-pillars was repeated for this process as well. As the next step, a layer of 80 nm of SiO$_2$ was sputtered onto a diced and cleaned piece of the GaP wafer. Next, a chromium layer of 80 nm was evaporated on top of the SiO$_2$. Subsequently, a 50 nm thick negative tone resist (ma-N 2400.50) was spin coated onto the substrate. This was patterned into an array of GaP dimer nano-antennas with radii ranging from 150 nm to 300 nm using a 20 kV electron beam lithography system with a 10 µm aperture. The unexposed resist was removed using the same developer as for the SiO$_2$ nano-pillar fabrication (ma-D 525), after which the substrate was rinsed in IPA and water. The chromium layer is then etched into a mask by immersing the substrate in a bath of Cr wet etchant (Sigma Aldrich).
for 30s. The SiO$_2$ is also patterned into a mask through the use of reactive ion etching with CHF$_3$ gas. The final step transfers the pattern into the GaP wafer with 12 sccm of Cl$_2$ gas and 30 sccm of Ar. The height of the resulting dimer nano-antennas was nominally 200 nm. The resist, chromium and SiO$_2$ masks were removed after a bath of buffered oxide etch for 5 minutes, which is a mixture of a buffering agent and hydrofluoric acid. The recipe used in reference [43] is the same as for the gallium phosphide dimer nano-antennas used in the work presented in chapter 6. A schematic illustration of the fabrication procedure is displayed in Fig. 5.5.

![Fabrication procedure for GaP dimer nano-antennas](image)

**Fig. 5.5 Fabrication procedure for GaP dimer nano-antennas** (a) An SiO$_2$ layer is sputtered onto a clean GaP wafer. (b) A Cr layer is evaporated onto the SiO$_2$. (c) A negative-tone resist is spin coated on top. (d) Electron beam lithography and development defines a pattern into the resist. (e) The chromium layer is etched into a mask using a Cr etchant. (f) Reactive ion etching transfers the pattern into the SiO$_2$ layer using CHF$_3$ gas. (g) RIE transfers the pattern into the GaP wafer using Cl$_2$ gas. (h) The masks of resist, Cr and SiO$_2$ were removed using a buffered oxide etch. Adapted from reference [43].

### 5.3.3 WS$_2$ nano-antenna fabrication

The fabrication procedure for WS$_2$ monomer and dimer nano-antennas, carried out by a collaborator, is performed after an exfoliation of WS$_2$ crystals onto a 290 nm SiO$_2$/Si substrate as described earlier in the section on mechanical exfoliation. Large flakes with recognizable crystal edges at 120° to each other were identified for the fabrication of the nano-structures and their thicknesses were measured with AFM. After a cleaning procedure in acetone and IPA baths for 5 minutes each, the samples were spin coated with positive ARP-9 resist (AllResist GmbH) at 3500 rpm for 60 s and baked at 180°C for 5 min yielding a thickness of 200 nm. Next, electron beam lithography with a 50 kV system yielding a beam current of 560 pA was employed to pattern the resist into circular and square patterns.
5.3 Clean room fabrication of nano-structures

During the patterning stage of dimer nano-antenna fabrications, care was taken to align the axis connecting the two nano-pillars (dimer axis) either along the edge of the flake, i.e. along the zigzag or armchair axis, and at different angles with respect to these. Reactive ion etching was employed to transfer the resist patterns into the large area WS$_2$ flakes which were identified earlier based on their crystal axes. The etch was stopped when the etch depth matched the original thickness of the flake. The last step, carried out to remove the remaining resist after etching, included a bath in 1165 resist remover for 1 hour followed by a bath of acetone for 1 hour and a 5 minute rinse in IPA. The final step to remove organic residues and yet not etch the WS$_2$ crystal, was a 1 hour UV ozone treatment. The fabrication steps are shown schematically in Fig. 5.6(a)-(d).

Three different nano-pillar geometries were fabricated into both monomer and dimer nano-antennas by employing two different etching recipes to the two types of resist pattern mentioned above. Firstly, an anisotropic (physical) etch recipe with a gas mixture of CHF$_3$ (14.5 sccm) and SF$_6$ (12.5 sccm), a pressure of 0.039 mbar and a DC bias of 180 V was used to define circularly shaped nano-antennas with vertical sidewalls using the previously circular resist patterns, schematically illustrated in Fig. 5.6(e). The second type of recipe yielded a more isotropic (chemical) etch with a gas mixture of solely SF$_6$ (20 sccm), a pressure of 0.13 mbar and a DC bias of 50 V. Etching previously circular resist patterns yielded hexagonal nano-antennas due to the faster removal of WS$_2$ in the armchair crystal axis leaving a zigzag edge terminated structure which follows the symmetry of the WS$_2$ crystal. A schematic representation of this structure is shown in Fig. 5.6(f). The final geometry for the WS$_2$ monomer and dimer nano-antennas is square. This is a result of etching the square resist pattern with the isotropic recipe. This chemical etching recipe is initially expected to result in a diamond geometry with two 120° vertices and two 60° vertices as it will etch in the direction of exposed armchair axes. However, due to the faster etching of the sharp 60° angles which are oriented in the armchair axis, this ultimately led to 90° angles describing a square shaped nano-antenna, as shown schematically in Fig. 5.6(g). The hexagonal geometry and, in part, the square nano-antenna geometry are formed due to the relative stability of the zigzag axis and can therefore lead to atomically sharp vertices.
Experimental Methods

5.4 Photoluminescence measurements

The photoluminescence spectroscopy performed for the work presented in chapter 6 is carried out in home-built setups in several Sheffield laboratories. The first of these setups is central to all other measurements involving PL as this setup includes a Helium bath cryostat which holds the samples as well as the excitation and collection paths. For each subsequent measurement, the emitted light is fiber coupled to a setup which is either in a different portion of the lab or in a different lab altogether. The discussion of these setups will begin with this central setup and PL spectroscopy measurements. Subsequently, time resolved photoluminescence will be explored after which anti-bunching and coherence time measurement setups will be described.

5.4.1 μ-PL spectroscopy

The samples under study, yielding the results presented in chapter 6, were placed in a liquid helium bath cryostat (CRYO ANLAGENBAU GMBH) designed to contain samples at a temperature of 4.2K for prolonged periods of time. The liquid helium is periodically refilled as it evaporates through a return line which brings the helium gas to a compressor that can recycle it. An attocube basic measurement insert with a window for optical access and a cage system contains the samples under study and is inserted directly into the liquid helium from
the top of the bath cryostat. This insert is pumped to vacuum \((<10^{-5} \text{ mbar})\) with an oil free pump and a low pressure helium exchange gas is added from a bladder before insertion into the cryostat. The samples are attached to a stack of three \((x,y,z)\) attocube piezo positioners (ANP101) via silver paint to ensure heat transfer between the environment and the sample. As the sample is being inserted into the liquid helium bath, the positioners are grounded to avoid charge accumulation and discharge which may damage the piezo crystals. The cage also includes two lenses passing the excitation to an aspheric lens \((\text{NA} = 0.64)\) which focuses the light onto the sample. The collected signal is returned through this same path. A schematic illustration of the sample insert is shown in Fig. 5.7(a). An optical breadboard containing the \(\mu\)-PL setup shown in Fig. 5.7(b) is placed on top of the liquid helium bath cryostat using in-house fabricated pins to hold the beamsplitter of the setup shown in Fig. 5.7(b) above the sample insert window with a drilled hole to allow optical access between the breadboard and the insert and sample. The beamsplitters shown in Fig. 5.7(a) and (b) represent the same element.

Fig. 5.7 (a) Schematic illustration of the attocube measurement insert in a liquid helium bath cryostat. (b) Schematic of the home-built setup placed on the bath cryostat and used for \(\mu\)-Photoluminescence measurements. The inset shows an unattached portion of the setup where the outcoupled light from the \(\mu\)-PL setup is coupled to a spectrometer and CCD.

Laser light is coupled through a single mode fiber (SM-Laser) and collimated before passing through a short pass filter \((700 \text{ nm SPF})\) which cleans the excitation source. The
light is then passed through a thin film linear polarizer (LP) and half wave plate ($\lambda/2$). The half wave plate is mounted on a motorized rotation stage allowing the control of the linear polarization orientation of the excitation. The 50:50 beamsplitter (BS) directs light down into the insert to excite the sample. The emitted light from the sample is guided through the cage system in the sample insert and then passes straight through the beamsplitter reflecting from a mirror placed above. This guides the light through another half wave plate and linear polarizer before being filtered by a long pass filter (700 nm/750 nm LPF). The second half wave plate is also mounted on a motorized rotation stage allowing the measurement of the polarization dependence of the emitted light. The long pass filter rejects the excitation laser and only allows the emitted light from the sample to be coupled to a single mode fiber for measurement. Another excitation path shown in yellow begins with a multi-mode fiber coupled white light source (MM-WL, Thorlabs SLS201L) and is sent to the BS using a mirror on a flip mount. This path is used to illuminate the sample so that it can be positioned to the area of interest during measurements. The image of the sample surface illuminated with white light is recorded via a CMOS camera (Thorlabs) through a flip mounted mirror in the detection path. This excitation and collection setup placed atop the liquid helium bath cryostat fiber couples light to be measured using other setups. For the spectroscopic analysis shown in chapter 6, the single mode fiber is coupled to a spectrometer and charge coupled device (CCD) from Priceton Instruments (Spectrometer: SP2750, CCD: PyLoN BR-eXcelon), as shown in the top inset in Fig. 5.7(b). The PL emitted from monolayer WSe$_2$, presented in the next chapter, was recorded with two spectrometer gratings (300 gr/mm and 1800 gr/mm) at a blaze wavelength of 750 nm. The fiber-coupled excitation lasers used for PL spectroscopy were two continuous wave (CW) diode lasers at 633 nm and 725 nm (Thorlabs) as well as a pulsed diode laser (PicoQuant) at 638 nm with a variable repetition rate from 5 to 80 MHz and a minimum pulse width of 90 ps. All experiments performed for WSe$_2$ single photon emitters were carried out at liquid helium temperatures unless otherwise stated. The only PL not recorded using this setup (Fig. 6.4(c) in chapter 6) used an analogous optical table mounted setup with stepper motors instead of piezo stages.

5.4.2 Time-correlated single photon counting

Time-correlated single photon counting (TCSPC) is one of the first techniques which provides information about the dynamics of the excitation and recombination process in a variety of emission sources including SPEs, Poissonian light sources or super-Poissonian sources. As the measured processes occur very quickly, the use of this technique has pushed the limits of the resolution of all components employed in these measurements. The final timing resolution is named the instrument response function (IRF) which is often measured as
a Gaussian peak appearing very soon after time zero. The width of this peak defines the overall timing resolution of the setup corresponding to the that of the component with the worst resolution. The time-correlated single photon counting electronics (Becker and Hickl) exhibit resolutions below 30 ps. The detectors used often show lower resolution, such as for avalanche photo-diodes (APDs) (below 50 ps), although there are some superconducting nano-wire single photon detectors with resolutions (less than 20 ps) which outpace even the electronics. The last element of any dynamics measurement which may limit the resolution is the pulse width of the excitation source. Pulsed diode lasers yield pulse widths below 100 ps which are often the largest source of limitation in the timing resolution. Femtosecond pulse widths are also available for mode locked Ti:Sapphire lasers which find some use in TCSPC, however, they are limited by their often set repetition rate which cannot be easily changed. The setup discussed below is limited by the use of a pulsed diode laser for excitation with pulse widths of no less than 90 ps.

Measuring the dynamics of a quantum transition, as will be described in chapter 6, requires an understanding of its excited state population and the rate of decay to the ground state. If a quantum emitter is modeled as a two-level system, then the decay rate or change in the population of the excited state can be written as the following rate equation:

\[
\frac{dn_1}{dt} = n_1(t)(\gamma_r + \gamma_{nr}),
\]

(5.1)

where \(n_1(t)\) is the population of the excited state, \(\gamma_r\) is the radiative decay rate and \(\gamma_{nr}\) is the non-radiative decay rate, which takes into account all non-radiative processes. The solution to this differential equation is as follows:

\[
n_1(t) = Ae^{-t/\tau},
\]

(5.2)

where \(A\) is the population at time zero after the excitation pulse and \(\tau = (\gamma_r + \gamma_{nr})^{-1}\) is the measured lifetime which is a combination of the radiative and non-radiative decay time. The measured dynamics curve can thus be fit with this exponential decay solution to extract a lifetime value. However, in practice the decay of the PL from the two-level system will yield results which can be fit with a convolution of an exponential decay function and a gaussian function which corresponds to the measurement setup IRF. Another possibility is that the dynamics exhibits two exponential decay components which force the use of a solution as follows:
Experimental Methods

\[ n_1(t) = Ae^{-t/\tau_1} + Be^{-t/\tau_2}, \]  

(5.3)

where the new values to be extracted from fitting (\(\tau_1\) and \(\tau_2\)) correspond to the lifetimes of two separate processes which may each exhibit a radiative and non-radiative component. An example of this is the room temperature decay of the neutral exciton resonance in monolayer WSe\(_2\) at high excitation power densities. A long decay component corresponds to the lifetime of the free exciton before recombining either radiatively or non-radiatively. A fast decay component corresponds to exciton-exciton annihilation (Auger recombination) processes which are entirely non-radiative [175].

In order to measure the dynamics of single photon emission in WSe\(_2\) as shown in chapter 6, the signal collected from the setup in Fig. 5.7(b) is guided through the spectrometer shown in the inset and an exit slit is used to spectrally filter the PL signal. As the light is passing through the spectrometer, the grating disperses the incident light in space. A mirror inside the spectrometer can send the dispersed light to an exit slit in the side of the spectrometer where the width of the slit allows only a portion of the spectrum to pass and leave the spectrometer, as schematically depicted in Fig. 5.8(a). As the spectrum can be spread far wider than the width of the slit, one can select a very small spectral window (1-2 nm) to leave the spectrometer. This method of spectral filtering was used for the measurement of the single photon emission dynamics shown in chapter 6. The light leaving the spectrometer is directed to a collimating lens and is subsequently coupled to a multi-mode fiber which is attached to an avalanche photo-diode (IDQuantique, id100). This APD creates a voltage pulse every time a photon is detected. The collection path used for the measurement of the dynamics in the next chapter after spectrally filtering the light through the spectrometer is shown in Fig. 5.8(b). The laser excitation used for the dynamics results in chapter 6 is the pulsed diode laser mentioned in the discussion of the \(\mu\)-PL spectroscopy setup.

A brief description of the time-correlated single photon counting electronics will give a brief idea as to how the dynamics results are gathered and plotted. A schematic representation of the TCSPC electronics are shown in Fig. 5.8(c). Starting from the left side, a square wave reference signal from the excitation laser is sent to one constant fraction discriminator (CFD), often named the SYNC, and a signal from the APD is sent to the other once a photon has been detected. These discriminators use a unique method of interfering the signal with itself to yield a sinusoidally shaped signal which crosses zero at a constant time from the beginning of the pulse. The pulse is recognized as measured by the CFD only once this zero-point is crossed thereby eliminating a large source of timing jitter induced by the detectors before this method was implemented. For better operation of the electronics, the threshold of acceptable
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Fig. 5.8 (a) Schematic representation of the spectrometer used to spectrally filter single photon emission so that its dynamics can be measured (b) Schematic illustration of the coupling of the spectrally filtered light from the spectrometer to an APD which is attached to a TCSPC card and records the PL dynamics. Inset adapted from reference [176] shows an example of the time-resolved trace of the photoluminescence which can be used to extract the rise and decay time of single photon emission. (c) Schematic of the TCSPC card electronics components. Adapted from reference [176].

pulse amplitudes and the zero-crossing level can be adjusted in the CFD. Next, the two discriminators pass their signals to the time to amplitude converter (TAC). This resembles a capacitor which begins to accumulate a voltage upon receiving a start pulse from the detector after passing the CFD. The accumulation is stopped once a reference pulse from the SYNC is received. The resulting voltage corresponds to a time interval between the detection of a photon and the reference pulse after the one which has excited the emitter. This arrangement of start and stop pulses is used to reduce the deadtime of the TCSPC electronics which for most measured emission sources would yield many start pulses but very few stop pulses. In the reverse configuration, the start pulse from the detection of a photon will almost always be quickly followed by a stop pulse. Since the repetition rate of the laser does not vary over the time of the measurement, the measured time interval can be subtracted from the time between excitation pulses. Before this, however, the measured time interval leaves the TAC as a voltage which passes through a gain amplifier (AMP) which can select a portion of the range set in the TAC in order to provide more resolution across a smaller time scale. Once this process is complete, the voltage is passed to an analog to digital converter (ADC) and recorded into a time channel after subtracting from the time interval between excitation pulses yielding a time of emission after excitation. The results are recorded in a number of channels yielding a histogram of the statistics of many excitation and emission cycles which collectively yield a function which can be fit and a lifetime value extracted.
5.4.3 Hanbury Brown-Twiss setup

As discussed in chapter 3, ideal single photon sources can only be described by a quantum mechanic approach which yields only one photon per excitation cycle. No realistic system will be ideal, however, so a hope for quantum computing and quantum communication applications is that at least no more than one photon will be emitted, i.e. a high single photon purity. In order to test a new light source believed to be single photon in nature, a Hanbury Brown and Twiss (HBT) experiment was set up in 1956 [81]. A schematic illustration of the setup used for the results shown in chapter 6 is displayed in Fig. 5.9(a). Once the emission is spectrally filtered as before, the light is coupled to a 50:50 beamsplitter fiber (BS fiber) which splits the incoming emission into two pathways leading to two single photon detectors. For these measurements, superconducting nano-wire single photon detectors (SNSPDs, Single Quantum) were used due to their low noise and the lack of any afterglow effect which was observed with silicon APDs. The time of arrival of photons was correlated and each pair of detection events in the SNSPDs were placed into a channel based on the difference in their detection time. The time between detection events was measured using a start and stop pulse from the two single photon detectors together with the TCSPC electronics described above. For the measurements shown in chapter 6, the single photon source in WSe$_2$ was excited with a 725 nm CW diode (Thorlabs).

As discussed in chapter 3, single photon emitters cannot produce two photons simultaneously and therefore the single photon can only be recorded at one detector. This suggests that the number of double detection events for a time difference of zero (simultaneous detection) will be zero for an ideal SPE or as close to it as possible for a realistic one. The middle figure in the inset of Fig. 5.9(a) represents the expected coincidence counts trace after many detection events to provide enough statistics for reliable data. If the source was ideally coherent, then a the left plot in the inset of Fig. 5.9(a) would be expected. Finally if the light source is bunched, as in thermal light sources, the expected trace would resemble the right figure of the inset in Fig. 5.9(a).

Using different excitation sources for single photon emission may yield different results. If the excitation is pulsed, an anti-bunched result may resemble Fig. 5.9(b), yielding peaks at regular intervals corresponding to the time interval set by the repetition rate of the laser. In this case, the peak at zero time between start and stop pulses should not be present for an ideal SPE. For a continuous wave excitation, the anti-bunching measurement should yield a plot resembling Fig. 5.9(c) after sufficient time for accumulation of statistics. The minimum at delay time $\tau = 0$ must be below a value of 0.5 after correcting the double coincidence counts for dark counts, as described in reference [23], for the emitter to be judged single photon in nature.
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Fig. 5.9 (a) Schematic illustration of the coupling of the spectrally filtered light from the spectrometer to an HBT setup consisting of a beamsplitting fiber which splits the light into two paths which are coupled to SNSPDs. The correlation of the detection events in the two detectors will lead to either coherent light, anti-bunched light or bunched light as shown in the inset. Inset adapted from reference [177]. (b) Exemplary representation of the \( g^{(2)}(\tau) \) function for a single photon source excited by a pulsed laser. Adapted from reference [83]. (c) Example of the \( g^{(2)}(\tau) \) function for a single photon source excited by a continuous wave laser. Adapted from reference [83].

This HBT experiment provides a measurement of the second order correlation function \( g^{(2)}(\tau) \), often used as the name of the measurement, which can defined as:

\[
g^{(2)}(\tau) = \frac{E^*(t)E^*(t+\tau)E(t)E(t+\tau)}{\langle |E(t)|^2 \rangle \langle |E(t+\tau)|^2 \rangle} \tag{5.4}
\]

where \( E(t) \) is the electric fields describing the detected photons and \( \tau \) is the delay between their arrival time. For classical electric fields this is simply a correlation of the intensities:

\[
g^{(2)}(\tau) = \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t) \rangle^2} \tag{5.5}
\]

where \( I(t) \) is the intensity of the detected light. For quantum mechanical fields as in the case of single photon sources, the limit at \( g^{(2)}(0) \) can be analytically computed to be:

\[
g^{(2)}(0) = \frac{\langle n(n-1) \rangle}{\langle n \rangle^2} \tag{5.6}
\]

where \( n \) is the observable photon number.

5.4.4 Coherence time interferometry

A long coherence time of single photon emitters guarantees that consecutive photons will be in phase and coherent for a long time. This is very important for applications which require single photon emission at a singular wavelength or similar phases. Coherent single photons
may also be indistinguishable which is a requirement for some applications such as quantum key distribution. An indistinguishability measurement takes into account all properties of a single photons including energy, phase, position and polarization state. This is tested through a Hong-ou-Mandel experiment which interferes single photons at different time delays and measures the double coincidence counts on two detectors similar to the HBT measurement. In this case, two indistinguishable single photons incident on two separate sides of a 50:50 beamsplitter would exit together, therefore, leading to zero simultaneous coincidence counts when the two photons are overlapped in time.

However, for these measurements, only the coherence time of WSe$_2$ SPEs was recorded using a Mach-Zehnder interferometer as shown in Fig. 5.10. Once the single photon emission is spectrally filtered as discussed above it is fiber coupled (SM Fiber) and sent to the left side of the setup shown in Fig. 5.10. The emission passes a 50:50 beamsplitter (BS) and is sent down two paths. The first path allows the light to propagate in free space passing a retro-reflector mounted on a motorized delay stage. This stage is used to change the length of the path and therefore the time for the light to traverse it. After the retro-reflector, the single photons are interfered with those passing down the other arm onto another 50:50 beamsplitter. The other path includes a fiber phase shifter (PS). As a voltage is applied across a length of fiber, the phase of the single photons passing through is quickly shifted before interfering with the delayed photons in the other arm of the interferometer. The single photon emission passing through the entire interferometer is fiber coupled to an APD (Excelitas) where interference fringes are visible due to the varying phase of one arm. As the delay stage brings the two paths to equal lengths, the interference fringes become larger with higher maxima ($I_{\text{max}}$) and lower minima ($I_{\text{min}}$). Therefore the fringe contrast ($\nu$) yields a measure of the level of coherence. The fringe contrast is calculated as follows:

$$\nu = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} \quad (5.7)$$

This value was computed at different positions of the delay stage yielding smaller interference fringes as the path length difference between the two arms was increased. The fringe contrast can be shown to be proportional to a time-averaged, coarse grained first order correlation function ($g^{(1)}(\tau)$). This can be written as follows [178]:

$$\nu = (1 - \varepsilon) \frac{|g^{(1)}(\tau)|}{g^{(1)}(0)} \quad (5.8)$$
where \((1 - \epsilon)\) is the maximum resolvable fringe contrast of the interferometer at the energy of the emitter. The time resolution \((\approx 0.1 \text{ ps})\) here is defined by the steps of the delay stage. The shape of the decay of the coherence with time can provide insight into de-phasing processes. This is one method used in chapter 6 to provide insight into the dominant decoherence mechanism in WSe\(_2\) SPEs. The laser excitation used for the power dependent measurements in chapter 6 is a CW diode laser (Thorlabs) at 633 nm. For the quasi-resonant measurement presented in the same chapter a CW diode laser (Thorlabs) at 725 nm was used.

**5.5 Dark field spectroscopy**

Dark field spectroscopy is a powerful tool to characterize nano-scale resonators such as monomer and dimer nano-antennas. The scattering cross section which, as discussed in chapter 4, results from an incoherent sum of contributions from electric and magnetic dipole and quadrupole moment resonances among other higher order contributions. Therefore, the measurement of the scattering cross section from such nano-resonators allows one to extract information about the Mie resonances inside the structures. The dark field configuration illuminates the sample at large angles to the normal and only collects light which is scattered at small angles. This is often performed in transmission, as shown in Fig. 5.11(a), where a light stop spatially filters the illumination beam profile to an annulus which is subsequently focused onto the sample using a condenser lens. This illuminates the sample at high angles to the normal. Scattered light collected at these large angles is guided to an iris diaphragm and blocked inside the objective. The light scattered at low angles to the normal is guided through the detection path.

In the work shown in chapter 7, a Nikon LV150N commercial microscope with a home-built fiber coupled output, shown schematically in Fig. 5.11(b) was utilized to perform dark field spectroscopy. Incident illumination from a tungsten halogen lamp is guided to a circular...
beam blocker with a diameter smaller than that of the beam. This forces the beam profile to be of an annular shape once again. The illumination is guided through a 50:50 beamsplitter cube down to a dark field objective (50x Nikon, 0.8 NA) and subsequently the sample plane. The annular beam profile only illuminates the sample at very high angles to the normal. Reflected light passes through the objective and beamsplitter once more. The high angle scattered light is blocked by an aperture while the light scattered at small angles to the normal is then focused onto a fiber coupler. Due to the small diameter of the multi-mode fiber core (60 µm) used to couple light to a Princeton Instruments spectrometer and CCD (the same as those used for PL measurements), only light reflected from the sample at very small angles to the normal is collected. Another reason for the choice of a small fiber core diameter was the ability to collect scattered light from only one nano-structure. The measurements of dark field scattering spectra for WS$_2$ monomer and dimer nano-antennas presented in chapter 7 were all carried out in room temperature and ambient conditions.

Fig. 5.11 (a) Schematic illustration of a transmission dark field spectroscopy setup with a separate condenser lens and objective. Adapted from Zeiss education in microscopy and digital imaging website. (b) Schematic illustration of the commercial microscope with a dark field objective and a fiber outcoupling used in the dark field spectroscopy experiments.
5.6 Second harmonic generation

As discussed in chapter 4, second harmonic generation (SHG) is an interesting non-linear light application which can benefit from coupling to anapole and higher order anapole resonances in Mie resonators. The work presented in chapter 7 tests this approach and identifies interesting properties of SHG signal from WS$_2$ dimer nano-antennas. The schematic representation of the home-built setup used for these measurements is shown in Fig. 5.12. The nano-antenna samples were excited with a Ti:Sapphire fs-pulsed laser (Spectra-Physics) tuned to the anapole resonance of each structure under study. The collimated laser light was guided to the measurement setup via a free space path. A manually rotating neutral density filter wheel (ND) was used to attenuate the laser power so as not to burn the nano-antenna structures. A 750 nm long pass filter (LPF) was used to clean the laser wavelength which was tuned from 800 nm to 850 nm. Next, the excitation was linearly polarized (LP) and guided to a dichroic mirror (DM) and, after passing a half wave plate ($\lambda/2$) mounted on a motorized stage, was focused onto the sample by a 100x Mitutoyo objective lens (0.7 NA) exciting a single nano-structure.

The second harmonic generated signal emitted from the sample was then reflected by the dichroic mirror towards the collection path which includes three short pass filters (SPF, 450 nm, 550 nm, 750 nm) to clean the collected light so that only SHG signal passes through to be coupled to a multi-mode fiber. The fiber was briefly coupled to a Princeton Instruments spectrometer and CCD to check the spectrum of the SHG signal and then attached to an APD (IDQuantique, id100). A few spectra of the SHG signal were also recorded with the CCD. The APD was used to record integrated SHG signal from different nano-antenna structures and compare monomers to dimers as well as perform excitation power dependent measurements and polarization dependent measurements. Excitation powers of no more than 3 mW average power were used as higher intensities damaged some nano-structures.
5.7 Finite-difference time-domain simulations

Finite-difference time-domain simulations (FDTD), also known as Yee’s method, were performed in order to simulate different parameters of SiO$_2$ nano-pillars, GaP dimer nano-antennas and WS$_2$ monomer and dimer nano-antennas in the work presented in chapters 6, 7 and 8. The software used for the simulations in these chapters is from Lumerical Inc.

This method of numerically solving differential equations allows one to solve Maxwell’s equations for an arbitrary geometry with arbitrary refractive indices and model the photonic action of nano-resonators. As a finite-difference method, a 3D spatial grid is defined inside the volume of the geometry of each simulation. A so-called Yee lattice is employed to discretize Maxwell’s equations in space. The electric and magnetic fields inside the volume of any Yee cell, shown in Fig. 5.13 are calculated at staggered positions to each other with a difference in position of half of the cell length. The time dependence of Maxwell’s equations are also discretized using the central difference approximations. At the beginning of the simulation, light is usually injected from a source and time is allowed to evolve, often limited to 1000 fs. At each half step of time the electric or magnetic field is evaluated at every point within the Yee lattice. In the next half step in time, the other field is computed. As this
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Numerical simulation method is in the time-domain, light is collected as an amplitude of a wave with time and subsequently Fourier transformed to give spectral information.

Fig. 5.13 Representation of the Yee cell used to discretize space in order to perform finite-difference time-domain simulations with staggered electric and field calculation points. These are also staggered in time which is also discretized. Adapted from Lumerical webpage.

In the work shown in chapters 6 through 8, FDTD simulations of the scattering cross section, the spatial distribution of the electric field intensity, the confined electric energy, the Purcell factor and the collection efficiency were performed for different geometries. The refractive index of SiO$_2$ was retrieved from a library of materials in the simulation software. The refractive index of WS$_2$ was extracted from reference [46] and that of GaP was taken from reference [179].

5.7.1 Scattering cross section

The first and most basic simulations of the scattering cross section ($\sigma_{\text{scat}}$) were performed to be compared with dark field spectra from fabricated monomer and dimer nano-antennas or to model whether a structure may host photonic resonances. The geometry of a structure under study, for example a WS$_2$ dimer nano-antenna, is shown in Fig. 5.14(a) and (b). Two hexagonal monomer nano-antennas in close proximity are defined with a height and radius on a substrate of SiO$_2$. The simulation region is defined surrounding this structure yet it is wide enough to allow the fields both surrounding the dimer and into the SiO$_2$ to propagate without being truncated unrealistically. The light source used to illuminate the structure is a total-field scattered-field (TFSF) source which introduces a plane wave in the near field of the nano-antenna structure and also simulates the far-field scattered light outside of the region defined by the white rectangle in Fig. 5.14(a). The excitation is polarized along the blue double arrow and propagates in the direction of the pink arrow. As the incident plane wave scatters from the structure, it leaves the near field region scattering to the far-field where there is a monitor placed above the structure used to collect the intensity of the light scattered in this direction. The choice of TFSF source and scattering monitor position is used
to emulate dark field spectroscopy. As the scattering monitor is placed above the injected wave, it does not collect any of the incident illumination as this is contained to the near field region inside the white rectangle in Fig. 5.14(a). The scattering monitor therefore only collects the scattered light which propagates upward similar to reflected light collected in the dark field spectroscopy setup described in the previous section. The polarization of the incident wave was set depending on the comparative experiment performed with dark field spectroscopy. If unpolarized light was simulated, then an incoherent sum of the results for perpendicular excitation polarizations was used to emulate this.

![Fig. 5.14 Top (a) and side (b) view of a schematic illustration of the geometry of a hexagonal WS₂ dimer nano-antenna for the simulation of the scattering cross section. The scattering cross section is recorded by collecting scattered light in the far-field above the excitation source.](image)

### 5.7.2 Spatial distribution of electric and magnetic field intensities

The results from the second type of simulation performed specifically for the spatial distribution of the electric field intensity are presented in chapter 6 and 8. Spatial distributions of the magnetic field intensity are presented in chapter 7. The geometry of an exemplary WS₂ dimer nano-antenna with a very small gap placed on a SiO₂ substrate is defined in the geometry shown in Fig. 5.15(a) and (b). GaP dimers and SiO₂ nano-antennas were simulated similarly with a change of substrate to GaP for those dimers. The light from the same TFSF source is injected from above the structure propagating parallel to the normal towards the nano-antennas. The polarization is set parallel to the dimer axis to illuminate the dimer mode or perpendicular to it for the study of a dimer anapole mode. For this simulation the scattered fields are not interesting, therefore, all results are recorded within the near-field region. This is where the monitors used to record the electric or magnetic field distributions are positioned. One monitor is set as a vertical cross section through the middle of the structure along the dimer axis. Another is set as a plane 0.5 nm above the top surface of the nano-antenna in order to understand the electric field intensity at a position where single photon emitters might be placed. The electric field intensities are calculated as the square of the electric field
in the positions where the monitors collect data divided by the fields due to a plane wave propagating in free space \( E_{\text{int}} = (|E|/|E_0|)^2 \). For some of the figures presented in chapter 6 and 8, only the electric field at a single point near the inner vertex of the dimer is recorded. In this case, the monitor is reduced to a single point in the dimer mode hotspot.

Fig. 5.15 Top (a) and side (b) view of a schematic illustration of the geometry of a hexagonal WS\(_2\) dimer nano-antenna for simulations of the spatial distribution of the electric and magnetic field intensities. The electric and magnetic fields are recorded in a plane 0.5 nm from the top surface of the nano-antenna and as a vertical cross-sectional cut through the middle of the dimer.

### 5.7.3 Confined electric energy

Another simulation performed on monomer and dimer nano-antennas is the calculation of the confined electric energy inside the structure. For this a similar geometry, displayed in Fig. 5.16(a) and (b), to the previously shown is employed with the only difference being in the monitors collecting the light and the polarization of the incident illumination. The monitor recording the electric and magnetic field values is placed at the midpoint of the nano-antenna height. Firstly, the spatial distribution of the electric and magnetic field intensities were used to identify the characteristic pattern of an anapole mode as discussed in chapter 4. Next, the electric energy \( W_{E}^{(S)} \) was calculated by integrating the electric field intensity over the monitor surface on the inside of the nano-antenna geometry [43]:

\[
W_{E}^{(S)} = \frac{n^2}{2} \int \int ||E(r, \lambda)||^2 dS,
\]

where \( n \) is the refractive index of the resonator and \( S \) is the surface defined by the plane of the simulated monitor inside the nano-antenna geometry. The integration was carried out by applying a filter to the electric field intensities which set all values outside of the nano-antenna geometry to zero and integrated over the entire monitor surface. As discussed in chapter 4, an anapole resonance confines the incident energy and therefore yields a minimum in scattering.
This simulation, however, yields a peak for the electric energy at the anapole resonance. This provides another method of identifying an anapole resonance.

Next, a simulation of the second harmonic generation enhancement can be extracted from the electric energy. As SHG is a second-order non-linear process, it is proportional to the electric energy squared ($|W_E^{(S)}|^2$), therefore, a square of the confined energy will be proportional to the SHG signal. As the anapole resonance enhances the SHG signal, confirmed by previous reports [47], the SHG enhancement factor can be calculated when comparing the signals from two structures or when comparing a nano-antenna to a bulk crystal. For dimer nano-antennas, a polarization dependence of the enhancement is demonstrated, therefore, changing the incident polarization in the simulation can model this dependence. This can be achieved by integrating the simulated electric energy squared ($|W_E^{(S)}|^2$) over the wavelength range of the excitation laser used in experiments to provide a comparison to measured results.

### 5.7.4 Purcell enhancement

As this thesis heavily focuses on single photon emission, the Purcell factor for an ideal dipole placed at different positions along the top surface of a WS$_2$ or GaP dimer nano-antenna as well as a SiO$_2$ nano-pillar was simulated. An example geometry including a WS$_2$ dimer nano-antenna is shown in Fig. 5.17(a) and (b). The excitation source for this simulation is an electric dipole positioned 0.5 nm from the top surface of the structure with a polarization along the dimer axis at different positions on the same axis. The maximum Purcell factor found for most dimer nano-antennas was calculated to be in the electric field hotspots identified using the simulation of the spatial distribution of the electric field. The precise
position of the dipole with respect to the nano-structure and the discretized spacial mesh is shown in the side and top view of Fig. 5.17(c).

![Diagram](image)

**Fig. 5.17** Top (a) and side (b) view of a schematic illustration of the geometry of a hexagonal WS\textsubscript{2} dimer nano-antenna used in simulations of the Purcell factor for a dipole placed 0.5 nm above the top inside vertex. The position of the dipole source is better defined in the close-up views in (c). The use of a vertex radius of curvature is also shown in this figure. The radiated power away from the structure is recorded for a dipole placed onto the dimer nano-antenna and divided by the power radiated from the dipole placed at a surface of SiO\textsubscript{2} to yield the Purcell factor.

The dipole source emits light from a small dipole region shown in the top view of Fig. 5.17(c). As this dipole region is not a single point, the simulations may not precisely simulate a point source. Also, the simulated emission energy of the dipole may induce large errors in calculations with very fine spatial discretization (Mesh override). The correct approach to simulate the Purcell factor is usually to compute the Green’s function at the position of the dipole and divide the imaginary part for a dipole placed on the nano-antenna structure by the results from a simulation with the dipole placed in vacuum or onto a substrate such as SiO\textsubscript{2} or GaP. However, as the mesh required for these simulations is particularly fine (0.25 nm Yee cells), this approach yields large errors due to the inability of the simulation software to properly simulate the ideal dipole source. Therefore, another approach is used to find the Purcell factor. This requires the calculation of the radiated power from the dipole and comparing this quantity for a dipole placed onto the nano-antenna structure to a dipole in free space or onto a substrate as mentioned above.

Beginning from an undriven harmonic oscillator, used to model spontaneous decay in a two-level system, the radiative rate enhancement due to an inhomogeneous photonic environment can be written as follows [165]:

\[
\frac{\gamma}{\gamma_0} = 1 + q_i \frac{6\pi\varepsilon_0}{|\mu_0|^2 k^3} Im[\mu_0^* \cdot \mathbf{E}_s(r_0)],
\]

(5.10)

where \(q_i\) is the quantum efficiency of the emitter, \(\mu_0\) is the intrinsic dipole moment of the two-level system and \(\mathbf{E}_s\) is the secondary field emitted from the dipole and acting as a driving
force on the same emitter. This very closely resembles the equation derived from Fermi’s
golden rule using Green’s functions. Alternatively, one can calculate the energy dissipation
as a result of radiation from the system due to the dipole emitter using Poynting’s theorem
in both a free space environment as well as an inhomogeneous photonic environment, such
as a nano-antenna. The relative change in the rate of energy dissipation between these two
environments \( \frac{P}{P_0} \) can be written as follows [165]:

\[
\frac{P}{P_0} = 1 + \frac{6\pi\varepsilon_0\varepsilon}{|\mu|^2} \frac{1}{k^3} \text{Im}[\mu^* \cdot \mathbf{E}_s(r_0)].
\]  

(5.11)

The resemblance between the two solutions to the undriven harmonic oscillator problem
in different environments suggests that they may be very closely related. In fact it turns
out that if \( q_i = 1 \), these equations would be identical \( \frac{\gamma}{\gamma_0} = \frac{P}{P_0} \) [165]. Therefore, if the
quantum efficiency of the two-level emitter is unity, the Purcell factor (change in radiative
recombination rate) can be extracted simply from the change in the rate of energy dissipation
from the system for the two different environments. Since the simulation software can
only emulate an ideal dipole emitter \( (q_i = 1) \), the Purcell factor is very simply calculated
by measuring the change in the radiated power away from the system. These results are
collected by the power monitor defined in Fig. 5.17(a) and (b) as a yellow rectangular box.
All simulations of the Purcell factor in chapter 6 and 8 were carried out using this method.

### 5.7.5 Collection efficiency enhancement

The last simulation involves the collection efficiency \( \eta_{NA} \) enhancement of placing a single
photon source on either a SiO\(_2\) nano-pillar or on a GaP dimer nano-antenna. In order to
attempt this, a dipole source was placed in the gap of a dimer nano-antenna as well as above
the outside corner of the SiO\(_2\) nano-pillar and the far-field emission pattern was computed
by using a scattering monitor which recorded the power emitted upwards in the direction of
the objective in the experimental setup discussed in a previous section of this chapter. The
fraction of light collected by the numerical aperture (NA) of the objective corresponds to the
fraction of power emitted in an upward cone defined by the collection angle of the objective.

This was simply calculated by placing a monitor at a sufficient distance away from the
dipole source and top of the nano-structure to record the transmitted power. After this a
circular filter was applied to the data, representing a cross section of the objective collection
cone (defined by the NA) at the predefined height. The collected power through this spatial
filter was then divided by the power emitted into the upper half-space to yield the collection
efficiency for a dipole placed atop the nano-structure. The power emitted into the upper half-space was computed by placing a power monitor very close to the dipole source.

5.8 Conclusion

This chapter has provided an overview of all experimental methods of fabrication, optical measurements and numerical simulations utilized to produce the results presented in the next three chapters of this thesis. The discussion began with an explanation of mechanical exfoliation, PL imaging for identification of monolayer regions and all-dry PDMS transfer of mono- or multi-layer stacks onto a target substrate. A brief discussion of the nano-fabrication techniques used to produce pre-patterned substrates with SiO$_2$ nano-pillars, GaP dimer nano-antennas as well as WS$_2$ monomer and dimer nano-antennas.

The home-built µ-Photoluminescence setup used for the work presented in chapter 6 was explored including outcoupling and spectral filtering for time-resolved PL dynamics, anti-bunching and coherence time measurements. The commercial dark field spectroscopy and home-built second harmonic generation setup used to produce results presented in chapter 7 were also described.

Finally, the discussion of this chapter focused on numerical simulations of the scattering cross section from monomer and dimer nano-antennas for identification of Mie resonances. Spatial distributions of the electric and magnetic field intensities presented in chapter 6, 7 and 8 were discussed. The confined electric energy in nano-antenna anapole resonances used to model the SHG enhancement was explored. The method for simulation of the Purcell factor of dipole emitters placed onto SiO$_2$ nano-pillars, GaP dimer nano-antennas and WS$_2$ nano-antennas was presented. Finally the method for calculation of the collection efficiency for a dipole placed on SiO$_2$ nano-pillars and GaP dimer nano-antennas was described. In the next chapter, work on WSe$_2$ single photon emitters forming on the previously discussed SiO$_2$ and GaP substrates will be presented.
Chapter 6

Single photon emitters in WSe$_2$ on GaP dimer nano-antennas

6.1 Introduction

Single photon emitters (SPE) in WSe$_2$ have drawn tremendous research interest as the first discovery of quantum sources of light in 2D materials [10–13, 91, 99] and also due to the host crystal which exhibits favorable excitonic properties [64] as well as the possibility for integration with various substrates, including nano-structured surfaces [31, 98, 111, 116, 150]. The nature of the SPEs is still under debate with various theories suggesting strain-induced potential exciton traps [79], momentum-dark states [180], or even various types of defects [128, 129]. However, this has not hindered the development of integrated WSe$_2$ SPE devices including electroluminescent structures [101], waveguides [87] and tunable high-Q micro-cavities [162]. Moreover, the evidence of bi-exciton cascade emission was also reported [181].

Strain engineering has also proven to be a scalable and reliable method of forming SPEs in WSe$_2$ as discussed in chapter 3 allowing very precise positioning [87]. Arrays of SPEs, have also been fabricated using strain induced in a monolayer of WSe$_2$ by a pre-patterned substrate of silicon dioxide (SiO$_2$) [111] or polymer nano-pillars [31]. Similarly, metallic nano-structures were also employed to not only form emitters but also to enhance their spontaneous emission rate via coupling to plasmonic resonances [42, 98]. However, plasmonics are known to suffer from non-radiative losses and lead to quenching of closely placed emitters which might require the use of dielectric spacers, thereby increasing the fabrication complexity [42]. High refractive index dielectric resonators, hosting both electric and magnetic modes as opposed to plasmonic structures [146], offer a solution to these
problems while maintaining tightly confined resonances that can be used for emission
enhancement of dye molecules [43] and excitons in 2D semiconductors [150].

In this chapter, I will present the use of gallium phosphide (GaP) nano-antennas and
SiO$_2$ nano-pillars for the formation of SPEs in monolayer WSe$_2$. This will begin with a
brief description of the resonant properties of the two nano-structures and shift to the optical
properties of the single photon sources formed on each pre-patterned substrate. Subsequently,
I will explore and compare the brightness, power saturation and lifetimes of the emitters
on SiO$_2$ nano-pillars and GaP nano-antennas in order to demonstrate quantum efficiency
(QE) enhancement for those SPEs forming on the latter nano-structures. The improved QE
observed then allows a more in-depth study of the excitation and emission dynamics of the
SPEs with insight into their recombination pathways. Finally, the chapter will end with a
systematic study of the coherence properties of these 2D quantum emitters leading to more
precise conclusions concerning the dephasing mechanisms in this system. This work has also
been reported in the following reference [182].

### 6.2 Comparison of resonances in SiO$_2$ and GaP nano-structures

The discussion will begin with examining the nano-structures used to induce strain in
monolayer WSe$_2$ in order to form single photon emitters. As previously reported, arrays
of pre-patterned SiO$_2$ nano-pillars induce strain in a monolayer of WSe$_2$ leading to single
photon emission [111]. These structures, however, are not expected to yield any photonic
enhancement to SPEs forming near them due to the low refractive index of the material,
while gallium phosphide dimer nano-antennas (consisting of two closely spaced nano-
pillars), as previously reported, have been shown to enhance the photoluminescence (PL)
of WSe$_2$ neutral exciton emission [150] while simultaneously inducing exciton funneling
through strain [116]. In order to compare the resonant properties of the two materials and
configurations, finite-difference time-domain (FDTD) simulations of the scattering cross
section of both monomer and dimer nano-structures were carried out in gallium phosphide
and silicon dioxide for a range of radii ($r = 150, 200, 250, 300$ nm) as shown in Fig. 6.1. In
the case of the dimers, the radius corresponds to that of each individual nano-pillar.

The scattering cross section of the gallium phosphide nano-antennas in Fig. 6.1(a) and
(c) yield broad Mie resonances, which can be characterized as various dipole and anapole
modes, due to the high refractive index of the material ($n_{GaP} \approx 3.2$). The scattering cross
section of the SiO$_2$ nano-pillars in Fig. 6.1(b) and (d), however, do not yield any resonances
due to the low refractive index of this material ($n_{SiO_2} \approx 1.5$) which leads to low confinements
of the fields. Therefore, gallium phosphide is expected to lead to highly confined resonances
Fig. 6.1 (a) Simulated scattering cross section for GaP dimer nano-antennas with varying radius \( r = 150, 200, 250, 300 \) nm, height \( h = 200 \) nm and gap width \( g = 50 \) nm. (b) Simulated scattering cross section for SiO\(_2\) nano-pillars with varying radius \( r = 150, 200, 250, 300 \) nm and height \( h = 100 \) nm.

which will confine the electric fields close to the nano-antennas. Comparing monomer to dimer in each material results in higher scattering cross sections for the dimer. As the configuration is expected to highly confine the electric fields between the two monomer structures, as discussed in chapter 4, the dimer will scatter more light therefore, higher fluorescence enhancements of emitters surrounding the nano-antenna are expected. The conclusion from this numerical study is that all structures are able to induce SPE formation in monolayer WSe\(_2\) through strain, yet the GaP dimer nano-antenna may lead to the highest photoluminescence enhancement while the SiO\(_2\) monomer may yield the lowest. The reason these two structures were chosen for the experiments demonstrated in this chapter was in order to make a comparison between WSe\(_2\) single photon emitters which have not experienced photonic enhancement and those that have.

To provide evidence for fluorescence enhancement, the factors which influence the SPE photoluminescence must be understood. The emission intensity collected from a single photon emitter coupled to a nano-antenna resonance is dependent on its position \( \mathbf{r} \) with respect to the anti-nodes of the resonance as well as on both emitter and photonic mode
wavelength ($\lambda_{em}$ and $\lambda_{exc}$ respectively). The measured photoluminescence intensity $I(r, \lambda_{em})$ depends on three factors [150, 183]:

$$I(r, \lambda_{em}) \propto \gamma_{exc}(r, \lambda_{exc}) \cdot QE(r, \lambda_{em}) \cdot \eta_{NA}(r, \lambda_{em})$$ (6.1)

where $\gamma_{exc}(r, \lambda_{exc})$ is the excitation rate, $QE(r, \lambda_{em})$ is the quantum efficiency of the emitter and $\eta_{NA}$ is the efficiency of the collection optics. The excitation rate is a function of the wavelength of the pump and the electric field intensity at the position of the dipole emitter which is itself dependent on the resonances of the photonic structure. The quantum efficiency can be defined as follows:

$$QE(r, \lambda_{em}) = \frac{\gamma_{r}(r, \lambda_{em})}{\gamma_{r}(r, \lambda_{em}) + \gamma_{nr}(r, \lambda_{em})}$$ (6.2)

where $\gamma_{r}(r, \lambda_{em})$ is the radiative recombination rate of the emitter and $\gamma_{nr}(r, \lambda_{em})$ is the non-radiative recombination rate. These both depend on the intrinsic properties of the quantum emitter as well as on the environment including charge and spin states surrounding the position of the SPE as well as the properties of the substrate material, such as refractive index or bandgap alignment, which is in close proximity to the emitter. The radiative recombination rate also depends upon the photonic environment or, as discussed in chapter 4, the local density of optical states which may provide a Purcell enhancement that will increase $\gamma_{r}$ for a proper position and orientation of the emitter [166]. The last factor influencing the photoluminescence of an emitter coupled to a resonant mode is the collection efficiency which can be influenced by a nano-antenna’s ability to redirect emitted or scattered light. This is a function of the refractive index and geometry of the structure.

Numerical simulations, using FDTD software as discussed in the previous chapter, were performed to find expected values of each of the three factors for an in-plane dipole placed onto either a SiO$_2$ nano-pillar or a GaP dimer nano-antenna. The dipole wavelength ($\lambda_{em} = 750$ nm) was chosen to closely emulate a single photon emitter in WSe$_2$ forming at a strained region in a monolayer induced by its transfer on either structure as shown in the schematic representations at the top of Fig. 6.2(a) and (b).

The excitation rate, also described as the absorption cross section, as the first factor in equation 6.1 ($\gamma_{exc}(r, \lambda_{exc})$), is proportional to the electric field intensity ($|E|^2$) at the position of the quantum emitter. As the simulations attempt to find a value for the enhancement of the electric field intensity, the values are normalized by the intensity of the normally incident plane wave ($|E_0|^2$) with linear polarization along the axis connecting the centers of
the nano-pillars. Subsequently, when a comparison of GaP and SiO\textsubscript{2} substrates is performed, the $|E|/|E_0|^2$ values can be divided to find the relative enhancement. The spatial distributions of the electric field intensity displayed in the bottom portion of Fig. 6.2(a) and (b) were simulated for a plane at the top surface of a GaP dimer nano-antenna ($r = 150$ nm, $h = 200$ nm, gap = 50 nm) and a SiO\textsubscript{2} nano-pillar ($r = 150$ nm, $h = 100$ nm) respectively. This plane was chosen as it is the most likely place for a single photon emitter in a transferred WSe\textsubscript{2} monolayer to form and it is also the position with the highest electric field confinement. The hotspots forming at the top surface of the GaP dimer nano-antennas and the SiO\textsubscript{2} nano-pillars are expected to extend several nanometers in the vertical direction therefore requiring the monolayer to be in direct contact with the structure in order to form SPEs with enhanced emission rates. As a side note, this is not possible with plasmonic structures as this leads to quenching of the emission due to charge transfer to the metallic structure. The incident plane wave was set to the dipole wavelength ($750$ nm). The enhancement of the electric field intensity of the GaP nano-antennas ($|E|/|E_0|^2$) exceeds a factor of 10 and is particularly pronounced in the gap between the two nano-pillars (dimer gap). Under the same excitation conditions, the enhancement of the electric field intensity at the top surface of the SiO\textsubscript{2} nano-pillars is an order of magnitude lower with a maximum surrounding the edges of the structure. This lower confinement of the electric fields is expected from the lack of resonances seen in Fig. 6.1 as well as from the much lower refractive index of SiO\textsubscript{2}.

Fig. 6.2 (a) Top panel: schematic illustration of a monolayer of WSe\textsubscript{2} deposited on top of a GaP dimer nano-antenna. Bottom panel: Simulated spatial distribution of the electric field intensity surrounding a GaP dimer nano-antenna ($r = 150$ nm, $h = 200$ nm, gap = 50 nm) at the top surface of the structure compared to vacuum. Hotspots extend several nanometers in the vertical direction, exponentially decreasing in intensity. (b) Top panel: schematic illustration of a monolayer of WSe\textsubscript{2} deposited on top of a SiO\textsubscript{2} nano-pillar. Bottom panel: Simulated spatial distribution of the electric field intensity surrounding a SiO\textsubscript{2} nano-pillar ($r = 150$ nm, $h = 100$ nm) at the top surface of the structure compared to vacuum. (c)-(e) Simulations of the excitation rate (c), Purcell enhancement factor (d) and light collection efficiency (e) for a dipole emitter placed in the position of highest electric field intensity for a GaP dimer nano-antenna (red) and a SiO\textsubscript{2} nano-pillar (blue) with a range of radii. Adapted from reference [182].
The position of the single photon emitter is expected to be at the edges of the structure geometry within this plane where the maximum field enhancement is expected. Fig. 6.2(c) displays the maximum values of the electric field intensity for a GaP dimer nano-antenna (red dots) and a SiO$_2$ nano-pillar, (blue dots) for an incident plane wave at a wavelength of 638 nm (laser excitation wavelength used in subsequent experiments shown in next sections). The maximum excitation rate ($\gamma_{\text{exc}}(r, \lambda_{\text{exc}})$) is highest for the smallest dimer nano-antenna ($r = 150$) decreasing exponentially for larger values of the radius. This is due to the Mie origin of the resonance inducing the electric field intensity enhancement. As discussed in chapter 4, as the size of the nano-antenna increases, all resonances redshift and therefore the electric field enhancement at the excitation wavelength is reduced as the resonance of the structure redshifts away. For the SiO$_2$ nano-pillar the excitation rate is fairly constant for the range of radii yet it is much lower due to the weak confinement of the structure.

The next factor to be simulated is the quantum efficiency ($QE(r, \lambda_{\text{em}})$). In these simulations the approximation of low intrinsic quantum yield [98, 150] can be applied. In this case, the enhancement of the quantum efficiency can be safely approximated as the radiative decay rate enhancement through the Purcell factor $F_P = \gamma_r / \gamma_r^0$. As discussed in the previous chapter, the Purcell factor for a dipole positioned within a certain geometry as normalized to one in vacuum is equal to the enhancement of the rate of energy dissipation $P/P_0$ [165]. For the Purcell simulations, the GaP dimer nano-antennas or SiO$_2$ nano-pillars were excited with a dipole of wavelength ($\lambda_{\text{em}} = 750 nm$) placed at 0.5 nm above the top surface of the structure. The dipole was positioned within the hotspot with maximum electric field intensity of each structure, namely above the inner GaP dimer edge close to the gap or above the outer edge of the SiO$_2$ nano-pillar. Fig. 6.2(d) displays the Purcell factors ($F_P$) calculated for the GaP dimer (red dots) and the SiO$_2$ nano-pillar (blue dots) at each radius. For both structures, the radiative rate enhancement does not change much over the range of radii, however, it is an order of magnitude higher for a dipole positioned onto a GaP dimer nano-antenna.

The final factor in equation 6.1 is the collection efficiency ($\eta_{\text{NA}}$), depending on the amount of light in the detection optics, which is most often an objective with a numerical aperture (NA). A dipole emitter placed in free space would emit light in all directions equally, however, its placement onto a substrate will change the far-field emission pattern. Simulations of the radiation pattern for a dipole placed either in the middle of a GaP dimer gap close to the top surface of the structure or at the top edge of a SiO$_2$ nano-pillar are shown in Fig. 6.3. The precise position of the dipole in the simulation of the two structures is shown in Fig. 6.3(a). The far-field radiation pattern for a dipole on a GaP dimer nano-antenna (red) and SiO$_2$ nano-pillar (gray) are shown in Figs. 6.3(b) and (c). These display two cross-sectional views along the dimer axis and perpendicular to it respectively for Fig. 6.3(b) and (c). As
expected, the higher index of GaP will direct most of the emitted light towards the substrate. The collection efficiency ($\eta_{NA}$), however, is calculated as the percentage of light which is emitted upwards, away from the substrate, into a cone defined by the numerical aperture of the objective. As shown in Fig. 6.2(e), the collected light by the objective ($NA = 0.64$) is calculated to be from 4% ($r = 300$ nm) to nearly 8% ($r = 150$ nm) for a dipole positioned onto a GaP dimer nano-antenna. For a dipole placed at the top edge of a SiO$_2$ nano-pillar, the collection efficiency is expected to be between 2.7% ($r = 300$ nm) and 3.1% ($r = 150$ nm) depending on the radius of the structure. Thus, the collection efficiency for both structures is of the same order of magnitude.

Fig. 6.3 (a) Representation of the position of a dipole (green) in the collection efficiency simulations. (b),(c) far-field radiation patterns for a plane parallel to the dipole orientation (b) and perpendicular to it (c) for a GaP dimer nano-antenna (red) and a SiO$_2$ nano-pillar (gray). Adapted from reference [182].

When the three factors described in equation 6.1 are all taken into account, the GaP dimer nano-antennas are expected to induce an enhancement of the PL intensity of a dipole emitter by at least two orders of magnitude [43, 150] compared to SiO$_2$ nano-pillars. This results from the increase in the excitation rate $\gamma_{exc}$ and the spontaneous emission rate through the Purcell factor $F_P$ as well as a modest improvement of the collection efficiency $\eta_{NA}$.

6.3 Optical properties of WSe$_2$ SPEs on SiO$_2$ nano-pillars

Having explored the photonic resonances of the GaP dimer nano-antennas and the SiO$_2$ nano-pillars as well as their expected effects on the photoluminescence of a WSe$_2$ single photon source, the discussion will shift to the observed properties of the SPEs forming on the SiO$_2$ nano-pillars and comparing them to previous reports. In order to form SPEs in a monolayer of WSe$_2$ using SiO$_2$ nano-pillar as strain sites, a pre-patterned substrate was fabricated as discussed in the previous chapter.
A scanning electron microscopy (SEM) image of a single nano-pillar of the completed substrate is shown in Fig. 6.4(a). Next, a monolayer of WSe$_2$ was mechanically exfoliated and transferred onto the fabricated SiO$_2$ nano-pillars with an all-dry technique. A bright field microscope image of the deposited monolayer is shown in Fig. 6.4(b). The monolayer seen in a yellow color is outlined by a dashed black line. Fig. 6.4(c) displays a room temperature PL map of the monolayer of WSe$_2$ deposited onto the SiO$_2$ nano-pillar array. The emission from the monolayer is uniform everywhere even though the monolayer is strained by its transfer onto the nano-pillars.

Once the fabricated sample was cooled to the temperature of liquid helium in a cryostat, used for PL measurements as discussed in chapter 5, it was excited with a 638 nm pulsed laser (90 ps pulse width and variable repetition rate). The photoluminescence emitted from the positions of the nano-pillars exhibits narrow-linewidth peaks with a broad background emission, previously reported as a band of localized states [11–13, 99], at the position of some of the higher energy lines. Fig. 6.5(a) shows an exemplary PL spectrum from one of these sites where the monolayer has been strained by its transfer onto the nano-pillar geometry. The inset of this figure displays a polarization dependent measurement of the intensity of the brightest peak in the spectrum at this position which is highlighted in gray and exhibits a linear polarization. This is to be expected for an in-plane dipole single photon emitter observed in previous reports [10, 11]. The emitter also exhibits intensity saturation under increased excitation powers, photoluminescence decay with a lifetime of $\tau = 5.8$ ns and a spectral stability of 1 meV over 150s as shown in Fig. 6.5(b), (c) and (d) respectively. These properties all agree with previous reports of strain-induced WSe$_2$ single photon emitters [10–13, 99]. Therefore, these experiments provide evidence, short of an anti-bunching measurement, to the fact that the narrow-linewidth emission observed in
the cryogenic PL spectrum at strained cites of a monolayer of WSe$_2$ is indeed a two-level in-plane dipole quantum emitter such as those previously observed.

Fig. 6.5 (a) Low temperature PL spectrum of monolayer WSe$_2$ from the position of a SiO$_2$ nano-pillar showing narrow-linewidth emitters. Inset presents a polar plot of the linear polarization dependence of the emitter highlighted in gray in the spectrum. (b) Power dependent measurement of the PL intensity of the emitter highlighted in (a) under 638 nm and 80 MHz pulsed excitation. (c) Time-resolved PL of the SPE highlighted in (a). (d) Stability of the PL emission highlighted in (a). Adapted from reference [182].

6.4 Optical properties of WSe$_2$ SPEs on GaP nano-antennas

The previous section, provided evidence that the fabrication procedures have formed strain-induced SPEs in monolayer WSe$_2$ on SiO$_2$ nano-pillars. In this section, the properties of similar emitters formed by transferring monolayer WSe$_2$ onto GaP dimer nano-antennas will be explored. The fabrication of an array of the gallium phosphide structures, performed by a collaborator from Imperial College London, is very similar to the above mentioned fabrication of SiO$_2$ nano-pillars with a few extra steps as discussed in the previous chapter.

Subsequently, as for the SiO$_2$ substrate, a monolayer of WSe$_2$ mechanically exfoliated from bulk was transferred onto the GaP array using an all-dry transfer technique. A bright field microscope image of the transferred monolayer is shown in Fig. 6.6(a). The edges of the monolayer are not clearly visible on this substrate as on the SiO$_2$ due to the reduced contrast for the single layer at the top of the GaP wafer. Only portions of the monolayer which have been stretched atop the dimer nano-antennas are visible as they have been elevated and stretched over the substrate geometry. A room temperature PL image was also recorded using a Nikon microscope with a 550 nm short pass filter and a 600 nm long pass filter in the excitation and collection path respectively. This was subsequently overlaid onto the bright field microscopy image as shown in Fig. 6.6(b). Bright emission is observed surrounding all GaP dimer nano-antenna positions suggesting a strain-induced funnelling of WSe$_2$ excitons before recombination as well as emission from monolayer which is elevated above the substrate as it is stretched atop the nano-antenna geometry.
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Fig. 6.6 (a) Bright field image of a monolayer of WSe$_2$ deposited on an array of GaP dimer nano-antennas. Only visible portions of the monolayer are surrounding several nano-antenna positions. (b) Room temperature PL image of monolayer WSe$_2$ deposited on an array of GaP dimer nano-antennas overlaid on the bright field image. The bright portions indicate monolayer WSe$_2$ PL emission with the brightest regions at several nano-antenna positions.

The samples were similarly cooled to $T = 4K$ as for the monolayer transferred onto the SiO$_2$ substrate and excited using the same pulsed laser. The laser wavelength was chosen to be below the GaP band gap so that it can only be absorbed by the WSe$_2$ monolayer. The inset in Fig. 6.7(a) shows a map of integrated PL intensity centered at the position of a dimer nano-antenna of radius $r = 250$ nm. The PL signal is strongly localized to the nano-antenna position where the monolayer is strained, as opposed to the negligible emission from the surrounding area where WSe$_2$ is not strained. The PL spectrum from nano-antenna positions (shown in Fig. 6.7(a)) exhibit spectrally isolated, narrow linewidth emission with a negligible background contrary to what was observed in PL from WSe$_2$ on the SiO$_2$ substrate as demonstrated in the previous section.

Fig. 6.7 (a) PL spectrum of monolayer WSe$_2$ from the position of a GaP dimer nano-antenna ($r = 250$ nm) under 638 nm, 20 MHz pulsed excitation at a power of 15 nW. Inset shows low-temperature integrated PL intensity map from the monolayer. Bright spot in the center corresponds to the nano-antenna position. (b) Second order photon correlation curve for the emitter in (a) showing single photon emission under 725 nm continuous wave excitation. Adapted from reference [182].
Next, an anti-bunching measurement was performed using a Hanbury Brown-Twiss setup as described in the previous chapter. The excitation source used was a 725 nm continuous-wave laser which is below the delocalized neutral A-exciton resonance in WSe$_2$, therefore, it can only be absorbed by the state responsible for the narrow-linewidth emission. Fig. 6.7(b) shows the background-corrected second order correlation function $g^{(2)}(\tau)$ [23] for the emission displayed in Fig. 6.7(a). The pronounced dip in the measurement indicates single photon emission with a $g^{(2)}(0)$ value of 0.26±0.03 which is consistent with the range of previous reports (0.022 to 0.30 [10, 12, 91, 99–101]).

Further properties of the single photon emission lines forming on GaP dimer nano-antennas are shown in Fig. 6.8. The cryogenic PL spectrum from the WSe$_2$ monolayer at the position of a GaP dimer nano-antenna with radius $r = 250$ nm excited with a linear polarization at 638 nm and collected under two orthogonal polarization directions is shown in Fig. 6.8(a) with blue and red colors respectively. The high energy (blue trace) peak is cross linearly polarized with the multitude of peaks at lower energy (red trace). The linear polarization properties of each is shown in Fig. 6.8(b) where integrated PL is recorded for the blue and red highlighted regions in Fig. 6.8(a) using the same respective colors. This energy structure exhibiting a few high energy peaks and many low energy peaks at different polarizations is repeated over a number of nano-antennas as shown in Fig. 6.9(d)-(f). The SPEs forming on the GaP dimer nano-antennas exhibit lower spectral wandering, shown in Fig. 6.8(c) (<300 $\mu$eV), than those on the SiO$_2$ nano-pillars. This stability of single photon emission is also observed in highly strained WSe$_2$ monolayers [111].

The PL lifetime of high energy emitters are often observed to be longer than those of the multitude of low energy peaks. For the SPEs shown in Fig. 6.8(a), the emission line highlighted in blue exhibits a PL lifetime of $\tau = 42$ ns, while for the emitter highlighted in red, the decay time $\tau = 7$ ns. This pattern of high energy long-lived emitters and low energy short-lived emitters was again observed to repeat for different nano-antenna sites. The two types of single photon emission yielded a similar saturation behavior with a difference in saturation intensity, shown in Fig. 6.8(e), where the blue and red traces again correspond to the emitters highlighted in blue and red in Fig. 6.8(a) respectively. The linewidth (FWHM) of the peak highlighted in blue exhibits a homogeneous broadening with increased excitation power density as shown in Fig. 6.8(f).

Fine structure splitting (FSS) is also seen for some emitters forming on GaP dimer nano-antennas. The presence or absence of an FSS at zero magnetic field has previously been reported to be linked to the varying anisotropy of the confining potential of SPEs in WSe$_2$ [100]. The emitters shown in Fig. 6.8(a) were subsequently studied using a higher-resolution grating in order to clearly observe which peaks exhibit an FSS. The high energy emission
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Fig. 6.8 (a) Low temperature PL spectrum of monolayer WSe$_2$ from the position of a GaP dimer nano-antenna. Blue spectrum represents linearly polarized collection oriented parallel to the excitation polarization. Red spectrum represents a linear polarization oriented perpendicular to the excitation. (b) Polar plot of the intensity of peaks highlighted in blue and red from (a) respectively. (c) Spectral stability of PL emission from peak highlighted in blue in (a). (d) Time-resolved PL from the peaks highlighted with matching colors in (a). (e) Power dependent measurement of the PL intensity under 638 nm, 80 MHz pulsed excitation for peaks highlighted with matching colors in (a). Saturation power is similar for both emitters. (f) Linewidth of blue highlighted peak in (a) with increasing excitation power. Adapted from reference [182].

line is shown to be composed of two cross linearly polarized peaks indicating a fine structure splitting in Fig. 6.9(a). The low energy emitters, however, do not exhibit any FSS as shown in Fig. 6.9(b) yet the degree of linear polarization of these SPEs is near unity. Statistics of the recorded zero magnetic field FSS splitting energies, displayed in Fig. 6.9(c), shows a range from 600 to 800 $\mu$eV which agrees with previous reports [10, 12, 13].

The repeated pattern of high and low energy peaks with different polarization properties for GaP dimer nano-antennas with different radii is displayed in Fig. 6.9(d)-(f). In each polarization dependent spectrum, a high energy emitter exhibiting a FSS is followed by many lower energy peaks all exhibiting the same polarization which is not the same as that of the high energy line nor do they show any fine structure splitting. This suggests that the two types of emission originate from two different types of strain-induced SPEs in monolayer WSe$_2$ with a different confinement potential well with regards to energy and width [79] which could be a result of various nano-scale strain profiles or crystal defects.

The last property discussed in this section concerns strain in the monolayer of WSe$_2$ induced by the varying radius of the GaP dimer nano-antennas. A reduction in the radius of the structure leads to increased strain [116] and therefore a larger renormalization of the
Fig. 6.9 High resolution PL spectra at co- and cross-polarized detection centered on the blue (a) and red (b) highlighted peaks in Fig. 6.8(a). (a) Fine structure split doublet seen for the high energy peak. (b) No fine structure splitting observed in low energy peaks, however, they do exhibit near unity degree of linear polarization. (c) Statistics of fine structure splitting values observed for high energy peaks measured at different nano-antenna positions. (d)-(f) Polarization dependent PL emission for SPEs observed at the positions of GaP dimer nano-antennas with a radius of (d) 300 nm, (e) 250 nm, (f) 200 nm. Adapted from reference [182].

band structure as discussed in chapter 3. The spectral position of the neutral A-exciton of monolayer WSe$_2$ ($X$) is shown as a dashed line in Fig. 6.10. The energy of the exciton resonance is red-shifted with decreasing nano-antenna radius. This $X$ emission energy is calculated from the un-strained value by interpolating the theoretical curve described in reference [116] with the experimental gauge of -49 meV/% for tensile strain of the WSe$_2$ monolayer at room temperature [184].

All recorded emission energies of WSe$_2$ SPEs forming on GaP dimer nano-antennas are plotted as a function of the radius of the structure on which they are observed (yellow dots) in Fig. 6.10. Since the quantum emitters are very much dependent on their local environment, they span a large range of energies, however, this range clearly redshifts with decreasing nano-antenna radius similar to the neutral exciton resonance ($X$). This observation confirms the impact of strain on the confinement potential and emission energy of the WSe$_2$ SPEs forming on GaP dimer nano-antennas.
6.5 Quantum efficiency enhancement of WSe$_2$ SPEs on GaP nano-antennas

As shown in the previous sections, both GaP dimer nano-antennas and SiO$_2$ nano-pillars strain monolayer WSe$_2$ and form single photon emitters, however, the photonic properties of the two structures are vastly different and thus lead to SPEs with different properties. After the analysis of more than 50 SPEs on GaP dimer nano-antennas and 20 SPEs forming on SiO$_2$ nano-pillars, the PL intensity, lifetime and excitation power saturation behavior will be compared in this section.

Fig. 6.11(a) displays the PL intensity (at saturation) of each SPE on GaP dimer nano-antennas (red dots) and on SiO$_2$ nano-pillars (blue dots), as a function of their emission energy. The intensity values are normalized to the average excitation power in the saturation regime. No correlation can be extracted between the intensity and spectral position of the SPEs, however, a clear increase in intensity of 2 to 4 orders of magnitude is seen for all emitters forming on the GaP nano-antennas when comparing to those on SiO$_2$ nano-pillars.

Further insight into this enhancement is provided by the SPE PL saturation behavior, shown in Fig. 6.11(b). As these experiments were carried out with a pulsed laser excitation using different repetition rates due to large variations in individual PL lifetimes, Fig. 6.11(b) presents a histogram of saturation powers as an energy per pulse value (average power...
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divided by laser repetition rate) with red bars representing SPEs on GaP nano-antennas and blue bars indicate emitters on SiO$_2$ nano-pillars. For the setup used in these experiments 1 fJ of pulse energy corresponds to an energy density of 30 nJ/cm$^2$. The SPEs forming on the GaP nano-antennas exhibit more than 3 orders of magnitude lower saturation pulse energies than those on SiO$_2$ nano-pillars. The reasons for this striking observation will be explored further.

Fig. 6.11 (a) PL intensity of SPEs normalized by the average laser excitation power at saturation of the emitter. Right histogram shows the number of occurrences observed for each range of PL intensities. (b) Histogram of the energy per excitation pulse required to saturate an SPE. (c) PL decay times of SPEs. Right histogram shows the number of occurrences observed for each range of lifetimes. (d) PL peak intensity of SPEs per excitation pulse plotted as a function of the emitter decay time. Red and blue regions of the plot represent emitters with quantum efficiency of more than and less than 10% respectively. The data collected from SPEs on GaP dimer nano-antennas is shown in red. The data from SPEs on SiO$_2$ nano-pillars is shown in blue. Adapted from reference [182].

An enhancement of the first term in equation 6.1, the excitation rate, is one of the factors which will contribute to the reduced saturation values $P_{sat}$ and increased intensity. However, as shown in Fig. 6.2(c), this can only account for a reduction in $P_{sat}$ and increase in PL intensity by at most a factor of 40. Therefore, additional contributions linked to the dynamics and quantum efficiency of the monolayer-WSe$_2$/SPE system must be considered.
Fig. 6.11(c) plots the PL lifetimes of SPEs on GaP dimer nano-antennas (red dots) and SiO$_2$ nano-pillars (blue dots) as a function of their emission energies. The decay times of SPEs forming on the SiO$_2$ substrate are similar to previously observed lifetimes on the order of 10 ns or less [10–12, 31, 111]. The emitters forming on GaP nano-antennas, however, exhibit a broad distribution of lifetimes ranging from 2 ns up to more than 200 ns. The only correlation between lifetime and emission energies that can be observed is the abundance of long-lived emitters in a relatively small range of emission energies (1.64 eV - 1.68 eV). This can be described by understanding the origin of different portions of the PL decay dynamics. While the lifetime experiments reveal a relationship between radiative and non radiative rates of the emitters ($1/\tau_{\text{decay}} = 1/\tau_r + 1/\tau_{\text{nr}}$), the radiative component is more directly dependent on the width and confinement energy of the potential well forming the SPE. The non-radiative component, however, may also be affected by interaction with phonons or coupling to the local environment with a change in the confinement potential due to strain. If either the radiative or non-radiative rate is much shorter than the other, then it will define the entire PL decay time. This suggests that the PL decay time of the long-lived emitters exhibiting a relatively small range of emission energies may be defined by the radiative component which as stated above may be more dependent on the confinement potential energy than the non-radiative decay time. This may seem counter-intuitive as the emitters within the small range of emission energies exhibit longer, not shorter, lifetimes. Thus, the radiative component has not shortened but this result suggest a lengthening of the non-radiative rate.

In order to shed more light on the PL decay dynamics, the SPE PL counts per excitation pulse are plotted as a function of their lifetime in Fig. 6.11(d). The emitters forming on GaP nano-antennas (red dots) exhibit higher overall PL counts per excitation pulse than those forming on SiO$_2$ nano-pillars (blue dots). The emitters on the GaP substrate also yield comparable or longer lifetimes than SPEs on SiO$_2$. Taken together, these two facts suggest an enhancement of the quantum efficiency $QE$. This can be estimated for SPEs under pulsed excitation by normalizing the detected photons at saturation from each emitter by the laser repetition rate [98] as a $QE = 1$ would be expected if a photon is detected for each excitation pulse. In order to provide an accurate number of detection photons, the collection efficiency of the experimental setup was calculated by measuring the losses of a 725 nm laser passing through. The values obtained from this calibration are listed in table 6.1 [182].

The values for the transmission efficiency of the linear polarizer and spectrometer as well as the CCD efficiency are taken from the relevant datasheets. The total collection efficiency of the experimental setup was calculated to be 0.56%. From the simulations of the far-field radiation pattern, the collection efficiency resulting from the directivity enhancement of the GaP and SiO$_2$ nano-structures was also taken into account in the calculation of the detected
Table 6.1 Collection efficiency of the μ-PL setup used for the spectroscopy of WSe$_2$ SPEs forming on SiO$_2$ nano-pillars and GaP dimer nano-antennas. Adapted from reference [182].

<table>
<thead>
<tr>
<th>Component</th>
<th>Transmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical breadboard</td>
<td>50%</td>
</tr>
<tr>
<td>Linear polarizer</td>
<td>78%</td>
</tr>
<tr>
<td>Single Mode fibre coupling</td>
<td>2%</td>
</tr>
<tr>
<td>Spectrometer in-coupling</td>
<td>90%</td>
</tr>
<tr>
<td>Spectrometer mirrors (x3)</td>
<td>97%$^3=91%$</td>
</tr>
<tr>
<td>Grating Efficiency</td>
<td>90%</td>
</tr>
<tr>
<td>CCD Quantum Efficiency</td>
<td>98%</td>
</tr>
<tr>
<td><strong>TOTAL COLLECTION EFFICIENCY</strong></td>
<td><strong>0.56%</strong></td>
</tr>
</tbody>
</table>

photons. The final estimation of quantum efficiency of the WSe$_2$ SPEs forming on GaP dimer nano-antennas (red bars) and SiO$_2$ nano-pillars (blue bars), corrected for the total collection efficiency of the optical setup and resonator, is shown in Fig. 6.12.

The average quantum efficiency $QE$ of the SPEs forming on the SiO$_2$ substrate is 4±2% consistent with previous reports [98]. Thus the quantum emitters forming on SiO$_2$ nano-pillars, shown in the bottom left portion of Fig. 6.11, are mainly defined by short non-radiative processes. For emitters on GaP the average $QE$ is higher at 21±3% with some SPEs reaching values as high as 86%, corresponding to a single photon emission rate of 69 MHz and a brightness at the first lens of 0.06 [97]. This suggests that the lifetimes of many SPEs forming on the GaP substrate are largely defined by the radiative component. A red and blue area highlighting emitters with quantum efficiency of more or less than 10% is added to Fig. 6.11(d). The high $QE$ emitters forming on GaP dimer nano-antennas exhibit
a large range of lifetimes (4 - 200 ns). The long-lived (>10 ns) high QE SPEs shown in the top right portion of Fig. 6.11(d) suggest long radiative and longer non-radiative decay times as previously suggested by the abundance of long-lived emitters at a relatively small range of emission energies. Such long emitter lifetimes were previously observed only in hexagonal boron nitride encapsulated WSe$_2$ monolayers [129] where non-radiative processes are known to be suppressed. In the case of emitters forming on GaP dimer nano-antennas, reduced non-radiative channels could be a result of the high surface quality of crystalline GaP structures as opposed to thermally grown SiO$_2$ or due to a non-negligible probability that some SPEs are formed in a suspended portion of the monolayer as it is stretched either across the dimer gap or between a nano-pillar and the planar substrate [116]. In either case, this suggests that the intrinsic radiative lifetimes of WSe$_2$ single photon emitters may greatly exceed previously measured times on the order of 10 ns or less. The upper left portion of Fig. 6.11(d), displaying high QE short-lived emitters may be a result of a wide confinement potential well which would result in short radiative decay times. However, the short lifetimes of these high QE SPEs are more likely to be a result of Purcell enhanced radiative decay which increases the quantum efficiency. This can occur if the quantum emitters form in close proximity to a near-field hotspot where there is a higher local density of optical states. The Purcell enhancement factor in either short or long-lived emitters forming on GaP dimer nano-antennas cannot be precisely determined as the intrinsic radiative decay of WSe$_2$ emitters is not known and the lifetimes of the more than 50 SPEs recorded in these experiments exceeds one order of magnitude. The enhanced quantum efficiency observed is a second factor, from equation 6.2, which can contribute to the increase in PL intensity and decrease in saturation powers of SPEs on GaP dimer nano-antennas when compared to SiO$_2$ nano-pillars. The maximum contribution expected from the quantum efficiency enhancement is an order of magnitude as shown in Fig. 6.2.

6.6 Dynamics of exciton formation in strain-induced SPEs

The enhanced quantum efficiency in emitters forming on GaP dimer nano-antennas allows further insights into the dynamics of the WSe$_2$ 2D/SPE system. As described in chapter 3, highly strained portions of the WSe$_2$ monolayer result in a reduced band gap at the K symmetry point in momentum space due to a reduction of the conduction band and an increase of the valence band energies. The transfer of a WSe$_2$ monolayer onto GaP nano-antennas induces such strain leading to the band structure spatial profile shown in Fig. 6.13(a). As free excitons are funneled into the strained region, a fraction of these may be captured into a
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Due to the increased brightness and quantum efficiency $QE$ of the SPEs forming on GaP dimer nano-antennas, the exciton relaxation and recombination dynamics can be closely studied. Fig. 6.13(b) shows the PL spectrum of an SPE exhibiting a quantum efficiency of 86%, therefore, non-radiative decay channels are suppressed for this emitter. The time-resolved PL decay trace for this same emitter under various 20 MHz pulsed excitation powers, shown in Fig. 6.13(c), consists of a short rise time and long lifetime. The different average excitation powers of 1, 100 and 1000 nW correspond to below, close to and far greater than the saturation power for this SPE respectively. The inset focuses on the rise times of the traces immediately after the laser excitation pulse which is shown as a dotted line in the larger figure. The rise time clearly shortens with increasing excitation power while the PL decay exhibits only a relatively small shortening.

This data is then fit with a simple empirical model assuming a non-radiative exciton reservoir (funneled free excitons) which feeds into an SPE two-level emitter. This results in the following system of two differential equations:

$$\frac{d n_1}{dt} = -\frac{n_1}{\tau_1} + \frac{n_X}{\tau_2},$$

$$\frac{d n_X}{dt} = -\frac{n_X}{\tau_2}$$

(6.3)

where $n_1$ is the population of the excited state of the two-level emitter and $n_X$ is the population of the exciton reservoir. Thus, $\tau_1 = (\gamma_r + \gamma_{nr})^{-1}$ is the recombination time of the quantum emission defined by the radiative $\gamma_r$ and non-radiative $\gamma_{nr}$ decay rate, while $\tau_2 = (\Gamma_t + \Gamma_{nr})$ is the exciton reservoir decay defined by the trapping rate into the strain-induced SPE state and non-radiative decay channels of the free excitons. This model excludes Auger recombination and saturation processes as these will be discussed later. The analytical solution to these differential equations has the following form:

$$n_1 = e^{-\frac{t}{\tau_1}} \left[ n_1(0) + A(e^{\frac{t}{\tau_2}} - e^{\frac{t}{\tau_1}} - 1) \right]$$

(6.4)

where $A = n_X(0) \frac{\tau_1}{\tau_1 - \tau_2}$. The initial conditions for each relative rate equation are $n_X(0)$ and $n_1(0)$. Equation 6.4 is subsequently used to fit the experimental PL dynamics to reveal the decay ($\tau_{decay} = \tau_1$) and rise time ($\tau_{rise} = \tau_2$). The decay times, plotted in Fig. 6.13(e), decrease from 8.5 to 7.4 ns as the excitation power is increased from 1 to 1000 nW and persists at this value for even higher powers at 3000 nW. The rise times, plotted in Fig.
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Fig. 6.13 (a) Bottom panel: Energy diagram representation of an exciton as an electron hole pair with the electron in the conduction band (CB) and the hole in the valence band (VB) funnelling towards a strained region at the origin. The dashed lines representing the energy of the CB and VB are plotted as a function of position. Top panel: Plot of strain with position related to the bottom panel. (b) PL spectrum of a strain-induced WSe$_2$ SPE with a quantum efficiency of 86% and saturation power of 57 nW under 638 nm, 80 MHz pulsed excitation. (c) Time-resolved PL for the emitter highlighted in (b). IRF is shown in gray. Inset represents a portion of the PL decay traces fitted with the analytical model discussed in equation 6.3 highlighting the change in rise time. Plots in the inset are offset vertically for display purposes. (d) Schematic illustration of the three level system presented by the model for which rate equations are shown in equation 6.5. This includes a dark exciton reservoir ($n_X$), an excited state in the quantum emitter ($n_1$) and a ground state for the emitter ($n_0$). It also displays the processes involving the radiative and non-radiative decay of the dark exciton and excited quantum state. (e) PL decay times of the emitter shown in (b) with increasing excitation power extracted from the fits shown in the inset of (c). (f) PL rise times of the emitter shown in (b) with increasing excitation power extracted from the fits shown in the inset of (c). The instrument response function is represented by a gray dashed line in (f). Adapted from reference [182].

6.13(f), decreases from 1.7 ns to a time approaching the experimental resolution for the same increase in power. Additional PL dynamics traces at different excitation powers from other SPEs forming on GaP nano-antennas are shown in Fig. 6.14(a) and (b) with their respective PL spectrum in the insets. These results are also fit with the same analytical solution. In these cases, as the excitation power is increased, the rise time reduces to below the experimental resolution and only a single exponential decay is observed.

In order to understand the behavior of the rise and decay times with increasing power, several processes which influence both the populations of the free exciton reservoir and the
SPE state must be considered. As the lowest energy state hosting free excitons in the 2D WSe$_2$ monolayer, the dark exciton discussed in chapter 2 is an ideal candidate for the exciton reservoir in the empirical model used to fit the PL dynamics results. This is also inferred due to the much shorter timescale of the bright exciton recombination at cryogenic temperatures (a few picoseconds [69, 185]). The WSe$_2$ dark exciton, which is initially populated by relaxation of hot carriers, can decay via sample-dependent non-radiative recombination with a rate $\Gamma_{Xnr}$ and through exciton-exciton annihilation (Auger recombination) with a rate ($\Gamma_A$) [175, 186] which grows with increasing excitation power ($\propto n_X^2$). The last decay channel for this dark exciton, as discussed above, is trapping in the SPE state ($\Gamma_t$) which leads to a small reduction of the reservoir population ($n_X$) as this state can only host one exciton per excitation cycle. Once the quantum state is filled, such as at saturation, the trapping rate reduces to nothing. On the other hand, the 0D state is filled by the trapping of free excitons until saturation occurs, therefore the condition $0 \leq n_1 \leq 1$ applies to the this population. The decay of the SPE state, as stated before, is either through a radiative recombination leading to photoluminescence or through sample-dependent non-radiative channels. The conditions defined above yield a model which is schematically illustrated in Fig. 6.13(d) and also defined by the following rate equations:
The factors of $(1 - n_1)$ are included in these differential equations in order to take into account the conditions imposed on the two populations by saturation of the SPE state. The 0D state is modeled as a single excited and ground state in this model. The internal energy level structure of the SPE is further revealed in the next section. At the low excitation limit (1 nW of laser excitation power at 20 MHz repetition rate and 5% absorption in the WSe$_2$ monolayer), the density of created dark excitons is approximated to be $n_X \approx 3 \times 10^8$ cm$^{-2}$. As the GaP dimer nano-antenna near-field hotspots may increase the absorption of the monolayer by an order of magnitude, this estimate is a lower bound. At this low power, a dark exciton population of $n_X \approx 10^9$ cm$^{-2}$ is not expected to lead to any noticeable Auger recombination \[175\]. Similarly, this low excitation power yields unsaturated PL intensity from the SPE ($n_1 \ll 1$). Thus, the Auger and saturation effects can be neglected and the rate equations describing the model illustrated in Fig. 6.13(d) will reduce to those in equation 6.3 and result in a solution similar to equation 6.4 where the second decay time will include both a non-radiative and trapping component as before ($\tau_2 = (\Gamma_t + \Gamma_{nr})$). For the emitter shown in Figs. 6.13(b) and (c), the non-radiative component can be neglected as the quantum efficiency for this SPE was calculated to be $QE = 86\%$. Therefore, an estimate of the trapping rate ($\Gamma_t$) of this emitter is taken to be the inverse of the rise time of the PL dynamics trace at an excitation of 1 nW. This indicates that the average dwelling time of the dark exciton before being captured into the SPE state is $1/\Gamma_t = \tau_t \approx 1.7$ ns at low excitation powers below the onset of saturation or exciton-exciton annihilation.

At increased excitation powers, the dark exciton population ($n_X$) and the SPE state population ($n_1$) will grow and the Auger and saturation terms become non-negligible. Therefore, they must be included into any conclusions about rates from the PL dynamics as they will change both rise and decay times. The population of the dark exciton state immediately after excitation is estimated to be on the order of $n_X(t = 0) \approx 10^{10}$ cm$^{-2}$ for a power of 100 nW and $n_X(t = 0) \approx 10^{11}$ cm$^{-2}$ for a power of 1000 nW, both shown in Fig. 6.13(c). For such carrier concentrations, the exciton-exciton annihilation process was found to be very efficient \[175, 186\].

A more detailed study at low powers could help identify the individual contributions of Auger recombination and SPE saturation. However, it is possible that at higher powers, the SPE PL intensity saturates not due to filling of the quantum state but due to very fast non-radiative depletion of the dark exciton population. The deposition of a monolayer of WSe$_2$
onto GaP dimer nano-antennas results in the formation of bright and high QE SPEs which do not require high excitation powers to yield many photon counts. The emitters forming in WSe$_2$ on SiO$_2$ nano-pillars, however, are dim due to a lower quantum efficiency and excitation rate, therefore, they require larger excitation powers for proper study which leads to exciton-exciton annihilation processes which further reduce the dark exciton population and brightness. This negative feedback mechanism through ever increasing excitation power can thus lead to a reduction of the quantum efficiency. Taking all of these effects together, GaP dimer nano-antennas induce higher excitation efficiency, higher quantum efficiency, a reduced Auger contribution and a slightly increased collection efficiency in the hybrid WSe$_2$ 2D/SPE system when compared to SiO$_2$ nano-pillars which can account for the three orders of magnitude increase in the saturation powers and the intensity presented in Fig. 6.11. The variation of 2 to 4 orders of magnitude observed in the intensity and saturation powers is attributed to the uncertainty in the position and polarization of the formed WSe$_2$ single photon emitters as both are tied to the enhanced excitation and quantum efficiency which results in the reduced Auger contribution.

6.7 Coherence of WSe$_2$ SPEs on GaP dimer nano-antennas

The last study performed on WSe$_2$ single photon emitters forming on GaP dimer nano-antennas involves the coherence time of these emitters and attempts to ascertain the dominant dephasing mechanisms. A systematic measurement of the coherence time has so far not been reported, likely due to the low brightness of WSe$_2$ SPEs and the close spectral proximity of emission energies both of which are improved through coupling to gallium phosphide dimer nano-antenna resonances. Previous reports only investigated the coherence properties of these emitters under non resonant excitation and high power densities [98], concluding that power broadening is the dominant dephasing mechanism. In this study, the first-order correlation function ($g^{(1)}(\tau)$) is extracted from interference fringes measured on an APD after passing filtered single photon emission under continuous wave laser excitation through a Mach-Zender interferometer as described in the previous chapter [178].

The conclusion of the previous report was tested by performing a power dependent measurement using an above-band excitation (633 nm), shown in Fig. 6.15. The excitation powers were chosen below, close to and above the saturation power of the emitter. A single exponential decay fit of the fringe contrast values measured at different delay times ($g^{(1)}(\tau) \approx \exp(-|\tau|/T_2)$) yielded a coherence time range of $T_2 = 1.8 - 2.8$ ps which agrees with previous reports [98]. These results indicate that power broadening is not the dominant decoherence mechanism, however, it does lead to a reduction in the zero-time fringe contrast...
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Fig. 6.15 Power dependent fringe contrast ($\nu(\tau)$) of a SPE in WSe$_2$ under above-band excitation (633 nm). Dashed lines represent single exponential decay fits to the experimental results. Small changes in the coherence time are observed with a reduction of the zero-time fringe contrast at high power. The recorded coherence times are as follows, 25 nW: 2.88 ps, 70 nW: 2.68 ps, 250 nW: 1.76 ps. Adapted from reference [182].

suggesting background contribution from processes such as Auger recombination which, as discussed in the previous section, is non-negligible for higher excitation powers.

Fig. 6.16 Photoluminescence excitation experiment of the SPE shown in Fig. 6.7 with PL emission from the SPE shown in yellow and the intensity of this emission under different excitation wavelengths shown in purple. The PLE signal exhibits a series of peaks below the neutral exciton (X) attributed to higher energy confined excitations in the quantum emitter. Adapted from reference [182].

Next, a photoluminescence excitation experiment was performed to gain insight into the internal energy level structure of the single photon emission, the spectrum of which is shown in orange on the left side of Fig 6.16. This is accomplished by scanning the excitation energy of a continuous wave M Squared SOLSTIS laser and recording the intensity of the single
photon emitter peak. This measurement identified at least two higher energy states in the 0D potential well defining the SPE as shown in Fig. 6.16 [11].

In order to determine if the creation of free excitons surrounding the SPE position influenced the coherence time, the fringe contrast was measured for an excitation below saturation at an above-band energy of 1.96 eV (633 nm) and quasi-resonantly at an energy of 1.71 eV (725 nm). Above-band excitation creates high energy free excitons which can introduce dephasing in the SPE emission either by locally changing the charge state or via scattering with phonons. Quasi-resonant excitation, however, should only create localized excitons in the SPE state. The recorded fringe contrast is shown in Fig. 6.17. By fitting the observed decay with a single exponential as for the previous measurement, the coherence time under above-band and quasi-resonant excitation yielded a $T_2$ value of 2.83±0.2 ps and 3.12±0.4 ps respectively. This slightly improved value of the coherence time under quasi-resonant excitation suggests that the presence of free excitons in the monolayer surrounding the SPE position is not the dominant dephasing mechanism although the zero-time fringe contrast is improved. The full-width at half maximum of the PL spectrum of the emitter, shown in the inset of Fig. 6.17, (450 µeV) corresponds to the observed value of $T_2 = 2.9$ ps via the well known relation, $\text{FWHM} = 2\Gamma = 2h/T_2$. This is an indication of very low spectral wandering and together with the single exponential decay of the fringe contrast suggests that WSe$_2$ SPE coherence is limited by pure dephasing, which is attributed to phonon interactions during recombination or relaxation from higher energy states internal to the potential well of the quantum state. A similar measurement of $g^{(1)}(\tau)$ under resonant excitation of the observed optical transition may yield information on the intrinsic coherence time of the strain-induced SPEs. The measurement of coherence is an average over many consecutive photon pairs which interfere as the phase is varied in one arm of the setup. The measurement of the indistinguishability of emitted photons, however, may be a more informative experiment as each photon pair is individually interfered on a beamsplitter and may leave together from one side of a beamsplitter. This may yield much larger indistinguishabilities than expected from these results.
6.8 Conclusion

In this chapter, I have discussed the potential use of high refractive index GaP dimer nano-antennas in order to position and enhance the properties of WSe$_2$ single photon emitters as opposed to previously used SiO$_2$ nano-pillars. The photonic properties of both structures were explored. Three factors, namely excitation enhancement, quantum efficiency and collection efficiency, leading to the photoluminescence enhancement of SPEs were discussed for both structures and simulated with FDTD simulations. The enhancement of these factors provided by the GaP dimer nano-antennas compared to SiO$_2$ nano-pillars was shown with a cumulative value of up to 800. In order to provide a comparison to emitters forming on GaP nano-antennas, a substrate of thermally grown SiO$_2$ was patterned with EBL and etched with RIE in order to fabricate an array of nano-pillars after which a monolayer of WSe$_2$ was transferred on top. The cryogenic spectral, polarization, power dependent, lifetime, and stability properties of SPEs forming on SiO$_2$ nano-pillars recorded agreed with previous reports therefore providing an ideal platform for comparison. Next, a monolayer of WSe$_2$ was similarly deposited onto an array of GaP nano-antennas with varying radius. The room temperature PL of the layer showed enhancement of emission surrounding the nano-antenna.
positions suggesting exciton funneling. The cryogenic PL of the monolayer exhibited very bright (>30 kHz), localized, often spectrally isolated, narrow-linewidth emission centered at the position of nano-antennas. An HBT measurement confirmed the single photon nature of the emission with a $g^{(2)}(0)$ value of 0.26±0.03 which is consistent with the previously reported range of 0.022 to 0.30 [10, 12, 91, 99–101]. The emission was also linearly polarized and more stable than for SPEs forming on SiO$_2$ nano-pillars. The spectra at many nano-antenna sites yielded a structure of few high energy, long lived emitters together with a multitude of low energy, short-lived emitters and negligible background emission from the band of localized states which can be observed in the emission from the WSe$_2$ on SiO$_2$ nano-pillars. The high energy peaks also exhibited power saturation at higher intensities than the multitude of peaks. A highly-resolved spectrum of these emitters showed a fine structure splitting for the high energy emitters with values of 600-800 µeV which agrees with previous reports [10]. The low energy emitters did not show any FSS, however, they showed near unity degree of linear polarization. These properties suggest that the high and low energy emitters originate from different confinement potential wells and may be a result of various nano-scale strain islands or defects. Lastly, strain was confirmed to influence the emission energies of the SPEs forming on GaP dimer nano-antennas. The smaller structures, inducing higher strains in the monolayer, yielded more red-shifted emitters.

Next, a comparison of emitters forming on GaP dimer nano-antennas and SiO$_2$ nano-pillars yielded a $10^2$ to $10^4$ PL intensity enhancement as well as similar in magnitude reduction of the saturation power for the same structures respectively. PL decay times of 4 to 200 ns were recorded for the SPEs forming on GaP nano-antennas, while emitters on SiO$_2$ nano-pillars yielded lifetimes below 10 ns as previously reported. This indicated enhanced quantum efficiency of the 2D/0D WSe$_2$ system and was confirmed by comparing the photon detection rate per excitation cycle under pulsed excitation for each emitter after a calibration of the collection efficiency. This yielded an average quantum efficiency of 4% and 21% for emitters on SiO$_2$ and GaP respectively with a maximal $QE$ of 86% for an emitter on the gallium phosphide dimers. The maximally achieved quantum efficiencies on GaP dimers is higher than previously reported (65% [98]) while the average is slightly lower (44% [98]). The long-lived emitters forming on the GaP nano-antennas were attributed to reduced non-radiative decay channels, revealing a possibly much longer radiative decay time than previously reported. Short-lived emitters on the same structures appear to have also experienced Purcell enhancement.

A systematic power dependent study of the PL dynamics enabled by the enhanced quantum efficiency on GaP dimer nano-antennas provided insight into the relaxation and recombination mechanisms of the 2D/0D WSe$_2$ system. An energy level model involving the
capture of de-localized dark excitons into the SPE state was suggested to describe the system with the addition of non-radiative decay processes in both the SPE and higher energy exciton state as well as exciton-exciton annihilation which is relevant at high excitation powers. The high quantum efficiency of emitters on GaP dimer nano-antennas allowed the first report of an average dwelling time of a dark exciton before being trapped into the 0D state ($\tau_t \approx 1.7$ ns) at powers below saturation. The 2 to 4 orders of magnitude PL enhancement of emitters forming on GaP nano-antennas when compared to SiO$_2$ nano-pillars is accounted for by an enhanced excitation, quantum and collection efficiency as well as a reduced Auger contribution at the low excitation powers enabled by the high $Q_E$ after careful study of the provided model using the power dependent PL dynamics. The saturation behavior observed for emitters forming on both structures were understood to not only depend on the filling of the quantum state but also on Auger processes which deplete the higher energy dark exciton reservoir.

The enhanced quantum efficiency, however, does not lead to a long single photon coherence time (3.12±0.4 ps) as measured using an interferometry setup. This value is much lower than that measured for III-V quantum dots (400-770 ps) [105, 106] or even single photon emitters in hexagonal boron nitride (hBN) (81 ps) [107]. An attempt to attribute the dominant dephasing mechanism to power broadening or dephasing induced by above-band excitation failed, however, this provided the insight that the coherence time may be largely limited by pure dephasing through phonon interactions with the SPE state. An option available to improve the coherence time of these emitters could be the encapsulation of the WSe$_2$ monolayer by hBN which reduces incoherent non-radiative processes due to the proximity of the substrate and also does not permit the adsorption of molecules onto the emissive layer. The encapsulating hBN layers will also dampen any phonon emission and may reduce the pure dephasing rate as well.

These results assert that high refractive index dielectric nano-antennas exhibiting photonic resonances provide many advantages for producing and studying bright SPEs in monolayer WSe$_2$ while also illuminating the limitations of previously used low-refractive-index SiO$_2$ or polymer nano-pillars. Emitters formed on such structures require excitation powers resulting in a negative feedback loop due to increased exciton-exciton annihilation which further requires more power to observe WSe$_2$ single photon emitters.
Chapter 7

WS$_2$ nano-antennas

7.1 Introduction

As we discussed in previous chapters TMDs have drawn a large scientific interest in the past decade mainly due to their unique optical and excitonic properties in the monolayer limit [8, 64]. They have also been integrated with nano-photonic structures such as plasmonic and dielectric cavities to achieve weak and strong coupling [34, 150, 187–189], low-threshold lasing [36], coupling to collective resonances in periodic structures [190, 191] and Purcell enhancement of WSe$_2$ (SPEs) [42, 98]. In the previous chapter of this thesis, I also discussed the quantum efficiency enhancement of these SPEs [182]. This has been limited to single and few-layer TMD samples integrated with photonic structures in different material systems [192].

Nano-photonic structures fabricated from 2D materials, however, have recently been demonstrated, expanding very quickly in the use of hexagonal boron nitride (hBN). Recent reports utilize electron beam induced and reactive ion etching to fabricate suspended one and two-dimensional photonic crystal cavities as well as ring resonators, circular bragg gratings and waveguides from this material [193, 194]. Simply exfoliated flakes of hBN have also been shown to control the spontaneous emission rate of excitons in MoS$_2$ monolayers [195] while micro-rotator structures etched into carefully selected flakes and manipulated with atomic force microscopy (AFM) has yielded modulation of second harmonic generation (SHG) enhancement.

Photonic resonators fabricated in TMDs, however, have only recently been demonstrated even though this material system offers a number of advantages such as a large refractive index (n>4) and transparency window in the visible [46]. Similar to other 2D materials the weak van-der-Waals attractive forces allow simple exfoliation of crystals for the fabrication process as well as a compatibility with a variety of substrates. Another noteworthy advantage
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is the large optical anisotropy due to the layered nature of the crystal [196]. Previous reports have demonstrated strong coupling in WS₂ photonic crystals [163], gratings [197], nano-antenna resonators [46] and bulk flakes of different TMDs [198]. Waveguiding has also been achieved in monolayer WS₂ photonic crystals [199] and bulk TMD flakes [196]. Separate works involving TMD nano-disk Mie resonator anapole resonances have also been shown to provide second and third harmonic generation enhancement [47] and Raman scattering enhancement [200]. Numerical studies have also considered the possibility of entire optical circuits using TMD materials [201] as well as MoS₂ nano-resonator modes [202] and WS₂ nano-antenna metasurface resonances [203].

In this chapter, I will present experimental dark field spectroscopy results of WS₂ monomer and dimer nano-antennas fabricated in mechanically exfoliated (25-500 nm thick) flakes onto SiO₂/Si substrates using electron beam lithography (EBL) and reactive ion etching (RIE). The dark field spectroscopy experimental results will be compared to numerical finite-difference time-domain (FDTD) simulations of the same geometries. I will also explore the identification of resonant Mie modes using further numerical analysis of the scattered and internal fields from these structures. Next, I will discuss second harmonic generation experiments which result in enhanced signal due to coupling with an anapole resonance as well as polarization dependent signal from the dimer nano-antennas. Lastly, I will discuss the results of dark field spectroscopy after employing a novel method of translating and rotating constituent nano-pillars in dimer nano-antennas using post-fabrication atomic force microscopy (AFM). This work has also been reported in the following reference [53].

7.2 Fabrication of nano-antennas

Bulk crystals of WS₂ consist of covalently bonded monolayers, displayed in Fig. 7.1, with a hexagonal crystal structure stacked vertically and held together by van-der-Waals forces. WS₂ flakes were exfoliated onto a 290 nm SiO₂/Si substrate yielding various thicknesses up to 500 nm. Fabrication included spinning of a positive resist onto the exfoliated flakes, patterning circular or square disks with varying radii using EBL, and RIE to transfer the pattern into the WS₂ crystal until the etch depth matched the original flake height thereby defining the nano-antenna height. The subsequent fabrication procedure (carried out by collaborators at the University of York [53]) can be seen in Fig. 7.1(b). The choice of etching recipe allowed the fabrication of three different nano-pillar geometries with potentially atomically sharp vertices. An anisotropic etch using a mixture of CHF₃ and SF₆ gases, a high DC bias and low chamber pressure resulted in circular nano-pillars with vertical sidewalls due to the physical
process. An atomic force microscopy scan and a scanning electron microscopy (SEM) image are shown in the upper row of Fig. 7.1(c).

![Fig. 7.1 (a) Schematic of a top view of monolayer WS$_2$ at the position of a hexagonal nano-antenna vertex. The edge of the monolayer is along the zigzag axis as this is the more stable of the crystal axes. (b) Fabrication procedure of different geometries of WS$_2$ nano-antennas. The radius is defined as usual for the circular geometry. For the hexagonal and square geometries the radius is the distance from the center of the structure to an outside vertex. (c) AFM scans (left column) and SEM images (right column) of the three different types of fabricated nano-antennas. Scale bars in AFM = 200 nm. Scale bars in SEM = 100 nm. Adapted from reference [53].](image)

The second, more isotropic etch, resulted from only SF$_6$ gas, a reduced DC bias and increased chamber pressure. This chemical process yielded a hexagonal geometry with vertical sidewalls and a radius defined from the center of the structure to one of the outside vertices as shown in Fig. 7.1(b). This definition corresponds to the radius of the previously circular resist pattern. This etching recipe preferentially removed the WS$_2$ crystal in the direction of the armchair crystal axis (defined in Fig. 7.1(a)) leading to zigzag terminated sidewalls of a hexagonal geometry following the crystal symmetry. DFT results of previous reports also predict the higher stability of the zigzag axis in TMD crystals [54, 55]. An AFM scan and SEM image of the hexagonal geometry are shown in the middle row of Fig. 7.1(c).

The last geometry that was achieved using a combination of resist patterning and chemical etching of the WS$_2$ crystal yielded a square geometry nano-pillar. The EBL patterning was first used to define a square pattern with sides oriented parallel to the zigzag axis of the crystal. The subsequent chemical etching recipe similarly removed the crystal in the armchair axis ultimately leading to 90° angles, thereby describing a square nano-antenna geometry. An AFM scan and SEM image of fabricated nano-pillars is displayed in the lower row of Fig. 7.1(c). The latter two geometries achieved may yield atomically sharp vertices, however, the
measurement procedure of the radius of curvature was resolution limited due to a finite AFM cantilever tip radius (5 nm).

### 7.3 Photonic resonances of WS$_2$ monomer nano-antennas

Once fabricated, the single nano-pillar (monomer) nano-antennas with a hexagonal geometry were probed with a dark field spectroscopy setup described in chapter 5. This study included monomer nano-antennas of three different heights (170 nm, 60 nm and 25 nm) over a range of radii (100 - 370 nm). These spectra are displayed in Figs. 7.2(a)-(c). After measurement of the radius and height of the nano-antennas using SEM and AFM analysis, numerical (FDTD) simulations of identical geometries were carried out. These can be seen in Figs. 7.2(d)-(f) with close agreement to experiment. As expected from Mie theory, the experiments and simulations show a red-shift of all resonances with increasing radius. However, the height of the nano-antennas also plays a large role in tuning the spectral positions of the resonances. A comparison of the experiment and simulation at each height for a single radius, highlighted by a dashed white line in the upper panels, is displayed in Figs. 7.2(g)-(i). A decrease in height from 170 nm to 25 nm, blue-shifts all resonances despite the increase in radius from 150 to 290 respectively, suggesting that the nano-antenna height is an even more powerful tool for engineering of nano-antenna resonances.

The comparison between simulation and experiment allowed the identification of an electric dipole resonance with small contributions from higher order modes as well as anapole and higher order anapole mode (HOAM) present in the fabricated structures. In order to discern the contribution of different multi-pole moments to the observed resonances, the total scattering cross section must be calculated as described in chapter 4. FDTD simulations and a Matlab open source script used to calculate the multi-pole expansion of the scattered fields was employed to study geometries identical to those of the the monomer nano-antennas which yield the results shown in Figs. 7.2(g)-(i) with the exception of placing them in vacuum [134]. The latter was set so that the broadening from the substrate was absent and the identification of individual resonances is simpler. The total scattering spectra extracted from these simulations will also not match that seen in Fig. 7.2 as this calculation takes into account scattering in all directions whereas dark field spectroscopy only records light scattered toward the collection optics. The scattering cross sections and their dipole, toroidal and quadrupole moment components are shown in Fig. 7.3(a), (b) and (c) for the geometries of (r = 150 nm, h = 170 nm), (r = 200 nm, h = 60 nm) and (r = 290 nm, h = 25 nm) respectively.
Fig. 7.2 (a)-(c) Experimental dark field spectra for nano-antennas with a range of radii and heights of (a) 170 nm, (b) 60 nm, (c) 25 nm. Electric dipole (ED), anapole, and higher order anapole modes (HOAM) are identified. (d)-(f) Simulated scattering cross sections for the geometries of the nano-antennas of the experimentally measured structures. The identification of the resonances is confirmed by the numerical results. (g)-(i) Comparison of experimental dark field spectra and simulated scattering cross sections for three nano-antennas with the following radii and heights: (g) r = 150 nm, h = 170 nm, (h) r = 200 nm, h = 60 nm, (i) r = 290 nm, h = 25 nm. White dashed lines in the upper panels identify the spectra and cross sections plotted. Adapted from reference [53].

As displayed in Fig. 7.3, the electric dipole moment contribution is dominant for all three geometries with much smaller contributions from the higher order components, thereby allowing the identification of the resonance labeled as ED in Fig. 7.2. For the largest geometry, there is a contribution from the magnetic dipole moment which becomes more important at lower energy and therefore has an overall small effect on the ED resonance. In the smaller heights shown in Fig. 7.3(b) and (c) there is an additional non-negligible contribution of the toroidal moment which destructively interferes with the electric dipole moment in the far-field and defines the anapole and higher order anapole modes also labeled in Fig. 7.2. An even smaller, yet non-negligible, contribution from the quadrupole magnetic
moment is also seen. This component allows the confined energy in the anapole mode to radiate away and therefore leads to the non-zero scattering intensity at this wavelength.

The condition for the formation of an anapole mode in Mie resonators, as was discussed in Chapter 4, dictates that the contributions from the electric dipole moment and the toroidal moment must match and their phases must cancel ($p = -ikT$) [134, 167]. Therefore, the phase of the electric dipole and the negative of the phase of the toroidal contribution with respect to wavelength is plotted in Fig. 7.4(a) to identify points at which these two curves intersect and define anapole and higher order anapole modes. For a hexagonal monomer, nano-antenna with $r = 250$ nm and $h = 60$ nm, there are three crossings of the phase contributions at 666 nm, 705 nm and 856 nm. The total scattering cross section (dashed line in Fig. 7.4(a)), which takes into account higher order modes as well, also exhibits minima in intensity at similar wavelengths providing further proof that these resonances confine the incident plane wave.

The magnetic ($|H|/|H_0|$)$^2$ and electric field ($|E|/|E_0|$)$^2$ intensities compared to vacuum levels at the anapole (891 nm) and higher order anapole (677.5 nm) minima in scattering are shown in figure 7.4(b) and (c) for a hexagonal nano-antenna with a radius of 250 nm and a height of 60 nm. The exciting plane wave is incident from the top of the structure (z-axis) with the images being a horizontal cross sectional cut through the middle of the antenna height. The polarization of the excitation wave is shown by the double white arrow in the top left of the panels. The colors show the field intensities while the gray field lines represent the electric charge currents inside and surrounding the structure clearly identifying this as an anapole mode induced by the interference of a magnetic toroidal mode and an electric dipole mode [46, 47, 167].

Fig. 7.3 Scattering cross section and its decomposition into multi-pole components for a hexagonal nano-antenna with (a) $r = 150$ nm and $h = 170$ nm, (b) $r = 200$ nm and $h = 60$ nm, (c) $r = 290$ nm and $h = 60$ nm. The electric dipole moment contribution is dominant for each size with a non-negligible magnetic dipole moment contribution for (a), a magnetic quadrupole moment for (c) and a toroidal moment for (b) and (c). All simulations have been performed in vacuum.
Fig. 7.4 (a) Simulation of the phases of the electric dipole (purple line) and toroidal moment (yellow line) contributions to the total scattering cross section (black dashed line). Crossing points of the phases of the two contributions identify the formation of anapole and higher order anapole modes which are seen as minima in the total scattering cross section. (b),(c) A cross sectional top view of the magnetic and electric field intensities is taken through the middle of the nano-antenna height (h = 30 nm). The gray field lines indicate the electric charge currents responsible for the anapole modes. Polarization of the incident plane wave to excite the resonance is shown by the white double arrow in the upper left of each panel. Dashed white outlines represent the physical edges of the structure. The field intensities in (b) are recorded at the anapole resonance (891 nm) and those in (c) are recorded at the HOAM (677.5 nm). Radius = 250 nm, Height = 60 nm. Scale bar = 100 nm.

The measurement of monomer nano-antennas was limited to the hexagonal geometry as large changes in the scattering spectra were not expected for the different geometries. In order to prove this, the problem was studied numerically. The definition of the radius of the structures leaves the possibility of a change in volume when there is a change in geometry even if the radius remains the same. Since the modes inside the nano-antenna structures are Mie resonances, they are heavily dependent on the geometry and the volume of the high refractive index nano-antenna [40]. The radius of the nano-antennas is defined as the distance from the center of the structure to an outside vertex for the hexagonal and square nano-antennas. This convention was used as this is the value that is closest to the nominally defined radius in the resist pattern before etching thereby allowing the possibility to set a radius and subsequently define the desired geometry using only the etching method.

The simulated scattering cross section expected from the three different WS$_2$ nano-antenna geometries available for fabrication are displayed in Fig. 7.5. These calculations are performed in vacuum in order to allow simple identification of modes which broaden with the addition of a substrate. The same height (150 nm) and range of radii (80-250 nm) was used for the different geometries. A magnetic resonance denoted as MD, an electric dipole resonance denoted as ED and the more complex anapole and HOAM were all identified. It is interesting to note that all resonances blue-shift when moving from circular to hexagonal and square nano-antennas for the same radius as expected from the geometrical argument. Therefore, the choice of nano-antenna geometry provides more precise tuning of the nano-antenna modes.
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Next, a more complex architecture is considered by positioning two of the hexagonal monomer nano-antennas in close proximity, forming a dimer nano-antenna shown schematically in the left panel of Fig. 7.6(a). The right panel of the same figure displays an SEM image of a fabricated structure.

Unpolarized dark field spectroscopy was performed on an array of fabricated dimer nano-antennas with a height of $h = 60$ nm, a range of radii (168 nm to 216 nm) and nano-pillar separation gap of $g = 130$ nm. These are compared to FDTD simulated scattering cross sections with good agreement as shown in Fig. 7.7. The resonances in these spectra also red-shift with increasing radius which asserts that the tuning mechanisms for dimers are the same as those for monomers. While a dipole resonance is observed, a major feature of these spectra is a minimum which redshifts from 730 nm to 840 nm with the above-mentioned change in radius resembling an anapole mode.

Three more dimer nano-antennas are selecting with the same height and radii within the previous range ($r = 165$ nm, 185 nm, 200 nm). The experimental and calculated scattering spectra are plotted together with a simulation of the confined electric energy at a cross-section.
Fig. 7.7 (a) Vertically offset dark field spectra compared to simulations for a range of radii (168 nm to 184 nm) with a height of 60 nm. (b) Same as (a) for a different range of radii (198 nm to 216 nm) with the same height. The solid green line highlights the position of a resonance which closely resembles an anapole mode in these structures. Adapted from reference [53].

surface at the middle of the dimer height (h = 30 nm). This was simulated by integrating the electric field intensity distribution inside the boundaries of the nano-antenna geometry as described in chapter 5. As previously discussed in chapter 4, the anapole resonance corresponds to the destructive interference of an electric dipole resonance and a magnetic toroidal mode. This leads to the conclusion that far-field scattering as that measured in dark field spectroscopy would exhibit a minimum at the wavelength of this resonance. The energy injected by the incident plane wave cannot radiate away and therefore the confined electric energy must exhibit a maximum at this resonance position. As seen in Fig 7.8(a), the dashed red curves corresponding to the confined electric energy in the dimer nano-antenna peaks at a position for which the scattering exhibits a minimum. This is very strong evidence of a dimer anapole mode.

In order to provide further evidence of the identification of this resonance, the electric and magnetic field intensity spatial distribution for the mid-height cross-sectional surface used for the electric energy calculation is plotted in Fig. 7.8(b) with excitation polarization set perpendicular to the axis connecting the midpoints of the individual nano-pillars (dimer axis). The three anti-nodes seen in the electric field intensity distribution together with the two seen in the magnetic field intensity distribution confirm the presence of an anapole mode similar to that seen in monomer nano-antennas in the previous section.

Since this anapole resonance appears in a dimer nano-antenna instead of a single nanoparticle such as the monomer nano-antenna, it is worth to compare the two. As discussed in
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Fig. 7.8 (a) Dark field spectra from three hexagonal nano-antennas with a height of 60 nm, a gap distance of 130 nm and radii of 165 nm, 185 nm and 200 nm under unpolarized illumination. Dashed black lines represent simulated scattering cross sections of the nano-antenna geometries. Dashed red lines represent simulated electric energy confined within the dimer nano-antenna calculated for a cross-sectional surface at the midpoint of its height. The dashed green line highlights the position of the anapole resonance. (b) Top view of the spatial distribution of the electric (left panel) and magnetic (right panel) field intensities in and surrounding a dimer nano-antenna ($r = 200$ nm, $h = 60$ nm, $g = 70$ nm) for a cross-sectional surface at the midpoint of its height at the anapole resonance. The polarization of the excitation is depicted by the white double arrow. Gray field lines show the electric charge currents in and surrounding the nano-antenna. White outlines represent the extent of the nano-antenna geometry. Scale bars = 100 nm. Adapted from reference [53].

Chapter 4, when two monomer nano-antennas are separated by a distance smaller or on the order of the wavelength of the resonances in the individual structures, these modes hybridize and split energetically. Two new cross-polarized modes emerge with a polarization along the dimer axis (X-pol) and perpendicular to it (Y-pol). In order to confirm this hybridization process in the WS$_2$ hexagonal dimer nano-antennas, the scattering cross section of two hexagonal nano-pillars for excitation polarizations X-pol and Y-pol with a varying radius is compared to that expected from two individual monomer nano-antennas in Fig. 7.9.

The scattering cross section of a dimer with three different gap separations ($g = 50$ nm, 500 nm, 2 $\mu$m) was simulated and compared to the same quantity for two isolated nano-pillars at the two polarizations (X-pol and Y-pol) as shown in Fig. 7.9. The scattering cross section results for the dimer with gap $g = 2$ $\mu$m correspond quite well to the doubled monomer results and also do not show a splitting for the two different excitation polarizations. As the gap is reduced to 500 nm and further to 50 nm, an energy splitting at the anapole mode minimum
(750-770 nm) and at the dipole resonance (670-700 nm) is observed for the two excitation polarizations clearly showing the expected hybridization of the monomer resonances.

![Scattering cross sections simulated for a dimer nano-antenna (r = 250 nm, h = 150 nm) with different gaps. The yellow lines represent excitation polarization along the dimer axis and the red lines represent polarization perpendicular to it. The splitting of the anapole resonance into two cross-polarized modes is evident for smaller gap distances indicating hybridization of their individual modes. The spectra are vertically offset for display purposes. Adapted from reference [53].](image)

To confirm whether this behavior is consistently observed in the fabricated dimer nano-antennas, dark field spectroscopy with polarization along the dimer axis and perpendicular to it is performed on the three geometries of hexagonal WS\(_2\) dimer nano-antennas shown previously in Fig. 7.8(a). Fig. 7.10 displays the cross-polarized experimental results for structures with a height of 60 nm, radii of 165, 185 and 200 nm and gap of g = 130 nm. The black curves represent the results for a polarization along the dimer axis and the colored curves (purple, red and yellow) represent the perpendicular polarization. The energy splitting is clear for the smaller radii, but not as clear in the larger structure due to an unrelated low energy peak obscuring the anapole mode position.

A comparison of monomer and dimer anapole modes may yield interesting possibilities for applications in second harmonic generation. In order to do this, a numerical study of the nano-antennas with similar dimensions is performed. Firstly, an electric field intensity distribution for the monomer (r = 200 nm, h = 60 nm) and dimer (r = 200 nm, h = 60 nm, g = 70 nm) is calculated for a cross-sectional surface at mid-height and Y-pol excitation polarization, as shown in Fig. 7.11(a) and (b) respectively. Both structures exhibit the three electric field intensity anti-nodes expected for an anapole resonance with a difference that the dimer pattern is not symmetric with respect to a single nano-pillar but rather with respect
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Fig. 7.10 Dark field scattering spectra for excitation polarization along the dimer axis (color plots) and perpendicular to it (black plots) for the dimers yielding the dark field spectra shown in Fig. 7.8(a) with a height of 60 nm, a gap of 130 nm and a radius of (a) 165 nm, (b) 185 nm and (c) 200 nm. Dashed lines corresponding to the position of the anapole resonance in each plot show the energy splitting due to hybridization of individual modes. Adapted from reference [53].

to the entire structure. The electric field intensity anti-nodes in the dimer nano-antenna also yield larger values over a smaller area indicating a more tightly confined electric energy.

Fig. 7.11 (a),(b) Spatial distributions of the electric field intensity for a monomer ((a), r = 200 nm, h = 60 nm) and dimer ((b), r = 200 nm, h = 60 nm, g = 70 nm) in a cross-sectional surface at the midpoint of the structure’s height. White double arrows show the polarization of the illumination. Gray field lines represent the electric charge currents in and surrounding the nano-antenna. Dashed white outlines show the outer edges of each structure. Scale bars = 100 nm. (c),(d) Scattering cross sections and confined electric energy in the surface at the midpoint of the antenna height simulated for the monomer (c) and dimer (d) shown in (a) and (b) respectively. The plots are normalized to the maximum of the dimer response for comparison. The vertical green dashed line shows the position of the anapole mode for each. Adapted from reference [53].

The confined electric energy obtained from an integration over the cross-section defined in Figs. 7.11(a) and (b) for a Y-pol excitation polarization is shown together with the scattering cross sections simulated for these structures in Fig. 7.11(c) and (d). The dimer resonance exhibits a deeper scattering minimum and an electric energy which is higher by a factor of
1.9 when compared to the monomer mode. Two un-coupled monomers would yield slightly higher electric energy than the dimer structure. This confined energy in both structures due to the non-radiative anapole mode is very advantageous for SHG enhancement as shown in the next section.

### 7.5 Second harmonic generation enhancement

As discussed in chapter 4, second harmonic generation is a second order process which, to a dipole approximation, scales with the electric energy at the excitation wavelength squared, $|W_{E}|^2$ [43]. Therefore, the electric energy confined to the inside of the nano-antennas described for Fig. 7.11 is expected to lead to second harmonic generation enhancement for excitation wavelengths at the spectral position of the anapole resonance.

In order to experimentally probe this expected SHG enhancement, a monomer ($r = 215$ nm, $h = 50$ nm) and dimer ($r = 205$ nm, $h = 60$ nm, $g = 130$ nm) nano-antenna, which both host anapole resonances near 800 nm, were probed with a fs-pulsed Ti-sapphire laser at 804 nm and the resulting second harmonic signal was detected using a spectrometer and CCD. For comparison, the SHG signal from a bulk flake of thickness 60 nm was also measured. The polarization of the excitation was set perpendicular to the dimer axis (Y-pol). Fig. 7.12(a) shows the second harmonic generated spectrum at 402 nm which has been normalized to the excited area in each measurement. For the signal recorded from the bulk flake, the spectrum was normalized to the area of the laser spot ($A = \pi r^2$ for $r = 700$ nm), whereas, for the nano-antenna measurements, the intensities were normalized to the area of each ($A_{di} = 3r^2\sqrt{3}$ for the dimer with $r = 205$ nm and $A_{mono} = 3r^2\sqrt{3}/2$ for the monomer with $r = 215$ nm) as the SiO$_2$/Si substrate is not expected to nor did yielded any SHG signal. As seen in the figure, the signal recorded for the nano-antennas are comparable and much higher than the bulk measurement. The SHG enhancement as a result of the nano-antenna resonance was extracted by integrating the spectra from Fig. 7.12(a) and dividing the nano-antenna results by those emitted from bulk. For the dimer nano-antenna, the SHG signal was higher by a factor of 7.2 and for the monomer the signal was higher by a factor of 4.5.

For the next experiments, the use of an APD, which integrates all collected wavelengths of light, was required to record the SHG signal. In order to make sure the experiments would indeed still measure second harmonic signal, the collected light emitted from a WS$_2$ bulk crystal ($h = 60$ nm) under 850 nm laser excitation was fiber-coupled and recorded with a spectrometer and CCD (shown in Fig. 7.13(a)) before reconnecting the fiber to the APD. At this point a power dependent experiment was performed on the same bulk crystal which exhibited a quadratic intensity increase as shown in Fig. 7.13(b). This is expected for
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Fig. 7.12 (a) Second harmonic generation spectrum emitted from a dimer nano-antenna (yellow, $r = 205$ nm, $h = 60$ nm, $g = 130$ nm), a monomer nano-antenna (red, $r = 215$ nm, $h = 50$ nm) and a bulk crystal (purple, $h = 60$ nm) normalized to the area of each structure. The excitation polarization is set perpendicular to the dimer axis as shown by the black double arrow in the inset. The spectrally sharp features seen in the SHG signal were also observed in the spectrum of the laser, thereby originating from the excitation. (b) Normalized and integrated excitation polarization resolved SHG signal emitted from a monomer nano-antenna (red, $r = 240$ nm, $h = 50$ nm), a dimer nano-antenna (yellow, $r = 200$ nm, $h = 60$ nm, $g = 130$ nm) and a bulk crystal (purple, $h = 60$ nm). Inset illustrates the angle of the excitation polarization axis with the dimer axis. Dashed lines represent simulations of the confined electric energy inside the nano-antenna geometry squared ($|W_{E}\|^2$). Adapted from reference [53].

second harmonic generated light as discussed in chapter 4 and therefore confirms that the measurement records only this signal.

Fig. 7.13 (a) Spectrum of second harmonic generated light from a 60 nm bulk WS$_2$ crystal at an excitation wavelength of 850 nm. (b) Power dependent, integrated second harmonic signal from the bulk crystal compared to a quadratic fit of the data.

Using this experimental setup, the normalized polarization dependence of the SHG signal from a monomer ($r = 240$ nm, $h = 50$ nm), a dimer ($r = 200$ nm, $h = 60$ nm, $g = 130$ nm) and a bulk flake ($h = 60$ nm) at an excitation wavelength of 850 nm were recorded as shown in Fig. 7.12(b). The signal recorded for the dimer nano-antenna exhibits a clear linear polarization.
dependence while the same is not evident for the bulk or monomer measurements. The reason for this lies in the confinement of the electric field which further influences the enhancement of second harmonic generation. For the X-pol mode, the electric field is highly confined to the outside vertices of the dimer nano-antenna, so it does not contribute to the SHG enhancement inside the structure. For the Y-pol mode, however, the confinement of the electric field is mostly to the inside of the structure thereby leading to strong enhancement of SHG. For the monomer and bulk measurements, the position of electric field confinement does not change as in the dimer, thereby not leading to any polarization dependence of the SHG enhancement. As described in chapter 5, the electric energy confined to a cross-sectional surface inside the nano-antenna can be simulated for any excitation polarization. As discussed in chapter 4, the square of the confined electric energy is expected to be proportional to the enhancement of the second harmonic signal. Comparing the square of the electric energy to the recorded SHG results in Fig. 7.12(b) would provide an answer to whether the second harmonic signal enhancement observed in experiment is due to coupling of the excitation to the anapole modes in the photonic structures. The simulations of the electric energy squared are shown in Fig. 7.12(b) as dashed lines (yellow for the dimer and red for the monomer) which correspond very well to the relative change in the intensity of recorded SHG signal with rotation of the excitation polarization. These experiments show that a dimer and monomer nano-antenna can be used to enhance second harmonic generated light, however, only the dimer nano-antenna may be used for polarization dependent SHG signal.

### 7.6 AFM repositioning

Photonic structures with very small gaps are highly desirable in both research and applications due to the possibility of a very strong confinement of the electric and magnetic fields. As discussed in chapter 4, resonators containing a closely spaced double-vertex structure lead to strongly confined electromagnetic fields far below the wavelength of light due to boundary conditions on the normal and parallel components of the field at sharp refractive index contrasting boundaries [153]. The confined fields also increase as the spacing between the two vertices is decreased [153]. This leads to the conclusion that very small low-index (such as air) gaps positioned between two high-index vertex structures will result in very large field intensities which can be advantageous for different applications as will be discussed in chapter 8.

The smallest lateral, low refractive index gap between two vertex-shaped structures (5 nm) has only been achieved in plasmonic nano-triangles manipulated with an AFM cantilever tip [154]. In high-index dielectrics, the smallest gaps (on the order of 10 nm) have been
achieved with focused ion beam (FIB) milling [204] but this is an irreversible process that often damages the crystals. Therefore, it is disadvantageous for some applications.

![Figure 7.14](image)

Fig. 7.14 (a) Illustration of the AFM technique used to translate or rotate a single nano-pillar of a dimer nano-antenna. (b) AFM scans of a dimer nano-antenna (r = 140 nm, h = 170 nm) before and after being repositioned. The gap reduces from 105 nm to 15 nm and one nano-pillar is rotated by 8° placing the inside vertices closer to each other. (c) Dark field spectra of the dimer nano-antenna with excitation polarization parallel to the dimer axis, as shown in the inset, before (purple) and after (red) the repositioning procedure. Dashed lines represent simulated scattering cross sections for the same geometries before and after the reduction in the gap. Adapted from reference [53].

The EBL and RIE fabrication procedure illustrated in Fig. 7.1(b) results in dimer nano-antennas with a minimum gap of 50 nm. In order to improve this, the weak van-der-Waals attractive forces of the WS$_2$ crystal can be utilized in mechanical translation and rotation by an AFM cantilever tip. This post-fabrication procedure, performed by a collaborator at the University of Sheffield, consists of scanning a contact mode AFM cantilever tip parallel to the dimer axis on the outside edge of the dimer nano-antenna [53]. The choice of a low set-point forces the tip to collide with one of the constituent nano-pillars in the dimer and displace it. A schematic illustration of this procedure is shown in Fig. 7.14(a). As the tip is scanned to collide with the nano-pillar towards the center of the dimer, it is translated closer to the other constituent nano-pillar and reduces the dimer gap. As shown in Fig. 7.14(b), this can be used to reduce the dimer gap from 105 nm to 15 nm. Another possibility is to scan the AFM tip along a tangent of the nano-pillar thereby rotating it. A rotation of 8° can be seen in the manipulation performed in Fig. 7.14(b). This can be used to position the inside vertices closer or farther apart from each other.
Dark field spectroscopy was also performed before and after the AFM repositioning of this dimer nano-antenna as shown in Fig. 7.14(c). The excitation polarization was set to the X-pol configuration as this is more sensitive to changes in gap separation. The dipole resonance seen as a broad peak at ≈ 680 nm is brighter after the manipulation as expected for a reduced dimer gap in this geometry. Simulations of the scattering cross section of the geometries before and after AFM repositioning are shown as dashed lines in Fig. 7.14(c). The simulations and experiment are in good agreement, indicating that the photonic response of the nano-antenna has indeed been modified by the reduction of the dimer gap to 15 nm.

Further atomic force microscopy scans of repositioning manipulations performed on other dimer nano-antennas are shown in Fig. 7.15. For these manipulation, the minimum separation gap achieved in these experiments (10 nm) is seen in Fig. 7.15(a). The largest rotation (57°) is recorded in Fig. 7.15(b). Smaller separation distances may be achievable, however, the accurate measurement of the gap width is a considerable challenge due to the finite size of the AFM cantilever tip which is estimated to be 5 nm, thereby setting the minimum gap achieved in these experiments to be 10±5 nm.

Fig. 7.15 (a) AFM scans of a dimer nano-antenna (r = 163 nm, h = 167 nm) before and after repositioning yielding a reduced gap from 110 nm to 10 nm and a rotation of 17°. (b) AFM scans of another dimer nano-antenna (r = 140 nm, h = 168 nm) before and after repositioning yielding a reduced gap from 127 nm to 27 nm and a rotation of 57°. Adapted from reference [53].

7.7 Conclusion

In this chapter, I have discussed the fabrication of monomer and dimer WS₂ nano-antennas in three different geometries, namely circular, hexagonal and square. Dark field characterization of hexagonal monomer nano-antennas were subsequently compared to simulations of their
scattering cross sections. The resonances of these antennas were tuned using both the radius and height of the nano-antennas as expected from the Mie theory discussed in chapter 4. The origin of the resonances were identified using the multi-pole expansion of the total scattering cross section which was calculated for three different monomer geometries. This yielded a dominant electric dipole mode with contributions from higher order resonances as well as a toroidal moment contribution which together with the electric dipole moment form an anapole resonance. The characterization of the anapole resonance as well as a higher order anapole mode was performed by identifying destructive interference resulting from equal contributions yet opposite phases of the electric dipole component and magnetic toroidal component. The characteristic electric and magnetic field patterns at the anapole and HOAM resonance were also identified. Subsequently the need for studying only a single nano-antenna geometry was shown to be due to the subtle redshift or blueshift of the resonances from the choice of etching mechanism and therefore shape of the nano-antenna. This also identified a more precise method of tuning the resonances of nano-antennas through the etching recipe.

The discussion shifted to dark field characterization of dimer nano-antennas which also showed close agreement to simulations of the scattering cross section. A dimer anapole mode was identified through a similar wavelength of a scattering minimum and a maximum in the simulation of the electric energy confined to the inside of the structure as well as through the characteristic electric and magnetic field patterns in the nano-antenna. The hybridization of resonances in dimers was discussed and studied numerically to apply to both the dipole and anapole resonance which was also observed in dark field spectroscopy of three dimer nano-antennas. The hybridization of the modes led to the splitting of each resonance found in monomers to two cross-polarized modes. Comparison of the electric field intensity distribution and confined electric energy was performed for the monomer and dimer anapole resonances with the conclusion that the dimer anapole resonance leads to nearly two times larger electric energy confinement. Second harmonic generation experiments were subsequently performed with the result of enhanced SHG signal from both monomer and dimer nano-antennas. Polarization dependent SHG enhancement was also observed for dimer nano-antennas. The SHG conversion efficiency of the WS$_2$ nano-antennas studied in this chapter was severely limited compared to previous reports [47] due to the choice of excitation wavelength and the highly reduced phase matching from the difference in refractive index at the excitation (800 nm: $n \approx 4$) and emission wavelengths (400 nm: $n \approx 2.5$). A careful redesign of the monomer and dimer nano-antennas to shift the anapole resonance to longer wavelengths, may allow for phase matched and highly efficiency second harmonic generation. Post-fabrication AFM repositioning was also introduced for dielectric dimer nano-antennas
for the first time. This procedure allowed the reduction of the dimer gap and rotation of constituent nano-pillars which is expected to increase the confinement of fields in the dimer gap. The maximum rotation angle achieved in different AFM repositioning trials was 57° showing the possibility for large rotations. The minimum dimer gap attained was recorded as 10±5 nm which corresponds to the limit defined by FIB milling [204] in dielectrics and is very close to the that set by AFM manipulation of plasmonic nano-triangles [154].

This AFM repositioning procedure is possible due to the weak van-der-Waals attractive forces attaching the WS$_2$ crystal to the substrate. In the next chapter, I will discuss the implications of polarization dependent SHG enhancement in WS$_2$ dimer nano-antennas as well as those of the ultra-small dimer gaps (10±5 nm) achieved with the post-fabrication technique on different applications.
Chapter 8

Simulation of WS₂ dimer nano-antennas

8.1 Introduction

As seen in the last chapter, WS₂ nano-antennas host widely tunable Mie resonances which can be adapted to many applications with a variety of methods. Second harmonic generation (SHG) experiments led to an opportunity to produce polarization dependent enhancement which will further be explored in this chapter. Also, a post-fabrication method of reducing the dimer gap was introduced which may provide a regime of high electric field intensities due to ultra-small spacings of dielectric nano-resonators which will be investigated numerically, with regards to their viability for applications, in this chapter.

Photonic structures containing an ultra-small low refractive index gap between two vertex-shaped high refractive index structures are highly desirable for the strong electric and magnetic field confinement possible inside these geometries. As briefly discussed in the previous chapter and explored in the section on dimer modes in chapter 4, the sharp refractive index contrasting boundary leads to enhancements of the confinement with factors of εₙ/ε₁. One of the applications which would benefit from such small low-index gaps between high-index vertices is the enhancement of single photon emission (SPE) through the Purcell effect as discussed in chapter 4. The large electric field intensities expected to be present in the middle of a WS₂ dimer nano-antenna gap suggests that the study of the Purcell effect for an SPE placed in this position, which increases with the partial local density of optical states as stated in chapter 4, is a worthwhile endeavor.

Another application which would also greatly benefit from high electric field confinement is optical trapping of nano-particles, which consists of an attractive force in the direction of an electromagnetic hotspot under optical excitation. The expected force is dependent on the particle size and refractive index, input pump power and the energy confinement provided by the photonic environment [164]. Previous reports of nano-antenna optical trapping utilize
plasmonic nano-resonators which induce large trapping forces in dielectric particles [205], yet they suffer from large temperature increases which leads to a loss in stability and may be detrimental to biological nano-particles. Similarly, their plasmonic nature leads to quenching of emission due to increased optical absorption processes [148, 206]. Alternatively, dielectric resonators, such as silicon dimer nano-antennas [148, 149], can be very advantageous as they do not risk degrading biological samples and do not lead to quenching of optical emission.

In this chapter, I will discuss further simulations of the WS₂ dimer nano-antennas which may yield interesting research avenues for further experiments enabling exciting applications. Firstly, the linear polarization dependence of the second harmonic generation enhancement will be revisited and more of its polarization properties will be explored enabling interesting applications such as non-linear logic gates [207] or second harmonic generating optical elements. Next, the electric field intensity spatial distributions for three optimized WS₂ dimer nano-antenna geometries all with a gap of the minimum achieved separation in the last chapter (10 nm) will be simulated. The optimization process will be presented with a description of how changes in geometrical parameters lead to increased electric field intensities. A short discussion of the radius of curvature used in these simulations will follow including the measurement of fabricated structures using atomic force microscopy (AFM) as well as the simulated impact on the electric field intensity. Further the Purcell effect expected for optimized designs of all three geometries will be explored numerically along the dimer axis at the top surface of the nano-antenna for dimer gaps of \( g = 10 \) nm and \( g = 50 \) nm. This will subsequently lead into a discussion of tuning mechanisms for modulation of the electric field intensity and the Purcell effect. One mechanism that will be discussed is the separation of the constituent nano-pillars of the dimer nano-antenna and the other involves the rotation of nano-pillars with respect to the dimer axis. The last, brief discussion will consist of simulations of the optical trapping forces that can be expected in such dimer structures for different nano-particles as well as the modulation of this force with increased dimer gaps. This work has also been reported in the following reference [53].

8.2 Polarization dependent second harmonic generation simulations

As discussed in chapter 5 and 7, the simulation of the confined electric energy inside the geometry of a nano-antenna at an anapole resonance can be used to calculate the relative enhancement of the second harmonic generation signal. Therefore, the expected SHG signal enhancement due to the anapole resonance at different incident polarizations and wavelengths
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can easily be calculated. When this effect is combined with the fact that all resonances, including the anapole and higher order anapole mode (HOAM), hybridize with decreasing gap separation, as presented in the last chapter, and therefore energetically split, some interesting properties can be extracted with a variety of possible applications.

To understand this the confined electric energy \(W_E^{(S)}\) in a dimer nano-antenna \((r = 200 \text{ nm}, h = 60 \text{ nm}, \text{gap} = 100 \text{ nm})\) anapole mode is simulated for polarizations along the axis connecting the centers of the nano-pillars (dimer axis), defined here as X-pol, and perpendicular to it, defined as the Y-pol. The electric energy confined in the two hybridized resonances and scattering cross sections for each polarization are plotted in Figs. 8.1(a) and (b). The confined electric energy is calculated by integrating over the electric field intensity for a cross-sectional surface at the midpoint of the nano-antenna height. The green line in these plots corresponds to the anapole mode for un-polarized excitation. This clearly distinguishes the X-pol and Y-pol anapole resonances in both scattering cross section as well as in confined electric energy. This hybridized splitting leads to very interesting results when a degree of linear polarization is defined for the SHG signal enhancement. In order to compute this quantity, the electric energy is first squared to yield the SHG signal enhancement \((|W_E^{(S)}|^2)\). Then the degree of linear polarization \((D_{SHG})\) is defined as follows:

\[
D_{SHG} = \frac{|W_E^{(S)}|_Y^2 - |W_E^{(S)}|_X^2}{|W_E^{(S)}|_Y^2 + |W_E^{(S)}|_X^2}
\]  

(8.1)

where \(|W_E^{(S)}|^2_Y\) and \(|W_E^{(S)}|^2_X\) correspond to the SHG signal enhancement for a Y-pol and X-pol excitation respectively. Fig. 8.1(c) displays this degree of linear polarization of the SHG signal enhancement where the red area corresponds to a linear polarization perpendicular to the dimer axis (Y-pol) and the blue are represents linear polarization parallel to the dimer axis (X-pol). An interesting point to note is that near unity degree of linear polarization of the enhancement can be achieved for SHG signal excited at a wavelength of \(\approx 830 \text{ nm}\). Similarly, the polarization of the SHG enhancement due to the anapole resonance can be rotated with a change in wavelength opening the opportunity for very fast rotation of the polarization of second harmonic generated light.

This degree of linear polarization, can also be tuned and modulated with a change in the dimer gap. An increase in the separation between WS\(_2\) nano-pillars yields less SHG enhancement in both incident polarizations, therefore, the degree of linear polarization is also reduced. Conversely, reducing the dimer gap is expected to lead to increased SHG enhancement in a range of wavelengths due to the anapole resonance with increased degree of linear polarization of the SHG enhancement. Due to the fact that SHG signal from bulk WS\(_2\)
Fig. 8.1 (a) and (b) Simulated scattering cross sections (yellow) and confined electric energies (black) for a hexagonal WS$_2$ dimer nano-antenna ($r = 200$ nm, $h = 60$ nm, gap = 100 nm) under X-pol and Y-pol excitation respectively. Electric energy is calculated as an integral over the electric field intensity for a cross-sectional surface of the dimer nano-antenna at the midpoint of its height. (c) Simulated degree of linear polarization of the SHG enhancement due to coupling with the anapole mode for the same nano-antenna. (d) Simulated degree of linear polarization of the SHG enhancement for nano-antennas with a range of dimer gaps.

is relatively weak as shown in the last chapter, this enhancement degree of linear polarization will dominate the SHG signal and therefore induce a degree of linear polarization very similar to what is plotted in Fig. 8.1.

### 8.3 Electric field intensity and Purcell enhancement of emission simulations

The logical next step from achieving ultra-small dimer gaps using atomic force microscopy (AFM) repositioning, as discussed in the previous chapter, is to study the electric field confinement induced by this novel structure. In order to do this, numerical simulations were employed to study dimer nano-antennas with different geometries which can be achieved with nano-fabrication, namely circular, hexagonal and square. Optimized designs were calculated by a series of simulations which attempted to change the radius and height of
the dimer nano-antennas in order to achieve maximum electric field intensities at the upper inside vertex of each dimer nano-antenna geometry. The gaps for each simulation were kept at the minimum achieved in experiment (10 nm). Fig. 8.2(a) shows the electric field intensity spectrum at the inner top vertex of the hexagonal WS$_2$ dimer nano-antenna ($r = 240$). As the height is increased from 170 nm to 200 nm, a peak in $(|E|/|E_0|)^2$ narrows in linewidth and slightly increases in maximum intensity. From 200 nm to 230 nm this peak once again broadens and reduces in intensity. The optimal height was found to be 200 nm.

![Fig. 8.2 (a) Simulated electric field intensity spectrum for a position at the inner top vertex of a hexagonal WS$_2$ dimer nano-antenna ($r = 240$ nm, gap = 10 nm) for a range of heights.
(b) Simulated electric field intensity spectrum for a position at the inner top vertex of a hexagonal WS$_2$ dimer nano-antenna ($h = 200$ nm, gap = 10 nm) for a range of radii.](image)

A change in radius from 210 nm to 270 nm at a height of 200 nm and dimer gap of 10 nm is shown in Fig. 8.2(b). This yields a larger tuning of the resonance observed as a peak in the electric field intensity $(|E|/|E_0|)^2$. Variation from the optimal radius ($r = 240$ nm) will result in a large decrease in maximal intensity and a slight broadening. This suggests that variation of radius and height independently can optimize different parameters of the resonance. A variation of the height would yield a small peak position tuning and a small change in the maximum electric field intensity, however, it will induce large changes in the linewidth of this peak. A variation of the radius can be used to change the maximum intensity and tune the resonance while maintaining a similar linewidth. This optimization procedure attempted to find the maximum electric field intensity that can be achieved within the dimer hotspots for any resonance spectral position or linewidth. However, if some application adds constraints to the range of wavelengths or the linewidth available, a variation of the individual parameters can still be used to find the optimum geometry within the set requirements.

A similar procedure was applied to all three geometries of nano-antennas which are available for fabrication and the final optimized design geometries with a gap of 10 nm are as follows: circular design: $r = 225$ nm, $h = 200$ nm; hexagonal design: $r = 240$ nm, $h = 200$ nm.
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nm; square design: \( r = 260 \text{ nm}, h = 150 \text{ nm} \). As these simulations were excited with a broad energy spectrum, the electric field intensities are lower than they would be if only excited with a narrow range of wavelengths at the specific resonance.

Simulating with a narrow pulse excitation, the electric field intensity spatial distribution of each optimized design is plotted for a plane 0.5 nm from the top surface of the dimer nano-antenna in the top panel of Fig. 8.3(a)-(c). The bottom panel of each figure shows the electric field intensity spatial distribution for a vertical cross-sectional cut through the middle of the nano-antennas. Each distribution was calculated at the wavelength of the maximum electric field intensity (751.5 nm, 749.5 nm, 697 nm for the circular, hexagonal and square geometries respectively). Electric field hotspots are observed forming at the vertices in the dimer gap as well as at the vertices on the outside of the structure for an incident plane wave polarized along the dimer axis (X-pol). The maximal intensities inside the gap reach values of more than \( 10^3 \) compared to vacuum. When comparing the three different geometries, the circular design yields the smallest maximum electric field intensities of 900, while the hexagonal and square geometries induce even higher electric field intensities up to 1410 and 1260 respectively.

![Fig. 8.3 Top-view (top panel) and side-view (bottom panel) spatial distributions of the electric field intensity in and surrounding optimized designs of each geometry of WS$_2$ dimer nano-antennas at a gap separation of 10 nm. (a) Circular design: \( r = 225 \text{ nm}, h = 200 \text{ nm}, \) wavelength = 751.5. (b) Hexagonal design: \( r = 240 \text{ nm}, h = 200 \text{ nm}, \) radius of curvature of vertices = 22 nm, wavelength = 749.5. (c) Square design: \( r = 260 \text{ nm}, h = 150 \text{ nm}, \) radius of curvature of vertices = 10 nm, wavelength = 697.5. Hotspots of electric field confinement form at inner and outer edges of the dimer nano-antenna. Excitation polarization is parallel to the double white arrow in the top left corner of the panels. Axes (x,y) indicate results from a surface 0.5 nm above the top of the dimer. Axes (x,z) indicate a vertical cross-sectional cut through the dimer axis. Dashed white outlines represent the spatial extent of the nano-antennas. Scale bars = 100 nm. Adapted from reference [53].](image)

In order to simulate structures which are as realistic as possible, the radius of curvature of the vertices of the hexagonal and square designs were set to the smallest measured for fabricated structures, namely 22 nm and 10 nm respectively. This was calculated from atomic force microscopy scans of different hexagonal and square dimer nano-antennas. As
the measured structures yield radii of curvature which are often below or on the order of the AFM resolution, set by the cantilever tip, a geometric approach was employed for this measurement.

Exemplary AFM scans of a square \((r = 265 \text{ nm}, h = 84 \text{ nm}, g = 220 \text{ nm})\) and hexagonal \((r = 240 \text{ nm}, h = 135 \text{ nm}, g = 90 \text{ nm})\) dimer nano-antenna used in this measurement are shown in Figs. 8.4(a) and (b). The calculation used only the portions of the AFM scans in which the bottom of the cantilever tip oscillated directly above the structure underneath in order to reduce the error as much as possible. Figs. 8.4(c) and (d) show a portion of the upper AFM scans which include the dimer gap where the value extracted from the scan is denoted as \(x\), which is the shortest resolvable distance between two edges which are at \(90^\circ\) or \(120^\circ\) from each other for the square and hexagonal geometries respectively. This can be considered as the base of a triangle formed also by two radii of curvature which perpendicularly intersect the edges of the respective structure. The angle between these two radii can easily be calculated to be \(90^\circ\) and \(60^\circ\) for the square and hexagonal geometries respectively. The radius of curvature can then be simply calculated using the Pythagorean theorem.

Fig. 8.4 (a),(b) AFM scan of a square \((r = 265 \text{ nm}, h = 84 \text{ nm}, \text{gap} = 220 \text{ nm})\) and hexagonal \((r = 240 \text{ nm}, h = 135 \text{ nm}, \text{gap} = 90 \text{ nm})\) dimer nano-antenna with small curvature radii at their vertices. (c),(d) Close-up portions of the AFM scans shown as dashed red squares in (a) and (b). Overlapped solid red lines represent the edges of the structure. Inscribed circles used to calculate the radius of curvature \(r\) in each after a measurement of the shortest distance from one edge of the structure to the other \((x)\). Adapted from reference [53].
This measurement provided the minimum radius of curvature of the vertices in the fabricated WS$_2$ hexagonal and square dimer nano-antennas for more realistic simulations of the electric field intensity and other subsequent numerical studies. One question which might be pertinent at this point is what influence this radius of curvature may have on the electric field intensity within the gap hotspots. In order to study this, simulations of the optimized hexagonal and square designs were performed with different radii of curvature but the same overall radius, height and gap. The electric field intensity spectrum at a point within the gap hotspots is shown in Fig. 8.5.

For both structures, the maximum electric field intensity grows with an increase in the radius for small $r$, however, this pattern is reversed above $r = 10$ nm for both at which point the maximum electric field intensity decreases with growing $r$. The initial increase is related to how the fields resonate inside the structure. As the overall radius of the structure does not change, an increase in radius of curvature will lead to an increase in the volume of the entire structure which forms a more gradual confinement potential for the electromagnetic fields in the resonator thereby yielding less coupling of the incident light to leaky resonances and therefore more intense electric field hotspots. A similar approach is used in the design of photonic crystal cavities where the lattice spacing of holes surrounding the position of the cavity is shifted from the periodic structure of the rest of the photonic crystal. This step is carried out to provide a gradual, quadratic confinement potential for the resonance [208]. After this point, the increase in curvature radius only leads to a de-localization of the hotspot and confinement therefore leading to lower maximum electric field intensities. As shown by the simulation results in Fig. 8.5, the increase of the curvature radius plays a small role in reducing the electric field intensity in the gap hotspot. This suggests that fabrication imperfections in terms of the radius of curvature of the vertices will not detrimentally affect
any application which relies on the large electric field intensities. As the curvature radius is increased while the other parameters of the structure are kept constant, the volume of the structure, as stated above, is slightly increased which then leads to a redshift of the dimer X-pol resonance as expected for Mie resonances and as discussed in chapter 4.

After understanding the impact of the radius of curvature on the maximum electric field intensity is not large and recording the minimum values extracted from AFM scans of fabricated structures, the Purcell factor for a single photon emitter positioned on top of each optimized geometry is simulated. This simulation is carried out by positioning an ideal dipole emitter 0.5 nm from the top surface of each structure at different points along the dimer axis. The positions used are shown as solid white lines in Fig. 8.3. The simulated Purcell factors for two different gap separations, namely 10 nm and 50 nm, of the circular, hexagonal and square optimized designs are shown in Fig. 8.6 as solid or dashed lines respectively. The observed maxima at the inner vertices of the nano-antennas yield the largest results for all geometries as expected from the maximum electric field intensities observed at the same position. Weakly confined hotspots are also observed at the outside edges of the structures which also lead to local maxima in the Purcell factor with values as high as 20. For a gap of 10 nm, the circular, hexagonal and square geometries exhibit Purcell factors of 105, 157 and 153 respectively. For a gap of 50 nm, the Purcell factors are all much lower, reaching values no higher than 46.

![Fig. 8.6 Purcell factors simulated for a dipole positioned 0.5 nm above the top surface of dimer nano-antennas along the dimer axis in the three different geometries. Solid dots and lines represent a gap of 10 nm while dashed lines represent a gap of 50 nm. The simulated positions of the dipole are represented as solid white lines in Fig. 8.3. Adapted from reference [53].](image)

As seen from the AFM repositioning, there are two methods of rearranging the dimer nano-antennas which lead to a modulation of the maximum electric field intensity and therefore the Purcell factor at the position of the hotspots. One approach, illustrated in Fig.
8.7(a), is the separation of the constituent nano-pillars in the dimer which can be achieved either through AFM repositioning or fabrication. The electric field intensity and Purcell factor in the gap hotspot was numerically studied for an increasing dimer gap in Figs. 8.7(b) and (c). The three different designs were also compared yet each leads to an exponential reduction of both the electric field intensity and the Purcell factor by a factor of one order of magnitude with increasing dimer gap over a range of 100 nm. The hexagonal structure yields the highest electric field intensity at small separations yet this changes to the square structure at gap separations of more than 75 nm. For the Purcell factor, the hexagonal structure again results in the highest values for small gaps, however, in this case the square geometry induces the largest Purcell factors at a much lower gap of 20 nm.

Fig. 8.7 (a) Schematic representation of the varied dimer gap used for simulations in (b) and (c). (b) and (c) Simulations of the maximum electric field intensity and Purcell factor in the hotspot of the optimized dimer designs of each geometry respectively for a varying radius at previously used wavelengths. (d) SEM images of hexagonal dimer nano-antennas rotated during the EBL patterning step of the fabrication procedure using the symmetry of the WS$_2$ crystal. (e) and (f) Simulations of the maximum electric field intensity and Purcell factor in the hotspot of the optimized dimer designs of each geometry respectively for a varying rotation angle at previously used wavelengths. Red circles in (a) and (b) represent the position of the electric field hotspot and the dipole placement position for all simulations in this figure. Adapted from reference [53].

Another approach to modulating the electric field intensities and Purcell factors only available to hexagonal and square geometries is the rotation of the constituent nano-pillars in the dimer relative to the dimer axis. This aligns their vertices either closer or farther apart from each other. This rotation is straightforward using AFM repositioning, as discussed in the previous chapter, however, a method of achieving this through fabrication is presented in Fig. 8.7(d). Since the chemical etching procedure described in chapter 7 preferentially etches in the armchair crystal axis, this will always lead to nano-antenna sidewalls parallel to the zigzag axis, therefore the orientation of the dimer nano-pillars with respect to the crystal symmetry will always be the same. However, if the pattern defining the midpoint of each pillar is rotated at the EBL patterning stage of the fabrication, the dimer axis can
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be rotated which will leave the sidewalls and vertices with a new relative orientation to the dimer axis even though their angle with respect to the crystal axes remains the same. The effect of this rotation on the maximum electric field and Purcell factor induced by the hexagonal and square structures is shown in Fig. 8.7(e) and (f). The exponential decrease by an order of magnitude is again evident, however, the range of available angles is larger for the square structure which leads to a larger modulation range of both the maximum electric field intensity and Purcell factor. For rotations, however, the hexagonal geometry maintains the largest values for both quantities at all the angle.

8.4 Dimer nano-antenna optical trapping simulations

The large electric field intensities seen for the ultra-small gap WS₂ dimer nano-antennas lead to the next logical step of investigating this structure for optical trapping of dielectric nano-particles. To discern the possibility of such an application, a collaborator from the University of York performed numerical simulations based on the Finite Element Method to determine the Maxwell Stress Tensor (MST) over the surface of a dielectric nano-particle. This MST is then used to calculate attractive forces exerted on the particle by an optical pump and the photonic environment. For these simulations, the optimized WS₂ hexagonal dimer nano-antenna geometry was used with the addition of a nano-sphere (r = 5 nm) of refractive index corresponding to either an approximated colloidal quantum dot (QD) (n = 2.4) [149] or a polystyrene bead (PB) (n = 1.6), which mimics the refractive index and size of a large protein [209]. Since optical trapping experiments are often performed in an environment of water required for the suspension of nano-particles, the background refractive index was set accordingly. For all of these simulations, the experimentally feasible pump power density of 10 mW/µm² was used. A schematic illustration of the simulation geometry is shown in Fig. 8.8(a).

The optical force simulated for the QD and the PB is shown in Fig. 8.8(b) and (c) respectively for a position at the middle of the dimer gap at different points of the vertical z-axis. The geometry is simulated with two gaps (10 nm and 15 nm) leading to attractive (negative) forces maximized at the top surface of the nano-antenna. The maximum expected optical force applied on the QD for a gap of g = 10 nm is 353 fN, whereas the value for the PB at the same gap is 73 fN. With an increase in gap to 15 nm, the maximum optical forces for the QD and PB reduce to 123 fN and 31 fN respectively. The dependence of the dimer gap on the optical trapping forces is studied in Fig. 8.8(d). For both nano-particles, the attractive force exponentially decreases roughly by an order of magnitude with the increase in gap which is expected from the reduction in the hotspot electric field intensity shown in
Fig. 8.8 (a) Schematic representation of nano-particle optical trapping with the use of hexagonal WS$_2$ dimer nano-antennas exhibiting ultra-small gaps. (b), (c) Simulated optical force for a spherical nano-particle ($r = 5$ nm) in the dimer ($r = 240$ nm, $h = 200$ nm) gap at positions along the $z$-axis for gaps of 10 nm (bright color) and 15 nm (dark color). The trapping force is simulated at the wavelength of its maximum value for a quantum dot (b) (763 nm) and a PB (c) (755 nm). Insets illustrates the position of the nano-particle position with zero corresponding to the top surface of the nano-antenna. (d) Simulated maximum electric force applied to a QD (purple line) and a PB (yellow line) for a varying dimer gap. (e), (f) Trapping force distribution for a QD (e) and a PB (f) for positions atop the nano-antenna. Excitation polarization is parallel to the white double arrow. Inset highlights the section of the nano-antennas over which the simulation is run with a red square. Dashed white lines represent the physical extent of the structures. The excitation power for all simulations in the figure is 10 mW/µm$^2$. Adapted from reference [53].

Fig. 8.7(b). The spatial dependence of the optical trapping forces for the QD and PB are also studied for a position of 5 nm above the top surface of the dimer nano-antenna as shown in Fig. 8.8(e) and (f). This study emulates the optical trapping forces that may be exerted on a 5 nm radius nano-particle which resides on the top of the nano-antenna. The attractive force is maximized at the dimer gap vertices, as expected from the position of the hotspots. The maximum optical forces from this study are more than 100 fN for the QD and 20 fN for the PB.

8.5 Conclusion

In this chapter, I have discussed numerical simulations of WS$_2$ dimer nano-antennas fabricated and experimentally studied in the previous chapter. Firstly, the electric energy confined to the inside of the dimer nano-antennas was simulated for the two different polarizations resulting from the hybridization and splitting of the anapole resonance. A degree of linear polarization was defined for the enhancement of the SHG signal in dimer nano-antennas.
shown in the last chapter. This led to a near-unity degree of linear polarization. Therefore, this WS$_2$ dimer nano-antenna structure might be advantageous for use in nano-scale optical components which emit linearly polarized second harmonic generated light. Second, FDTD simulations of dimer nano-antennas with the minimum experimentally achieved gap (10 nm) in the last chapter were performed to optimize and plot the spatial distribution of the electric field intensity at the top surface of the nano-antennas and as a vertical cross-sectional cut through the dimer axis. These plots yielded electric field hotspots at the vertices inside the dimer gap with maximum electric field intensities above $10^3$. The three different geometries available for fabrication were compared with the hexagonal nano-antenna design leading to the highest electric field intensities. Subsequently, the radius of curvature in hexagonal and square designs was studied so that this could also be included in the simulations and therefore lead to more realistic results. The radius of curvature was measured in many different structures using a geometrical approach to maintain maximum resolution and the minimum values were used in all subsequent simulations. The dependence of the electric field intensity on radius of curvature was also numerically studied. The conclusion derived from this study asserted that a change in radius of curvature does not lead to large changes in the electric field intensity inside the dimer gap hotspots.

The Purcell effect was subsequently simulated for an SPE positioned at the top surface of the nano-antenna comparing the three different dimer geometries. The Purcell factor was maximized at the position of the dimer gap hotspots with values as high as 105, 157 and 153 for the circular, hexagonal and square geometries. This is higher than previous experimentally achieved results for a QD coupled to a micro-meter scale photonic crystal cavity ($F_P \approx 40$, [161]) yet lower than that achieved for a quantum dot coupled to a plasmonic nano-patch antenna ($F_P \approx 540$, [210]). The WS$_2$ dimer nano-antennas offer a lossless, compared to plasmonics, and nano-scale resonator for Purcell enhancement of single photon emission which is higher than previously achieved for dielectric Mie resonators ($F_P < 100$, [150, 211, 212, 145]). The numerical studies continued with routes to modulation of the electric field intensity and Purcell factor within the hotspots by varying the dimer gap distance as well as the rotation of the individual nano-pillars of a hexagonal or square dimer. These resulted in an order of magnitude modulation of both values for the two approaches. These methods of controlling the emission properties of single photon sources may be utilized for TMD SPES which form at high strain gradients in monolayers as evidenced by the WSe$_2$ emitters forming in monolayers transferred on gallium phosphide dimer nano-antennas [116]. Similarly the rotation of the quantum emitter polarization with strain topography previously reported [90], may also be feasible with hexagonal or square WS$_2$ dimer nano-antennas through the use of AFM repositioning as introduced in chapter 7.
Next, the discussion shifted to a study of the optical trapping forces expected for a colloidal quantum dot or a protein-like polystyrene bead positioned in or above the optimised hexagonal WS$_2$ dimer design. Simulations for a dimer gap of 10 nm yielded attractive forces of up to 353 fN and 73 fN for the QD and PB respectively. These values are more than 83 and 40 times higher than previous dielectric nano-antenna reports for QDs and PBs respectively [148, 149]. The optical trapping force dependence on dimer gaps was also studied yielding an order of magnitude reduction over a range of 10 to 50 nm which is expected from the reduction of the electric field intensity in the hotspot. Lastly, the spatial distribution of the attractive forces which are expected to be exerted on a QD and PB positioned on top of the nano-antenna was also studied leading to maximum forces at the positions of the electric field hotspots. These studies asserted that hexagonal WS$_2$ dimer nano-antennas may provide stable optical trapping for different nano-particles including colloidal quantum dots and protein-like particles.

In the last chapter of this thesis, I will summarize the research I have completed during my PhD and discuss possible future experiments and the impact of my work.
Chapter 9

Conclusion

In this thesis, I have explored theoretically, experimentally, and numerically the prospect of enhancing single photon emission in 2D materials using nano-scale Mie resonators in the form of monomer and dimer nano-antennas. This was first demonstrated using gallium phosphide (GaP) dimer nano-antennas, yet the drive to fabricate similar resonators from materials in the same family as the quantum emitters led to the numerical study of WS$_2$ dimer nano-antennas which asserted these as viable structures for Purcell enhancement. In the process of this work, other avenues of research have been revealed including the study of the recombination dynamics and dephasing processes in WSe$_2$ single photon emitters as well as different applications for WS$_2$ nano-antennas such as second harmonic generation with near unity degree of linear polarization and optical trapping of nano-particles. I will first provide a summary of the thesis and completed work and finish the chapter with a discussion of future research directions.

9.1 Summary

The overview of transition metal dichalcogenides (TMDs) provided in chapter 2 was the basis of the entire work as the large research interest in their optical properties provided a starting point for the discovery of single photon emitters (SPEs) in these materials as well as the usage of their high refractive indices for the fabrication of photonic resonators. This discussion began with a description of the crystal symmetry as a basis for employing chemical etching in the work presented in chapter 7. Following this, the band structure in bulk and monolayer forms was discussed leading to a description of the strongly bound excitons which account for most of the emission spectrum of these materials. This excitonic description was completed with a brief introduction into dark excitons in tungsten based TMDs which is vital for understanding much of the work in chapter 6.
Chapter 3 introduced quantum states of light as well as the properties of solid state sources which yield such single photon emission. Examples of TMD based SPEs discussed here provided a basis of comparison to previous reports in order to understand the novelty of the work presented in chapter 6. The discussion of the origin of TMD SPEs provided an introduction into strain-induced formation as well as an overview of the theoretical work completed to tie many of the observed optical properties to different recombination processes in WSe$_2$ used later in descriptions of the investigated behavior of the SPEs recorded in experiments presented in chapter 6.

Mie theory was introduced in chapter 4 including its implications for high refractive index monomer and dimer nano-antennas. This provided a basis for understanding the photonic properties of the GaP and WS$_2$ nano-antennas employed in the work presented in chapters 6 through 8. The Purcell effect was also discussed here to describe the general method of enhancing SPE emission which was a central focus of this thesis. Finally, a brief introduction into anapole resonances and non-linear light generation was provided in this chapter to enable discussions of the coupling of second harmonic generation to non-radiative resonances presented experimentally as well as numerically in chapter 7 and 8.

Chapter 5 introduces the methods for fabricating 2D materials and nano-resonators as well as experimental and simulation techniques. Mechanical exfoliation followed by identifying monolayers through PL imaging and a transfer procedure was discussed for depositing monolayer WSe$_2$ onto pre-patterned substrates for the work in chapter 6 as well as simple mechanical exfoliation for the fabrication in chapter 7. Clean room nano-fabrication techniques of SiO$_2$ nano-pillars, GaP dimers and WS$_2$ nano-antennas were also discussed. Setups for $\mu$-photoluminescence spectroscopy, time correlated single photon counting, antibunching measurements and interferometry were introduced for the various experiments performed in chapter 6. The experimental setups for the work presented in chapter 7, such as dark field spectroscopy and second harmonic generation, were also described. Finally, this chapter discussed the geometry and setup of simulations which played an important role in the work presented in chapters 6, 7 and 8.

In chapter 6, I have demonstrated that high refractive index GaP dimer nano-antennas can be utilized to form and position single photon emitters in monolayer WSe$_2$ through strain as well as enhance their quantum efficiency and brightness to higher values than previously reported for Purcell enhanced SPEs coupled to plasmonic resonators [98]. The resonant properties of GaP dimer nano-antennas and SiO$_2$ nano-pillars were compared demonstrating an expected enhancement of photoluminescence by more than two orders of magnitude for emitters forming on the former structures. Subsequently, the optical properties of the SPEs forming in monolayers of WSe$_2$ deposited on the two nano-structures were
compared yielding photoluminescence intensity enhancements (by $10^2$ to $10^4$), saturation power reductions (by $10^3$) as well as long-lived decay for those emitters forming on GaP dimer nano-antennas. These observations provided evidence for quantum efficiency ($QE$) enhancement from average values of 4% for emitters on SiO$_2$ structures to 21% for emitters on GaP structures with a maximum of 86%. Very long lived emission lifetimes, attributed to reduced non-radiative processes, provided the first evidence of very long intrinsic radiative recombination times for WSe$_2$ SPEs. Power dependent PL dynamics studies, enabled by the enhanced quantum efficiency, yielded insight into the relaxation and recombination pathways of WSe$_2$ dark excitons [79] through the single photon emitting state. This enabled the first report of a dark exciton dwelling time of $\tau \approx 1.7$ ns corresponding to the rise time of the PL emission of high $QE$ SPEs. The increased intensity and reduced saturation powers for SPEs forming on GaP dimer nano-antennas were found to result from excitation enhancement, quantum efficiency enhancement, and a reduction of Auger processes in the WSe$_2$ monolayer near the position of the quantum emitters. This provided further insight, suggesting Auger processes may be responsible for observed PL saturation rather than filling of the quantum state. Finally, this chapter provides the first systematic study of the coherence time ($T_2 \approx 3.12$ ps) of WSe$_2$ SPEs using an interferometric setup, which led to the conclusion that pure dephasing through phonon interactions may be the dominant dephasing process. The improvement of this coherence time may be achieved by introduction of hBN encapsulating layers.

The work presented in chapter 7 demonstrated the fabrication and optical characterization of monomer and dimer WS$_2$ nano-antennas in three different geometries, namely circular, hexagonal and square, for use in a variety of nano-photonic applications. The latter two geometries may potentially yield atomically sharp vertices. The novelty of this work focused on the realization of a dimer anapole mode which was utilized for second harmonic generation enhancement as well as the achievement of ultra-small gaps using an atomic force microscopy (AFM) repositioning technique. The fabricated monomer and dimer structures were systematically studied to understand the origin of the observed resonances through dark field spectroscopy and simulations of the scattering cross section which was expanded into multi-pole contributions. A dimer anapole mode was identified through dark field scattering spectroscopy as well as simulations of the confined electric energy inside the nano-structure geometry. The enhancement of second harmonic generation was demonstrated using both monomer and dimer WS$_2$ nano-antenna anapole resonances with linearly polarized SHG originating from only the dimer structure. Lastly, the use of contact mode AFM was used to translate and rotate one of the constituent nano-pillars forming the dimer structure to yield gaps as low as 10 nm. Previous reports have achieved a similarly small gap only in plasmonic
structures [154]. This work is the first report of such small separations in dielectric resonators using a repeatable, non-damaging technique, as opposed to focused ion beam milling [204], due to the unique van-der-Waals attractive forces inherent to 2D materials.

The simulation results presented in chapter 8 focus on applications which will benefit from the resonances of the WS$_2$ dimer nano-antennas fabricated and repositioned as shown in chapter 7. These results yielded a near-unity degree of linear polarization of SHG enhancement through coupling to a dimer anapole resonance. Another application studied in simulation was single photon emission of SPEs which yielded Purcell factors higher than 150 for an optimized design of hexagonal WS$_2$ dimer nano-antennas with the 10 nm gap achieved using post-fabrication AFM repositioning. This result is higher than the largest experimentally achieved Purcell enhancement of a quantum dot in a photonic crystal cavity [161]. The calculated Purcell enhancement of single photon emission is still lower than achieved for a plasmonic nano-patch antenna [210] yet it is the the highest reported for any dielectric Mie resonator with a clear method of fabrication. This resulted from electric field hotspots with intensities higher than $10^3$ for the novel hexagonal and square geometries when compared to vacuum. The modulation of the electric field intensity and Purcell enhancement was also explored via an increase in the separation distance or a relative rotation of the constituent dimer nano-pillars, both easily attainable using the novel AFM repositioning method. Simulations of reduced radii of curvature confirmed that the electric field intensity and therefore the Purcell factor will not be detrimentally affected by fabrication imperfections which increase this quantity. The last application which was studied for the use of ultra-small gap WS$_2$ dimer nano-antennas was optical trapping of dielectric nano-particles. Simulations of the optical trapping force applied to a 5 nm radius colloidal quantum dot and polystyrene bead by a WS$_2$ hexagonal dimer nano-antenna with a 10 nm gap under an excitation of 10 mW/$\mu$ m$^2$ yielded values higher than 350 fN and 70 fN for the respective nano-particle. This exceeded previous reports by factors of more than 80 [149] and 40 [148] for the quantum dots and protein-like, polystyrene beads respectively.

9.2 Future research directions

Research in 2D materials, and more specifically 2D semiconductors is an expanding field which has not only been studied for its monolayer light emission properties, but also for the formation of single photon emitters as well as the integration with nano-photonic structures which have recently been fabricated in TMDs as well. New and exciting opportunities for novel research applications are opened by the work completed in this thesis. I will briefly propose some further experiments which may arise from this work.
9.2 Future research directions

9.2.1 Transition metal dichalcogenide single photon emitters

Single photon emission in TMDs, while only recently discovered, has expanded from WSe$_2$ to other TMDs with novel and interesting methods of formation of emitters such as with helium ion beam exposure [88] as well as arrays of SPEs enabled by Moire patterns [213]. The origin of the quantum state, however, is still unknown for most emitters and there are outstanding issues of understanding the relaxation and recombination processes. As discussed in chapter 6, Auger recombination was shown to heavily influence the PL dynamics and saturation behavior of WSe$_2$ SPEs. It is not known, however, which process begins to dominate when approaching the saturation excitation density. Further power dependent time-resolved photoluminescence experiments may provide answers to these questions and even shed some light on the origin of the different single photon emitters observed in this work among others.

The use of high refractive index dielectric nano-antennas have been shown to be advantageous for the study of monolayer TMD optical properties [150, 182] through enhancement of photoluminescence and reduction of non-radiative decay channels. Further work in this direction may provide an opportunity for the measurement of the intrinsic radiative lifetime of all TMD single photon emitters thereby enabling future evidence of Purcell enhancement via comparisons to this inherent value.

Further work to discern the exact mechanism of dephasing responsible for the low coherence time in WSe$_2$ SPEs is required. Studies of the coherence in single photon emitters formed by other methods also warrant further investigation. These works are vital for the development of a practical single photon source based in 2D semiconductors.

9.2.2 Two dimensional material resonators

Mie resonators have been fabricated in WS$_2$ using several different approaches for a variety of applications. Other TMD materials used for nano-resonator research have so far been few in number, therefore, the realization of nano-photonic resonators in other 2D materials which have not been thoroughly investigated until now is a possible direction forward. This will provide a new library of materials for the fabrication of photonic resonators suitable for different wavelength ranges or applications and enable the advantages of TMD materials to be utilized for new research directions. Some materials such as the magnetic NiPS$_3$ or MnPSe$_3$ may provide many new and exciting research opportunities for coupling their intrinsic properties to magnetic resonances in nano-antennas.

Other resonant structures may also be fabricated from different 2D materials. While work on hexagonal boron nitride (hBN) has abundantly demonstrated the fabrication of
photonic crystal cavities, nano-beam cavities, ring resonators, circular bragg gratings and waveguides, such structures have yet to be fabricated and demonstrated for other 2D materials. The advantage of fabricating such resonant cavities from TMDs, for instance, is the high refractive index of the material when compared to hBN as well as benefiting from the inherent 2D material compatibility with a variety of substrates. As an extension of the transition from monomer to dimer nano-antennas, arrays of closely spaced nano-antennas which host collective resonances, such as surface lattice resonances which may be bound states in continuum, may also be realized in 2D materials.

9.2.3 Applications of TMD resonators

The use of resonant structures such as the ones explored in this work may prove beneficial for a variety of applications which are not exhausted by the possibilities explored in this work. However, the simulations in the previous chapter highlight some specific directions for further research which have only been presented as simulations in this thesis. The near unity degree of linearly polarized SHG enhancement provides an opportunity for the fabrication of optical elements which yield second harmonic generation with a well defined polarization axis from a nano-meter scale resonator which can be expanded into arrays of such structures for larger excitation densities. The simulations of Purcell enhancements of single photon emission for WS\(_2\) dimer nano-antennas lead to a logical next step of integration with TMD single photon emitters. These structures, similar to the GaP dimers, are expected to yield strain values in monolayer WSe\(_2\) to induce SPE formation at the hotspots of the dimer resonances and lead to even higher levels of photoluminescence intensity due to an increased excitation rate and Purcell enhanced quantum efficiency. The simulations of the expected optical trapping forces also suggest a possible direction for further experiments to be done by trapping colloidal quantum dots in close proximity to the electric field hotspots of WS\(_2\) dimer nano-antennas and provide Purcell enhancement of their single photon emission. Many other applications not mentioned in this thesis will also be enabled by the unique properties of 2D materials for the fabrication of nano-photonic resonators.
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