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Abstract

Photonic sensors have the potential to enable highly sensitive point-of-care diagnostic technology and become an essential element of the global health system. To maximise its benefits, the technology needs to provide affordability in addition to accuracy, which is a challenge that is reflected in the currently available diagnostic technologies. For example, the gold standard diagnostic technology, enzyme-linked immunosorbent assay, requires trained personnel and a well-equipped laboratory. In contrast, the low-cost lateral flow devices offer limited sensitivity. New technologies are emerging, such as label-free photonic biosensors that are intrinsically simple, as they can directly monitor the presence of a target biomarker without requiring additional processing steps. However, when high sensitivity is required, they typically rely on expensive components.

Circumventing the connection between high cost and high performance in photonic biosensing and demonstrating a viable alternative requires a novel approach and is the primary aim of my thesis. To this end, I have developed a common-path interferometric sensor based on guided-mode resonances to combine high performance with inherent stability. The concept of spatially superimposing two beams carrying the phase information of two orthogonally polarised resonant modes and interferometrically measuring the relative phase difference between them is here introduced and experimentally realised. To validate the developed technology, the sensor is applied to bulk refractive index sensing as well as the proof-of-principle detection of procalcitonin.

The results of this thesis reveal the interesting physics involved in an interferometric probing of resonances in dielectric nanostructures and indicate the potential of the developed sensor for high-performance diagnostics based on photonics.
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1 Motivation and State of the Art

Scientific advances are often initiated by a vision for our future resulting from observation (What is our current situation and why?) and imagination (What could be a preferable alternative?). The scientific realisation of a vision then also requires observation and imagination on a different level.

This introduction aims to explain the observations which have led to the vision of point-of-care diagnostic technology within an alternative future medical world as well as state-of-the-art scientific development towards this vision based on photonic technologies.

1.1 Motivation for point-of-care diagnostics

An earlier diagnosis of a disease and the continuous monitoring of the response to a treatment can increase the life expectancy of patients [1]. Moreover, early diagnosis leading to effective treatment can prevent hospitalisation and therefore save resources. A specific example is the high demand for fast and targeted antibiotic guidance [2], which is one of the chosen applications of this work, potentially proceeding from point-of-care (POC) diagnostic tools.

Although the need for early diagnosis is well recognised, the necessary technology is currently not available for general practitioners while the time-consuming enzyme-linked immunosorbent assay (ELISA), which was invented in the 1960s and revolutionised clinical diagnosis [3], is still the most widely used biomarker detection technology in clinical settings. ELISA is based on enzyme labels attached to either the antigen or the antibody [4] and is performed in specialised laboratories. The goal of POC diagnostics is to give clinicians a tool that saves valuable time, which is currently used to analyse patient samples in external laboratories. A bolder vision also includes pharmacists and the patients themselves as potential direct users of POC technology.
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Associated scientific challenges of developing such broadly applicable diagnostic devices lies in the need for highly sensitive and specific detection of low concentrations of biomarkers in a low-cost platform that can be operated by non-specialists. One relevant reason why the clinical translation of POC devices is still a challenge is that high performance and reliable sensing is often achieved based on high complexity and cost and, on the other hand, the performance of low-cost platforms is often inherently limited to biomarker concentration levels which are not clinically relevant and significantly inferior to ELISA.

For these reasons, the development of high-sensitivity and yet low-complexity diagnostic platforms requires a novel approach with consequently new opportunities for improving the delivery and speed of diagnostic tests which will initiate the move towards personalised treatment.

1.2 Motivational focus on antimicrobial guidance

There are many possible examples illustrating the benefit of a POC-system; of these, antimicrobial resistance (AMR) is particularly urgent, which is why it is one of the drivers of this work. AMR is the result of an evolutionary process causing bacteria, viruses, fungi or parasites to stop responding to an antimicrobial drug which was previously able to inhibit their growth [5]. Bacteria can evolve to be resistant against very different kinds of stress inducing environmental factors introduced by human society including not only common antibiotics but recently also e.g. silver nanoparticles [6]. We now know that antibiotic resistance is ancient [7] based on 30,000 year old genes showing resistance to β-lactam, tetracycline and glycopeptide antibiotics, but it was the discoverer of penicillin, Alexander Fleming, who formally described the evidence of bacterial resistance to penicillin in 1929 [8], around one year after he discovered the
A certain type of penicillium produces in culture a powerful antibacterial substance. The antibacterial power of the culture reaches its maximum in about 7 days at 20°C and after 10 days diminishes until it has almost disappeared in 4 weeks.

At that time, researchers did not know how the resistance against penicillin was generated by the bacteria but 10 years later a paper was published identifying that in this specific case it was An Enzyme from Bacteria able to Destroy Penicillin [10] which caused the resistance to emerge. This is only one of the many creative solutions found by bacteria to escape the threat of antimicrobial drugs when these are endangering their survival.

From the perspective of human society, the evolution of bacterial adaption to our drugs is currently faster than our ability to invent new drugs or adapt in other ways. Even synthetic antibiotics, which did not exist in nature before their introduction through humans, can lead to harmful resistance over a relatively short period of time. Quinolone resistance, for example, was shown to be the cause of methicillin-resistant Staphylococcus aureus (MRSA) in hospitals [11]. The difference in the rate at which bacteria evolve compared to the human adaption rate is starting to reverse the benefits that antibiotics were able to provide for our health since their discovery. Usually, the threat is described in strong words to express the urgent need for solutions. The World Health Organisation (WHO) stated in 2014 [5]:

*The problem is so serious that it threatens the achievements of modern medicine. A post-antibiotic era in which common infections and minor injuries can kill is a very...*
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real possibility for the 21st century.

Importantly, AMR is influencing our possibility to profit from life prolonging interventions like surgery, transplantation, and chemotherapy because these are often associated with infections. This future possibility of our increasing inability to treat infections with antibiotics is the reason why scientists from a variety of scientific backgrounds are working on AMR to address the following not yet sufficiently understood factors [2]:

1. Personalised optimum antibiotic treatment duration and dosage and the combination of different antibiotics
2. New drug discovery and optimisation of current drugs
3. Reduction in prevalence and transmission of resistant organisms
4. Better understanding of resistance mechanisms
5. Fast and targeted infection diagnostics

These factors are influencing each other and progress in one area can result in a completely new approach regarding another area. For example, if there is progress in the understanding of the biomolecular mechanisms of resistance, this could possibly lead to a different and more effective way of diagnostics even with a technology that already existed but could not be applied before. Another example would be the applicability of a more targeted and simple POC diagnostic technology to help reduce the transmission of resistant organisms and even increase the introduction of new antibiotics due to a higher awareness and cost reduction of clinical trials. Rapid diagnostics could avoid the currently occurring need to blindly prescribe broadband antibiotics as the only option to potentially treat infections on time. Diagnosing on a short time-scale is highly relevant since, e.g., sepsis is the main cause of death in intensive care units due
1.3 Photonic Biosensing State of the Art

Figure 1: Schematic principle of biosensor operation as transducer. Biorecognition is commonly achieved with specific antibodies binding to a target molecule while the transducer (biosensor) enables the translation of the biorecognition into a measurable signal.

to delayed diagnosis and uninformed antibiotic therapy [1]. In addition to the direct detection and identification of specific bacteria, POC technology can also help by detecting associated biomarkers, e.g. C-reactive protein (CRP) and procalcitonin (PCT), to distinguish between viral and bacterial infections.

1.3 Introduction to evanescent-wave optical biosensors

Biosensors in general are transducers of the presence and concentration of biological material into a quantitative sensor-response information (Fig. 1). The transducer can be based on a variety of different technologies, for example electrochemical or optical approaches, and the range of biological material is also wide, including biomolecules and microorganisms.

Motivated by the above described need for POC diagnostics, photonic and plasmonic label-free sensors have evolved rapidly in the last years [12–14] with a recent further acceleration due to the Covid-19 pandemic [15]. The development not only relates to the sensing aspect but also the multiplexing capabilities, microfluidic integration and miniaturisation with the final vision of next generation biosensors to be highly sensitive, mass produced and cost-efficient while delivering real-time and reliable results.
with low sample volumes [16].

For biosensing in general, label-free approaches minimise the problem of steric hindrance and potential alterations of the structural configuration of the target biomarker or the bio-receptor, which is associated with fluorescent markers [17]. The affinity of a biomarker towards the corresponding bioreceptor is therefore less disturbed in label-free biosensors compared to e.g. fluorescence-based detection. Moreover, for a time- and cost-efficient POC sensor to address challenges like AMR, the absence of labels is advantageous because of the cost and complexity associated with labelling. The following summary of the state-of-the-art of relevant photonic sensors is therefore limited to label-free approaches only. For fluorescence and nanoparticle based sensing, I refer to exemplary review papers [18, 19].

Photonic and plasmonic label-free sensors rely on evanescent field refractive index sensing (Fig. 2) and the associated light-confinement at the nanometre scale. Binding of biomarkers within the range of these evanescent fields, which are decaying exponentially from the sensor surface, perturbs the field and changes the effective index of the mode. This change in effective index can be monitored over time to extract information such as the antibody-antigen binding kinetics. Because the evanescent field typically
decays within tens to a few hundreds of nanometres, only selectively surface-bound biomarkers contribute to the effective index change, conferring specificity in addition to sensitivity.

Evanescent field refractive index sensors have therefore proven to be well suited for high-sensitivity and label-free biosensing; amongst these, interferometric approaches provide particularly low limits of detection (LOD), defining the smallest measurable refractive index change, which translates into the lowest detectable biomarker concentration. Interferometric sensing in general relies on measuring optical path differences between a reference and a signal beam and thereby extracting information regarding the size or refractive index of a sample.

The advantages of phase-sensitive read-out approaches become particularly relevant in the POC environment when common-path techniques are used, because common-path techniques are inherently noise-tolerant [20]. Since the work presented here is a combination of photonic sensing and interferometry, the following state-of-the-art of the most relevant photonic sensor technologies has a focus on associated interferometric detection schemes.

### 1.3.1 Plasmonic biosensors

Plasmonic sensors have been extensively optimised over the last thirty years and are now one of the most used and commercialised label-free sensing techniques [21] because of the very high bulk sensitivities (3300 nm RIU$^{-1}$ [22]), where RIU means ‘refractive index units’, and low protein LODs (typically 10 pg mL$^{-1}$ [17]). Most recently, plasmonic-based biosensors have been applied to viral diagnostics [23], ultra-sensitive detection of miRNA [24] or malaria biomarkers [25].

The principle of surface plasmon resonance (SPR) sensors relies on light induced electron oscillations on the surface of a metal film (e.g. gold) at a specific incidence angle, called plasmons, which generate an electric field decaying from the metal surface into
1 Motivation
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Figure 3: Attenuated total reflection method (Kretschmann geometry) used for exciting a surface plasmon resonance. Figure adapted from [17].

the dielectric medium above the gold surface (Fig. 3 A). A refractive index alteration changes the resonance condition of the SPR, which is usually determined experimentally by finding the corresponding change in resonance incidence angle.

SPR is commonly used to monitor biomolecular interactions in real-time and so extract quantitative binding kinetics information (Fig. 3 B). An interferometric version of the SPR modality was first introduced in 1997 by Kabashin and Nikitin [26], demonstrating an improvement in LOD by two orders of magnitude (to $4 \cdot 10^{-8}$ RIU) compared to the conventional non-interferometric angular interrogation. The downside of this method, however, is the trade-off between sensitivity and dynamic range [20, 27]. For example, interferometric SPR can achieve LODs of $\Delta n \approx 10^{-8}$, but this sensitivity is only achieved over $5 \cdot 10^{-5}$ RIU, unless advanced designs are used that are costly and thus not suitable for POC applications [27]. An intrinsically simpler approach is to exploit the phase sensitivity of plasmonic nanostructures with strongly localised fields, such as gold nanohole arrays [28] which avoid the need for prism-coupling and have shown LODs of order of $10^{-4}$ RIU with detec-
1.3 Photonic Biosensing State of the Art
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Figure 4: Schematic of standard planar waveguide Mach-Zehnder-Interferometer configuration adapted from [34].

Detection limits for proteins in the tens of $\mu$g mL$^{-1}$ range [29] down to clinically relevant 145 pg mL$^{-1}$ in complex media [30]. Despite the extensive optimisation of these plasmonic-based biosensors, they are not yet used in clinical settings. Their limited LODs for biomolecular detection can be in some cases be outperformed by silicon resonators or waveguides showing pico- or even attomolar LODs [1]. These will be introduced in the following.

1.3.2 Interferometric waveguide-based biosensors

Interferometric waveguide-based biosensors consist of a sensor waveguide, which is interacting with the biomaterial, while a reference waveguide remains insensitive to refractive index changes (Fig. 4). The phase shift in the signal arm upon biomarker binding in the evanescent field is extracted by recombining the reference and signal arm and recording the interference dependent intensity modulations. Examples of high performance interferometric systems are integrated Mach-Zehnder interferometers (MZI) [31, 32] and Young interferometers [33] based on planar optical waveguides, which show state-of-the-art bulk LODs of order $10^{-8}$ RIU.

The difference between Mach-Zehnder (MZI) and Young-interferometers (YI) is the
on-chip arm recombination and intensity detection in the MZI-case, while the YI generates an off-chip interferogram recorded with a camera. A bimodal interferometric waveguide sensor is a variant of the MZI showing LODs of $\approx 10^{-7}$ RIU [35], which is typical for interferometric approaches. Recent applications of waveguide-based interferometric biosensors include for example the detection of bacteria genes [36] or Covid-19 diagnostics [37].

With respect to POC devices, the disadvantage of these approaches is the relatively large footprint ($\approx 10$ mm length) and the need for precise light coupling into waveguides, which requires high-precision angular and spatial alignment [38].

1.3.3 Guided-mode resonance- and metasurface-based biosensors

Photonic crystal (PhC) biosensors describe all sensors based on a dielectric structure with a periodically varying refractive index in typically one or two directions. Guided-mode resonance (GMR)-based sensors, which are the photonic resonances relevant to this work, are a subtype of PhC sensors [38]. A one-dimensional PhC slab, for example, is a dielectric grating supporting GMRs for out-of-plane excitation (Fig. 5), which enables large field-of-view imaging capabilities and therefore multiplexed sensing for POC. The collimated input light is diffracted by the periodic dielectric nanostructure such that it is guided in the nanostructure itself, which leads to ‘leaky’ resonant modes and an evanescent field on the sensor surface. The physical principles behind the GMR phenomenon will be discussed in detail in the theory sections below.

Typically, the resonantly reflected light is analysed with respect to refractive index alterations on the sensor surface either by measuring refractive index dependent changes in intensity or resonance wavelength.

The advantageous aspects of GMR have been first recognised and applied to biosensing by Magnusson et al. [40] and Cunningham et al. [41].
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Figure 5: Guided-mode resonance (GMR) schematic sensing principle. A narrow range of wavelengths of the broadband incident light is resonantly guided in the grating layer and coupled out again, such that an intensity peak is observed in reflection. The resulting evanescent field is perturbed by the target biomolecules, which changes the effective index of the ‘leaky’ guided mode. The corresponding change in resonance wavelength is typically observed with a spectrometer. Adapted from [39].

Most other high-performance sensor modalities require expensive light sources, spectrometers or other readout instruments and often need precise coupling arrangements; the GMR approach can operate without any of these requirements, which includes dielectric metasurfaces that are phenomenologically equivalent. The advantages are out-of-plane coupling, high sensitivity as well as a wide field-of-view for multiplexed sensing. In particular, the chirped GMR approach translates spectral into spatial information to remove the need for a spectrometer and reaches a protein LOD of 267 pM despite its simplicity [42]. Following the same idea of translating spectral into spatial information, dielectric metasurfaces based on elliptical elements have recently been introduced [43, 44] reaching similarly low LODs.

These approaches based on dielectric nanostructures offer the necessary simplicity required for future miniaturisation and the required sensitivity for many biosensing applications.

The first proposal to explore the phase response of GMRs for sensing applications
dates back to 2004 [45], where the rapid phase variation on resonance was studied in simulation and an enhanced detection sensitivity was predicted for an interferometric read-out approach. The first experimental realisation of this idea was not demonstrated until ten years later with a transmission type guided-mode resonance sensor in a heterodyne interferometer configuration [46]. The same group also investigated an approach based on phase shift interferometry [47]. Both approaches require complex experimental equipment and phase reconstruction methods. An alternative is to use an external Mach-Zehnder configuration [48]. The issue with the external Mach-Zehnder is its sensitivity to environmental noise, rendering it unsuitable for POC applications.

1.4 Objectives and summary of this work

The goal of this work, which is targeted at POC applications, is to maintain system-simplicity while improving the system performance for biosensing. Probing the phase response of resonant dielectric nanostructures instead of the intensity has several predictable advantages. First, sharp phase changes occur at the resonance wavelength, where the electric field enhancement is maximal. Moreover, phase noise of coherent light sources can be orders of magnitude lower compared to amplitude noise, which becomes especially relevant when applying inherently stable common-path interferometry. Finally, extracting information from an interferogram allows to apply a simple and intensity-noise independent read-out based on Fourier analysis.

The work presented here shows that these predicted advantages appear valid and the LOD of photonic sensors based on dielectric nanostructures can be reduced with a common-path interferometric resonance read-out without increasing the complexity of the sensor system compared to traditional spectral read-out approaches.

In summary, following the phase response simulation of typical GMR modes in one-dimensional silicon nitride gratings, I identified an approach to common-path inter-
ferometry by referencing the phase response of two orthogonally polarised resonant modes. This allowed me to design and fabricate the corresponding nanostructures to achieve spectrally overlapping resonance peaks in reflection such that both modes can be excited with a single wavelength on the same sensor. To keep the phase extraction as simple and stable as possible, I realised a polarisation interferometer using a single Wollaston prism, which generates a small divergence angle between the orthogonally polarised beams and creates a spatial interferogram in the camera plane, where these beams partially overlap. The relative phase change of the modes upon biomolecular binding on the sensor surface can be monitored over time, which I demonstrated in this work with bulk refractive index sensing as well as the proof-of-principle detection of procalcitonin [49].

In parallel to this project line, which is described in the main body of this thesis, my contributions further relate to theoretical investigations [50], surface functionalisation [51], data processing techniques [52], alternative photonic technologies based on dielectric nanoholes [53] and setup miniaturisation, some of which I will briefly describe in the outlook section of this thesis.
2 Theory

2.1 Basics of photonics

2.1.1 Dielectric materials and the concept of refractive index

Dielectrics are insulating materials which do not conduct electricity. If a dielectric material is placed in an electric field, the electrons of the material do not move freely. Instead, a relative displacement between atoms and electrons is induced [54]. The strength of this displacement depends on the material itself and on the electric field. In the case of a source-free medium and small electric fields, the relationship between displacement and electric field can be approximated as linear [55]:

$$\vec{D}(\vec{r}) = \varepsilon_0 \varepsilon(\vec{r}) \vec{E}(\vec{r})$$  (1)

Here, $\vec{D}$ is the displacement field, $\varepsilon_0$ is the vacuum permittivity, $\vec{E}$ the electric field and $\varepsilon$ the relative permittivity (also called dielectric constant) which depends on the material properties. The refractive index of such a non-magnetic material is defined as:

$$n = \sqrt{\varepsilon} \quad n = \frac{c_0}{c}$$  (2)

and is quantifying how much higher the speed of light $c_0$ is in free space compared to its speed $c$ in the medium. A high refractive index corresponds to a stronger displacement according to Equation (1) and a strong displacement in turn corresponds to slower light.

Equation (1) neglects not only the non-linear influence of higher order electric field components, but it also simplifies the material by assuming that it is macroscopic and
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isotropic and that it has no material dispersion \( (\varepsilon(\vec{r}, \omega) = \varepsilon(\vec{r})) \). In the case of transparent materials, the losses are assumed to be zero and the generally complex relative permittivity is real and positive. All of these simplifications are valid in the following work.

2.1.2 Maxwell’s equations

An electromagnetic field is described by two vector fields, the electric field \( \vec{E} \) and the magnetic field \( \vec{H} \). Maxwell’s equations represent a unified classical theory of electricity and magnetism, including optical frequencies. With the same simplifications in place as already discussed for equation (1), and also assuming that the relative magnetic permeability \( \mu(\vec{r}) \approx 1 \) for dielectrics, the Maxwell equations take the following form [55, 56]:

\[
\begin{align*}
\nabla \cdot \vec{H}(\vec{r}, t) &= 0 \quad \nabla \times \vec{E} + \mu_0 \frac{\partial \vec{H}(\vec{r}, t)}{\partial t} = 0 \\
\nabla \cdot [\varepsilon(\vec{r}) \vec{E}(\vec{r}, t)] &= 0 \quad \nabla \times \vec{H}(\vec{r}, t) - \varepsilon_0 \varepsilon(\vec{r}) \frac{\partial \vec{E}(\vec{r}, t)}{\partial t} = 0
\end{align*}
\]

with the electric and magnetic fields \( \vec{E} \) and \( \vec{H} \), the vacuum permeability \( \mu_0 \) and vacuum permittivity \( \varepsilon_0 \). For dielectrics \( \varepsilon = n^2 \) (Eq. 2), meaning that when the magnetic permeability is one, the refractive index \( n \) only depends on the permittivity \( \varepsilon \) and the magnetic field \( \vec{H} \) relates to the magnetic induction field \( \vec{B} \) as \( \vec{B} = \mu_0 \vec{H} \).

Any complex solution of these equations can be obtained by a combination of sinusoidally varying harmonic modes. The reason for the principle of superposition, meaning that if two electromagnetic fields are each solutions of Maxwell’s equations then their sum is a solution as well, lies in their linearity.

There are many conclusions that can be drawn from these equations so here I will focus only on the lessons that will be most important in this work later on. The fields \( \vec{E} \) and
\( \vec{H} \) are each transverse to the direction of propagation (perpendicular to the wave vector \( \vec{k} \)) for any electromagnetic wave. Further, \( \vec{E} \) is perpendicular to \( \vec{H} \) and \( |\vec{E}| = c|\vec{B}| \) with \( c \) being the speed of light in vacuum.

### 2.1.3 Evanescent electromagnetic fields

To give an intuitive introduction to the theory of nanophotonics, I want to start with a simple example of what forms, as mentioned in the introduction, the basis of photonic sensing in general: evanescent waves.

The following form of the wave equation, which can be derived from Maxwell’s equations (Eq. 3), describes mathematically how a plane wave behaves in a homogeneous medium:

\[
\left( \frac{\partial^2}{\partial \vec{r}^2} - \frac{\varepsilon}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E}(\vec{r},t) = 0.
\]

It can be easily verified that plane waves of the form \( \vec{E}(\vec{r},t) = \vec{E}_0 e^{i(\vec{k}\vec{r} - \omega t)} \) are solutions of the above equation. They correspond to transverse waves with points of constant phase being aligned in planes that are orthogonal to the propagation direction, along the orientation of the wave vector \( \vec{k} \).

Imagine that this plane wave encounters a discontinuity in the medium, e.g. an interface between two media with different dielectric constants \( \varepsilon \) (Fig. 6). This means that one solution of the wave equation is now valid on one side of the interface and another solution is valid on the other side. To quantitatively answer the question of what happens at the interface, the wave equation needs to be solved by taking the corresponding boundary condition into account.

Specifically, the parallel component \( k_{||} \) of the wave vector \( \vec{k} \) needs to be conserved (equal on both sides) due to the continuous translational symmetry along the interface, which leads to the well known Snell’s law \( \sqrt{\varepsilon_1} \sin \theta_1 = \sqrt{\varepsilon_2} \sin \theta_2 \). For angles below a
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Figure 6: Interface between two dielectrics with $\varepsilon_1 > \varepsilon_2$. Light is incident with angle $\theta_1$ and refracted with angle $\theta_2$. Translational symmetry demands that the parallel component $k_||$ of the wave vector $\vec{k}$ is conserved.

The critical angle of total internal reflection ($\theta_c = \sin^{-1}(\sqrt{\varepsilon_2}/\sqrt{\varepsilon_1})$ if $\varepsilon_2 < \varepsilon_1$), the spectrum of possible solutions is continuous for frequencies that are larger than $c k_||$ (above the light line [57]). Solutions which are below the light line (lower frequencies compared to solutions in air), the vertical wave vector component becomes imaginary:

$$k_\perp = \pm i \sqrt{k_||^2 - \omega^2/c^2}. \quad (5)$$

The corresponding evanescent solutions are localised in the vicinity of the higher index medium and decay exponentially away from the interface into the lower index medium (e.g. air) since solutions of the Maxwell’s equations with imaginary wavenumber do not represent propagating waves.

This happens because the light does not ‘see’ an interface as a plane but rather it is reflected partially from within the volume of the second medium. The depth from which the light is reflected depends on the medium properties and the wavelength of the light. Light of shorter wavelength will create a shorter evanescent tail than light of longer wavelengths. The higher the refractive index contrast, the shorter the evanescent...
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Figure 7: A diffraction grating can be seen as the interaction between waves scattered from adjacent point scatterers (grating grooves with distance $a$). The optical path difference between the waves scattered from adjacent grooves is $a \cdot \sin \theta_{\text{out}} - a \cdot \sin \theta_{\text{in}}$. Figure loosely adapted from [54].

2.1.4 Diffraction gratings

To understand the behaviour of light interacting with a diffraction grating (e.g. equally spaced ridges in glass) it helps to imagine each point of the ridge-air interface as scatterer and, as such, mathematically as a point-source.

Diffraction is the result of interference, or one could also say that diffraction is interference between waves from many sources. At normal incidence of light from a source far enough away to approximate it as a plane wave arriving at the grating, the phase in each scatterer is expected to be the same. While, more generally, if the incidence beam forms an angle with the grating, the phase at each scatterer will be different. The phase difference between two adjacent scatterers is (compare to Figure 7):

$$\Phi = \frac{2\pi a}{\lambda} (\sin \theta_{\text{out}} - \sin \theta_{\text{in}}).$$

(6)
From Equation (6), it is possible to deduce several aspects of diffraction gratings. First, the phase difference is $2\pi$ ($m = 0$) only if $\sin \theta_{\text{out}} = \sin \theta_{\text{in}}$ with $a < \lambda$. This means that for sub-wavelength gratings, no higher order diffraction orders exist and the direction at which the zeroth order leaves the grating is equal to the direction of the incident beam.

Further, the well-known grating equation predicts the angles at which the respective diffraction orders $m$ (constructive interference) occur:

$$\theta_m = \arcsin \left( \sin \theta_{\text{in}} - \frac{m\lambda}{a} \right).$$ (7)

Here, I would like to mention Richard Feynman’s book on Quantum Electrodynamics [58], which introduces a different approach of describing the behaviour of diffraction gratings based on photons and probabilities, which is an enjoyable read but not included here for consistency reasons.

### 2.1.5 Waveguides

If we assume a dielectric waveguide of rectangular shape (see Fig. 8) and an electric field propagating in $x$-direction while oscillating in $y$-direction, Maxwell’s equations tell us that there can be no tangential field component at the boundaries of the waveguide. Since the field is oscillating in $y$-direction, the field component is perpendicular to the boundary in $y$-direction, while the field has to be zero at the $z$-boundary [54].

This is the case if integer multiples $m$ of half a wave fit into the waveguide height $h$ in $z$-direction for a given wavelength, which means if:

$$k_z h = m\pi.$$ (8)
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**Figure 8:** Waveguide schematic with the refractive index of the waveguide material being higher than that of the surrounding medium ($n_{\text{guide}} > n_{\text{cladding}}$). Rectangular shape of the waveguide with height $h$. The width in $y$-direction is not relevant for the considerations since the E-field has only one component in $y$-direction: $\vec{E} = (0, E_y, 0)$. In fact, the waveguide can be assumed to be infinitely extended in $y$ and $x$.

To satisfy the wave equation (see Eq. (4)), with $\vec{E} = (0, E_y, 0)$, the following further condition needs to be met:

$$k_x^2 + k_z^2 - \frac{\omega^2}{c^2} = 0 \quad \Rightarrow \quad k_x = \pm \sqrt{\left(\frac{\omega}{c}\right)^2 - \left(\frac{m\pi}{h}\right)^2}, \quad (9)$$

where $k_z$ is defined by Eq. (8) and $\frac{\omega}{c} = \frac{2\pi}{\lambda_0}$ with the vacuum wavelength $\lambda_0$. Note that $k_x$ can have a positive or negative sign according to Eq. (9) corresponding to forward or backward propagating waves respectively.

Waves of the following exemplary form satisfy these requirements and can as such be called the possible modes of the waveguide:

$$E_y = E_0 \cdot e^{i(\omega t - k_x x)} \cdot \sin(k_z z). \quad (10)$$
Combining the above equations gives an effective wavelength of the guided mode $\lambda_g = \frac{2\pi}{k_x}$ which depends on the height of the waveguide as follows:

$$
\lambda_g = \frac{\lambda_0}{\sqrt{1 - \left(\frac{m\lambda_0}{2h}\right)^2}}. \tag{11}
$$

The speed at which a point of constant phase of the wave propagates along the waveguide is the phase velocity $v_{ph}$ while the envelope moves with group a velocity $v_{gr}$, which is lower than c:

$$
v_{ph} = \frac{\omega}{k_x}, \quad v_{gr} = \frac{d\omega}{dk_x}. \tag{12}
$$

The energy which is transported by an electromagnetic wave can be calculated using the Poynting’s theorem, which describes the rate of the directional field energy movement or in other words the "time-average flux of electromagnetic energy" [57]:

$$
\vec{S} = \frac{1}{2} Re \left[ \vec{E}^* \times \vec{H} \right]. \tag{13}
$$

These equations are the basis of the simulations which will be introduced later.

See reference [59] for a detailed general theoretical discussion on coupled mode theory with respect to slab dielectric waveguides. The considerations above only apply to the TE mode with its $E_y$ (transverse electric) component, while the TM mode (transverse magnetic) will have the two E-field components $E_x$ and $E_z$. For a full derivation of TE and TM modes see reference [60].
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The previous considerations of diffraction and waveguides are meant to culminate in the following section on guided-mode resonances (GMR). GMRs originate from a combination of diffraction and wave-guiding. Conventional grating theory from the respective Section 2.1.4 above cannot explain every aspect of light interacting with gratings, in particular when the grating period is comparable in size to the wavelength. In 1902, Wood made the surprising observation of strong intensity variations in light diffracted by a grating in a very narrow range of wavelengths and called them ‘anomalies’ [61]. The anomalies occur when leaky surface waves in the grating are resonantly excited by the mechanism of phase matching between the incident plane wave and diffracted light, which, in these special cases of high diffraction angles, is guided in the grating layer.

The corresponding destructive interference between the zeroth diffraction order and the first can, under specific circumstances, lead to 100% reflectance at a certain wavelength. For the first diffraction order to be guided in the grating layer, the grating-period has to be in the range of the excitation wavelengths. This condition can be qualitatively predicted from the combination of the diffraction grating equation (Eq. (7)) and the critical angle of total internal reflection.

The resulting standing waves inside the slab can be described as a superposition of waves propagating in +z and -z. Similar to a Fabry-Perot resonance in a uniform slab, the transverse phase shift for every propagating component of a GMR mode is a multiple of $2\pi$ after a round trip in the non-uniform slab. The difference to the FP-resonance is the periodicity of the refractive index in x-direction, which leads to the coupling of multiple propagating components [62]. Guided-mode resonances are guided modes above the light line which can couple to the radiation modes due to the index perturbation of the waveguide and therefore have a limited lifetime.
2.2 Guided-mode resonances

Figure 9: One dimensional grating with discrete translational symmetry, period a and groove width w. The refractive index of the grating surrounding medium is lower than the effective index of the grating layer.

2.2.1 Bloch’s theorem

In an homogeneous medium, the solutions of Maxwell’s equations are plane waves, as discussed in 2.1.3. In periodically varying media, the modes become travelling modes modulated by standing waves, which are called Bloch modes [56]. For example, the waveguide grating in Figure 9 has a one-dimensional periodic permittivity variation $\varepsilon(x) = \varepsilon(x \pm a)$, which, in addition to the restriction of $k_z$ (Eq. 8), imposes a discretization of the $k_x$ component.

The possible modes in such a structure (Fig. 9) are travelling plane waves modulated by a periodic function with the same periodicity as the lattice vector $\vec{g}$. The solutions of wave propagation in such periodic media can be acquired by solving the Helmholtz equations with periodic $\varepsilon(x)$, which results in the following general solutions called Bloch modes [56]:

$$U(x) = f_k(x)e^{-ikx},$$ \hspace{1cm} (14)

where $U$ represents the relevant field components of $E$ or $H$ and $f_k(x)$ is a period function with period $a$. Here, $k$ is the wavenumber and the Bloch waves can be expressed as superposition of plane waves $e^{-imgx}$ with the fundamental spatial frequency $g$ of the grating and the harmonics $mg$ such that two Bloch wavenumbers $k$ and $k' = k + g$ are the same [56]:

$$g = \frac{2\pi}{a}.$$ \hspace{1cm} (15)
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The vector $\vec{g} = \frac{2\pi}{a} \vec{e}_x$ is called the reciprocal lattice vector [57] with the unit vector in x-direction $\vec{e}_x$, which is the direction of periodicity in this example (Fig. 9).

### 2.2.2 Photonic band structure

As is evident from Figure 10, the wavelength at which light resonantly couples to the waveguide, obtaining high reflectance, depends on the angle of incidence $\theta$. Because of the Bragg condition discussed above, the relationship between incidence angle and resonance wavelength is [63]:

$$\frac{2\pi}{\lambda} \sin \theta = \pm \frac{2\pi n_{\text{eff}}}{\lambda} \pm \frac{2\pi}{a},$$

(16)

where $n_{\text{eff}}$ is the effective refractive index of the waveguide grating. The $\pm$ signs (as discussed for the waveguide in Eq. (9)) corresponds to forward and backward propagating modes.

In Figure 10, two modes are visible in the dispersion diagram. When looking at Equation (16) and Figure 10 together, it becomes understandable how these two modes are a result of counter-propagating waves and their respective different resonance conditions. For every angle $\theta$, the longer wavelength corresponds to one mode and the shorter wavelength to the respective counter-propagating mode. The Bragg-scattering between these counter-propagating modes results in standing waves, as discussed, which are modulated with the period of the grating. The structure supports two standing waves with different energy (corresponding to different wavelengths as visible in Fig. 10) and opposite symmetry of the field confinement, which will be discussed further below. The wavelength region in-between those two opposite modes is a region for which the counter-propagating modes interfere destructively, which is called photonic bandgap. The odd mode at the $\Gamma$-point ($\theta = 0$) cannot couple to the continuum.
Figure 10: Simulated dispersion relation of GMR TE-mode. The structure assumed for this $S^4$-simulation is a one dimensional Si$_3$N$_4$ grating with x-y- infinity and height of 150 nm. For this example, there exists up-down mirror symmetry with a SiO$_2$ substrate and superstrate.
because of the symmetry mismatch between the mode’s field confinement and the continuum [64].

### 2.2.3 Fano resonances

When non-resonant scattering does not occur (no Fabry-Perot background), the shape of the resonance peak (line shape) is symmetric and mathematically represented by a Lorentzian (discrete state in Fig. 11). This is generally not the case for GMRs.

The interference between a discrete state and a continuum is generally the reason for asymmetric Fano line shapes, where the first and famous example are the Rydberg spectral atomic lines. Their asymmetric shape was explained by Ugo Fano in terms of interference effects [65] and his theory can be used to understand the origin of Fano line shapes across very different areas of physics [66]. When two oscillators are coupled, at a certain frequency close to the resonance frequency of one single oscillator (corresponding to a $\pi$ phase jump), the two oscillators will be out of phase and cancel each-other due to destructive interference [67].

The asymmetric line-shape of the special cases of resonantly reflected light from a diffraction grating [61] can be understood as the result of interference between the guided mode and the incident plane wave, which experiences slow spectral variations, due to a Fabry-Perot effect, as ‘continuum’. This coupling of a guided mode to the broad continuum leads to the leaky nature of the resonance and the specifics of this interference process also give rise to the asymmetric Fano-shape of the resonance peaks.

Depending on the thickness of the slab, the dip of the Fano peak can occur on the left or the right of the resonance wavelength (Fig. 12). For a higher effective slab index, the continuum of the Fabry Perot can also reach around 50% reflectance which results in symmetric dip and peak reflectance values. The resonance wavelength, and so the highest field enhancement, in those cases is no longer close to the peak in reflection but between dip and peak.
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Figure 11: Schematic of a Fano resonance as a result of the interference between the radiative continuum (Fabry-Perot (FP) effect) and a discrete state of the waveguide. Due to the phase variation of the discrete state with respect to the wavelength (x-axis), and the resulting relative change in phase compared to the continuum, destructive interference leads to a dip on one side of the resonance. On which side the destructive interference is observed depends on the thickness of the waveguide layer because the FP effect determines the relative phase difference between discrete state and continuum.
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Figure 12: Dependence of Fano line shape of TE GMR mode on grating layer thickness. The asymmetry of the resonance peak depends on the thickness because the Fabry-Perot effect in the grating layer depends on it and the resonance peak is a result of interference between the resonance and the FP. The dip in the Fano line shape occurs when there is complete destructive interference between the resonance and the FP, which means when the phase difference is $\pi$ and the intensities are the same.

2.2.4 Phase response of Fano resonances

To analyse the phase response of a typical GMR Fano resonance, first we can consider the case of a resonance where the background reflectance of the slab is zero. The shape of a GMR peak in reflection is then described by a Lorentzian. This is schematically visualised in Figure 11 where the discrete state remains a discrete state if the continuum is zero. The corresponding phase of a Lorentzian peak is characterised by a typical $\pi$ shift around the resonance wavelength. In this case, the phase and therefore magnitude have a symmetric distribution around the resonance wavelength, which coincides with the peak in reflection. This can, for example, be shown using coupled mode theory applied to a photonic crystal slab (adapted for zero slab reflectivity and zero losses from SI of [68]).

For a non-zero continuum, the response of the continuum and the resonance response
are superimposed. The phase relation between resonance and continuum is the reason for the typical asymmetric resonance peaks and the total phase of the corresponding complex amplitude deviates from the $\pi$ response of the isolated resonance without continuum interactions.

This behaviour is here illustrated by simulated phase maps showing the phase response of a GMR in dependence of the slab thickness (Fig. 13). The slab thickness determines the phase and magnitude of the continuum. Therefore, for certain thicknesses the Fabry-Perot reflectance value is zero, while the continuum is non-zero for thicknesses that are not in the minimum of the Fabry-Perot resonance in the slab.

### 2.2.5 Mode confinement

As a consequence of the resonance, an evanescent field enhancement is observed at the surface [66]. Compared to the purely guided modes of a uniform slab (non-leaky modes), the electromagnetic field enhancement inside the perturbed slab in the case of a GMR is lower, due to the resonant scattering, but still significant (see Fig. 14).

The evanescent field decays exponentially from the surface of the Si$_3$N$_4$ and the penetration depth $d$ is defined by the distance $z$ at which the initial field falls by a factor $1/e$:

$$E(z) = E(0)e^{-\frac{z}{d}}.$$  \hspace{1cm} (17)

For the GMR TM mode in Figure 14, $d \approx 200$ nm.

### 2.2.6 Resonance regime dependence on grating parameters

In addition to the theoretical resonance conditions of GMRs, a more intuitive understanding can be gained when visualising the dependence of the resonance condition
Figure 13: Top: RCWA simulations of reflectance and phase response of GMR (TE mode) depending on slab thickness. Bottom: Selected exemplary phase responses for specific slab thicknesses in the range between 100 nm and 350 nm.
on the grating parameters such as the slab thickness, grating period, refractive index of the grating material and filling factor based on simulations (see Fig. 15). These simulations show the operating regime of the structure, which is based on two main conditions, one related to diffraction and one to wave-guiding. First, the period of the grating has to be near the wavelength of the light, specifically, smaller than the wavelength in the medium of incidence, but larger than the wavelength in the grating layer. This ensures that the structure is above the deep-sub-wavelength regime, where the light sees the structure as slab and is not diffracted, but also that the diffraction angle is high enough to potentially couple the first diffraction order into the slab (compare to Fig. 15 A and B). This leads to the second requirement, which is that the effective index of the grating (waveguide) has to be higher than the indices of the surrounding media and thick enough to support a guided mode (compare to Fig. 15 C and D).

Figure 15 B shows a linear dependence of the resonance wavelength on the grating period \( a \), which can be predicted from the grating equation (Eq. (7)). The resonance dependence on the filling factor \( FF \) (Fig. 15 D) as well as the refractive index of the grating material (Fig. 15 C) show the requirement of having a high enough effective slab index for index guiding. I will refer back to these simulations throughout the thesis, to discuss certain details at appropriate points.
2 Theory 2.2 Guided-mode resonances

Figure 15: Resonance maps in dependence of grating parameters illustrate the limits of guided-mode resonance excitation in parameter space. The dashed bright blue lines indicate the usual point of operation, meaning the approximate parameter combination which is used for this work. The 4 maps show the dependence on A the grating slab thickness $t$, B the grating period $a$, C the refractive index of the dielectric grating material (not effective index) and D the filling factor $FF$ of the grating ($(a - w)/a$ see Fig. 9). The parameters, which are kept constant while one parameter is swept, are $a = 575$ nm, $FF = 78\%$, $t = 150$ nm and $n_{\text{grating}} = 2.02$. 
2.2.7 Bound states in the continuum - terminology

To further enhance understanding, and because this terminology is necessary to understand Section 6.4 in the outlook, I want to explain the origins of ‘dark modes’ also called bound states in the continuum (BIC) in dielectric grating structures and how this terminology fits into the theory of GMR.

BICs are states which are localised even though they occur in a continuum of radiating waves which usually carry energy away [69]. In general, a BIC is a perfectly confined mode without any radiation [70] but photonic BIC do not all have the same fundamental origin. Their classification in the literature is rather based on their common characteristics, the most defining of which is a theoretically infinite lifetime, which is symmetrically approached around singularities in k-space. In the proximity of the singularities, where the coupling to the continuum is not perfectly inhibited corresponding to the experimental reality, the lifetime of these so-called ‘Quasi-BIC’ modes is still arbitrarily high in theory. The physics of Quasi-BIC and GMR modes in dielectric nanostructures is not fundamentally different. Quasi-BIC and GMR are both resonances due to the coupling of guided modes to the radiating continuum and both show the characteristic Fano-shape of their resonance peaks. Photonic Quasi-BIC in resonant dielectric nanostructures could as such be classified as a subtype of GMR, which are characterised by their convergence to complete inhibition or prohibition of coupling at specific points e.g. the Γ-point in the case of symmetry protected BIC (upper band in Fig. 10) or at a k ≠ 0 in the case of accidental or resonance-trapped BIC [70].

2.3 Figures of merit for biosensing

Since the necessary theoretical concepts for understanding the origin of Fano-shaped resonance peaks as well as the accompanying evanescent field confinement have been explained above, it is now possible to define the relevant figures-of-merit (FOM) for
sensing. Note that these concepts are not all relevant for the phase-sensitive resonance read-out but they are nevertheless introduced to explain the most common read-out methods.

2.3.1 Quality factor and phase sensitivity

The quality factor (Q-factor) of a resonance is usually determined by [38]:

\[ Q = \frac{\lambda_{\text{peak}}}{\delta \lambda}, \quad (18) \]

where \( \lambda_{\text{peak}} \) is the resonance wavelength at the maximal intensity of the resonance peak and \( \delta \lambda \) is the full width at half maximum (FWHM) of the peak. The origin of this definition lies in the basic theory of oscillators. The radiative energy loss of a damped oscillator leads to a 1/e decay in the oscillation amplitude. The Fourier transform of this damped oscillation is the typical Lorentz intensity profile where the decay rate correponds to the FWHM of the profile, and so the lifetime of the resonance is proportional to the defined Q-factor.

In the case of a Fano-shaped resonance peak, an alternative definition is based on the difference in wavelength between dip and peak of the resonance rather than the FWHM [71]:

\[ Q_{\text{fano}} = \frac{\lambda_{\text{peak}}}{\delta \lambda_{\text{fano}}} = \frac{\lambda_{\text{peak}}}{|\lambda_{\text{peak}} - \lambda_{\text{dip}}|}. \quad (19) \]

A peak with higher Q-factor can be tracked with higher accuracy than a peak with lower Q-factor with the same signal-to-noise-ratio (SNR) because for the same change in refractive index, the intensity will change more for a high-Q resonance than for a low-Q resonance with the same sensitivity. This is valid for a photonic sensor based on
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Figure 16: Linewidth definition depending on peak shape. $\delta \lambda$ for a symmetric line shape is the full-width-at-half-maximum (FWHM) while $\delta \lambda_{\text{fano}}$ depends on the positions of the peak and the dip of the resonance line shape.

intensity/spectral read-out, assuming that the resolution is not limited by the read-out system (e.g. a spectrometer).

So while the Q-factor determines the accuracy of the read-out if the resonance peak is tracked, e.g. with a spectrometer, with alternative read-outs the Q-factor and the sensitivity are directly correlated. For example, if spectral information is transformed into spatial information by using e.g. a chirped GMR sensor and a single excitation wavelength [42], then a higher Q-factor of the resonance allows to reduce the range of the chirped parameter (e.g. grating period variation) and the spatial signal will move to a higher degree in space when the index is altered, meaning the read-out-sensitivity (not the intrinsic sensitivity) is higher. Similarly, if the phase response is measured using a single excitation wavelength, a sharp phase curve and a high Q-factor are correlated such that resonances with higher Q-factors correspond to stronger phase responses upon index alterations.
2.3.2 Bulk sensitivity

The bulk sensitivity $S$ is the wavelength shift response $\Delta \lambda$ to a change in bulk refractive index $\Delta n$. $S$ is expressed in wavelength shift per refractive index unit (RIU), i.e. the extrapolated $\Delta \lambda$ for $\Delta n = 1$, and is determined by:

$$S = \frac{\Delta \lambda}{\Delta n}. \quad (20)$$

$S$ has to be extrapolated because the change in wavelength when changing the bulk refractive index in the whole superstrate around the surface of the nanostructure is not linear in the range of $\Delta n = 1$ (see simulation in Fig. 17, left). What is usually considered the sensitivity is therefore determined by changing the refractive index slightly in a range where the wavelength response can be approximated as being linear (e.g. from $n = 1.33$ to $n = 1.34$, see Fig. 17, right) and in which biosensing responses are to be expected. The wavelength response (e.g. $\Delta \lambda = 1.70 \text{ nm}$) is then extrapolated to RIU and the sensitivity is expressed in nm per RIU (e.g. $170 \text{ nm RIU}^{-1}$).

The possible range of sensor response to index change is called dynamic range of the sensor and in this case I mean the photonic dynamic range, where usually only the linear response range is considered. The biosensing dynamic range also depends on the surface chemistry, which will be discussed in more detail later.

2.3.3 Surface sensitivity

The ability to distinguish between bulk and surface sensitivity is important for a useful estimation of the sensing performance if the biosensor relies on an evanescent field interacting with the target, and particularly, when the target layer is much thinner than the extent of the evanescent field; in that case, the sensitivity of a refractive index sensor depends on the proportion of the evanescent field which interacts with the sample.
When the refractive index of the sample changes by $\Delta n$, the corresponding wavelength change $\Delta \lambda$ is given by [72]:

$$\Delta \lambda = \eta \Delta n \frac{\lambda}{n_{\text{eff}}}$$  \hspace{1cm} (21)$$

where $\eta$ quantifies the overlap proportion between mode and sample, so how much of the mode’s optical intensity is located in the sample (volume surrounding the surface) compared to the total optical intensity of the mode. The $\eta$ of a mode, which is more extended into the liquid rather than confined in the high index material of the waveguide, is higher. Therefore, the sensitivity to refractive index changes is also higher according to Eq. (21).

One way of determining the surface sensitivity is to measure or simulate the wavelength shift upon adding a thin layer ($\approx 10$ nm) of material with $n > 1.33$ to the surface to mimic the effect of a surface densely covered by antibodies and target molecules. This is only an approximation to predict biosensing performance because the real surface coverage also depends on the surface chemistry, but it is a better approximation
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![Surface sensitivity schematic](image)

**Figure 18**: Surface sensitivity schematic to illustrate the principle of detecting a thin biolayer.

than the bulk LOD [53].

2.3.4 Signal-to-noise ratio

The signal-to-noise-ratio (SNR) of the resonance peak is defined as the ratio between the maximal intensity minus the minimal intensity of the resonance peak and the intensity noise.

The following equation can be used to approximate the relationship between spectral read-out noise $\sigma$ and SNR of the resonance peak for all cases in which the maximum of a resonance peak is tracked spectrally [72]:

$$\sigma \approx \frac{\Delta \lambda}{4.5 \cdot SNR^{0.25}}. \quad (22)$$

This equation is derived with Monte Carlo simulations by adding a noise to a Lorentzian and repeatedly determining the generated peak position for each iteration. From there, the spectral location uncertainty is determined and this is repeated for different noise levels, which allows to retrieve the approximation found in Eq. (22). This equation illustrates the importance of SNR for photonic biosensing.
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2.3.5 Limit of detection

There are different FOMs for sensing, the most common of which is the limit of detection (LOD) with respect to the bulk refractive index defined as:

\[ \text{LOD} = \frac{3\sigma}{S}, \]  

(23)

where \( 3\sigma \) is the system noise when the refractive index is not deliberately changed and \( S \) is the bulk sensitivity, e.i. in units of nm RIU\(^{-1}\). This LOD is a ‘photonic LOD’, which depends only on the sensor system itself excluding the surface chemistry. The ‘biochemical LOD’ is defined as the smallest measurable concentration of target molecules/proteins and is usually expressed in molar or weight concentration.

To achieve a better estimate of the potential ‘biochemical LOD’, the ‘photonic LOD’ is sometimes also calculated via the surface sensitivity instead of the bulk sensitivity:

\[ \text{LOD}_{\text{surface}} = \frac{3\sigma}{S_s}. \]  

(24)

2.3.6 Refractive index dynamic range

The intrinsic dynamic range of a photonic sensor is defined as the range of refractive index alterations that the sensor response is able to detect. As visible in Figure 17, this range is typically considerably wider than the practically relevant range related to photonic biosensing, since the goal is typically to measure low concentrations of biomolecules. The accessible dynamic range furthermore depends on the read-out method. If the resonance peak position is tracked with a spectrometer for instance, the intrinsic dynamic range and the actual dynamic range can coincide if it is not limited by the spectrometer range. While for an intensity or phase sensitive read-out with a single wavelength for excitation, the dynamic range is limited by the FWHM of the
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resonance peak.
2.4 Theory of interferometry

Phase information of a single complex wave, different from the amplitude, is not accessible by the human eye or photodetectors. In order to make phase measurable, we use interference effects; the interference of the signal wave with a reference wave gives information about their mutual phase difference and how it changes over time or space.

Consider two plane waves interfering; the detectable intensity $I$ is the time average of the modulus squared of the total complex amplitude $\vec{E} = \vec{E}_1 + \vec{E}_2$ [56]:

$$\begin{align*}
I(\vec{r}, t) &= |\vec{E}(\vec{r}, t)|^2 = I_1 + I_2 + <\vec{E}_1 \cdot \vec{E}_2^* > + <\vec{E}_1^* \cdot \vec{E}_2 >,
\end{align*}$$

(25)

where the phase information is found in the two complex terms. This means that the measurable intensity modulation of the superposition of two waves depends on their phase difference. For two linearly and in parallel polarised plane waves of same frequency, Eq. (25) reduces to:

$$I(\vec{r}) = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos(\Phi)$$

(26)

where $\Phi = \Phi_2 - \Phi_1$ is the difference of the two phase values of the respective complex waves with their respective amplitudes ($A_1, A_2$) and intensities $I_1 = A_1^2$ and $I_2 = A_2^2$.

**Principle of interferometry**

The goal of interferometry is to determine a delay $d$ in the optical path of one wave with respect to a reference wave. For equal intensities $I_1 = I_2 = I_0$, the phase difference and the delay are related by $\Phi = kd = \frac{2\pi d}{\lambda}$ and Equation (26) becomes:

$$I = 2I_0 \left[1 + \cos \left(2\pi \frac{d}{\lambda}\right)\right].$$

(27)
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Figure 19: Intensity as a function of delay $d$ between two plane waves according to Equation (27), adapted from [56].

A typical interferometer separates two waves to enable the difference in the optical path to be acquired and then recombines the same waves to determine $d$ by measuring the intensity of the superposition. Constructive interference and a corresponding maximal intensity ($4I_0$) are observed when the delay is an integer multiple of $\lambda$ while minimal intensity ($I = 0$) is detected for a delay of integer multiples of $\lambda/2$.

Interference of two oblique plane waves

If we look at two plane waves in the $x$-$z$-plane (Fig. 20), $\vec{E}_1$ and $\vec{E}_2$, with equal amplitudes ($A_1 = A_2 = A_0$), where one is propagating in $z$-direction ($\vec{E}_1 = \sqrt{I_0}e^{-ikz}$) and the other with an angle $\alpha$ with respect to the $z$-axis ($\vec{E}_2 = \sqrt{I_0}e^{-i(k \cdot \cos \alpha \cdot z + k \cdot \sin \alpha \cdot x)}$), then, at $z = 0$, the waves have a phase difference of $\Phi = k \cdot \sin \alpha \cdot x$. This means that the interferogram takes the following form (see Fig. 20):

$$I = 2I_0[1 + \cos(k \cdot \sin \alpha \cdot x)]. \quad (28)$$
Figure 20: Interference of two oblique plane waves. Adapted from [56].

Each optical path difference (OPD) of one wavelength corresponds to a $2\pi$ phase difference and leads to the interferogram changing from one bright fringe to the next bright fringe.
3 Principle, Design, and Realisation of Resonant Phase Read-out

This section introduces the design and realisation of the relevant experimental components, mainly the optical setup, photonic nanostructures and the microfluidics, explains the motivation behind the respective designs and compares the design to the experimental data.

3.1 Resonant common-path interferometry principle

Common-path interferometry refers to approaches where the signal and the reference beam (see Section 2.4) are both directed towards the sample and travel essentially the same path. This is in contrast to, e.g., Michelson interferometers, where the initial beam is split into two beams, one of which is the signal beam interacting with the sample and the other one, travelling a different path, is the reference beam. The beams are then recombined again after the signal beam has interacted with the sample. Instead of separating signal and reference beams spatially, the relative phase difference between those beams in a common-path approach relies, for example, on polarisation dependent differences in sample interactions.

The advantage of common-path approaches [20, 73, 74], as discussed in the introduction, is that because signal and reference interact with the same optical components, mechanical instabilities affect the signal and reference beams similarly and the system is therefore more robust than a Michelson interferometer, which is relevant for a potential POC applications, since in those environments an active stabilisation is not an option.

In contrast to phase-sensitive SPR (see Section 1.3.1), light is typically mainly resonantly reflected from a GMR sensor and otherwise mostly transmitted, which means that reference and signal beam in a reflective common-path approach would ideally
both be resonant modes because a high SNR ist achieved when signal and reference beam have ideally equal intensity (see Section 2.4).

The main idea here is to exploit the form birefringence of a one-dimensional grating in order to achieve the common-path phase read-out by exciting both TE and TM modes and measuring their phase difference over time. To generate an interferogram, I use a birefringent prism called Wollaston prism, which creates two orthogonally polarised beam-components to split the resonantly reflected light into two diverging beams, which correspond to the TE and TM mode, respectively. These components then partially overlap in the camera plane to form the interferogram which is used to visualise phase changes over time. The technicalities of this approach will be discussed in detail in the following sections. Note that the reasons for working in reflection are also discussed below.

### 3.2 Optical setup for common-path interferometry

There are only a few changes that need to be applied to a typical inverted GMR-setup [75] to implement the interferometric read-out (Fig. 21). The collimated output of a laser diode is focused in the back-focal-plane (BFP) of a 5X-objective to excite the GMR with collimated light. The resonantly reflected light is then directed towards the camera by a beam-splitter and the Wollaston prism splits the orthogonally polarised light. The analyser in front of the camera then enables the common components of the light to interfere when it is orientated at 45° with respect to the orthogonally polarised components.

The angle at which the orthogonally polarised beams diverge after the Wollaston prism is chosen to be 1° because it is the smallest achievable angle with available commercial prisms and it ensures that the beams have a sufficient overlap area in the camera plane to avoid the need for beam recombination for the interferogram formation. Details
Figure 21: Schematic of the phase-sensitive detection principle. The figure shows the optical setup where the collimated output of an 855-nm laser diode is focused onto the back-focal plane (BFP) of a 5X objective after passing through a polarising beam splitter. This setup creates collimated light which excites the guided-mode resonance. The grating grooves are oriented at $45^\circ$ with respect to the polarisation of the incident light, such that the TE and TM modes are equally excited. The resonantly reflected light from the sensor carries information about the effective refractive index encountered by the orthogonally polarized guided modes stored as phase information. The Wollaston prism introduces an angle of $1^\circ$ between the two modes. The two diverging beams overlap in the camera plane, and generate a high-contrast interferogram for an analyser orientation of approximately $45^\circ$. 
about all setup components can be found the Appendix 8.2.4.

**Wollaston prism working principle**

Light entering a Wollaston prism is split into two orthogonally polarised components which diverge at an angle $\alpha$ after leaving the prism (see Fig. 22). The key to operation is a polarisation-dependent path difference which is introduced by the birefringent material. The divergence angle $\alpha$ after transmission through the prism is given by [76]:

$$\alpha = (n_e - n_o)\tan \theta$$  \hspace{1cm} (29)

where $n_e/n_o$ are the extraordinary/ordinary refractive indices of the prism and $\theta$ is the angle of the prism wedge.

If the polarisation of the incident light is oriented at 45° with respect to the optical axis of the prism and if another polariser at the output of the prism is oriented again at 45°, the common components of the light interfere and the period of the interferogram (compare to Fig. 20) is given by $\approx \lambda/\alpha$ [76].

To split the incoming beam in two orthogonally polarised beams, differential interference contrast microscopy (DIC microscopy), as an example, also uses Wollaston prisms. DIC microscopes require lenses to achieve parallel beams entering the sample and also a second prism to combine the beams at the output and let them interfere.

Because we do not need to extract the spatially varying phase information to reconstruct an image, in this approach it is not necessary to perform phase shift interferometry contrary to the approach of, for example, large-FOV interferometric on-chip microscopes (LIM) [75]. The information we want to extract is the relative phase difference between two modes. Note that for sensing, it is only necessary to extract the relative phase change over time and the required information is therefore present in the
### 3.3 Design and Fabrication of Resonant Nanostructures

The most obvious way of realising a resonant common-path interferometric approach would be to design a single grating such that both modes overlap spectrally. While this is possible (Fig. 23), it is only achievable for a restricted set of grating parameters and would therefore constrain the ability to optimise the sensing performance, particularly the phase sensitivity. Especially for high grating fill-factors (high ratio of grating ridge width over period $a$), corresponding to a higher phase sensitivity, the TE and TM modes do not overlap spectrally at all. This can be explained by the TE mode being predominantly confined to the grating grooves (Fig. 23) and therefore being more sensitive to changes in grating fill-factor.

Alternatively, it is possible to design two separate gratings with independently optimised grating parameters to ensure a resonance at the same wavelength for both polarisations. The reflected signals from the two gratings are then spatially superimposed.
3.3 Design and Fabrication

Figure 23: a, Schematic of a typical GMR structure consisting of a silicon nitride (n=2.02) grating of 150 nm thickness on glass (n=1.45) substrate immersed in water (n=1.33). The grating period in this example is \( a = 572 \) nm and the filling factor is 75%. A plane wave is incident from the glass substrate layer. The TE/TM mode is excited when the E-field vector of the incident beam is oriented perpendicular/parallel to the grating vector. b, c, Dominant E-field components of TE (y-component) and TM (z-component) modes with an evanescent field decaying from the grating surface into the cover layer. d, Simulated reflectance with spectral mode overlap and e, simulated phase response, using rigorous coupled wave analysis (RCWA).
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Figure 24: RCWA simulation showing the spectral mode overlap of a single structure for different filling factors (FF). The phase sensitivity is higher for maximised FF, while the spectral overlap for the TE/TM mode is only achieved for a narrow range of lower FF.

To further clarify the motivation behind the independent optimisation of the TE and TM gratings, Figure 24 shows a corresponding simulation. Since the quality factor of the GMR increases with a higher filling-factor, a high grating filling-factor is desirable for maximum sensitivity. For example, the TE and TM modes spectrally overlap perfectly in the case of a fill-factor of 75% while the overlap is close to zero for a fill-factor of 80%, where the TM mode has higher phase sensitivity.

Following this argumentation, to improve sensitivity it is necessary to measure the phase difference between the modes of two separate photonic nanostructures, which are optimised for their respective purpose as signal (TM mode, high sensitivity) and reference (TE mode, low sensitivity) without the need for spectral mode overlap. This can be achieved by designing independently optimised, adjacent gratings with a high...
filling-factor for the TM grating and then creating an adequate shear between the resonantly reflected TE and TM polarised light, with the Wollaston prism, to achieve spatial TE/TM overlap. In this case, the TE and TM modes of the same structure are spectrally separated and cannot interfere. Designing the two resonant structures separately adds versatility and the ability to optimise both modes independently.

**Dynamic range considerations**

The dynamic range of the measurement is generally limited by the sharper resonance, here the TM mode. Since the maximum phase sensitivity occurs around the centre of the resonance, both the sensitivity and the contrast of the interferogram decrease as the resonance is probed with varying refractive index. Clearly, the sharper the TM resonance, the more sensitive the measurement, but also the smaller the dynamic range. In order to overcome this limitation, I designed several grating stripes of slightly different periods for the high-Q TM mode. Having multiple stripes probing adjacent phase curves improves tolerances against fabrication, temperature and incident angle variations as well as broadening the range of available biosensing applications. Providing multiple stripes is only required for the TM mode since the TE mode resonance is substantially broader and therefore intrinsically more tolerant, which is why it is a good reference. In order to also account for any system drift, which may be caused by temperature variations either of the environment or the analyte, I further implement a differential scheme using a second interferometric GMR as a reference channel. The reference channel is isolated from the signal channel via a microfluidic system and the refractive index in the reference channel is kept constant such that it can be subtracted from the signal channel to yield the effective phase response.

The design of the dielectric structures in the field of view is shown in Figure 25. For all simulations I assume a SiO$_2$ substrate refractive index of 1.45, a Si$_3$N$_4$ refractive index of 2.00 and a H$_2$O cover refractive index of 1.33. The angle of excitation is zero.
Figure 25: Design parameters (period a, filling factor FF) and corresponding simulated resonance peaks. All other parameters (index, thickness...) are provided in the caption of Fig. 23. Areas within the field-of-view (FOV) designed to excite a TE mode are marked blue and those exciting a TM mode are marked red. The orientation of the grating grooves, for both TE and TM designs, is along the long axis, as indicated in the top right zoom. This design schematic is the basis of the experimental images shown in Figure 28.
The two identical (350 x 500) \( \mu m^2 \) structures (blue) on the top are designed to resonate for those components of the incident light which are polarised in the direction of the grating grooves at the laser diode wavelength of 855 nm. A grating period of 580 nm in combination with a filling factor of 68% provides this resonance condition for the TE mode. The distance between the two identical structures is 200 \( \mu m \), which is the distance between the microfluidic signal and reference channel.

In the right bottom row in Figure 25, the implementation of the five grating stripes in each channel is shown. The grating period of these structures varies from 568 nm to 572 nm with a period step size of 1 nm in the left channel and a mirrored version (for symmetric excitation) of these stripes in the right channel. In combination with a filling factor of 80%, these parameters ensure a resonance wavelength around 855 nm for incidence light which is polarised orthogonal to the grating grooves (TM mode).

There is a trade-off between the width of each stripe (here 62 \( \mu m \)), which allows for averaging and thus noise reduction, and the dynamic range, considering that there is only a limited field of view available. The best choice of size and number of stripes depends on the specific application of the sensor. In practice, I found that for the goal of measuring low concentrations of small proteins, a minimum of five grating stripes gives sufficient tolerance for both the fabrication and incidence angle of the measurement to ensure that a resonance from one of the stripes is visible at the operating wavelength. If, for example, a different application would require a wider dynamic range or higher tolerance, then a smaller grating width and a larger number of gratings could be implemented.

**Nanostructure fabrication principles**

The details of the nanofabrication protocol that I used to fabricate the designed grating structures are explained in Appendix 8.2.1. To summarise the main steps (see Fig.
Figure 26: Spectral characterisation of structures designed as shown in Figure 25, here with a wider grating period variation range on the left. The spectra were acquired by taking hyperspectral images using a halogen lamp in combination with a monochromator and recording the intensity in every pixel. On the right, the two spectra correspond to identically designed gratings fabricated on two different samples.

27, top), after cleaning a (15x15) mm\(^2\) the silicon nitride (Si\(_3\)N\(_4\)) sample, I spin a high resolution lithography resist using a spin-coater. The purpose of this resist is, as the name suggests, to resist the etching process. Therefore, a nanopatterned mask of resist allows to selectively etch the designed nanostructures. Because the resonances rely on nanometre accuracy, electron beam lithography (EBL) is used to pattern the resist in those areas where the grating grooves are designed to be. Since Si\(_3\)N\(_4\) is not conducting, a charge dissipation layer has to be spin-coated on top of the resist before exposure, which is removed after exposure. The next step is to develop the resist. This means that those areas of the resist polymer, which were exposed by EBL, and thus have different material properties, can now be removed chemically. This leaves a nanopatterned layer of resist on top of the sample, which is then used to etch, with reactive ion etching (RIE), the Si\(_3\)N\(_4\) and create the grating grooves. Any remaining resist is then removed and the gratings are in their final form (see Fig. 27, bottom).

**Spectral characterisation of resonances**
3.4 Realisation

Figure 27: Top: Schematic of nanofabrication process. Bottom: SEM and AFM of fabricated grating structures in Si$_3$N$_4$ with a charge dissipation layer for the SEM to avoid distortions due to charging. A detailed fabrication protocol can be found in Appendix 8.2.1.

To investigate the spectral characteristics of the adjacent TM modes, Figure 26 shows high-resolution spectra obtained by sweeping the incidence wavelength using a combination of halogen source and monochromator. As expected, when comparing the response of two different samples (on the right), the central wavelength of the resonance peaks can shift slightly due to fabrication variations, whereas the FWHM (0.8 nm) and the distance between two adjacent peaks (1.4 nm) stay the same.

3.4 Experimental realisation of resonant interferogram formation

Figure 28 shows the implementation of the designed and fabricated photonic nanostructures (Fig. 25) in the interferometric GMR setup (Fig. 21) and the resulting interferogram for three different analyser orientations. At an analyser orientation of 0°, the gratings that are designed to resonate for the TE mode light up (Fig. 28 c, top), while the orthogonal orientation lets through the light reflected from gratings designed for the TM mode (Fig. 28 c, bottom). The analyser operating orientation for sens-
ing is at approximately 45°, which allows TE and TM mode to interfere and form the interferogram shown in Figure 28 e.

3.5 Principle of phase extraction

Phase extraction is often applied to reconstruct the image of an unknown phase object. In digital holography for example, an interferogram is recorded, which encodes the phase information of the wave that interacted with the object of interest, e.g. a weak scatterer like a small cell in aqueous solution. The contrast of the reconstructed image relies on the knowledge of the phase of the wave in each pixel. Without the phase information, many objects scatter light insufficiently to visualise them with high contrast either because of their small size or the low refractive index contrast that they form with their environment.

In holography, using a 2-D Fast Fourier transform (FFT), the interferogram is first converted to the spatial frequency domain, where one of the cross-correlation terms is cropped. This term is then transferred back to the image domain by a 2-D inverse fast Fourier transform (IFFT) and contains the desired complex wavefront information with the phase as argument [77].

The phase extraction requirements and aims in this work are different from such an approach. To gain information about the relative phase change of the resonantly reflected light, it is not necessary, at this stage, to reconstruct an image. Instead, the phase can be directly extracted from the interferogram (see Fig. 28 e) without image reconstruction, because the imaged sensor regions where the phase is expected to change homogeneously are known by design and can be selected and averaged in the interferogram during data post-processing. The phase can be extracted from the, now one-dimensional, information either by using the Fourier transformation approach (Fig. 29) or by fitting a cosine (see also Appendix 8.3).
Figure 28: Schematics and camera images showing the spatial grating overlap principle. Compare to design in Figure 25. a Schematic of interferogram formation with spatial mode overlap of adjacent structures designed to resonate for TE/TM polarization shown for 0°, 45°, and 90° analyzer orientations. The blue/red frame indicates the structure resonating for TE/TM polarization. b Corresponding analyzer orientations and c corresponding camera images. The area with a blue frame is a uniform grating designed to resonate at $\lambda = 855\,\text{nm}$ in water for TE polarization. Correspondingly, it shows high reflectance for the 0° analyser orientation. The narrow stripes are designed, such that one resonates for TM polarization; since the TM resonance is much narrower, I here use several stripes consisting of gratings with different periods ($\Delta a = 1\,\text{nm}$) to ensure that at least one of them is on resonance within the expected refractive index range of the analyte. This principle ensures a high dynamic range. Correspondingly, only one of the grating stripes lights up at the 90° analyser orientation (red frames). When the analyser axis is set to 45°, the TE and TM components can interfere and create an interferogram in the beam-overlap region. d Schematic of sensors integrated in a microfluidic system. I use a signal and a reference channel to enable drift subtraction. e Zoom of c (middle)
Figure 29: Principle of phase extraction from interferogram by fast Fourier transform (FFT) with MATLAB script. The 2D interferogram is first averaged orthogonal to the fringe direction and the magnitude of the FFT of this 1D sinusoidal function reveals the spatial fringe frequency (top right), while the phase angle of the complex FFT is used to extract the phase information of this spatial frequency over time. See Appendix 8.3 for details.
3.6 Discussion

Camera infrared-filter considerations

To leave no gaps in the considerations taken for the interferometry setup, I want to briefly mention an issue I encountered in the beginning of the project when the first images looked like the image in Figure 30 on the right.

The unexpected fringes, which in this case are orthogonal to the expected fringes (Fig. 30), were introduced by an infrared filter, which is present in many cameras, including the Thorlabs camera used here (see Appendix 8.2.4). A small angle of this filter with respect to the incident light can then cause unwanted interference effects. After removing this filter, the interferogram becomes clean and only the expected fringes, created with the Wollaston prism, are visible. Another advantage of removing the filter is that it previously filtered part of the laser diode light at 850 nm, which means that we can now use lower integration times for the same brightness.

Light-source coherence considerations

Interference between two delayed replicas of the same wave can only be observed if
the optical path difference is smaller than the coherence length. Correspondingly, the visibility of the interference fringes depends on the degree of temporal coherence, with the visibility or contrast being defined as:

\[ C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} \]  

(30)

The intensity of the superposition of a partially coherent wave with a delayed replica of itself (delay time \( \tau \)) can be written in terms of the spectral density \( S(v) \) [56]:

\[ I = 2 \int_{0}^{\infty} S(v)[1 + \cos(2\pi v \tau)]dv \]  

(31)

with the frequency \( v \). This equation can be interpreted by saying that the interferogram intensity varies between maximal and minimal intensities which depend on the spectral width of the source such that a narrower line-width \( \Delta v \) corresponds to a long coherence time.

The interference equations considered in the theory section above [see Eq. (26)], are derived for the case of an infinitely narrow light source. A more general and realistic equation for practical implementations is the following:

\[ I = I_1 + I_2 + 2\sqrt{I_1 I_2} \cdot |g_{12}| \cdot \cos \Phi \]  

(32)

with the normalised cross-correlation \( g_{12} \) of two partially coherent waves [56]. For perfectly coherent waves with phase difference \( \Phi \), the Equation (26) is recovered with \( |g_{12}| = 1 \), while for uncorrelated waves with \( |g_{12}| = 0 \), there is no interference effect and the total intensity \( I \) is simply the sum of the intensities of both waves.
3.6 Discussion

Taking these considerations into account, the safest choice of light-source is evidently a source with high coherence length, characterised by a narrow spectral line. Alternatively, a broadband source could be combined with a spectral filter to achieve sufficient coherence.

I experimentally tested both a narrow laser diode module (LD, Thorlabs CPS850V, FWHM < 100 pm) and a broad super-luminescent diode (SLED, Superlum cBLMD, FWHM ≈ 165 nm) using the Wollaston prism as shearing element as discussed above. The images in Figure 31 suggest that a spectrally filtered SLED diode (filter Laser 2000 LL01-852-25, FWHM ≈ 3 nm) could provide sufficient coherence for this interferometry setup, which is in accordance with previously published work on interferometry using spectrally broad sources, e.g. [33]. Note that these tests are carried out with a mirror rather than a resonant structure. While broadband excitation could have the advantage of an inherently wider dynamic range without the necessity of tuned structures, I have decided to focus on laser diodes for resonant interferometric sensing, mainly because probing the phase response at a single wavelength provides a higher SNR.

Figure 31: Raw camera images for qualitative comparison of interferogram contrast using a laser diode (left) and a spectrally filtered superluminescent diode (SLED, right).
for the resonantly reflected signal with respect to background reflections. The core principle of this common-path interferometry approach relies on measuring the optical path difference between TE and TM modes. Specifically, when the goal is to measure phase differences between a narrow signal mode and a broader reference mode, using a broadband source would result in an intensity dominating reference beam. Choosing the laser diode as source is therefore the safer and more practical choice considering also the future goal of miniaturisation (see outlook, Section 6.2) and cost-effective implementation, where spectral filters would be a possible limitation.

A further interesting comparison to better understand the role of coherence in interferometry is shown in Figure 32. Without spectral filtering of the SLED, the number of visible fringes is reduced considerably. This effect is similar to the effect of low coherence on the visibility of Young’s interference fringes, where the number of observable fringes can be estimated via [56]:

$$N = \frac{l_c}{\lambda_0} = \frac{v_0}{\Delta v_c}$$  \hspace{1cm} (33)

which means that the number of fringes increases with the ratio between coherence
length $l_c$ and central wavelength $\lambda_0$ or equivalently with the ratio between central frequency $\nu_0$ and linewidth $\Delta \nu_c$. The difference to the Young’s interferometer is that, there the angle is introduced by the distance of the slits or pinholes while here, the angle is introduced by the Wollaston prism.
4 Experimental results

4.1 Noise and drift characterisation

Figure 33: Mechanical noise in the case of mirror as sample when the mirror is not fixed on the sample stage. Overall drift reduces over the course of one hour, while smaller vibrations are still present after this initial stabilisation.

4 Experimental Resonant Phase Measurements

4.1 Noise and drift characterisation

Understanding the origins of system noise is crucial for low-cost, high-performance sensing. Random noise can usually be filtered and is therefore unlikely to be the limiting factor. What is, however, limiting the system stability is drift over time, which can be related to instabilities of the source, e.g. temperature dependent wavelength, as well as instabilities of the liquid, e.g. temperature dependent refractive index of water or even mechanical instabilities of the sensor position, e.g. time dependent reflection angles in combination with not perfectly collimated light.

4.1.1 Mechanical drift

To understand where the different components of the drift and noise are originating, I first analyse the signal reflected from a mirror rather than from a resonant structure. This allows to exclude the effect of drift related to temperature dependent refractive index changes of the liquid solution.
Figure 33 shows the effect of such a mechanical sample drift. The mirror was not fixed to the sample stage and as such, it initially drifts in position on the sample stage until it stabilises after around half an hour. Not being fixed in position still allows the mirror to vibrate as can be seen from the low frequency noise at the end of the measurement. Taking this drift due to poor mechanical mounting into account, all further measurements were performed with samples that are mechanically fixed to the sample stage by means of small magnets integrated in the microfluidic clamping system.

4.1.2 Influence of fringe contrast on read-out noise

As mentioned before, one of the advantages of measuring the phase difference between orthogonally polarised light is the ability to adjust the fringe contrast of the interferogram by means of the analyser orientation, which is an important advantage compared to non-polarisation based interferometry because it allows to interfere a reference and signal with maximal contrast even without inherently matching the reflectance of the resonances. The relative intensities can simply be adjusted with the analyser. Here, the analyser allows to optimise the relative brightness of the modes for each measurement individually.

The assumption is that the fringe contrast has an effect on the stability of the read-out, because a higher contrast increases the amplitude of the interferogram frequency in Fourier space and therefore should allow for more stable filtering than a low-contrast interferogram. To test this assumption, I conducted phase measurements over 1-hour periods comparing the noise for different contrasts. Figure 34 shows that an average decrease in contrast of 18% leads to an increase of the $3\sigma$ value of 8%, where the contrast was calculated using (see Eq. 34 in Section 3.6):

$$C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}. \quad (34)$$
Figure 34: Noise characterisation - dependence of noise on fringe contrast independent of temperature drift. The sample is a mirror and the laser diode was switched on 1 hour before this measurement to exclude the effect of temperature dependent wavelength drift. The contrasts C are calculated with Eq. (34) and are marked in the corresponding raw image position to show both the absolute contrast and the contrast variation due to the Gaussian beam.
4.1 Noise and drift characterisation

Figure 35: Example data showing the drift referencing principle. The signal ‘s’ corresponds to the phase response determined in one microfluidic channel and the reference ‘r’ to the signal obtained from the adjacent channel, which is subtracted from the signal to obtain the effective phase response over time while flowing DI H₂O through both channels in this case.

Although this increase in the system noise due to lower contrast can be considered relatively low, the contrast is maximised for all experiments to ensure that it is high enough to stably filter the interferogram by selecting the strongest frequency in Fourier space.

4.1.3 Temperature drift

Because temperature drift cannot be removed in post-processing, as it cannot be anticipated and it may not be distinguishable from the biomolecular binding response, a drift reference needs to be included in the experimental system. The drift reference is realised experimentally by including a second microfluidic channel in the FOV (Fig. 28), which includes a mirror version of the photonic nanostructure of the signal channel and is separated from the signal channel, such that the response is independent from the solution in the other channel.
As is evident from Figure 35, the signal and reference channels do not show the exact same response to a deliberately constant refractive index, which indicates either that the temperature related refractive index changes are not exactly the same in both channels or that the sensitivity in both channels is not the same. These effects are currently limiting the noise to $3\sigma = 5.4 \cdot 10^{-4}\pi$. In order to further reduce this noise, the nanostructures in channels s and r need to be even better matched and a closer similarity of temperature effects needs to be ensured in all microfluidic channels. For now, we will assume that the calculated $3\sigma$ is the lowest achievable level in this system, which will be taken into account later on, after introducing the experimental sensitivity, to estimate the refractive index LOD based on Equation (23).

### 4.1.4 Discussion

In this section, I want to briefly discuss another potential source of noise, which I have identified more recently and not yet solved. The reflection of partially transmitted light from the PDMS microfluidic channel is a particular type of noise that is more difficult to distinguish from other sources of noise than, e.g., temperature drift.

PDMS is a relatively soft and flexible polymer (see appendix 8.2.2 for details) and can therefore be deformed when pressure is applied. It is possible that the microfluidic pumping itself can build up pressure such that the PDMS is deformed during a measurement. Since the light source is highly coherent (Section 3.6), non-resonantly reflected light from the PDMS interface could interfere with the light reflected from the sensor; if the surface of the PDMS is deformed over time by the microfluidic pumping, this could lead to undesired time-dependent intensity variations.

To eliminate this source of noise, which is difficult to quantify, either a sturdy material needs to be used for the channel or the PDMS has to be isolated from any possible deformation due to the pumping. A preliminary solution is to use an anti-reflection coating, e.g. a light absorbing ‘camouflage’ spray paint (KRYLON Camouflage Paint...
Figure 36: Variations in the PDMS microfluidic channel thickness as a possible source of noise. The tubing is not mechanically isolated from the PDMS channel, which can lead to pressure being applied to the channel by the tubing, which results in pulling the PDMS around the holes up while the pressure applied by the clamping system pushes the PDMS down, which leads to deformations.

Figure 37: Raw camera images illustrate backreflections from the PDMS microfluidic channel in air (right image). The interface here is chosen to be air-PDMS (off resonance) because the effect of the backreflections is difficult to visualise for the lower index contrast of a water-PDMS interface. On the left, the effect of using an absorbing layer (‘camouflage’ spray paint) which is sprayed on the PDMS surface inside the channel is visible. The absorbing layer significantly reduces the backreflections, which are not detectable by eye anymore in the left image.
with Fusion Technology (Black)) as shown in Figure 37. This approach very effectively removes the background fringes and the paint is tested to be stable in aqueous solution for at least 24 hours. The removal of PDMS reflections could thus further reduce the system noise, which was determined (see Fig. 35) without this absorbing layer in the channel. Because it is not known at this point, if the spray paint would negatively interfere with biomolecular interactions in the channel, a preferred solution would be to use, e.g., glass microfluidics, where a channel deformation is not expected.
4.2 Experimental phase sensitivity

4.2.1 Calibration

To experimentally obtain the phase curve of a resonant structure and from there determine the phase sensitivity, the refractive index is altered step by step within the range of the resonance. This is usually done by flowing either salt or glucose solutions of known refractive index over the sensor and measuring the corresponding response. Here, glucose solutions are prepared and their refractive index is determined with a commercial refractometer for calibration (Fig. 38).

4.2.2 Experimental phase sensitivity

Figure 39 shows the phase change measured as a function of the refractive index of the liquid on the sensor surface using glucose solutions of increasing concentration, which were calibrated according to Figure 38.

After every glucose solution, deionised water is pulled over the surface to compare...
4 Experimental results

4.2 Experimental phase sensitivity

**Figure 39:** Bulk sensitivity measurements and experimental phase curve. **a** Starting from a H$_2$O baseline with a refractive index of 1.3331, glucose solutions of a refractive index in a range between 1.3342 and 1.3437 were flowed over the surface, and the corresponding phase response was measured. I repeated the measurement twice for each concentration to verify system stability. **b** Phase curve obtained from the measurement on the left in comparison with the simulated phase response. The error of $\Phi$ of each single blue point is determined by calculating the standard deviation of the saturated response in each glucose step shown in **a**. This error is smaller than the marker size in **b**.
4.2 Experimental phase sensitivity

Each response to the initial H$_2$O-baseline ($n = 1.3331$). This process is repeated twice to gain insight into the repeatability of the phase response and the stability of the system.

From these responses (Fig. 39 a), the phase curve can be obtained (Fig. 39 b) and the phase sensitivity can be calculated by fitting the linear range of the phase curve. Here, the phase sensitivity $S$ is calculated to be $290\pi\text{RIU}^{-1}$. In combination with the measured $3\sigma$ noise level of $5.4 \cdot 10^{-4}\pi$, a bulk limit of detection (see Section 2.3.5) of

$$\text{LOD} = \frac{3\sigma}{S} = 1.8 \cdot 10^{-6}\text{RIU} \quad (35)$$

is determined.

Note that the simulation in Figure 39 is plotted with the experimental data to show the good agreement of the phase curve shape and therefore the phase sensitivity. The grating parameters of the simulated and the expected fabrication are the same and to achieve the agreement in the position of the phase curve, I altered the incidence angle since I am also using the angle of incidence as a means to fine-tune the resonance wavelength in the experiment. This approach of incidence angle sweeping in the experimental alignment is thus taken also in the simulation to achieve an overlap between the experimental data and the simulation. It would be more conventional to fit the experimental data, but the aim here is to visualise the agreement between experiment and simulation in terms of the phase curve shape.

4.2.3 Dynamic range extension experiments

As discussed in the design Section 3.3, a sharper resonance peak of a single nanostructure corresponds not only to higher phase sensitivity but also to a lower dynamic
range. In this section, I describe the experimental implementation of the idea to image several structures with slightly different resonance conditions in the same FOV.

To increase the tolerance of the sensor, the most obvious approach is to use tuned structures with slightly different grating periods, because the resonance wavelength depends linearly on the grating period (see Fig. 15 B) and the Q-factor and therefore the phase sensitivity does not change significantly when altering the period, since the effective index of the mode does not depend on the period, but rather on the filling-factor. To guarantee a close proximity of sensitivity while also increasing fabrication tolerance, I alter the grating period between adjacent gratings by 1 nm (Fig. 40), which is the minimum of the achievable electron beam lithography resolution (see Appendix 8.2.1 for detailed fabrication methods). As visible in Figure 40, two grating structures with a 1 nm period difference correspond to consecutive phase curves. While this approach increases the fabrication tolerance such that one of the gratings in the 5 nm period range resonates for every sensor fabrication, it is also clear that it does not enable to probe several points of the phase curve simultaneously because a 1 nm difference in period corresponds to a 1.4 nm change in resonance wavelength and the FWHM of the TM mode is \( \approx 0.8 \) nm (see Fig. 26).

An alternative approach is therefore to tune the filling-factor of the grating instead of the grating period. The filling-factor can be finely tuned by varying the electron beam exposure dose because a higher dose leads to a higher degree of electron scattering in the resist and thus to a larger exposure area, which corresponds to a reduction of the FF. The advantage of tuning the FF instead of the period is the higher accuracy of the resulting resonance wavelength steps [42]. I validated this experimentally by measuring the phase response of two different gratings which were exposed with a difference in dose of 0.05 \( \mu \)C/cm\(^2\) (see Fig. 41). The corresponding phase curves overlap spectrally such that the single laser diode wavelength can probe more than one point of the phase curve simultaneously when the index is altered. This can be useful to guarantee
4.2 Experimental phase sensitivity

A measurement at the point of highest phase sensitivity in a setting where the incidence angle cannot be finely tuned to align with the maximum phase sensitivity of a single structure. Nevertheless, the non-linear dependence of the resonance wavelength on the FF and the dependence of the Q-factor on the FF (see Fig. 15) suggests that the tuning of the FF cannot provide fabrication tolerance without changing the phase sensitivity. As a discussion of future possibilities, in the following I argue in favour of a combination of period and FF tuning for an extended refractive index dynamic range.

The grating period variation for an extended dynamic range provides a resonance wavelength compensation, meaning that at the single laser wavelength, an increase in refractive index leads to a resonance of structures with lower grating periods. Since the refractive index – resonance wavelength dependence as well as the period – resonance wavelength dependence is approximately linear, this compensation is straightforward. Nevertheless, a period variation is not able to compensate for the change in spectral characteristics of the resonance when increasing the refractive index. This can be achieved by a combined period and filling-factor variation. As an example based on simulations, a change in refractive index of $\Delta n = 0.03$ would lead to an approximate FWHM decrease of 0.2 nm, corresponding to a 40% increase in phase sensitivity. Since a period variation does not influence the phase sensitivity of the resonant mode, this would thus lead to a non-linear dynamic range. Instead, the same phase sensitivity can be achieved for the same index change, if the filling-factor is reduced from 80% to 74% while the period is reduced by only 1 nm to ensure the same resonance wavelength. In this manner, a dynamic range with constant phase sensitivity can be realised if the application requires a quantification of biomaterial on the surface over a refractive index range which exceeds the range of a single structure.
Figure 40: Phase response measured upon introduction of glucose solution of calibrated refracted index. The figure shows the phase response of two adjacent gratings with 1 nm difference in grating period. The standard deviation of $\Phi$ over time, which is the data that the graph is based on, while flowing the glucose solutions is smaller than the marker size. The bulk refractive index is calibrated by measuring the refractive index of glucose solutions with a refractometer. The two grating structures are introduced to the same glucose solutions at the same time. The response is referenced with the microfluidic referencing system.
4.2 Experimental phase sensitivity

Figure 41: Measured phase response of two different grating structures, which were fabricated using a difference in electron beam lithography dose factor of 0.05 µC/cm². The errorbars correspond to the standard deviation $\sigma$ of the phase response over time while flowing each glucose solution. Calibration and experimental details as described in caption of Fig. 40.
4.3 Discussion

To finalise this section on the sensing performance, I want to discuss the definition of LOD more critically. In some publications describing biosensing technology, the LOD does not take into account the system-noise ($3\sigma$) and instead the theoretical system-resolution is considered to estimate the smallest measurable refractive index change. Nevertheless, when LOD values are compared in the literature, this distinction is often not made, such that LOD (Eq. (35)) and resolution are considered to be the same and the performance comparison is therefore not particularly valid. For instance, the work by Sahoo et al. [48], which I mention in the introduction, takes into account the theoretical resolution of their Mach-Zehnder interferometer and the measured phase sensitivity to estimate a very low refractive index resolution of $3.43 \cdot 10^{-7}$. This value does not take into account the system-noise, which is potentially significant in an un-stabilised Mach-Zehnder interferometer. Because my work is targeted at POC applications, a noise characterisation is critical to characterise and improve the performance. Therefore, I determined the LOD based on sensitivity and system-noise over a time interval of 30 minutes. It will become evident in the following section that this time interval is both necessary and sufficient, since biochemical binding in this system happens on this timescale.

As a further discussion point, I want to mention that the phase sensitivity depends on the angle of incidence and therefore also on the degree of collimation of the laser beam. A low degree of collimation would correspond to a wide spread of the k-components of the incidence beam and therefore to a non-perfect plane wave, which would broaden the resonance peak compared to the simulated peak. The close agreement between experimental and simulated phase sensitivity (Fig. 39) suggests that the setup provides a sufficiently high degree of collimation.

To test this hypothesis, I performed a measurement of the beam diameter at two dif-
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Figure 42: Divergence angle determination. **a** beam profiles at position 0 and position 0 + 20.2 cm. **b** camera images of beam profile taken at different camera positions as indicated in setup schematic in **c**

Different z-positions and calculated the corresponding angle of divergence. The beam diameter increases by 205 µm over a distance of 202 mm, which corresponds to an angle of divergence of 0.03°. When comparing this value to those in the literature, it becomes evident that this is a very low degree of divergence. For example, in the supplementary information of reference [68], the authors write that their beam divergence is 0.034° and is *not* the limiting aspect of their state-of-the-art experimental Q-factors ($Q \approx 10^4$). Note that the laser diode I use is a coherent source, which facilitates focusing accurately in the back-focal-plane of the objective and therefore collimating to a higher degree than would be possible with e.g. a low coherence halogen source.
5 Experimental Protein Sensing

5.1 Principle of photonic protein sensing

The principle of protein detection based on refractive index sensing relies on specific surface chemistry that allows the target proteins to bind onto the surface and within the mode volume of the photonic structure, which alters the effective index of the mode. Quantitative mass imaging of single biological macromolecules shows that proteins all have basically the same refractive index of $\approx 1.59$ (Fig. S1 in [78]), but they vary in size from large proteins like antibodies ($\approx 150$ kDa) to smaller proteins as, e.g., procalcitonin ($\approx 13$ kDa).

As motivated in the beginning of this work, the final goal is to measure specific proteins or molecules and to decrease the limit of detection to as low concentrations of proteins and as small proteins as possible. Since the sensor is a refractive index sensor, pushing the limits of protein concentrations is almost equivalent to also pushing the lower limit of the size of detectable proteins. These goals are almost equivalent, because even though both, sensing low concentrations and sensing small proteins, profit from high sensitivity, the surface chemistry dependence on large antibodies renders these goals not exactly equivalent thus requiring different optimisation strategies, as will become evident later on.

5.2 Specificity

Specificity is an essential requirement of protein sensing because diagnostics are performed using patient samples, meaning highly complex matrices containing a variety of proteins which are present in bodily fluids such as blood, urine, or saliva. The usage of antibodies is the most common approach to achieving specificity, since they are proteins produced by the immune system of all animals to fight unwanted components
entering the body, for example pathogens like viruses and bacteria. Antibodies are produced specifically to bind only to the target proteins, e.g. on a pathogen cell membrane. The proteins, which are indicators of specific diseases, are called biomarkers. Antibodies can be extracted from a host animal and immobilised on our sensor's surfaces; the corresponding surface chemistry ensures that only the target protein binds to the antibodies and none of the other proteins of the matrix do. A related aspect of specificity is to prevent the other proteins from binding to the sensor surface in other ways, i.e. non-specific binding. Therefore, the following two aspects are considered for specific biomarker detection:

1. immobilisation of a **specific capture molecule** (e.g. antibody) which only the target molecule (e.g. biomarker) can bind to

2. **blocking** of any non-specific binding sites on the surface around the antibody to avoid false positives

There are a variety of approaches available to achieve surface functionalisation. The protocol I used was developed and optimised in our group [51]. The special aspect of this approach is to use a Polyethylene glycol (PEG) monolayer between the surface and the antibody which serves both as means to immobilise the antibodies and as a blocking agent once the antibodies are immobilised (see Appendix 8.2.3 for details).

### 5.3 Procalcitonin sensing experiments

#### 5.3.1 Interferometric procalcitonin sensing experiments

To characterise the protein detection performance, I used procalcitonin (PCT), which is synthesised in the human body in response to the invasion of pathogenic bacteria. PCT has been recognised as an early and specific indicator for bacterial infection, which renders it clinically relevant. As PCT can differentiate between bacterial and viral infections, it has the potential to inform the appropriate use of antibiotics. Despite being
Figure 43: Schematic of surface functionalisation steps (not to scale). 

A the bare sensor is cleaned either using Piranha or ozone cleaning (see Appendix 8.2.3) to introduce hydroxyl groups on the surface which allows B MPTS to form a monolayer on the surface. This MPTS step is called silanisation, during which covalent -Si-O-Si- bonds are formed. C SM(PEG)$_6$ binds to the MPTS and forms another monolayer to which D any antibody can bind. E Casein is a blocking buffer and binds to any remaining non-specific binding sites on the surface. F the target antigen then binds to the specifically chosen antibody.
5.3 Procalcitonin

a promising biomarker, PCT is not used widely in label-free POC devices because it occurs at low concentrations and is relatively small (13 kDa). A potential POC device for PCT needs to provide an LOD of tens of pg mL$^{-1}$, which is challenging, especially for label-free detection. ELISA, the ‘gold standard’ technology, provides a limit of detection for PCT sensing of approximately 15 pg mL$^{-1}$ [79].

Figure 44 shows a complete PCT sensing experiment. The first curve of the initial $\approx 60$ minutes corresponds to the antibodies binding to the PEG layer (methods in Appendix 8.2.3). After washing with PBS, casein is introduced as a blocking buffer after which...
any non-specific binding sites, that the PEG is not sufficiently protecting, are blocked from non-specific adsorption of proteins. The PEG is hydrolysed at this point, which means there is no expected binding of proteins to the PEG itself after the antibody immobilisation [51].

After washing for half an hour, the PBS baseline is stable and PCT is introduced to the surface at a concentration of 1 pg mL$^{-1}$ in PBS, which produces a binding curve saturating at approximately 0.02$\pi$, a value above the noise level of 5.4·10$^{-4}\pi$ (see Section 4.2.2).

### 5.3.2 Procalcitonin control experiments

Figure 45 shows a control experiment using a quartz-crystal-microbalance (QCM-D) with two different channels, i.e. a signal channel with anti-PCT antibodies and a refer-
Figure 46: Procalcitonin sensing with non-specific antibodies as control experiment. The antibodies are specific to immunoglobulin G (anti-IgG antibodies, R2004 Sigma Aldrich). The rest of the experimental details are identical to the previously discussed experiment shown in Fig. 44 with the difference that a higher PCT concentration is chosen to test the specificity at concentrations that are far from the LOD.

ence channel without. No specific binding of PCT in the reference is expected, so any shift that is observed in this channel is likely due to non-specific binding. Due to the small size of the PCT molecule, the detection is challenging for a QCM-D approach, but nevertheless a change in frequency is observed in the signal channel. There is a considerably smaller shift for PCT in the reference channel, which indicates that there is possibly a certain low degree of non-specific binding in this case. In a final POC device, a biochemical reference channel needs to be included into every experiment so that the effective resonance response can be measured by subtracting the reference channel (non-specific antibody) from the signal channel (specific antibody).

An example of such a photonic control experiment is plotted in Figure 46, where I was flowing a control antibody, which is not specific to PCT. Antibodies that would bind to immunoglobulin G (IgG) are chosen because they are often used in sensing
experiments and therefore readily available. Figure 46 shows a binding curve for these antibodies followed by a short introduction of the blocking buffer casein, as discussed before, and a long washing step with PBS. Introducing PCT at the relatively high concentration of $1 \mu\text{g mL}^{-1}$ does not result in any effective shift in the phase response. In conclusion, the surface chemistry is shown to prevent non-specific binding and fouling of PCT with the photonic $\text{Si}_3\text{N}_4$ sensors, which in turn allows to conclude that the observed phase shifts for PCT in channels that were functionalised with anti-PCT antibodies is specific.

**Discussion**

The above shown PCT sensing experiments are to be seen as preliminary results. A variety of further experiments would strengthen the evaluation of the sensing performance. For example, higher concentrations of PCT should be detected in the future to gain information regarding the dynamic range and to extract the dissociation constant. Moreover, further control experiments should be performed in addition to the ones shown above to quantify the degree of reliability of the surface chemistry within the photonic sensing environment. The PCT sensing results at this stage should be seen as proof of concept protein sensing rather than a characterisation of the corresponding binding kinetics and other aspects of the surface chemistry. The specificity and sensitivity related to the surface chemistry has been validated extensively in our group by using the same kind of photonic structures as I am using here, but with a different, non-interferometric read-out approach showing a LOD for PCT of approximately $10 \text{ pg mL}^{-1}$ [51].

In conclusion, the data presented in this section allows to predict an improved LOD for small proteins with an interferometric read-out compared to a non-interferometric approach.
5.4 β-Amyloid sensing experiments

To show the versatility of the sensor, I conducted another sensing investigation on a different protein in collaboration with Dr. Steven Quinn. β-amyloid are small proteins, which are aggregating in the brain in the form of plaques accompanying Alzheimer’s disease (AD). Detecting early monomeric stages of β-amyloid could potentially help a future AD detection at stages where the late stages of AD could still be prevented, if a treatment were to exist. The role of these β-amyloid monomers or oligomers as biomarkers in bodily fluids such as urine or serum is not yet well established with respect to early AD diagnostics. Defining biomarkers for AD is not a straightforward endeavour because of the blood-brain barrier and yet, recent studies show the existence of potentially useful biomarkers even in the easily accessible urine matrix [80].

Biochemistry related specifics of amyloid sensing

While the general surface functionalisation protocol is described in detail in the methods (Appendix 8.2.3), there are aspects of amyloid sensing which are specific and different compared to conventional protein sensing. There are several challenges associated with amyloid sensing. The first is the size of the monomeric ‘amyloid(1 - 42)’, 4.5 kDa, which is even smaller than PCT (13 kDa). Since we are using antibodies to specifically detect the amyloid proteins and antibodies are considerable larger (150 kDa), this corresponds to a low density of antigens, even at high concentrations, because a limited number of protein binds to one antibody at a time. The second challenge is related to the tendency of amyloids to form oligomers, which means that the exact state of the protein or protein aggregate is unknown. The temperature of the solution is one particular aspect of relevance to the oligomerisation rate. To avoid the clustering of the amyloids before the measurement, they are kept in the freezer at -20° and only defrosted immediately before the measurement.
**5 Protein sensing**

### 5.4 β-Amyloid sensing experiments

**Figure 47:** QCM-D amyloid sensing to test the surface functionalisation and, in particular, the specificity by flowing β-amyloid in both a signal and a reference channel, the latter without any antibodies (blue). The arrow on the right indicates the shift in the signal channel upon amyloid binding, which is non-existent in the control experiment. The drift of the system, which is extrapolated by the dashed orange line, should be taken into account when analysing this data.

#### 5.4.1 β-Amyloid control experiments

To provide a system-independent validation of the surface chemistry for amyloid sensing, I first conducted QCM-D experiments (Fig. 47). The antibodies are evidently binding to the sensor, even if in this experiment the available volume of the antibodies was not sufficient to see a nice binding curve. The following effective shift for casein is lower in the channel with antibodies than in the channel without antibodies, which can be explained with the fact that antibodies ideally occupy most of the available binding sites. Casein then fills the remaining gaps. There is a small but evident shift in frequency upon amyloid binding and no shift is visible in the control channel without antibodies, which again validates the specificity of the surface chemistry.
5.4.2 Interferometric $\beta$-amyloid sensing experiments

The surface chemistry used in the following photonic amyloid sensing experiment is the same as in the QCM-D test experiments above (Fig. 47) with the only difference that the optical measurements are initiated after antibody-immobilisation and surface blocking with casein. Once the surface chemistry is confirmed and extensively tested [51], this pre-functionalisation with antibodies mimics the way a diagnostic device would operate. Here, the pre-functionalisation with antibodies also has the advantage of avoiding any time delay after introducing the PEG-layer to aqueous solution, which initiates the hydrolysis of the PEG, to ensure that a high antibody coverage can be achieved before the PEG is completely hydrolysed and solely acts as a surface blocking agent.

Discussion
5 Protein sensing

5.4 β-Amyloid sensing experiments

While the above results are promising and the QCM-D experiments show that the chemistry is working for amyloid sensing, these results have to be seen as preliminary. The next steps will be to repeat the above measurement several times more to establish the degree of reliability which in this amyloid-case is more critical due to the added uncertainty introduced by oligomerisation. Observing the oligomerisation in real-time [81] could be enabled by these measurements as well, if the measurement time was increased to give the monomers time to aggregate and form oligomers on the sensor surface. These reactions would be detected as slow phase drifts corresponding to an increase in refractive index upon oligomerisation. Moreover, the LOD for monomeric β-amyloid will be determined in future experiments to characterise the potential applicability for diagnostics and compare the sensitivity to other techniques.
6 Outlook: Preliminary Results of Ongoing Projects

The realisation of a photonic device based on common-path interferometry is driven by the necessity to develop high-performance and cost-efficient POC instruments for biomedical applications. On the path towards this goal, several further challenges need to be met and the following outlook gives a summary of my current progress in addressing, for example, the need for the miniaturisation of the optical setup, protein detection in complex matrices such as serum and the prospect of photonic modes providing potentially increased phase sensitivity by increasing the Q-factor and the surface sensitivity.

6.1 Interferometric sensing with dielectric nanohole arrays and visible light

An important advantage of the common-path approach using a Wollaston prism as shearing component (Fig. 28) is that it can be applied to two-dimensional photonic nanostructures as well as the one-dimensional gratings that were discussed previously. A resonant structure with two-dimensional periodicity is polarisation insensitive, which suggests that using the interference of orthogonally polarised light generated by the Wollaston prism would be ineffective in measuring phase differences. When using the spatial mode overlap approach, however, two different modes can be excited in adjacent structures. Since these modes are both excited with un-polarised light, the Wollaston prism creates two beams with identical information. When the dimensions are chosen correctly, the two different modes can be overlapped in space and interfere. The Wollaston prism selects the orthogonally polarised components of each mode and the analyser creates the interferogram in the same way as it is done with a one-dimensional grating. Figure 49 shows a raw image of resonant dielectric nanoholes in oxygen-enriched hy-
drogenated amorphous silicon (a-SiOx:H), which were fabricated by my colleague Dr. Donato Conteduca. These particular structures are designed to have both separate modes resonating at a wavelength of around 635 nm. Using the Wollaston prism, the reflected beam is sheared and the analyser at 45° creates the high-contrast interferogram for the several resonant structures in the FOV. Note that the fringe period (see theory in Section 2.4, Fig. 20) is a bit smaller compared to the previous studies because of the lower wavelength (635 nm compared to 855 nm).

The motivation for exploring these novel photonic nanostructures [53] and combining them with interferometry lies in several aspects. First, it adds versatility to the interferometric approach to be able to apply the phase read-out to two dimensional structures, because many sensors are based on them, e.g. 2D photonic crystal slabs [82]. Secondly, using higher-index materials increases the mode confinement close to the surface and therefore the surface sensitivity. The Q-factor of these preliminary modes (see Fig. 50) is unsurprisingly not as high as in the case of the TM mode of the 1-D Si₃N₄ grating used before, exactly because of the high index contrast and the lower wavelength for which they are designed to resonate. To explore this further, a combination with alternative symmetry protected high-Q resonances as described in

Figure 49: a Design of nanohole array. b SEM images of dielectric nanoholes. Both generated by Dr Donato Conteduca.
Figure 50: Interferometry with dielectric nanoholes in hydrogenated, amorphous silicon instead of silicon nitride fabricated by Dr. Donato Conteduca. The interferogram is created by means of the Wollaston prism as in Figure 28. The difference between this structure and the one-dimensional structures above is not only the two-dimensional periodicity of the nanoholes and the material with higher refractive index but also the choice of resonance wavelength, which here in this image is 635 nm. a Interferogram showing several stripes resonating for the ‘TM’-mode and a single structure each resonating for the ‘TE’-mode. b - Spectra of TE and TM modes of dielectric nanoholes resonating around the laser wavelength (red line). The spectra were recorded by Dr. Donato Conteduca.
Figure 51: Schematic of a miniaturised lensless optical setup using a double slit as diffractive element to replace the Wollaston prism. The light of a collimated laser diode module is used to excite a TM resonance in the GMR sensor. The only difference between TM 1 and TM 2 is their separation by a microfluidic system and their functionalisation. Therefore, TM 1 is a resonant structure operating in channel 1 while the photonically identical TM 2 structure operates in channel 2. The reflected light from each of these channels is then each aligned with a slit such that the interferogram contains information about the relative phase changes between the two channels. This system, as such, is a self-referencing system.

Section 6.4 could be considered.

6.2 Miniaturised interferometric setup for point-of-care device prototype

Spatial mode overlap without Wollaston prism

The Wollaston prism has a certain size and cost and these factors are currently not easily scalable. It is therefore worth investigating alternative means for realising common-path interferometry which would allow a reduction of cost and size for a miniaturised POC device.

One idea is to replace the Wollaston prism with a simpler diffractive element, which can generate a shear between reference and signal beam by other means than birefrin-
6.2 Miniaturisation

Figure 52: Raw images demonstrating sensing with a double slit as the diffractive element. On the left, two identical gratings are on resonance and are imaged. On the right, a double slit is aligned with the same gratings such that the light from each grating falls onto one slit only, thereby being able to interfere in the camera plane. The method is based on the well-known Young’s slit interference experiment. The images are meant to illustrate the working principle only.

gence. Such a very simple diffractive element is, for example, a double slit which is aligned to two different parts of the resonantly reflected beam.

For a proof-of-principle, I first replaced the Wollaston prism in the bulk setup (Fig. 21) with a double slit of distance $g = 300\,\mu m$ and width $b = 100\,\mu m$ (3B Scientific Diaphragm with 3 Double Slits of Different Widths). Figure 52 shows the resonant excitation of two separate gratings (here using TE polarisation for illustration) with the usual 855 nm laser diode. The grating stripes are then each aligned with one of the slits (compare to Fig. 51) and the resulting interferogram can be seen on the right of Figure 52.

To indicate the refractive index sensing capability of the double slit read-out, Figure 53 shows the measured phase response over time. The initial value corresponds to a deionised water drop on the surface of the sensor and the phase step corresponds to adding a small drop of IPA to this water drop. Since the goal of this experiment is a simple verification of the double-slit read-out principle, refractive index quantifica-
Figure 53: Refractive index sensing with double-slit read-out in bulk setup for proof-of-principle. The jump in phase corresponds to dropping a small drop of IPA onto the initial water drop which increases the refractive index by an unknown amount. Quantification is not the goal of this test experiment, its purpose is solely to verify the operation of the interferometer with a double slit.
tion is not aimed for here. Note the flat curve in the beginning of the experiment in comparison to the drift in the curve after adding the IPA drop. This can be explained by diffusion of IPA through the water. The initial drop value corresponds to the IPA being forced onto the surface and the drift to a lower average corresponds to the IPA diffusing away from the surface and mixing with the water, which reduces the effective refractive index of the initial drop.

**Miniaturised setup - dimensions and distances**

The parameters of the double slit need to be carefully considered for the miniaturised setup, because there are several aspects (theoretical and practical) influencing the design realisability:

1. diffracted light needs to overlap in the camera plane ⇒ slits need to be small enough to create large enough angles for a given distance between slits and camera

2. distance between slits and camera cannot be arbitrarily small because of the requirement of printed components and holder footprints and cannot be arbitrarily large because we want a small device

3. the intensity transmitted through the slits needs to be sufficient ⇒ slits cannot be arbitrarily narrow

4. the smaller the slits the smaller the interferogram period ⇒ the minimum fringe period with respect to the camera pixel size needs to be considered

5. alignment of gratings with slits to avoid crosstalk between two modes ⇒ slit distance cannot be too small

In collaboration with Alexander Drayton from my group, who already designed and printed a miniaturised setup for the chirped grating sensing approach during his PhD
**Figure 54:** Consideration with respect to double slit distance, width and camera distance. On the right: corresponding interferogram recorded in the miniaturised setup. Design figure in A by Alexander Drayton.
According to the considerations above, a reasonable distance between slits and camera is \( \approx 16 \text{ mm} \). Based on this restriction, calculations show (Fig. 54) that slit widths of 10 \( \mu \text{m} \) at a distance of 200 \( \mu \text{m} \) would give an overlap of 2.6 mm and approximately 15 camera pixels per fringe period. Based on these considerations I implemented specially designed double slits (Premium grade High Resolution Film Photomasks from Micro Lithography Services Limited).

First experimental data taken in this miniaturised setup are presented in Figure 54. These results are currently at a proof-of-principle stage and the next step will be to integrate the microfluidic system with the sensors into the miniaturised setup and determine the LOD both for bulk refractive index and biosensing.

A slightly different idea is to remove any external diffracting element and use the nanostructure itself both as sensor as well as diffracting element in a lens-free setup. This idea is at a very initial stage and could also be pursued as one of the simplest possible implementations of miniaturised, resonant interferometric sensing.

### 6.3 Protein sensing in serum experiments

In collaboration with Dr. Donato Conteduca, we carried out protein sensing in serum to test the surface chemistry with respect to specificity. We used undiluted fetal bovine serum (FBS), spiked with IgG, as a proxy for human serum [84]. For these measurements, we used a chirped GMR on a 2D array of nanoholes, i.e. a non-interferometric approach. The principle of chirping the nanohole array in one dimension is the same as described in references [42, 51].

We then excite the sensor with a single wavelength of a filtered halogen source and track the spatially distributed resonance peak by taking camera images as described in detail in [42, 51, 53]. The surface functionalisation protocol used for the measurement in Figure 55 is almost the same as described previously and in detail in Appendix 8.2.3.
The only difference is that in this case I refrained from using the additional casein blocking buffer because of the implementation of a biochemical reference. I here used the reference not only for drift elimination but also as biochemical reference. This kind of control experiment can be implemented by only flowing the specific antibody (here anti-IgG) in one channel and flowing the antigen (here IgG) in both channels. Any binding that occurs in the channel without antibodies (red curve in Fig. 55) is non-specific since there is no specific antibody present. As visible in Figure 55, the red curve stays flat when introducing the IgG spiked serum while the blue curve (which has the antibody) shows a binding curve. Note that the overall shifts are relatively small for the relatively high IgG concentrations in comparison to reference [53]. It is not clear if these small shifts are related only to the chirped sensor configuration or also to the serum. There are many different proteins, salts and ions in serum [84] and their interaction might influence the binding efficiency of the IgG to anti-IgG. The slowed down kinetics because of competition with abundant serum constituents is known in literature [85] and serum is therefore often diluted.

I expect that higher shifts can be achieved by ensuring a higher antibody concentration in the evanescent field. On the other hand, the main purpose of this measurement was to
confirm the suitability of the surface functionalisation protocol for measurements in a complex matrix such as serum. In particular, we wanted to test whether the PEG layer, which after hydrolysis acts as a blocking layer, successfully avoids non-specific protein adsorption on the surface. Non-specific adsorption is a major issue in a complex matrix such as serum, which is more complex than e.g. urine. Measurements in urine have already been demonstrated by our group in detail (see reference [51]). The low degree of non-specificity observed in these measurements can in part be contributed to low charge effects for example compared to gold-based sensors [86], while the positive anti-fouling effect of PEG has also been recognised previously [87]. These results will be developed further and tested repeatedly in the future with the interferometric read-out approach.

### 6.4 Alternative high-Q modes for phase sensitivity improvement

There are several potential routes to further increase the phase sensitivity. While the phase sensitivity of the TM mode can be improved both by increasing the angle of incidence or by increasing the filling factor, these are in practice not easily achievable because of fabrication or setup limitations. The grating groove’s size cannot be arbitrarily reduced because the RIE etching process gives a practical limit to the achievable aspect ratios. The incidence angle cannot be arbitrarily high for practical reasons, at least in current setups, and because the reflectance of the TM mode is reduced with higher angles as well. Moreover, the reflectance of the TM mode is affected more by scattering losses than modes which are more strongly confined in the core of the waveguide because the TM mode has a higher degree of overlap with the rougher surface (see Fig. 56 b). The main limitation regarding an increase in Q-factor, and therefore phase sensitivity, is the correlated reduction of reflectance associated with high-Q modes in the presence of loss. Even though a reduction in reflectance is expected for every experimental high-Q mode, some modes may be less affected by non-radiative
This outlook section aims to introduce preliminary design and experimental results regarding symmetry protected quasi-bound states in the continuum in one-dimensional Si$_3$N$_4$-gratings (see Section 2.2.7 for terminology explanation).

As already discussed in the theory section (see Fig. 10), in addition to the even modes, which can couple to the continuum of radiation at the Γ-point ($\theta = 0$), there exist odd modes where the coupling is prohibited due to the symmetry incompatibility between resonant mode confinement and radiative background. Introducing a non-zero incidence angle enables these modes to couple because the perfect symmetry of the field is broken. The Q-factor at the Γ-point is infinite in theory because the prohibition of coupling to radiation means that the light is trapped in the photonic structure for an infinite time, which per definition (see Section 2.3.1) is related to an infinite Q-factor. The higher the incidence angle, the less symmetric the mode becomes which is accompanied by a reduction of the Q-factor. A more detailed theoretical explanation is beyond the scope of this outlook, so I refer the interested reader to references [62, 68, 70, 88, 89].

The goal is to fabricate the simulated structures shown in Figure 56. An initial approach to finding the correct grating parameters for a mode to overlap with the laser diode wavelength of 855 nm is to implement a chirped grating. As mentioned before, a chirped grating is a structure with a continuously increasing period in the direction of the grating grooves. In this particular example I varied the grating period horizontally (see schematic in Fig. 57 on the right), which results in a vertically extended ‘resonance line’ in those grating areas in which the period matches the resonance condition. The initial results show that the high-Q odd modes close to the Γ-point may provide higher Q-factor as well as higher reflectance than the TM mode, which in turn corresponds to a higher phase sensitivity.
Figure 56: Simulations showing a symmetry protected Quasi-BIC mode in a (compare upper band in Fig. 10), where the symmetry is broken by assuming an incidence angle of $\theta = 0.1^\circ$ as well as b a typical TM mode both in the same Si$_3$N$_4$-grating with the only difference being the grating period to achieve resonances at similar wavelengths. The Quasi-BIC is based on a grating period $a = 527$ nm and the TM $a = 570$ nm both with FF $= 0.8$. The spectra in c qualitatively show the corresponding surface sensitivities by simulating the response with and without a 20 nm thick generic model layer of biomolecules of refractive index $n = 1.43$ on the surface of the structure.
Figure 57: Red curve: TM mode spectrum obtained from a chirped grating response (upper right image) when excited with single wavelength laser diode at 855 nm. The green curve was obtained in same manner, but for a Quasi symmetry protected mode excited at the same wavelength as the TM mode in a grating with lower period at an incidence angle of \( \approx 1^\circ \). Note that the fringes visible in the bottom camera image on the right are unexpected and their origin will be part of future investigations. Those fringes were not created by means of a Wollaston prism or any other diffractive element.
Although these preliminary qualitative results are promising, further considerations will need to be taken into account for an application of these symmetry protected Quasi-BIC modes for biosensing. First, the E-field enhancement of a Quasi-BIC mode (Fig. 56 a) is almost an order of magnitude higher (here calculated at an incidence angle of 0.1°) than that of a TM mode (Fig. 56 b), which is a result of the expectedly higher lifetime of mode. For biosensing, however, the field distribution in those volumes where the biomolecules can bind to the surface determines the surface sensitivity (see Eq. (21)). As evident from Figure 56 c, adding a thin layer of biomaterial to the surface (see Fig. 18) results in a smaller shift for the Quasi-BIC (or ‘near-Γ-BIC’) mode compared to the TM mode, because the TM mode has a more advantageous field distribution on the surface.

Secondly, sensitivity is not the only variable of interest for applied biosensing. Reliability is of high importance as well and should be considered in the choice of the resonant mode. For example, the Q-factor and therefore phase sensitivity of the Quasi-BIC mode depends strongly on the angle of incidence, while a non-vanishing typical GMR mode shows higher Q-factor tolerance to variations of the incident angle (see Fig. 10). This could result in, maybe less sensitive, but more reliable sensing when using a TM mode rather than a Quasi-BIC mode and these points will be quantified and taken into consideration for future optimisations steps.

6.5 On ‘dark modes’ for surface enhanced interferometric scattering microscopy

Interferometric Scattering Microscopy (iScat) [78, 90–93] is a relatively recent technique to image, e.g., single proteins at extremely high frame-rates, which allows to extract information of binding kinetics in real-time on a single protein level. iScat relies on the contrast which is generated by coherent interference between the scat-
Interferometric Scattering Microscopy (iScat) working principle. The scattered light from the particle (e.g. protein) is interfered with a reference field, which is the light reflected from the surface-liquid interface. This superposition of a spherical scattered wave and a plane reference wave results in a characteristic Airy interference pattern where the contrast depends on the particle size and the phase depends on the particle’s distances from the surface. Adapted from [92].

Similar to surface enhanced fluorescence imaging or surface enhanced Raman scattering, the integration of a resonant structure could help to enhance the intensity of the scattered signal beam and therefore facilitate contrast generation and reduce background noise. The background noise would be reduced because of the localisation of the resonantly generated electromagnetic field close to the surface of the sensor.

Enhanced iScat was very recently accomplished using a resonant structure in transmission [94]. If we, however, restrict our approach to measurements in reflection to avoid
Figure 59: Dispersion diagram of TE mode in an one-dimensional grating with period $a = 350$ nm, thickness $t = 150$ nm and filling factor $FF = 50\%$. The lower band is the even TE mode which is spectrally broad at an incidence angle $\theta = 0^\circ$ ($\Gamma$-point) while the upper band odd mode vanishes at $\theta = 0^\circ$ which is the symmetry protected mode discussed in this section for iScat.

noise from the microfluidics, an obvious disadvantage of using a resonant structure, even if it enhances the scattered signal, is the high reflectance which is usually associated with GMRs. The idea, which is therefore proposed here, is to use a ‘dark’ mode as discussed in the BIC-part in the end of Section 2.2. More specifically, an odd mode which is protected by symmetry around the gamma-point could be used. In theory, at zero incidence angle, the mode cannot couple to the continuum unless the symmetry is broken or non-resonant scattering is introduced. The field enhancements associated with these dark modes at near-zero incident angle are very high compared to regular leaky modes (see Fig. 60), which would mean a strong enhancement of the scattering signal. Ideally, the idea is to introduce the proteins on the sensor surface as the means to couple the symmetry protected mode to the radiation continuum. In other words, only when a protein perturbs the symmetry protected field confined on the sensor surface is the field coupled to radiation and the resonantly enhanced scattering signal is
detected.
Even though these considerations are plausible in theory, the practical realisation will likely face several challenges, one of which is to fabricate photonic structures resonating at low wavelengths. For iScat, a green laser is typically used, because lower wavelengths generate higher scattering signals (according to the $\lambda^{-4}$ scaling of Rayleigh scattering). Achieving resonances in the green wavelength range (here precisely 520 nm) requires low grating periods, which in turn can only be achieved with low filling factors due to RIE aspect ratio limitations of the etched slots.

Fabricating nanostructures with the correct parameters and ensuring the right incidence angle to excite a dark mode with the single wavelength of the iScat laser would require high precision. Therefore, tuning of the grating period can help to ensure a resonance and to help identify the required period. Preliminary experimental data, which have been collected with Manuel Deckart in the setup he built in our group, showing such resonances are displayed in 60 in comparison to the corresponding simulations.

The nanostructure itself will already break symmetry and introduce non-resonant scattering because of the non-perfect fabrication and non-zero surface roughness. It is therefore currently unknown to which degree the field could be enhanced in practice and how much higher the scattering of the protein will be compared to the scattering introduced by surface roughness alone. The average surface roughness of commercial Si$_3$N$_4$ introduces peak values in the order of approximately 1 nm while proteins like IgG have a size of approximately 10 nm. Moreover, the scattered signal from the surface roughness is static, while protein interactions are not, which means that image post-processing can remove the background scattering signal.

One positive aspect is that the low reflectance associated with high-Q resonances is an advantage, because ideally, we would want a high field enhancement to increase the scattered signal but without high reflectance since this adds to the reference intensity and would need to be dimmed. Note that the simulations shown in Figure 60 show the
Figure 60: Simulation and first experimental data of Quasi BIC resonances for resonantly enhanced iScat. a) Simulated spectrum of Quasi BIC in Si$_3$N$_4$ grating with 0.1° angle of incidence to break symmetry for the purpose of identifying a resonance wavelength to simulate the field enhancement shown in c. b) Shows the resonance response depending on the grating period for TE and TM polarised light. The Quasi-BIC mode is excited with TE polarised light. This ‘period-spectrum’ is realised experimentally by tuning the grating period in one direction and achieving a spatially defined spectrum in the imaged grating as shown in d. The modes seen in this chirped grating in d are not yet in accordance with the simulations. The experimental period sweep was fabricated in a range from 300 nm to 400 nm and the image is taken with 45° polarised light where the left resonances at around 330 nm period are TE modes and the right mode at around 350 nm period is a TM mode. These measurements were taken with Manuel Deckart in the iScat setup that he built in our group.
field enhancement of a ‘near-Γ-BIC’ mode at an incidence angle of 0.1°. This approximation is necessary to be able to carry out these simulations, but it does not represent the expected field enhancement, which could be achieved experimentally when non-perfect fabrication and surface roughness would reduce the theoretically infinite field enhancement found at the Γ-point to an unknown degree.

An alternative idea for future studies on resonantly enhanced iScat is the possibility to use the intrinsic destructive interference between the guided mode and the background Fabry-Perot signal to reach a field enhancement while working in the dark field regime with normal incidence. For example, in Figure 60a, the dip of the Fano resonance at $\lambda \approx 548.86$ nm will have a lower degree of field enhancement compared to the peak, while providing the advantage of zero reflectance. The field enhancement in the peak dip would be stronger for higher index materials, because these would generate a higher background leading to the destructive interference at wavelengths closer to the maximum field enhancement at the resonance wavelength. In this way, high field enhancement with low reflectance values could be reached, but it should be noted that using higher index materials, e.g. hydrogenated amorphous silicon, would be challenging at low wavelengths due to absorption losses.
7 Overall summary and conclusions

The main goal of the work presented in this thesis was to find a feasible way of measuring the phase response of resonant dielectric nanostructures for sensing. This aim was based on the assumption that the advantage of the well-known high sensitivity of interferometric approaches would translate into a better sensing performance with resonant photonics compared to usual read-out approaches. The main challenge was to maintain this advantage of interferometry while also preserving simplicity and cost-efficiency. This effectively means that no active stabilisation, which is commonly applied to interferometric sensing, could be used.

Instead, I implemented a common-path approach to maintain stability by introducing the novel concept of spatially superimposing two beams carrying the phase information of two independently excited resonant modes with different phase sensitivities, and interferometrically measuring the relative phase difference between them. This idea can be applied to other resonant nanostructures and metamaterials. For example, by using higher refractive index materials, a higher surface sensitivity and thus an even lower limit of detection for biomolecules could be achieved in the future. Further, the application of this idea does not require form birefringence of the resonant structure, meaning that nanostructures with two-dimensional symmetry can also be used, which further adds to the versatility of the approach.

The results of this thesis allow to conclude that probing the phase response of guided-mode resonances does provide an improved limit of detection compared to previously applied methods. The most critical aspect of this performance improvement, based on my data, appears to be the ability to create comparably clean data from the generated spatial interferograms using Fourier analysis, which results in low, intensity-independent noise levels. To reach this low-noise regime however, care must be taken to consider all potential sources of noise, as discussed in detail in the thesis.
One further advantage of interferometry compared to spectral peak-tracking is the ability to use a low-cost laser diode, which not only retains simplicity, but also allows to collimate the excitation beam to a higher degree than possible with a typical broadband source, enabling to probe potentially even higher Q-factors than the approximate Q-factor of 1000 achieved here. In other words, the Q-factor of a resonant mode in an interferometric read-out approach could potentially be limited by scattering losses due to the surface roughness of the dielectric material, which corresponds to much higher Q-factors than those measurable with a typical spectrometer. An intensity based read-out has the same advantage of not being limited by spectrometer resolution, but intensity noise is typically orders of magnitude higher than phase noise, as discussed in the thesis. Therefore, creating a spatial interferogram is key.

To discuss the future steps towards a prototype diagnostic tool, I also want to mention the limitations of the current bench-top setup as described in the main body of this thesis. First, the sensing shown here relies on microfluidic channels for local antibody immobilisation, which limits the multiplexing capabilities. An important next step is therefore to use a spotter to immobilise antibodies in specific small areas in the field-of-view to allow true multiplexing. Further, the fabrication technique that I used for this work relies on electron-beam lithography and has to be replaced eventually with a more feasible mass-production technique, i.e., nanoimprinting lithography. This brings me to the final, more general, conclusion regarding the required next steps towards point-of-care diagnostic technology. While the focus of my thesis lies on the development of a novel sensing technology and the protein sensing experiments are proof-of-principle tests, the most important aspect of the implementation of a miniaturised interferometric setup, as discussed in the outlook of my thesis, is reliability. To potentially achieve high accuracy in diagnostics, the sensor has to provide reliability.
not only in terms of the photonic aspect of, e.g., high fabrication tolerance but also in
terms of the surface functionalisation aspects.
As a last comment, I want to mention that there are a few open questions that appeared
during this work. For example, the origin of unexpected fringes when resonantly il-
luminating with coherent light at non-zero angles of incidence as seen in Figure 57,
remains unknown to the best of my knowledge and it will be interesting to search for a
possible explanation in the future.
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8.1 Simulation methods

8.1.1 Rigorous coupled wave analysis - principle and implementation

Rigorous coupled wave analysis (RCWA) is a widely used computation method to determine diffraction efficiencies of binary gratings as relevant for this work. The three layers (substrate, grating, cover) are assumed to be infinitely extended in the direction of the grating vector and the first region (cover region) as well as the third region (substrate region) further extend infinitely in the vertical direction around the periodic grating.

The infinite periodicity of the grating allows to describe the grating with a Fourier series. By taking the boundary conditions for the electric field of each layer into account as given by Maxwell’s equations, the total electric field can be expressed as set of coupled wave equations which are solved numerically.

For some of the simulations shown in this work, which are indicated as RCWA-
simulations, I modified and used a script originally implemented in MATLAB by Dr Graham Triggs in our group. The script is based on that by D. Brundrett published in [95] (pp. 149-153), which in turn is based on 'Formulation for stable and efficient implementation of the rigorous coupled-wave analysis of binary gratings’ [96] and ‘Stable implementation of the rigorous coupled-wave analysis of surface-relief gratings: enhanced transmittance matrix approach’ [97] by Moharam et. al.

Some of the simulations presented in this work, in particular the E-field confinement simulations, are based on my own scripts using the Stanford Stratified Structure Solver which is explained in detail in the following.

8.1.2 Stanford Stratified Structure Solver (S⁴)

Stanford Stratified Structure Solver (S⁴) is a frequency domain code to solve the linear Maxwell’s equations in layered periodic structures. Internally, it uses RCWA and the S-matrix algorithm. For this work, the program is implemented using a Lua frontend. S⁴ was developed by Victor Liu of the Fan Group in the Stanford Electrical Engineering Department and it is freely available on their website. Using S⁴ requires writing a Lua script to call S⁴. All of the S⁴ specific functions that can be called within the Lua environment are described and explained here [98].

8.1.3 S⁴ simulation harmonics convergence test

A sufficient number of harmonics has to be used for accurate and converging results and in Figure 62, I illustrate this statement with simulations of spectra showing the convergence of the resonance wavelength with increasing number of harmonics. Most of the simulations shown in this work are carried out with 20 harmonics.
Figure 62: \( S^4 \)-simulations of typical 1D GMR resonance to illustrate exemplary test of convergence. Since the required number of harmonics depends on the specific requirements of the simulation in each case, there is no general conclusion on necessary number of harmonics available. The conclusion is that care needs to be taken when simulating with RCWA to be sure the number of harmonics is sufficiently high for the accuracy that is required.
8.2 Detailed experimental methods

The following methods were used but not invented or advanced by myself and are as such not part of the novelty of this work, unless indicated in the main body of this thesis.

8.2.1 Dielectric nanostructure fabrication

Commercial wafers consisting of a 150 nm thick film of Si$_3$N$_4$ on a 500-µm glass substrate (Silson, UK) are diced into (15x15)mm$^2$ pieces before cleaning them by sonication in acetone (ACE) for 10 min, rinsing in isopropanol (IPA), and placing in a plasma ash for 5 min. The resist used for electron-beam lithography (EBL) is AR-P 6200.13 from Allresist GmbH spun at 5000 rpm for 60 s and baked on a hotplate at 180 °C for 5 min. For charge dissipation during EBL exposure, we use the conductive polymer AR-PC 5090 (Allresist GmbH) spun at 2000 rpm and baked on a hotplate at 90 °C for 2 min. The pattern is written with a Voyager EBL system from Raith GmbH, 50 kV, with a beam current of 130 pA and a dose of 150 µCmm$^{-2}$. After removing the charge dissipation layer in deionized water at room temperature for 2 min, I develop the pattern in xylene for 2 min at room temperature, and stop the development with a rinse in IPA. Next, the pattern is transferred into the Si$_3$N$_4$ layer by plasma-based reactive ion etching (RIE) using a gas mixture of O$_2$ and CHF$_3$ at a ratio of 2:58. After etching for 7 min, I remove the remaining resist with gentle sonication in a 1165 Microposit Remover (Shipley) for 10 min.

8.2.2 Microfluidics fabrication

To fabricate a mold for the polydimethylsiloxane (PDMS) channels, I first clean a silicon wafer piece with sonication in ACE and a rinse in IPA and deionized H$_2$O. I spin the permanent epoxy-negative photoresist SU-8 2050 (Microchem Inc.) at a speed of first 150 rpm for 10 s, then 750 rpm for 10s, and finally 1000 rpm for 60 s to reach a
thickness of $\approx 170 \ \mu m$, and soft-bake at 65°C for 5 min and then 95 °C for 30 min. Next, the pattern is exposed with direct laser writing (KLOE DILASE, $\lambda = 375 \ \text{nm}$) with a 10X objective, 1 mm s$^{-1}$ stage speed, and 65% modulation. Following exposure, I post exposure bake at 65 °C for 5 min and 95 °C for 12 min. Then, the pattern is developed in EC solvent at room temperature for 15 min with constant agitation. I stop the process with a rinse in IPA, and leave the sample in an oven at 180 °C overnight. The PDMS is created by mixing elastomer and curing agent at a ratio of 7:1 and leaving it in a desiccator for 20 min to remove air. This mixture is then poured over the channel mold and baked at 60 °C overnight. I remove the PDMS from the mold, and use a micropuncher to create holes for the microfluidic tubing (Tygon E-3606, 0.8 mm inner diameter).
8.2.3 Surface functionalisation protocol

First, the sensor is cleaned in Piranha solution, which consists of a mixture of sulfuric acid and hydrogen peroxide at a ratio of 21:9. This step also ensures hydroxylation of the sensor surface, which is necessary for the salinisation step following cleaning. To salinise the Si$_3$N$_4$ surface, I leave it in a 5% solution of 3-mercaptopropyl)trimethoxysilane (MPTS) in dry ethanol for 6 h. Following a rinse in ethanol and in dimethyl sulfoxide (DMSO), I functionalize the surface overnight with a PEGylated SMCC cross-linker (SM(PEG)6 from Thermo Fisher) at a concentration of 1 mM in DMSO while avoiding exposure to humidity during this process. Following a rinse in DMSO and drying the sensor with nitrogen, I clamp it to a microfluidic channel made of PDMS, and the remainder of the surface functionalisation protocol takes place in this microfluidic system at room temperature. I use a microfluidic pump to pull the solutions over the surface through the microfluidic channels at 20 $\mu$L min$^{-1}$. To avoid hydrolysis, I introduce a short PBS baseline for 10 min only before flowing the anti-PCT antibody (Abcam) at a concentration of 50 $\mu$g mL$^{-1}$ in PBS over the sensor surface for 1 h. Then, a 10-min PBS washing step is introduced before flowing a 1% casein-blocking buffer (diluted 10X casein-blocking buffer from Sigma-Aldrich, UK) for half an hour to ensure that any remaining nonspecific binding sites are blocked before the final target biomarker binding. The PBS washing step after casein is continued, until a flat phase response is reached, which takes 30-45 min. Then, the antigen (e.g. recombinant human PCT protein, Abcam) in PBS is introduced to the functionalised sensor surface.

8.2.4 Optical setup and data acquisition methods

An inverted microscope is used for sensing experiments in reflection, with only a few modifications necessary for phase-sensitive operation. These modifications include using a coherent source, and implementing a Wollaston prism and analyser. The col-
Detailed experimental methods

Limited output of a VCSEL-based laser diode module (Thorlabs Inc., CPS850V) is directed toward a lens and focused in the back-focal plane of a 5X objective. The objective collimates the light, and after being resonantly reflected from the GMR sensor, the beam is directed toward the Wollaston prism (Thorlabs Inc., WPQ10) by a beam splitter. The Wollaston prism is aligned and fixed, such that the orthogonally polarised TE and TM modes are split into two diverging beams with approximately equal intensity. The analyser then enables the common components of these beams to interfere, and the interferogram is recorded with a CMOS camera (Thorlabs Inc., Compact USB 2.0 CMOS Camera). The contrast of the interferogram fringes can be adjusted in the beginning of a measurement by rotating the analyser. For sensing experiments, I take images at a rate of 0.2 fps.
8.3 Data processing methods

From the raw camera images, the data processing usually includes the following steps using a custom MATLAB script:

1. image rotation to align fringe direction with x-axis
2. image crop to select ROIs of each grating structure of interest
3. 2D fft filtering of interferogram
4. averaging of filtered interferogram
5. cosine fit for phase extraction

Even though the phase can alternatively be directly extracted from the Fourier transform of the averaged interferogram, I used the above process of cosine fitting to visualise the phase extraction process in a more intuitive way.

For the direct phase extraction based on FFT, the following steps are considered for a practical implementation:

1. image rotation to align fringe direction with x-axis
2. image crop to select ROIs of each grating structure of interest
3. averaging of interferogram to create 1D sinusoidal signal \( I \)
4. \( I_{fft} = \text{fftshift} (\text{fft}(I)) \) to extract spatial fringe frequency of averaged interferogram
5. setting values of \( I_{fft} \) to zero if corresponding magnitudes are below defined tolerance value
6. extracting phase information by calculating the unwrapped phase angle(\( I_{fft} \)) at (positive or negative) spatial interferogram frequency
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17 Left: Simulated reflectance response depending on wavelength and bulk index change of the medium surrounding the grating surface. $S^4$ was used for this simulation and the parameters of the grating are $n_{\text{substrate}} = 1.45$, $n_{\text{grating}} = 2.02$, grating thickness $t = 150$ nm, filling factor $FF = 0.78$, TE polarisation. Right: Wavelength shift $\Delta \lambda$ in response to refractive index alteration by $\Delta n = 0.01$. .......................... 37

18 Surface sensitivity schematic to illustrate the principle of detecting a thin biolayer. .......................... 38

19 Intensity as a function of delay $d$ between two plane waves according to Equation (27), adapted from [56]. .......................... 42

20 Interference of two oblique plane waves. Adapted from [56]. .......................... 43
21 Schematic of the phase-sensitive detection principle. The figure shows the optical setup where the collimated output of an 855-nm laser diode is focused onto the back-focal plane (BFP) of a 5X objective after passing through a polarising beam splitter. This setup creates collimated light which excites the guided-mode resonance. The grating grooves are oriented at 45° with respect to the polarisation of the incident light, such that the TE and TM modes are equally excited. The resonantly reflected light from the sensor carries information about the effective refractive index encountered by the orthogonally polarized guided modes stored as phase information. The Wollaston prism introduces an angle of 1° between the two modes. The two diverging beams overlap in the camera plane, and generate a high-contrast interferogram for an analyser orientation of approximately 45°.

22 Working principle of a Wollaston prism. A light beam passing through the prism is split into two beams with orthogonal polarisation which diverge with an angle $\alpha$. This is achieved by using a birefringent material which introduces a path difference between the two polarisations.
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23  a, Schematic of a typical GMR structure consisting of a silicon nitride (n=2.02) grating of 150 nm thickness on glass (n=1.45) substrate immersed in water (n=1.33). The grating period in this example is a = 572 nm and the filling factor is 75%. A plane wave is incident from the glass substrate layer. The TE/TM mode is excited when the E-field vector of the incident beam is oriented perpendicular/parallel to the grating vector.  b, c, Dominant E-field components of TE (y-component) and TM (z-component) modes with an evanescent field decaying from the grating surface into the cover layer.  d, Simulated reflectance with spectral mode overlap and  e, simulated phase response, using rigorous coupled wave analysis (RCWA).

24  RCWA simulation showing the spectral mode overlap of a single structure for different filling factors (FF). The phase sensitivity is higher for maximised FF, while the spectral overlap for the TE/TM mode is only achieved for a narrow range of lower FF.

25  Design parameters (period a, filling factor FF) and corresponding simulated resonance peaks. All other parameters (index, thickness...) are provided in the caption of Fig. 23. Areas within the field-of-view (FOV) designed to excite a TE mode are marked blue and those exciting a TM mode are marked red. The orientation of the grating grooves, for both TE and TM designs, is along the long axis, as indicated in the top right zoom. This design schematic is the basis of the experimental images shown in Figure 28.
26  Spectral characterisation of structures designed as shown in Figure 25, here with a wider grating period variation range on the left. The spectra were acquired by taking hyperspectral images using a halogen lamp in combination with a monochromator and recording the intensity in every pixel. On the right, the two spectra correspond to identically designed gratings fabricated on two different samples. . . . . . . . . 54

27  Top: Schematic of nanofabrication process. Bottom: SEM and AFM of fabricated grating structures in Si$_3$N$_4$ with a charge dissipation layer for the SEM to avoid distortions due to charging. A detailed fabrication protocol can be found in Appendix 8.2.1. . . . . . . . . . . . . . . . . . . . . . . 55
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28 Schematics and camera images showing the spatial grating overlap principle. Compare to design in Figure 25.  

a Schematic of interferogram formation with spatial mode overlap of adjacent structures designed to resonate for TE/TM polarization shown for 0°, 45°, and 90° analyzer orientations. The blue/red frame indicates the structure resonating for TE/TM polarization. 

b Corresponding analyser orientations and c corresponding camera images. The area with a blue frame is a uniform grating designed to resonate at $\lambda = 855\, nm$ in water for TE polarization. Correspondingly, it shows high reflectance for the 0° analyzer orientation. The narrow stripes are designed, such that one resonates for TM polarization; since the TM resonance is much narrower, I here use several stripes consisting of gratings with different periods ($\Delta a = 1\, nm$) to ensure that at least one of them is on resonance within the expected refractive index range of the analyte. This principle ensures a high dynamic range. Correspondingly, only one of the grating stripes lights up at the 90° analyser orientation (red frames). When the analyser axis is set to 45°, the TE and TM components can interfere and create an interferogram in the beam-overlap region. 

d Schematic of sensors integrated in a microfluidic system. I use a signal and a reference channel to enable drift subtraction. 

e Zoom of c (middle)
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>Principle of phase extraction from interferogram by fast Fourier transform (FFT) with MATLAB script. The 2D interferogram is first averaged orthogonal to the fringe direction and the magnitude of the FFT of this 1D sinusoidal function reveals the spatial fringe frequency (top right), while the phase angle of the complex FFT is used to extract the phase information of this spatial frequency over time. See Appendix 8.3 for details.</td>
</tr>
<tr>
<td>30</td>
<td>The camera, which is used in the optical setup for interferometry, has a default infrared filter (IR filter) in front of the camera sensor. By removing the filter, the clean, expected fringes are obtained.</td>
</tr>
<tr>
<td>31</td>
<td>Raw camera images for qualitative comparison of interferogram contrast using a laser diode (left) and a spectrally filtered superluminescent diode (SLED, right).</td>
</tr>
<tr>
<td>32</td>
<td>SLED interferogram with and without spectral filtering.</td>
</tr>
<tr>
<td>33</td>
<td>Mechanical noise in the case of mirror as sample when the mirror is not fixed on the sample stage. Overall drift reduces over the course of one hour, while smaller vibrations are still present after this initial stabilisation.</td>
</tr>
<tr>
<td>34</td>
<td>Noise characterisation - dependence of noise on fringe contrast independent of temperature drift. The sample is a mirror and the laser diode was switched on 1 hour before this measurement to exclude the effect of temperature dependent wavelength drift. The contrasts C are calculated with Eq. (34) and are marked in the corresponding raw image position to show both the absolute contrast and the contrast variation due to the Gaussian beam.</td>
</tr>
</tbody>
</table>
35 Example data showing the drift referencing principle. The signal ‘s’ corresponds to the phase response determined in one microfluidic channel and the reference ‘r’ to the signal obtained from the adjacent channel, which is subtracted from the signal to obtain the effective phase response over time while flowing DI H$_2$O through both channels in this case. 67

36 Variations in the PDMS microfluidic channel thickness as a possible source of noise. The tubing is not mechanically isolated from the PDMS channel, which can lead to pressure being applied to the channel by the tubing, which results in pulling the PDMS around the holes up while the pressure applied by the clamping system pushes the PDMS down, which leads to deformations. 69

37 Raw camera images illustrate backreflections from the PDMS microfluidic channel in air (right image). The interface here is chosen to be air-PDMS (off resonance) because the effect of the backreflections is difficult to visualise for the lower index contrast of a water-PDMS interface. On the left, the effect of using an absorbing layer (‘camouflage’ spray paint) which is sprayed on the PDMS surface inside the channel is visible. The absorbing layer significantly reduces the backreflections, which are not detectable by eye anymore in the left image. 69

38 Experimentally determined refractive index of different glucose-H$_2$O-solutions. The refractometer which was used has an accuracy of $\Delta n = 10^{-4}$. 71
39  Bulk sensitivity measurements and experimental phase curve.  
   a Starting from a $H_2O$ baseline with a refractive index of 1.3331, glucose solutions of a 
   refractive index in a range between 1.3342 and 1.3437 were flowed over the surface, and the 
   corresponding phase response was measured. I repeated the measurement twice for each 
   concentration to verify system stability. b Phase curve obtained from the measurement on the left in comparison with the simulated phase response. 
   The error of $\Phi$ of each single blue point is determined by calculating the 
   standard deviation of the saturated response in each glucose step shown in a. This error is smaller than the marker size in b.

40  Phase response measured upon introduction of glucose solution of calibrated refracted index. The figure shows the phase response of two 
   adjacent gratings with 1 nm difference in grating period. The standard 
   deviation of $\Phi$ over time, which is the data that the graph is based on, 
   while flowing the glucose solutions is smaller than the marker size. 
   The bulk refractive index is calibrated by measuring the refractive in-
   dex of glucose solutions with a refractometer. The two grating struc-
   tures are introduced to the same glucose solutions at the same time. 
   The response is referenced with the microfluidic referencing system. 

41  Measured phase response of two different grating structures, which 
   were fabricated using a difference in electron beam lithography dose 
   factor of 0.05 $\mu$C/cm$^2$. The errorbars correspond to the standard de-
   viation $\sigma$ of the phase response over time while flowing each glucose 
   solution. Calibration and experimental details as described in caption 
   of Fig. 40.
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42 Divergence angle determination. a beam profiles at position 0 and position 0 + 20.2cm. b camera images of beam profile taken at different camera positions as indicated in setup schematic in c . . . . . . . . . 79

43 Schematic of surface functionalisation steps (not to scale). A the bare sensor is cleaned either using Piranha or ozone cleaning (see Appendix 8.2.3) to introduce hydroxyl groups on the surface which allows B MPTS to form a monolayer on the surface. This MPTS step is called silanisation, during which covalent -Si-O-Si- bonds are formed. C SM(PEG)$_6$ binds to the MPTS and forms another monolayer to which D any antibody can bind. E Casein is a blocking buffer and binds to any remaining non-specific binding sites on the surface. F the target antigen then binds to the specifically chosen antibody. . . . . . . . . 82

44 a, Schematic of functionalisation steps and the corresponding phase shift observed experimentally in b, Anti-PCT antibodies (50 µg mL$^{-1}$) are binding to the PEG spacer layer (see methods appendix 8.2.3). After saturating the surface, casein is introduced to block any remaining non-specific binding sites. The following PBS washing results in most of the casein being washed away suggesting the PEG layer is already blocking the surface effectively. We observe a 0.019 $\pi$ phase shift in equilibrium for a procalcitonin concentration of 1 pg mL$^{-1}$. . . . . . 83
PCT control sensing with a commercial Quartz-crystal-microbalance (Biolin Scientific, Qsense Analyzer) instrument. Note that, unlike in the photonic measurement, mass binding registers as a reduction of the resonance value. The anti-PCT antibody concentration is the same as for the measurement shown in Fig. 44, 50 µg mL\(^{-1}\). The experiments are performed at room temperature and the microfluidic pump speed is 20 µL min\(^{-1}\), which are the same parameters as for the photonic sensing experiments.

Procalcitonin sensing with non-specific antibodies as control experiment. The antibodies are specific to immunoglobulin G (anti-IgG antibodies, R2004 Sigma Aldrich). The rest of the experimental details are identical to the previously discussed experiment shown in Fig. 44 with the difference that a higher PCT concentration is chosen to test the specificity at concentrations that are far from the LOD.

QCM-D amyloid sensing to test the surface functionalisation and, in particular, the specificity by flowing β-amyloid in both a signal and a reference channel, the latter without any antibodies (blue). The arrow on the right indicates the shift in the signal channel upon amyloid binding, which is non-existent in the control experiment. The drift of the system, which is extrapolated by the dashed orange line, should be taken into account when analysing this data.

Interferometric amyloid sensing with 1D GMR grating.

Design of nanohole array. SEM images of dielectric nanoholes. Both generated by Dr Donato Conteduca.
50 Interferometry with dielectric nanoholes in hydrogenated, amorphous silicon instead of silicon nitride fabricated by Dr. Donato Conteduca. The interferogram is created by means of the Wollaston prism as in Figure 28. The difference between this structure and the one-dimensional structures above is not only the two-dimensional periodicity of the nanoholes and the material with higher refractive index but also the choice of resonance wavelength, which here in this image is 635 nm. a Interferogram showing several stripes resonating for the ‘TM’-mode and a single structure each resonating for the ‘TE’-mode. b - Spectra of TE and TM modes of dielectric nanoholes resonating around the laser wavelength (red line). The spectra were recorded by Dr. Donato Conteduca. ........................................ 93

51 Schematic of a miniaturised lensless optical setup using a double slit as diffractive element to replace the Wollaston prism. The light of a collimated laser diode module is used to excite a TM resonance in the GMR sensor. The only difference between TM 1 and TM 2 is their separation by a microfluidic system and their functionalisation. Therefore, TM 1 is a resonant structure operating in channel 1 while the photonically identical TM 2 structure operates in channel 2. The reflected light from each of these channels is then each aligned with a slit such that the interferogram contains information about the relative phase changes between the two channels. This system, as such, is a self-referencing system. .......................... 94
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<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>Raw images demonstrating sensing with a double slit as the diffractive element. On the left, two identical gratings are on resonance and are imaged. On the right, a double slit is aligned with the same gratings such that the light from each grating falls onto one slit only, thereby being able to interfere in the camera plane. The method is based on the well-known Young’s slit interference experiment. The images are meant to illustrate the working principle only.</td>
<td>95</td>
</tr>
<tr>
<td>53</td>
<td>Refractive index sensing with double-slit read-out in bulk setup for proof-of-principle. The jump in phase corresponds to dropping a small drop of IPA onto the initial water drop which increases the refractive index by an unknown amount. Quantification is not the goal of this test experiment, its purpose is solely to verify the operation of the interferometer with a double slit.</td>
<td>96</td>
</tr>
<tr>
<td>54</td>
<td>Consideration with respect to double slit distance, width and camera distance. On the right: corresponding interferogram recorded in the miniaturised setup. Design figure in A by Alexander Drayton.</td>
<td>98</td>
</tr>
<tr>
<td>55</td>
<td>IgG sensing in serum using a chirped GMR sensor (no interferometry).</td>
<td>100</td>
</tr>
<tr>
<td>56</td>
<td>Simulations showing a symmetry protected Quasi-BIC mode in a (compare upper band in Fig. 10), where the symmetry is broken by assuming an incidence angle of $\theta = 0.1^\circ$ as well as b a typical TM mode both in the same Si$_3$N$_4$-grating with the only difference being the grating period to achieve resonances at similar wavelengths. The Quasi-BIC is based on a grating period $a = 527$ nm and the TM $a = 570$ nm both with FF = 0.8. The spectra in c qualitatively show the corresponding surface sensitivities by simulating the response with and without a 20 nm thick generic model layer of biomolecules of refractive index $n = 1.43$ on the surface of the structure.</td>
<td>103</td>
</tr>
</tbody>
</table>
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57 Red curve: TM mode spectrum obtained from a chirped grating response (upper right image) when excited with single wavelength laser diode at 855 nm. The green curve was obtained in same manner, but for a Quasi symmetry protected mode excited at the same wavelength as the TM mode in a grating with lower period at an incidence angle of \( \approx 1^\circ \). Note that the fringes visible in the bottom camera image on the right are unexpected and their origin will be part of future investigations. Those fringes were not created by means of a Wollaston prism or any other diffractive element.

58 Interferometric Scattering Microscopy (iScat) working principle. The scattered light from the particle (e.g. protein) is interfered with a reference field, which is the light reflected from the surface-liquid interface. This superposition of a spherical scattered wave and a plane reference wave results in a characteristic Airy interference pattern where the contrast depends on the particle size and the phase depends on the particle’s distances from the surface. Adapted from [92].

59 Dispersion diagram of TE mode in an one-dimensional grating with period \( a = 350 \text{ nm} \), thickness \( t = 150 \text{ nm} \) and filling factor \( FF = 50\% \). The lower band is the even TE mode which is spectrally broad at an incidence angle \( \theta = 0^\circ \) (\( \Gamma \)-point) while the upper band odd mode vanishes at \( \theta = 0^\circ \) which is the symmetry protected mode discussed in this section for iScat.
Simulation and first experimental data of Quasi BIC resonances for resonantly enhanced iScat. a Simulated spectrum of Quasi BIC in Si$_3$N$_4$ grating with 0.1° angle of incidence to break symmetry for the purpose of identifying a resonance wavelength to simulate the field enhancement shown in c. b shows the resonance response depending on the grating period for TE and TM polarised light. The Quasi-BIC mode is excited with TE polarised light. This ‘period-spectrum’ is realised experimentally by tuning the grating period in one direction and achieving a spatially defined spectrum in the imaged grating as shown in d. The modes seen in this chirped grating in d are not yet in accordance with the simulations. The experimental period sweep was fabricated in a range from 300 nm to 400 nm and the image is taken with 45° polarised light where the left resonances at around 330 nm period are TE modes and the right mode at around 350 nm period is a TM mode. These measurements were taken with Manuel Deckart in the iScat setup that he built in our group.

61 Binary grating as exemplary structure in RCWA.

62 S$^4$-simulations of typical 1D GMR resonance to illustrate exemplary test of convergence. Since the required number of harmonics depends on the specific requirements of the simulation in each case, there is no general conclusion on necessary number of harmonics available. The conclusion is that care needs to be taken when simulating with RCWA to be sure the number of harmonics is sufficiently high for the accuracy that is required.
Microfluidic clamping system. The metal screws are used to clamp the PDMS microfluidic channel to the sensor by applying even pressure using the transparent plastic disks. The tubing is then inserted into the micropunched PDMS channels through small holes in the plastic holder disks. On the right, the sample is flipped such that the photonic sensors are visible as shiny squares through the opening that is left in the disks to illuminate the sample from the bottom.