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Abstract

This thesis makes use of a new atmospheric community model MONC (the Met

Office and NERC Cloud Model) to explore atmospheric controls on the develop-

ment of shallow, non-precipitating convective clouds. Simulations presented here

are initialised using profiles based on those observed during the COPE (COnvec-

tive Precipitation Experiment) field campaign in 2013. Isolated convective clouds

are generated using heterogeneous surface fluxes, which act upon a turbulent con-

vective boundary layer (CBL). The CBL is capped by an inversion, above which

the environment is statically stable. A cloud tracking algorithm is used to track

and study individual clouds, including those which split and merge over time.

The role of sub-cloud variability (produced during turbulent model spinup) on

convective cloud development is explored, and is concluded to play a significant

role in modulating cloud vertical transport, both through determination of prop-

erties at cloud base and through different rates of turbulent entrainment along the

edge of the cloud. Gravity waves develop during these simulations, propagating

in all directions, and are shown to produce large-scale environmental subsidence

with comparable magnitude to that generated by localised subsiding cloud shells

enveloping the core, as well as influencing the regeneration of individual clouds.
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Chapter 1

Introduction

Atmospheric moist convection is ubiquitous and manifests across a large range

of spatial scales, from shallow ‘fair weather’ cumulus clouds, to towering multi-

cellular storm structures. Instead of simply existing as passive structures sus-

pended within the larger atmospheric flow, convective clouds transport heat,

moisture and momentum vertically through the atmosphere. On relatively short

timescales, moist convection can result in severe weather events: flash flooding

from heavy precipitation, electrical damage from lightning strikes and structural

deterioration arising from associated wind gusts - to name but a few examples

- regularly result in threat to life or significant economic impacts. On longer

timescales, convective clouds affect the radiative properties of the boundary layer

and, by extension, temperatures at the surface. In order to paint a full picture of

the Earth’s weather and climate systems, it is therefore important to accurately

model the processes involved in moist convection.

Predicting the timing and location of convective clouds is challenging, as they

often form on spatial scales smaller than a typical Global Climate Model (GCM)

grid box, and are therefore not represented explicitly by the model numerics. In

addition to the (comparatively large) thermals which compose convective clouds,

many important processes involved in moist convection exist on the micro-scales,

such as the formation of ice and precipitation, and radiative transfer. Rather

than directly resolving moist convective processes, GCMs account for the effects

of moist convection through the use of a parametrisation. Parametrisations vary

across different GCMs, with each one making certain assumptions regarding the

triggering and development of moist convection based on the resolved properties

of a model grid box.

Some of the key processes underlying the triggering and development of moist

2
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convection, as well as the question of how to parametrise these processes, are still

under debate in the atmospheric community. This list includes (but is not limited

to) the structure of convective clouds, the mixing processes between cloud and

environment, the coupling of the cloud and the sub-cloud layer, and the role that

gravity waves play in convective modulation.

The aim of this thesis is to investigate some of the key processes that control

the evolution of shallow, non-precipitating convective clouds; in particular, the

roles of sub-cloud variability and gravity waves are considered. Simulations in

this thesis make use of MONC - the Met Office and NERC Cloud model - a new,

high-resolution community model which is able to resolve the larger turbulent

eddies within convective clouds.

1.1 Thesis outline

Chapter 2 introduces some of the literature on the topic of moist convection, be-

ginning with simple definitions of the physical processes involved, before outlining

some of the key modelling challenges.

In Chapter 3, the broad methodology used throughout this thesis is estab-

lished: this includes a description of MONC and an exploration of its sensitivity

to model resolution, as well as a description of a field campaign COPE (COnvec-

tive Precipitation Experiment), from which a modified radiosonde ascent is used

to initialise the model.

In Chapter 4, a large population of shallow convective clouds is simulated using

uniform surface heat fluxes representative of the conditions observed during the

COPE field campaign. The heights of the simulated clouds are shown to verify

well with those observed by research aircraft. A cloud tracking algorithm is

established as a tool for investigating properties of individual clouds of interest.

Using the tracking algorithm, a single representative cloud Chom is selected from

the ensemble, whose total mass flux falls within 10% of the weighted mean. In

addition, the concept of using purity and “radioactive” tracers as a method of

partitioning the cloud core and shell is introduced.

Chapter 5 is split into two sections. Part I demonstrates that it is possible

to approximately reproduce Chom using a localised surface patch with associ-

ated heat fluxes. A separate simulation then produces four shallow convective

clouds using four identical patches acting upon a turbulent boundary layer; dif-

ferences - in some cases significant - are observed in their development, and it
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is hypothesised that these differences may be caused in part by localised, small-

scale variations in the boundary layer prior to cloud initiation. This hypothesis is

explored in Chapter 5 Part II, by investigating the relationships between the max-

imum cloud base area attained and three boundary-layer properties immediately

prior to cloud formation: (a) boundary-layer water vapour path, (b) integrated

boundary-layer buoyancy and (c) boundary-layer updraft strength. The effects of

localised boundary-layer variations on both the nature (properties of air parcels

entering cloud base) and nurture (mixing and dilution) of a cloud are discussed.

Chapter 6 builds on the main simulation from Chapter 5, and explores the

properties of gravity waves (both those generated at the top of the boundary layer

by thermals, and those formed at higher levels as a result of moist convection)

and their role in cloud development. It is shown that gravity waves communicate

- and counteract - the positive mass flux within the four clouds to the surrounding

environment through large-scale environmental subsidence, and that convectively-

generated waves can influence the likelihood of a neighbouring cloud regenerating

after its main lifecycle has ended. This chapter also explores the role that internal

gravity waves play in modulating the lifecycle of a continuously-forced convective

plume, as well the influence of waves generated by neighbouring warm bubbles

on the mass flux of the plume.

Finally, Chapter 7 summarises the results from Chapters 4, 5 and 6, and

discusses ideas to develop the work presented in this thesis.



Chapter 2

Literature Review

2.1 Atmospheric Convection

2.1.1 Definition and Physical Processes

In its most general sense, convection refers to fluid flow driven by a density gra-

dient. Within the context of atmospheric convection, this gradient results from

sensible heat transfer from Earth’s surface which warms the lower levels of the

boundary layer. This heating produces thermals which have a greater buoyancy

than their surrounding environment, enabling them to rise with positive verti-

cal momentum, expand and adiabatically cool. Eventually a thermal may cool

enough that its temperature reaches the dewpoint, upon which the water vapour

within the thermal begins to condense and create a cumuliform cloud. The phase

transition of water vapour to its liquid form releases latent heat which decreases

the cloud’s density and increases its buoyancy, allowing it to reach deeper into

the troposphere. Mixing between the cloud and its environment will continually

modify the cloud properties; however, while it maintains a positive buoyancy it

will continue to ascend. At some stage, the ascending cloud will begin to lose

its vertical momentum, either due to the presence of an atmospheric inversion

or simply when the buoyancy of the cloud becomes less than that of the envi-

ronment. A common example of this occurs as a cloud approaches the stable

environment of the stratosphere, whereupon the tropopause acts as a lid sup-

pressing further convection - the effect of this is often observed in the spreading

anvil atop a cumulonimbus cloud. Although the tropopause acts to suppress con-

vection, occasionally a strong updraft will overshoot this boundary, an example

of which is shown in Figure 2.1.

5
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Figure 2.1: Photograph of a cumulonimbus cloud with anvil and overshooting top,
taken from the International Space Station (“Cumulonimbus Cloud over Africa”, 2008
- copyright NASA Goddard Space Flight Center, CC-BY.)

2.1.2 Clouds and atmospheric circulations

The relationship between cumulus clouds and the larger atmospheric circulation

is two-sided (Bony et al., 2015). Cumulus clouds alter the large-scale atmospheric

structure through the vertical transport of heat, moisture and momentum; how-

ever, large-scale atmospheric patterns likewise influence the formation and pat-

tern of cumulus clouds.

Figure 2.2 is an simplified schematic showing Earth’s three main latitudinal

circulation systems - the Hadley, Ferrel and Polar cells - which arise due to het-

erogeneous heating at Earth’s surface and the rotation of Earth. Incoming solar

radiation from the Sun is greatest at the Equator, heating the surface and result-

ing in the formation of a large area of low pressure and rising air. The air at the

Equator rises - typically in convective clouds - until it reaches the tropopause,

where it is then forced polewards as equatorial air continues to rise at its rear.

Moving polewards, the air encounters decreasing temperatures, and eventually

begins to sink back towards the ground at approximately 30° North and South.

As the air descends, it adiabatically warms and dries, resulting in the formation

of a large area of high pressure at the surface in a region known as the subtropics.

In the subtropics, large-scale subsidence results in either cloud free areas or, as

commonly observed over the ocean, large regions of stratocumulus cloud. To com-

plete the circulation, the subtropical surface air travels Equatorwards, forming

the complete Hadley Cell; however, these surface winds are deflected westwards

because of the Coriolis force, creating the northeasterly and southeasterly trade

winds in the Northern and Southern Hemisphere respectively. The trade re-

gions are associated with trade wind cumulus, which manifest as isolated shallow

updrafts, and gradually deepen with decreasing distance from the Equator (see
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Figure 2.2: Simplified diagram of Earth’s large-scale atmospheric circulation: The
Hadley Cell (H), the Ferrel Cell (F), the Polar Cell (P), and large-scale surface winds
(arrows). Note that the representation of the Ferrel cell is extremely idealised.

Figure 2.3).

The region of low pressure that forms close to the Equator results in a mass

ascent of air which, upon cooling to the dewpoint, forms deep convective clouds.

This ascent happens along the Equator, resulting in a convective belt known

as the Inter-Tropical Convergence Zone, or ITCZ. The ITCZ alters its position

seasonally, following the location of maximum solar heating.

As well as vertical and zonal circulations, there are additional circulations

which exist in the meridional. One example of this is the Walker Cell, a circulation

which stretches across the equatorial Pacific Ocean. Under normal conditions,

easterly trade winds push warm, moist air across the ocean, where it builds up

over the western Pacific. The excess of heat and moisture results in a region of low

pressure, which produces deep convection and large amounts of precipitation over

Indonesia. Occasionally the circulation migrates eastwards, moving the ascending

branch of the circulation across the Pacific Ocean, which is referred to as an El

Niño Southern Oscillation event.

Figure 2.3: Vertical cross-section through the Hadley Cell (and part of the Ferrell
Cell). Convective cloud depth is suppressed in the subtropics (due to subsiding air),
but enhanced at the Equator (due to ascending air).
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2.1.3 Shallow Convection

Shallow cumulus clouds exist on smaller spatial and temporal scales than their

deep convective counterparts, and precipitation processes do not play a significant

role in cloud development (Bretherton et al., 2004; Stevens, 2005). They are

confined to the lower part of the troposphere, with depths typically not exceeding

2 km. Shallow cumulus clouds are ubiquitous: they are synonymous with fair

weather conditions over land, and are commonly found in large swathes over

tropical oceans, particularly in the Trade regions where they are continuously fed

heat and moisture from below (Johnson et al., 1999).

It has long been noted that cumulus clouds affect the radiative properties

of the atmosphere, through reflection and absorption of incoming shortwave ra-

diation and absorption and emission of outgoing longwave radiation (Stephens,

2005; Gronemeier et al., 2017). Although the radiative impacts of shallow cumu-

lus are less than those of deep cumulus or stratocumulus, their global abundance

means that they have a significant impact on Earth’s radiation budget (Brether-

ton et al., 2004). Research has shown that shallow cumulus provide fuel in the

form of moisture for deep convection at the ITCZ, thereby enhancing the Hadley

circulation: trade-wind cumulus increase surface evaporation over the oceans, and

this moisture is then transported by the trade winds downstream into the ITCZ

(Riehl and Malkus, 1958; Siebesma and Holtslag, 1996; Tiedtke et al., 1988.)

On local scales, shallow convection transports heat, moisture and momentum

vertically - this influences the depth and properties of the convective boundary

layer, as well as cloud cover (Bretherton et al., 2004). In the Trade regions,

this vertical transport acts to counteract the drying and warming that man-

ifests within the subsiding branches of the Hadley circulation (Nitta and Es-

bensen, 1974; Riehl et al., 1951), maintaining a thermodynamically steady state

(Siebesma and Holtslag, 1996; Siebesma, 1998). As well as the direct transfer of

sensible heat, moist temperature changes result in the release and consumption of

latent heat through water phase changes, thereby unlocking an additional hidden

source of heating or cooling.

2.1.4 Convective Boundary Layer

The convective boundary layer (CBL) is defined here as the part of the atmosphere

bounded between the surface and the level of cloud base, which is also acted upon

by convective processes - either by heating from below or by radiative cooling

from above. In the literature, shallow clouds are often considered part of the
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CBL, particularly within the Tropics; throughout this thesis, the CBL should be

considered synonymous with the sub-cloud layer only. The CBL is overlain by

a region of increased stability where temperature begins to increase with height,

referred to as a capping inversion.

Stull (2012) describes the CBL as being characterised by turbulent, swirling

motions, referred to as eddies. The size of CBL eddies covers a broad spectrum

and increases with height: close to the surface their size is on the order of a few

millimetres, but the largest eddies are more coherent in structure and can scale to

the depth of the CBL (on the order of hundreds or thousands of metres) and are

more commonly referred to as thermals. Turbulent eddies are responsible for the

transport of heat, moisture and momentum vertically upwards, at a magnitude

proportional to their size.

Turbulent eddies in the CBL are driven by buoyant forces - the buoyancy of

an eddy can be described by its virtual potential temperature θv, a measure that

depends on both temperature and moisture. θv is defined as

θv = θ
(1 + qv/ε)

(1 + qv + qc)
, (2.1)

where θ is the potential temperature (in K), qv is the water vapour mixing ratio

(in kg kg−1), qc is the liquid water mixing ratio (in kg kg−1) and ε is the ratio of the

gas constants of air and water vapour (approximately 0.622). (Note that in the

cloud-free CBL, qc = 0.) Profiles of θ and qv are therefore defining characteristics

of the CBL.

Mean profiles of θ and qv are typically adiabatic throughout most of the CBL;

however, a super-adiabat is sometimes present above a heated surface (Stull,

2012), and the mean profile is often drier near the CBL top as dry air is entrained

from above. The degree of turbulence in the CBL is often characterised by the

turbulent kinetic energy (TKE), defined as:

1

2
×
(

(u′)
2

+ (v′)
2

+ (w′)
2

)
, (2.2)

where u, v and w are the x, y and z components of the momentum vector, and

prime terms denotes a deviation from the horizontal mean. TKE therefore has

units of m2 s−2.
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2.1.5 Physical structure of convection

The debate over the nature of convection dates at least as far back as the 1940s.

Atmospheric convection was initially assumed to manifest as a conical plume of

warm air accelerating upwards, with the strongest updraft located at its centre

(Stommel 1947, Houghton and Cramer 1951, Squires and Turner 1962). As the

plume accelerates, the column of air experiences a vertical stretch, resulting in

a divergence of mass; environmental air is laterally entrained into the plume to

replace the lost mass and preserve continuity (Houghton and Cramer 1951). Many

convection parametrisations - which describe the effect of atmospheric convection

in global weather and climate models - still use the concept of buoyant plumes

as the basis of their framework (De Rooy et al. 2013).

In the 1950s, Scorer and Ludlam (1953) - along with Yates (1953) - developed

the theory of convective clouds possessing a thermal structure, first hypothesised

by glider pilots. Scorer and Ludlam (1953) described a series of small spherical

bubbles near the ground, that vertically transport heat away from the surface. As

they rise, they shed their outer skins, producing a disturbed wake at their rear.

Ultimately, these small bubbles do not rise far above the ground. The remnants of

the small bubbles, encouraged by the motion of their turbulent wakes, aggregate

to form larger bubbles which, if separated or torn from the ground by a distance,

can travel upwards much further than their individual counterparts. A large

bubble gradually erodes and is not followed by a replacement unless further heat

is supplied from below (Yates 1953).

Laboratory tank experiments, such as those conducted by Woodward (1959),

confirmed the proposed dynamics of thermal bubbles. She discovered that the

centre of a thermal rises at twice the speed of the leading thermal cap; that mixing

between the thermal and the environment takes place approximately 60% at the

leading edge and 40% at the rear; and found evidence of descending motion on the

exterior. Saunders (1961) also confirmed the thermal structure of cumulus clouds

using analysis of time-lapse film records, and discovered a linear relationship

between the diameter and height of a thermal.

Many authors have used the thermal approach to investigate the dynamics

and thermodynamics of convective clouds: for example, Yeo and Romps (2013)

used Lagrangian particle tracking to measure the convective entrainment rate in

warm, moist bubbles, and found that the rate was higher than that previously

suggested using Eulerian direct measurements; they also discovered that over

50% of air entrained by the cloud was at some point previously detrained by the
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same cloud. Morrison and Peters (2018) used warm bubbles to find a theoretical

expression for the ascent rate of a moist, deep convective thermal, and discovered

that this rate differed from that previously suggested by Hill (1894). Peters et al.

(2019) investigated the influence of wind shear on moist thermals by analysing

the vertical momentum budget of warm, moist bubbles in sheared and unsheared

environments; they found that wind shear resulted in weaker vertical acceleration

and therefore lower thermal termination heights.

Squires and Turner (1962) noted that there were shortcomings in both the

above approaches. For example, the depth and width of a steady-state plume is

assumed to remain constant over time, and mixing at the cloud top is disregarded,

both of which are observed to be untrue. On the other hand, a thermal or bubble

structure does not account for the possibility of a steady updraft resulting from a

continuous heat source. They claimed that a thermal structure most accurately

describes shallow cumulus clouds, in which mixing takes place predominantly at

the leading edge, whereas deep cumulus clouds (in which lateral mixing is the

dominant process) are better represented by a plume model. Squires and Turner

(1962) therefore recommended the use of a ‘starting plume’ to describe convection

across all spatial scales, introduced by Turner (1962) previously that year. The

starting plume has a thermal-like structure at the leading edge and a plume-like

tail (see Figure 2.4), incorporating features of both approaches.

Figure 2.4: Three conceptual models of convection: (a) a steady-state entraining
plume, with vertical acceleration in the updraft resulting in lateral entrainment; (b)
a rising thermal, with inner circulation and mixing at the leading edge; (c) a starting
plume, with characteristics of both an entraining plume (at the rear) and a rising
thermal (at the front).
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2.1.6 Gravity waves

2.1.6.1 Theory and generation mechanisms

Waves in the atmosphere were observed by glider pilots as early as the 1960s and

70s, who used the ascending motions advantageously to gain increased lift. These

so-called gravity waves were documented extensively, for example by Jaeckisch

(1968), Rovesti (1970), Kuettner (1970) and Lindemann (1972). Gravity waves

manifest as oscillations of varying frequency and amplitude, and act to communi-

cate local disturbances to the wider atmosphere (Bretherton and Smolarkiewicz,

1989). Such oscillations are not usually visible to the naked eye, although their

effects on cloud fields may be observed, such as in Figure 2.5(a); in numerical

models, the oscillations can be seen in the vertical velocity fields, or by their

effect on other fields such as perturbation potential temperature (e.g. Lane and

Reeder, 2001). Gravity waves are generated by one of two processes: the vertical

displacement of stably stratified air (mechanically-forced), or transient heating

and cooling resulting from convective activity (diabatically-forced).

Figure 2.5: (a) Photograph of a ‘Morning Glory’ gravity wave cloud for-
mation over the Gulf of Carpentaria, Australia (Mick Petroff, CC BY-SA 3.0
(https://creativecommons.org/licenses/by-sa/3.0) via Wikimedia Commons). (b)
Schematic showing how gravity wave clouds are generated. The bottom curve repre-
sents a wave; the red sections are wave crests (along which bands of convective clouds
form) and the blue sections are wave troughs. The arrow depicts the direction of wave
propagation.

Mechanically-forced waves: Gravity waves commonly form in stratified en-

vironments that have a natural oscillation frequency dependent on the stability

(see Eq. 2.3). If a buoyant thermal (either dry or moist) rises through such

an environment, it will eventually reach an equilibrium level (or level of neutral

buoyancy, LNB) where it is no longer positively buoyant. The thermal’s positive

momentum causes it to overshoot the equilibrium level, where it is then acted
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upon by the restoring force of gravity. This sets off an oscillation with a frequency

ω which cannot exceed the Brunt-Väisälä frequency N . The Brunt-Väisälä fre-

quency is related to the degree of atmospheric stability, has units of rad s−1, and

is defined as

N =

√
g

θv

∂θv
∂z

, (2.3)

where g is gravitational acceleration (in m s−2), θv is the virtual potential tem-

perature (in K) and z is altitude (in metres). In a stably stratified environment,

N2 is always positive and therefore N has real solutions. The Brunt-Väisälä fre-

quency can be thought of as an upper limit on the frequency of a gravity wave.

Waves that form under these conditions are often referred to as internal gravity

waves.

The period P of an internal gravity wave is calculated using the inverse relation

P =
2π

ω
. (2.4)

The minimum period PN of an internal gravity wave is given by PN = 2π/N ;

in the troposphere, this is typically between 5-15 minutes (Kuettner et al., 1987;

Lane, 2015).

In addition to the thermal-forcing mechanism described above, internal grav-

ity waves can also be generated via mechanical forcing in a so-called obstacle

effect. This mechanism is widely discussed in the literature (e.g. Clark et al.,

1986; Kuettner et al., 1987; Malkus, 1952), and occurs when a cumulus cloud

or clear air thermal rises through a sheared environment. The cloud or thermal

acts as an obstacle to the mean horizontal flow, and generates waves in a similar

fashion to mountain lee waves.

Diabatically-forced waves: Transient heating and cooling associated with

diabatic phase changes of water can result in gravity waves with lower frequencies

and longer periods than internal gravity waves (e.g. Lane and Reeder, 2001; Lane,

2015; Mapes, 1993; Nicholls et al., 1991). For example, in a mesoscale convective

system, the resulting diabatically-forced waves typically have periods greater than

1 hour (Lane, 2015). These waves occur on spatial and temporal timescales that

are similar to the size and lifecycle of the convective system (Lane, 2015), and

will be referred to as convectively-generated gravity waves throughout the

thesis.
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Gravity waves resulting from diabatic processes propagate radially away from

the cloud (Bretherton and Smolarkiewicz, 1989). Wave amplitude typically de-

creases with radial distance from the source (Lane and Reeder, 2001; Lane, 2015),

in response to both the buoyancy-eroding effects of entrainment and the flux of

momentum and energy away from the source (driven itself by wave activity). The

passage of these waves produces compensating subsidence and adiabatic warm-

ing, adjusting the environmental buoyancy towards that of the cloud. In this

way, the waves act to communicate the diabatic phase changes within the cloud

to the wider environment. Bretherton and Smolarkiewicz (1989) noted that the

buoyancy adjustment time - during which the environment comes into equilib-

rium with the cloud through the passage of gravity waves - is much faster than

if the adjustment occurred through advective turbulent mixing alone.

2.1.6.2 Characteristics and impacts

Deep wave modes: Much of the existing literature and developed theory on

gravity waves has focused on deep, rather than shallow, convection. In deep

convection, partially-reflected waves at the tropopause and the surface result in

the formation of deep vertical wave modes (Lane and Zhang, 2011). Wave modes

are numbered based on the number of antinodes (or ‘wiggles’) in the vertical (see

Figure 2.6 for a schematic of the n = 1 and n = 2 modes). A wave mode n is

related to its wavelength λ using the relation

λ = 2 Zt/n, (2.5)

where Zt represents the tropopause height. Nicholls et al. (1991) derives the

phase speed c of a deep wave mode as

c =
N Zt
nπ

, (2.6)

where N is the Brunt-Väisälä frequency. Equation 2.6 therefore shows that lower

order modes have the fastest propagation speeds. Deep gravity wave modes are

known to modify the environmental stability, thereby acting to suppress or pro-

mote further convection (Lane, 2015), and are also known to play a role in con-

vective cloud organisation (Lane and Zhang, 2011). The first three modes are

briefly described here.

The n = 1 mode has the largest vertical wavelength with λ = 2 Zt, and propagates

the fastest with phase speeds typically between 30− 50 m s−1 (Lane, 2015). The
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Figure 2.6: Schematic after Lane (2015) showing the vertical structure and propa-
gation of the n = 1 and n = 2 deep tropical wave modes arising from a precipitating
convective system. Red colours and downward vertical arrows denote regions of warm-
ing, descending motions, while blue colours and upward vertical arrows denote denote
regions of cooling, ascending motions. Horizontal arrows show the range of typical
phase speeds c for the two wave modes.

n = 1 mode is associated with large-scale environmental subsidence and warming,

stabilising the environment and compensating for the instability generated within

the cloud (Bretherton and Smolarkiewicz, 1989; Lane, 2015). This mode therefore

reduces the Convective Available Potential Energy (CAPE) and acts to suppress

further convection (Lane and Reeder, 2001).

The n = 2 mode has the second largest wavelength that scales with the

tropopause height. This mode initiates when deep convective clouds begin to

precipitate. Warming, descending motion continues to occur in the upper half

of the troposphere, while evaporative cooling in the lower half results in atmo-

spheric destabilisation. The n = 2 mode tends to increase CAPE throughout the

troposphere as well as reducing Convective Inhibition (CIN), and therefore acts

to promote further convection.

A third wave, appearing after the n = 1 and n = 2 modes, has a wavelength

around 2/3 of the height of the tropopause. The n = 3 wave has relatively

little effect on CAPE, as this quantity is calculated over a deep layer; it does,

however, result in a significant change to the CIN, as this measure is dependent

on the sub-cloud structure only (which may experience either ascent on descent,

depending on the structure of the n = 3 mode). Low-level ascent associated

with the n = 3 mode can significantly reduce the environmental CIN, thereby

producing relatively short-lived favourable areas for new convection (Lane and

Reeder, 2001; Lane and Zhang, 2011).



Chapter 2, Section 2.1 Chapter 2

Waves generated by shallow convection: The role of diabatic heating gen-

erated by shallow convection on the production of gravity waves is not well-

discussed in the literature. It is known that the amplitude of convectively-

generated waves is directly proportional to the amplitude of the thermal forcing

(Nicholls et al., 1991) and that the vertical wavelength is proportional to the

depth of the convective heating. It is therefore expected that waves generated by

shallow convection will have shallower amplitudes and propagate at significantly

decreased speeds compared to those generated by deep, mesoscale convective sys-

tems, which may explain the lack of interest in this research area.

Despite the limited research in this area, it is expected that the diabatic

heating associated with shallow convection ought to be able to generate gravity

waves depending on the stability of the atmosphere. Dagan et al. (2018) recently

used LES to simulate a shallow, warm convective cloud field, and found that

both high- and low-frequency oscillations, excited by clouds penetrating a stable

inversion layer and diabatic forcing respectively, were generated.

Wave-cloud interactions: It is well known that gravity waves play a domi-

nant role in convective organisation (e.g. Balaji et al., 1993; Lane and Reeder,

2001; Lane and Zhang, 2011; Lane, 2015; Mapes, 1993). Balaji et al. (1993)

demonstrated that convective organisation occurs through two distinct mecha-

nisms, both of which are related to gravity wave formation. The first mechanism

is through the re-organisation of low-level moisture and instability, which occurs

on similar scales to dominant wavelengths; this re-organisation produces regions

which are either more or less favourable for initiating further convection, resulting

in cloud fields that are organised on the same scale as the wavelength. The sec-

ond mechanism is related to the wave phase: crests or troughs are synonymous

with localised regions of ascent or descent respectively, which may promote or

suppress further convection. The resulting cloud field and the spacing between

the convective elements therefore organise on the scale of the wavelength. Lane

and Zhang (2011) confirmed this idea using spectral analysis to identify a cou-

pling between a simulated convective cloud field and the mesoscale gravity waves

it generated. They showed that the dominant signal of coupling was the n = 3

mode: this mode defined the spacing between the clouds, the development of

which coincided approximately with the upwards phase of the wave.

Gravity waves also play a role in the scale-selection of thermals in dry con-

vective boundary layers. Using spectral analysis, Lane and Clark (2002) showed

that thermals rising through ambient background conditions possess a similar
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horizontal scale to their resulting gravity waves. This was a similar result to

earlier research by Clark et al. (1986), who demonstrated that gravity waves ini-

tiated by CBL eddies eventually come to influence the spatial scales of the eddies

themselves. In this way, a feedback mechanism occurs in which gravity waves are

shown to modify their own forcing mechanism.

2.2 Atmospheric Thermodynamics

2.2.1 Ideal gas law

The pressure, density and temperature of an ideal gas may be related using the

ideal gas law

p = ρRT, (2.7)

where p is the pressure of the gas in Pa, ρ is the density in kg m−3, T is the

absolute temperature in Kelvin (K) and R is a gas constant. The ideal gas law

describes the physical state of an ideal gas at any point in time - for example, if

the temperature of a gas is kept constant, then the volume of the gas becomes

inversely proportional to its pressure. This is known as Boyle’s Law.

The gas constant R varies depending on the gas in question. Instead of defin-

ing a different R for each gas, it is common practice to set R = Rd, where Rd

is the gas constant for dry air (for 1 kg of dry air, Rd ≈ 287 J K−1 kg−1). A

fictitious ‘virtual’ temperature Tv is then defined, which is a function of absolute

temperature, pressure and water vapor. Using Tv instead of T allows us to simply

relate the density and pressure of a gas using the ideal gas law using a fixed value

of R = Rd.

2.2.2 Specific heat

When an amount of heat Q is added to a substance, the substance responds

by increasing its temperature T by a set amount, known as its specific heat c

(measured in J kg−1 K−1). Mathematically,

dQ

dT
= c. (2.8)

Specific heat can be defined in different ways, depending on how the substance

changes as it is heated. For example, if the volume of the substance is kept con-
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stant, then the specific heat is denoted as cv, whereas if the pressure is kept con-

stant, then the specific heat is denoted cp. In the latter case, energy is expended

as the material expands, therefore more heat is needed to raise its temperature

to that which it would reach if its volume were kept constant. Therefore, cp > cv.

In an atmospheric context, as Earth’s surface absorbs and emits heat throughout

the day, the pressure within a layer of air remains approximately constant; be-

cause of this property, when considering the specific heat of atmospheric air, cp

is used rather than cv.

2.2.3 Moist adiabatic processes and lapse rates

When the physical state of water changes due to the addition or withdrawal

of heat, this is called a diabatic change. It is also possible for water to switch

between vapour, condensate and solid phases without any addition or withdrawal

of heat; such a change is said to be moist (or saturated) adiabatic. For example,

a buoyant, rising air parcel experiences a decrease in pressure as the weight of the

air above it becomes less, allowing the parcel to expand and increase in volume.

This expansion has the effect of lowering the parcel’s internal temperature. The

rate at which a parcel’s internal temperature decreases with height is defined

by an adiabatic lapse rate Γ, which varies depending on whether the parcel is

saturated or not. A dry air parcel’s temperature with height decreases according

to the dry adiabatic lapse rate Γd, approximately 10 K km−1. If a rising parcel of

air becomes saturated, latent heat is released by the transition of vapour to liquid

water, which acts to slow the rate of cooling. Therefore the saturated adiabatic

lapse rate Γs is less than the dry adiabatic lapse rate. The actual lapse rate of

the atmosphere Γenv varies from the adiabatic lapse rates, as diabatic effects also

take place throughout the atmosphere.

2.2.3.1 Static stability

The relationship between the environmental lapse rate and the adiabatic lapse

rate determines the static stability of the atmosphere. If Γenv < Γd (or Γenv <

Γs, in the case of saturation), a parcel of rising air will become cooler than

its surroundings, become negatively buoyant and sink. Such an atmosphere is

said to be statically stable. However, if Γenv > Γd, a parcel of air rising in

this environment will become warmer than its surroundings, become positively

buoyant and continue to rise. Such an atmosphere is said to be statically unstable.

The stability of atmospheric profiles can change over time, as radiative cooling
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from the top of a cloud layer causes a destabilisation, while convection acts to

re-stabilise the atmosphere through the release of latent heat.

The atmosphere is said to be conditionally unstable with respect to convection

if Γs < Γenv < Γd. In such a scenario, a parcel of air is initially cooler and denser

than the surrounding air, and must be forcibly lifted in order to rise. If the air

parcel is able to reach its level of free convection (LFC) - that is, the level at

which the parcel becomes warmer than its surroundings - it freely rises due to its

positive buoyancy until it reaches the LNB.

2.2.4 Conserved thermodynamic variables

In order to understand atmospheric properties, it is necessary to define some

measure of temperature and moisture. The change in absolute temperature T of

an air parcel with pressure p is not a necessarily useful measure, since the absolute

temperature can vary due to adiabatic processes as well as diabatic ones. It is

more useful instead to consider a variable which is conserved under adiabatic

processes, such as potential temperature θ. This is defined as the temperature a

parcel of air would have if it were raised or lowered adiabatically to a standard

reference pressure p0 (usually taken to be 1000 hPa). θ is therefore conserved

under dry adiabatic conditions, and this metric allows for a fair comparison of

two air parcels at different vertical levels in the atmosphere. Mathematically,

potential temperature is defined as

θ = T

(
p0

p

) R
cp

. (2.9)

Similarly, the equivalent potential temperature θe of a parcel of air is approxi-

mated as

θe = θ exp

(
Lv q

cp T

)
, (2.10)

where Lv is the latent heat of vaporisation (measured in J kg−1) and q is the di-

mensionless specific humidity. Unlike potential temperature, equivalent potential

temperature is conserved under both dry and saturated adiabatic conditions. A

parcel’s θe is analogous to raising the parcel to its point of saturation, letting its

vapour condense and precipitate out (thereby releasing latent heat), then lowering

the parcel dry adiabatically to a standard reference pressure p0.
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2.2.4.1 Moist static energy

Another conserved thermodynamic variable is the moist static energy, often math-

ematically denoted by h. This variable is a combination of enthalpy, potential

energy and latent energy, and is given by the equation

h = cp T + g z + Lv qv, (2.11)

where T is temperature (in K), g is gravitational acceleration (usually taken to

be 9.8 m s−2) and z is height (in metres). cp here is the specific heat capacity of

dry air at constant pressure, and Lv is usually treated as a constant with value

∼ 2.5× 106 J kg−1.

The first term in Eq. 2.11 is the dry air enthalpy, and the second term is the

gravitational energy; together, these two terms represent the dry static energy.

The third term represents the effects of latent heating. Moist static energy (MSE)

is conserved under moist adiabatic and hydrostatic conditions, and is unaffected

by phase changes involving liquid water or precipitation fallout (Khairoutdinov

and Randall, 2006).

Research has suggested that sub-cloud MSE plays a role in convective cloud

development - for example, Khairoutdinov and Randall (2006) ran high-resolution

simulations of the transition from shallow to deep convection, and found that the

largest and deepest clouds developed from CBL parcels with high MSE. Other

authors have confirmed the role of MSE in the transition from shallow to deep

convection, with both Zhang and Klein (2010) and Rieck et al. (2014) arguing

that local inhomogeneities in CBL moist static energy are preferential locations

for the triggering of deep convection.

Since MSE is conserved under most atmospheric processes, and because of the

well-documented link between MSE and atmospheric convection, budget analyses

of MSE are often used in the literature - for example, Cai et al. (2013) investi-

gated the role of shallow convection in the Madden-Julian Oscillation by com-

paring MSE budgets from simulations with and without shallow convection at

700 hPa enabled, and concluded that shallow convection acts to precondition the

lower troposphere for subsequent deep convection. Neggers et al. (2007) used the

MSE budget to investigate how modifications in the representation of shallow

convection impact the behaviour of global atmospheric models.
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2.3 Numerical Modelling of Shallow Convection

2.3.1 Primitive Equations

Numerical modelling of atmospheric processes is referred to as Numerical Weather

Prediction, or NWP. A global circulation model (GCM) considers atmospheric

motions that take place on large scales - for example, horizontal motion takes

place on scales of tens of kilometres, while vertical motions span the depth of the

troposphere. Modern day numerical models solve a set of equations known as the

‘primitive equations’ for six dependent variables (often referred to as prognostic

fields): horizontal and vertical motion, temperature, pressure and moisture. The

reader is referred to Chapter 7 of Wallace and Hobbs (2006) for a full overview

of the primitive equations used in a typical GCM.

The primitive equations are combined with a surface pressure boundary condi-

tion, and are then solved numerically using the model’s dynamical core to produce

forecasted values of the prognostic fields. To do this, the fields are first repre-

sented on a three-dimensional grid, where grid spacing determines the model’s

resolution; the equations are then solved numerically to evaluate the derivatives.

Diagnostics, such as potential temperature or relative humidity, may then be

calculated from the prognostic fields.

2.3.2 Sub-grid scale processes

The following information broadly follows Stensrud (2009).

Haltiner and Williams (1980) and Walters (2000) note that 8 or more model

grid boxes are required to accurately represent a wave-like feature in a numerical

model, meaning that physical processes occurring on spatial scales smaller than

this are poorly resolved by the model. This can include processes such as cloud

microphysics, turbulence and convection, amongst others. A radiation scheme

is also a necessary inclusion as the effects of this are not represented by the

primitive equations. Without representation of sub-grid processes, a numerical

model is unable to produce a realistic forecast. It therefore becomes necessary to

replicate the effects of sub-grid processes on the larger atmospheric system using

parametrisation schemes.

Parametrisation schemes contain a set of specified relationships (known as

the scheme’s closure) that link sub-grid processes to the prognostic model vari-

ables that are calculated explicitly by the dynamical core. They also contain a
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set of instructions for interacting with other schemes. Parametrisation schemes

commonly approximate the effects of sub-grid processes on the vertical column

of atmosphere directly above and below, as this tends to be how such processes

rearrange energy, moisture and momentum (although turbulence and mixing pro-

cesses are also considered in the horizontal). Most GCMs contain a suite of

parametrisation schemes, which may be called at each model timestep or less

frequently, to produce the prognostic fields at the next timestep.

2.3.3 Convection Parametrisation

Shallow convection acts to redistribute heat, moisture and momentum vertically

through the atmosphere; it also influences atmospheric stability, and interacts

with both radiation and the hydrological cycle. Is it therefore imperative that

atmospheric models are able to represent the effects of shallow moist convection,

regardless of grid box size. This is partly achieved through the use of a Convection

Parametrisation (CP), which describes the heat, moisture and momentum trans-

port associated with cumulus convection; radiative and microphysical impacts

are typically parametrised separately.

Arakawa (2004) describes CP as a means of “formulating the statistical effects

of moist convection to obtain a closed system for predicting weather and climate”.

Arakawa goes on to outline the rather extensive list of processes that a successful

CP should be able to account for, which includes:

• The vertically-integrated cumulus heating;

• The vertical distribution of cumulus heating (cooling) and drying (moist-

ening);

• Interactions with the CBL;

• Mass transport by cumulus convection;

• Cloud microphysics (i.e. the generation of liquid and ice phases of water);

• Interactions with radiation;

• Mechanical interactions with the mean flow; and

• The stochasticity of convective processes.
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2.3.3.1 Types of CP

The aims of any successful CP are to 1) describe how convection in a grid col-

umn is triggered (e.g. through column instability, or low-level/integrated conver-

gence), and 2) characterise how the resulting convection modifies the environment

(e.g. through detrainment, which leads to large-scale evaporation and cooling,

or through environmental subsidence, which leads to large-scale warming and

drying). Popular historical CPs are typically based on moisture budgets (e.g.

Kuo, 1965), or on adjustment schemes that adjust the temperature and moisture

profiles based on the difference between the moist adiabat inside the cloud and a

representative environmental moist adiabat (e.g. Betts, 1986).

Most contemporary CPs, however, are based on a mass flux approach, first

introduced by Arakawa and Schubert (1974). A mass flux framework is used

by popular CPs such as those by Tiedtke (1989), Gregory and Rowntree (1990)

and Emanuel (1991). A comprehensive description of mass flux schemes is given

in De Rooy et al. (2013), while a brief summary is given here. The mass flux

approach represents the updraft strength of a cumulus ensemble by calculating a

mass flux profile that quantifies the total amount of mass transported vertically.

Convective clouds are represented as homogeneous rising plumes of air, all em-

anating from the same cloud base, that mix with the environment in a uniform

manner. The interior of a plume is assumed to be homogeneous, so entrained air

is immediately and uniformly mixed. Mass flux schemes commonly represent the

transport by an entire cloud ensemble in a model grid box through a single ‘mean’

cloud, which is referred to as a bulk approach - examples of these include the

Tiedtke (1989), Gregory and Rowntree (1990) and Bechtold et al. (2008) schemes.

It is also possible, at added computational expense, to employ a spectral mass

flux scheme - these calculate the mass flux profiles for several plumes, assuming a

particular cloud size distribution (e.g. Arakawa and Schubert, 1974). An expres-

sion for the vertical profile of bulk mass flux M of a cloud ensemble is given later

in Section 2.4.4 (see Eq. 2.13). It is important to remember that a convection

parametrisation approximates the process of convection, and different numerical

models favour the use of different parametrisation schemes. Each scheme’s clo-

sure is based upon physical relationships either observed in the real world or in

high-resolution modelling such as Large Eddy Simulation (LES).

More recently, the use of stochasticity within CPs is becoming increasingly

common. For example, Lin and Neelin (2003) tested the sensitivity of convection

in the National Centre for Atmospheric Research Community Climate Model
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CCM3, and discovered that the introduction of a stochastic component to the

cloud-base mass flux increased the variance of precipitation towards observed

values. Using a different technique, both Plant and Craig (2008) and Neggers

(2015) developed CPs that assume a distribution of convective plumes originat-

ing in the CBL, with a probability density function (PDF) of either cloud-base

mass flux or horizontal width respectively. Neggers (2015) determined this PDF

by assuming fixed bins of horizontal plume width, with the number of plumes

decreasing as a function of size (as determined from high resolution modelling

studies of convective clouds forming over homogeneous surfaces, e.g. Benner and

Curry, 1998; Neggers et al., 2003; Plank, 1969); he discovered that humidity-

convection feedbacks and shallow-to-deep transitions were well-reproduced using

this model.

2.3.3.2 Grid spacing considerations

The processes involved in shallow moist convection range across a spectrum of

scales, from micrometres all the way up to kilometres. As the resolution of a

numerical model increases, so to does the number of processes on this spectrum

that are able to be explicitly resolved; all remaining processes are then accounted

for by a parametrisation. Cumulus clouds often manifest on scales of tens to

hundreds of metres, whereas typical GCM grid boxes have length-scales of tens

of kilometres, therefore GCMs typically parametrise all convective processes.

As grid box sizes become smaller and approach 1-10 km, the model begins to

explicitly resolve individual clouds (Yu and Lee, 2010). This may cause issues if

the explicit resolution of clouds contradicts the underlying assumptions of a CP -

for example in a CP, a grid box ought to capture all stages of a convective cloud

lifecycle, but at higher resolution a cloud might, at some point, move out of the

grid box (Yu and Lee, 2010). This range of resolutions, at which the grid box

size becomes comparable to the size of the convective system, is referred to as the

‘convective grey zone’. The grey zone becomes more of a issue when modelling

deep convection rather than shallow, since shallow clouds are not usually directly

resolved by operational models; however, as Neggers (2015) points out, it will

not be long before numerical models are able to at least partially resolve these

smaller scales as well.

Neggers (2015) suggests that all subgrid schemes (including CP) should be

able to modify their impact, depending on the grid size of the parent model - such

a scheme would be both scale-aware and scale-adaptive, and would eliminate the



Chapter 2, Section 2.4 25

issue of the convective grey zone. Unified scale-aware CP schemes are starting to

be developed, which can be used across a range of models with varying grid box

length. An example of these is the unified framework of Arakawa and Wu (2013).

A common assumption of GCMs is that grid-box cloud area fraction σ << 1;

however, with increasing spatial resolution, σ tends to either 0 or 1. Arakawa

and Wu’s scheme eliminates the σ << 1 assumption, which allows a smoother

transition from parametrised to explicit simulation as spatial resolution increases.

The highest resolution models available for simulating convection are Cloud

Resolving Models (CRMs), Large Eddy Simulation (LES) and Direct Numerical

Simulation (DNS). These models are designed specifically for modelling turbu-

lent fluid flows. The grid box length of a CRM or LES is much smaller than

that of a typical GCM - for example, the Met Office and NERC Cloud Model,

used throughout this thesis, can be run with a grid box length on the order

of metres. Such high resolution allows CRM and LES to explicitly resolve the

largest turbulent eddies which are responsible for the majority of the convective

transport (De Rooy et al., 2013), although subgrid processes - such as smaller

eddies, cloud microphysics and radiation - still need to be modelled through the

use of a parametrisation. LES is widely used in the convection modelling commu-

nity, and has been shown to accurately reproduce observed cloud fields from field

campaigns such as the Barbados Oceanographic and Meteorological Experiment

(BOMEX - Siebesma et al., 2003) and the Atmospheric Radiation Measurement

program (ARM - Brown et al., 2002). In contrast with CRM and LES, DNS is

able to resolve all turbulent motions by employing grid boxes of centimetre scale,

making it computationally extremely expensive; as a tool, it is therefore used in

a limited capacity by the atmospheric community.

2.4 Modelling Challenges

This section will provide discussion on some of the key research areas related to

shallow convection, which will be addressed in this thesis. Both the underlying

physical processes, as well as issues relating to convective parametrisation, are

considered here.
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2.4.1 Role of CBL variability

2.4.1.1 Mechanisms of variability

Although the mean thermodynamic and dynamic properties of the CBL are use-

ful characteristic measurements, turbulent eddies produce a degree of internal

variability both by mixing heat and moisture fluxes from the surface upwards,

and by entraining drier, warmer air from above the stable inversion down into the

CBL (Wyngaard, 1983). Couvreux et al. (2005) investigated CBL variability over

land using both observations and LES - they found that the middle of the CBL

exhibited a positive skew in the vertical velocity distribution, signalling a small

number of strong updrafts and many weak downdrafts, an almost-symmetrical

distribution of potential temperature, and a negatively-skewed water vapour mix-

ing ratio field reflecting dry tongues of air originating from the entrainment layer

at the top of the CBL.

It has been shown that heterogeneous surface forcing results in the formation

of organised meso-scale circulations within the CBL (e.g. Avissar and Schmidt,

1998; Kang and Bryan, 2011; Patton et al., 2005; Rieck et al., 2014; Van Heer-

waarden and Guerau de Arellano, 2008). Patton et al. (2005) used LES to im-

pose horizontal soil moisture heterogeneity in the form of a step-function between

patches of moist and dry soil, and defined λ as the wavelength of one complete

wet and dry cycle. They showed that the impact, strength and extent of the

resulting circulations depend on the relative size of λ to the CBL height zi, and

demonstrated that values of 4 < λ/zi < 9 elicit the strongest CBL response.

Surface heterogeneities in the real world may arise from differences in orography,

surface cover, soil moisture and/or existing cloud cover.

2.4.1.2 Impacts of CBL variability on convective cloud development

Research has shown that variation in CBL properties influences cloud develop-

ment, with Gentine et al. (2013b) noting that shallow convection is a stochastic

process driven by turbulence originating from the surface. For example, Stirling

and Petch (2004) used a cloud resolving model with vertical resolution between

40 m and 250 m in the boundary layer to investigate the impact of CBL fluc-

tuations of moisture and temperature (with values less than 1g kg−1 and 1 K

respectively) on the diurnal cycle over land. They showed that these variations

affected the values of both CAPE and CIN, and resulted in earlier onset of deep

convection over land.
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Meso-scale circulations in the CBL generated by surface heterogeneities are

known to influence convective initiation and development. For example, Rieck

et al. (2014) coupled an LES to a land surface model with surface heterogeneities

of sensible and latent heat flux in a checkerboard-style pattern. They found

that the meso-scale circulations resulting from the surface heterogeneity advected

boundary-layer moisture over the warmer patches, facilitating convective initia-

tion in those areas. Both Kang and Bryan (2011) and Rieck et al. (2014) demon-

strated that meso-scale circulations also result in localised regions of increased

vertical velocity where the outflow of multiple circulations collided, leading to ac-

celerated cloud development and deeper clouds. Van Heerwaarden and Guerau de

Arellano (2008) used LES to demonstrate that the CBL height lowers over cold

patches and rises over warm patches, producing more variability in CBL height

than homogeneous surface forcing would.

Zhang and Klein (2010) investigated the transition from shallow to deep con-

vection over land using field observations. They concluded that greater CBL

inhomogeneity in terms of the temperature, moisture, horizontal wind and moist

static energy aids in the transition from shallow to deep convection; additionally,

they showed that the existence of these fluctuations prior to the onset of precip-

itation are positively correlated with larger rainfall rates and total amounts.

Hirsch et al. (2017) used air parcel model simulations to discover that turbu-

lent and convective motions can produce pockets of high relative humidity in the

middle of the CBL. These pockets of high relative humidity were shown to aid in

convective initiation, explaining how it is possible for shallow convective clouds

to form on days where typical forecasting methods predict zero cloud cover.

Crook (1996) investigated the sensitivity of thunderstorm initiation to CBL

thermodynamic variability, and found that variations in temperature and mois-

ture on the scales of usual observed variability (i.e. 1 K and 1 g kg−1 respec-

tively) could make the difference between deep convection and no initiation. They

showed that if deep convection were already established, then the storm strength

was most sensitive to CBL moisture variability; however, during the early stage

of cloud formation, the storm strength was most sensitive to CBL temperature

fluctuations.

Weckwerth et al. (1996) used field data from the Convection and Precipi-

tation/Electrification Experiment to analyse the effect of horizontal convective

rolls on CBL thermodynamic variability. Convective rolls usually occur in heated

boundary layers which are acted upon by a wind field or wind shear. The ob-

served rolls were shown to produce variation in the CBL temperature and mois-
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ture fields, with values around 0.5 K and 1.5−2.5 g kg−1 respectively. Weckwerth

et al. (1996) showed that regions of increased moisture were located in the roll

updraft regions, areas which were then conducive to convective cloud formation.

2.4.1.3 CBL variability within Convection Parametrisation

There has has been increasing interest in the inclusion of CBL stochasticity within

CPs: for example, Gentine et al. (2013b) have developed a probabilistic bulk con-

vection model which assumes a joint probability distribution function (PDF) of

the conserved model variables (potential temperature θ and specific humidity q)

and vertical velocity w near the surface. The PDF is assumed to be Gaussian,

centred around the mean properties of the CBL. The scheme can be used to sim-

ulate both dry, and shallow non-precipitating convective regimes, and has been

shown to compare well against both LES and observations in terms of cloud prop-

erties and thermodynamic structure (Gentine et al., 2013a). Similar approaches

have been taken by Golaz et al. (2002), Cheinet (2003) and Neggers et al. (2009),

with these schemes intended to be used within a mass-flux framework.

The literature has shown that variability in CBL properties influences convec-

tive cloud initiation and development. Chapter 5 will simulate a turbulent CBL

in LES using a shallow uniform heat flux, thereby generating stochasticity in the

thermodynamic fields. Four shallow convective clouds are then strongly forced

using four identical local surface fluxes, and the sensitivity of their development

to the pre-existing CBL variability is explored.

2.4.2 Impacts of grid spacing on numerical simulations

The impact of grid spacing on the ability of an LES or Cloud Resolving Model

(CRM) to capture the dynamics of convective clouds is widely discussed in the

literature (Adlerman and Droegemeier, 2002; Brown, 1999; Bryan et al., 2003;

Grabowski et al., 1998; Petch and Gray, 2001; Petch et al., 2002; Stevens et al.,

2002).

Adlerman and Droegemeier (2002) discovered a strong sensitivity of the num-

ber and duration of mesocyclone cycles within supercell thunderstorms to hori-

zontal grid spacing, and suggested that a grid spacing of less than 1 km is required

to accurately characterise storm morphology and evolution.

Petch et al. (2002) used a CRM to assess the sensitivity of simulated convec-

tion over land to horizontal grid spacing. They discovered that adequate repre-

sentation of turbulent eddies in the sub-cloud layer is crucial to resolve convective
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motions in the cloud layer, and that too coarse a resolution results in a delay in

convective initiation. They concluded that horizontal grid spacing should be no

coarser than a quarter of the CBL depth, but noted that it is also the role of the

subgrid turbulence scheme to account for any unresolved turbulent motions in

the CBL.

Bryan et al. (2003) conducted numerical simulations of squall lines in LES, and

tested their sensitivity to resolutions between 1 km and 125 m. The vertical grid

spacing was equal to the horizontal for all simulations except the 1 km simulation,

in which the vertical grid spacing was 500 m. They found that cloud morphology

and evolution - including precipitation amount, phase speed and cloud depth -

were particularly sensitive to resolution, which was attributed to the amount of

turbulence resolved by the model. Bryan et al. concluded that a minimum grid

spacing on the order of 100 m is a requisite to adequately resolve convective

systems.

Stevens et al. (2002) carried out a sensitivity study of numerically-simulated

oceanic trade cumulus to horizontal and vertical resolution. Horizontal resolution

varied between 10 m and 80 m, while corresponding vertical resolution ranged

between 5 m and 40 m. They found that stratocumulus cloud layers were partic-

ularly sensitive to resolution: finer resolutions resulted in increased cloud cover

and radiative cooling, as well as stronger turbulence at the inversion base and

increased moisture and momentum fluxes. With each doubling of resolution, new

scales of motion were resolved - this ultimately led to a better representation of

the entrainment process, resulting in different distributions of moisture content

in the upper part of the cumuli.

This thesis primarily explores atmospheric controls on the development of

shallow cumulus clouds through the use of idealised Large Eddy Simulations.

The sensitivity of the model dynamics to spatial resolution will be explored in

Chapter 3, in order to determine a range of suitable (in terms of both resolution

and computational efficiency) grid box sizes for all model simulations.

2.4.3 Localised compensating subsidence

The mass flux Mz of a cloud is a measure of its vertical mass transport at height

z per unit time, and is defined in an anelastic framework as

Mz = ρz az wz, (2.12)

where ρz is the horizontally-averaged air density (in kg m−3), az is the cloud area
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(in m2) and wz is the average vertical velocity (in m s−1), all calculated at height

z. The mass flux therefore has units of kg s−1.

For a long time, it was assumed that the mass flux in cumulus updrafts was

compensated entirely by a large-scale subsidence in the far environment that had

an average descent speed weaker than the updraft velocity - this theory forms

the basis of many mass flux parameterisations, such as that of Arakawa and

Schubert (1974) or Tiedtke (1989). However, there has been recent discussion over

the dominant mechanism for mass flux compensation in the presence of cumulus

updrafts - is mass conserved (as originally thought) by a large-scale descent in the

environment? Or is it conserved through a region of local subsidence surrounding

individual clouds?

The concept of localised subsidence in the presence of shallow cumulus was

introduced by Scorer and Ludlam (1953), who described a region of descent in

the wake of thermals. Woodward (1959) first observed this phenomenon in her

laboratory experiments of isolated thermals. Aircraft observations have since

confirmed this finding - a narrow region of descending air is revealed to surround

cumulus updrafts (Austin et al. 1985; Blyth et al. 2005; Heus et al. 2009a; Jonas

1990), which Heus and Jonker (2008) referred to as a ‘subsiding shell’. Heus

and Jonker (2008) ran ten LES of shallow marine cumulus from BOMEX, and

analysed properties of the cloud shell using 1021 transects through clouds with

widths of 400 m; they found that the cloud shell size was between 50-100 m, i.e.

around 10-25 % of the cloud width.

The debate on the origins of the cloud shell focused around two mechanisms:

a negative pressure gradient force at the leading edge of the thermal, forcing air

downwards and around the cloud (e.g. Jonas 1990; Reuter and Yau 1987); and

lateral entrainment at the cloud edge leading to evaporative cooling, creating a

region of negative buoyancy (e.g. Rodts et al. 2003).

In 2003, Rodts et al. provided evidence that lateral mixing was the domi-

nant mechanism in the formation of the cloud shell. They showed that aircraft

observations of cumulus clouds did not exhibit a dip in their total water content

at cloud edge, which would be expected if the air had descended from higher

and drier altitudes. Instead, a dip in the θv field at cloud edge was observed,

suggesting that a reduction in buoyancy (due to lateral mixing) was the driving

force behind the formation of the cloud shell.

As LES increased in popularity during the early 2000s, the findings of Rodts

et al. (2003) were confirmed by others. Heus and Jonker (2008) ran an LES of

shallow convective clouds and analysed the individual terms in the vertical mo-
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mentum budget to reveal the term responsible for the vertical velocity minimum

observed near cloud edge. They theorised that if mechanical forcing driven by

a pressure gradient force were responsible for cloud shell formation, the pres-

sure gradient at the cloud edge would be negative, whereas if evaporative cooling

induced through lateral mixing were responsible, this would be evidenced by a

negative buoyancy force within the shell. Their results revealed a region of nega-

tive buoyancy at the cloud edge, supporting the theory that evaporative cooling

drives the formation of the cloud shell. They also discovered that, contradictory

to the theory of Jonas (1990), the pressure gradient force over the cloud edge was

in fact positive, opposing the downdraft in the cloud shell. Heus and Jonker’s

results were later corroborated by Zhao and Austin (2005), Wang et al. (2009),

Wang and Geerts (2010) and Katzwinkel et al. (2014).

Aircraft observations of cumulus clouds, combined with data from high-resolution

modelling studies, have allowed us to understand the formation of the cloud shell.

As a positively buoyant thermal rises through the atmosphere, entrainment of am-

bient air at its perimeter results in evaporative cooling, creating a thin shell of

negatively buoyant air around the thermal. The shell is characterised by a region

of increased turbulent intensity (Katzwinkel et al. 2014; Siebert et al. 2006), with

respect to both the cloud and cloud-free environment. It is also observed as a

region of low temperature anomalies, downward motion and negative buoyancy

(Wang et al. 2009; Wang and Geerts 2010). The geometry of the shell is not

uniform (Mallaun et al. 2019), and becomes inconsistent near the lowest levels of

the cloud (Heus and Jonker 2008).

Through the use of mixing diagrams, studies by Paluch (1979) and others

showed that air originating from above cloud top was often observed further

down in the cloud layer; this was interpreted by some as evidence that cloud-top

mixing was a more dominant process than lateral mixing (e.g. Jonas 1990). Stith

(1992) and Heus and Jonker (2008) have since demonstrated that the shell is able

to drag ambient air above the cloud down to lower levels, where is it laterally

mixed into the cloud, potentially resulting in enhanced evaporative cooling and

stronger subsidence within the shell. Studies have also shown that the shell’s

humidity and buoyancy characteristics differ to that of the far environment (e.g.

Jonker et al. 2008), suggesting that the cloud entrains pre-conditioned air rather

than ambient environmental air, in turn influencing the cloud’s microphysical

structure (Gerber et al. 2008; Jarecka et al. 2009; Slawinska et al. 2012).

Heus and Jonker (2008) noted that the downwards mass flux generated by the

subsiding shell is significant for all clouds, especially smaller ones; additionally,
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Jonker et al. (2008) demonstrated that the mass flux from cumulus updrafts is

predominantly balanced through cloud shell downdrafts, rather than large-scale

subsidence as previously thought. Mallaun et al. (2019) recently attempted to

quantify characteristics of the cloud shell, using aircraft observations along multi-

ple transects through a group of isolated cumulus clouds; they discovered that, for

this sample of clouds, at least 50% of the mass transported by a cumulus updraft

was balanced by downdrafts within a distance of 20% of the cloud diameter.

The cloud shell is comparatively thin with respect to the cloud itself, and is

difficult to analyse using LES as its width is typically smaller than the grid box

size (Heus et al. 2009a; Katzwinkel et al. 2014). Both Wang et al. (2009) and

Wang and Geerts (2010) were unable to fully resolve cloud shell properties with

grid spacings as narrow as 10 and 5m respectively. To counteract this problem,

Abma et al. (2013) made use of the extremely high spatial resolution afforded by

Direct Numerical Simulation to fully investigate the dynamics of shallow cumulus

cloud shells using grid boxes less than 1 cm in size. Katzwinkel et al. (2014) also

collected airborne measurements of trade wind cumuli with high spatial resolution

on the order of decimetres.

Cloud shell properties depend on the phase of the cloud lifecycle (Abma et al.

2013; Katzwinkel et al. 2014) - for example, the thickness of the shell has been

shown to grow quadratically over time, and the speed of its descent increases

linearly over time (Abma et al. 2013). These aforementioned behaviours are

observed when the cloud shell is considered as a uniform area; however, the

shell is often thought to be composed of two regions - a turbulent inner shell,

characterised by negative buoyancy and high humidity, and a calmer outer shell,

with neutral buoyancy but negative velocity. This view is taken by Katzwinkel

et al. (2014), who demonstrate that as a cloud transitions from active growth

to dissipation, the thickness of the outer shell reduces and the descent speed

remains fairly constant, while the thickness of the inner shell and the strength

of its downdrafts are enhanced, gradually expanding to encompass the entire

cloud. This is demonstrated in Figure 2.7. This view does not consider the role

of individual thermal structures within the cloud, and instead treats the cloud as

a singular structure.

Figure 2.7 shows three stages of cumulus cloud evolution, according to the

view of Katzwinkel et al. (2014) and based on aircraft observations: (a) active

growth, (b) deceleration and (c) eventual dissipation. The actively growing stage

consists of a broad cloud region (orange line; here defined as a region with liquid

water content > 0.2 g m−3); the cloud interior (denoted by the white region) is
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the part not directly affected by environmental entrainment, and is characterised

by both positive buoyancy and vertical velocity. The cloud shell is divided into

a non-turbulent, non-buoyant outer region (pale grey) and a turbulent, buoyant

inner region (dark grey); both regions are characterised by descending motion,

and the outer shell is typically broader than the inner.

During the deceleration stage, entrainment of environmental air into the cloud

interior acts to broaden the inner shell and cause a narrowing of the cloud interior,

shown by the encroaching dark grey region in Figure 2.7(b). The cloud interior

becomes negatively buoyant, but maintains a positive updraft (although weak-

ened compared to the actively growing stage). Evaporative cooling enhances the

downdrafts in the inner shell. According to Katzwinkel et al. (2014), the thick-

ness of the outer shell and the strength of its downdrafts experience no significant

change between the actively growing and deceleration phase.

The inner shell contains pre-conditioned air that has descended from the cloud

top. Over time, the inner shell completely encompasses the cloud interior, so that

the entire cloud experiences entrainment; notably, it is the pre-conditioned rather

than the sub-saturated environmental air that is entrained into the cloud, which

influences the microphysical properties of the cloud (Gerber et al. 2008). The

dissolving cloud is characterised by negative buoyancy and downward motion.

The outer shell reduces in size, although the strength of its downdrafts remains

fairly constant.

Figure 2.7: Simple schematic after Katzwinkel et al. (2014) showing three phases of
a cumulus cloud: (a) actively growing, (b) decelerating and (c) dissolving. The white
region denotes the cloud interior, the orange outline is the total cloud (with liquid water
content > 0.2 g m−3), the dark grey is the turbulent inner shell and the pale grey is the
outer shell. The sign of the buoyancy B and vertical velocity w in the cloud interior
are shown at each phase. Arrows denote motion of air.

Section 2.4.3 introduces the concept of cumulus cloud shells, and the role that they
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play in terms of localised subsidence as a counteraction to the central convective

updraft. This thesis will evaluate the roles of both shell- and gravity wave-

generated subsidence on a shallow convective cloud field, in Chapters 5 and 6

respectively.

2.4.4 Mixing between clouds and environment

2.4.4.1 Entrainment and detrainment

The theory of entrainment into cumulus clouds was first put forward in the 1940s

by Stommel (1947). Within the context of atmospheric cumulus convection, en-

trainment is defined as the mixing of relatively drier environmental air into the

cloud core. The definition of the cloud core varies between authors. For example,

Moser and Lasher-Trapp (2017) define the cloud core as a region with vertical ve-

locity greater than 1 ms−1 and the sum of cloud water and ice specific humidities

greater than 1 g kg−1, in order to quantify entrainment into the high liquid water

content regions deep inside the cloud. Romps (2010) defines the core as a region

with vertical velocity exceeding 0.5 m s−1 and liquid water mixing ratio greater

than 10−5 kg kg−1. Entrainment occurs as two distinct processes - dynamical

entrainment at cloud base driven by updraft acceleration, and smaller scales tur-

bulent mixing via eddies at the leading edge of the cloud - and fundamentally acts

to dilute the cloud via the reduction of its total water mass, in turn limiting its

vertical extent and longevity (Moser and Lasher-Trapp 2017). Entrainment has

also been shown to broaden the droplet size distribution within a cloud, thereby

producing larger droplets and aiding the efficiency of precipitation development

(Cooper et al. 2013). Entrainment is a complex process that produces in-cloud

variability, and is a challenging phenomenon to represent in cumulus parametri-

sations or cloud models (Blyth 1993). The moist air within cumulus clouds is

also mixed into the drier environment in a process called detrainment, which is

discussed further below.

2.4.4.2 Simple definitions

The processes of entrainment and detrainment can be defined in various ways,

but they are usually related to the mass flux. The fractional entrainment and

detrainment per unit length - ε and δ - have units of m−1, and are related to

the change in mass flux M with height z using the equation
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1

M

dM

dz
= ε− δ . (2.13)

The mass flux is measured in units of kg s−1. In the absence of mixing processes,

the mass flux is constant with height. Eq. 2.13 states that entrainment causes

the mass flux to increase with height, while detrainment acts to decrease it.

The fractional entrainment of a buoyant plume is often assumed to be inversely

proportional to the plume radius (Morton et al. 1956; Turner 1963); this can

be physically understood as saying that larger clouds with comparatively smaller

perimeters experience less fractional entrainment, and therefore dilute at a slower

rate.

The entrainment and detrainment rates E and D are related to the

fractional entrainment and detrainment using the formulas E = εM/a and D =

δM/a, where a is the horizontal cloud area. E and D have units of kg m−3 s−1;

occasionally, these rates are divided by the air density, giving the rates in units

of s−1.

2.4.4.3 Dynamical versus turbulent mixing

Eq. 2.13 is an oversimplification of the mixing processes involved in moist con-

vection. Houghton and Cramer (1951) were the first to distinguish two distinct

mixing processes: larger-scale organised inflow and outflow, and turbulent mixing

at the cloud edge. Eq. 2.13 can be re-written as

1

M

dM

dz
= εdyn + εturb − δdyn − δturb , (2.14)

where the subcripts ‘dyn’ and ‘turb’ refer to dynamical and turbulent mixing

processes respectively.

As a thermal or cumulus cloud accelerates upwards, there is a divergence of

air near cloud base. In order to conserve mass, air is laterally entrained through

the base of the cloud (Houghton and Cramer 1951). This organised inflow is

often referred to as dynamical entrainment. As the updraft continues to ac-

celerate, entrainment takes places throughout the vertical extent of the cloud via

turbulent eddies, in a process referred to as turbulent entrainment. As drier

environmental air is mixed into the cloud via the eddies, evaporative cooling may

result in the mixture becoming negatively buoyant - once this happens, the mix-

ture is detrained from the cloud via turbulent eddies, in a process referred to as

turbulent detrainment. If a rising thermal or cloud encounters a stratified at-
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mospheric layer, or becomes negatively buoyant due to entrainment, the updraft

within the cloud decelerates, leading to a build-up of cloudy air. The cloudy air

is then detrained into the environment in a process known as dynamical de-

trainment (De Rooy et al. 2013). The schematic in Figure 2.8 is based on a

figure from De Rooy et al. (2013), showing the different mixing processes that

may take place within an ensemble of convective clouds.

Figure 2.8: Simplified diagram after De Rooy et al. (2013) of a cumulus cloud en-
semble, with bases at zbot. Dynamical entrainment εdyn occurs at cloud base, and
dynamical detrainment δdyn occurs at the tops of individual clouds. Turbulent entrain-
ment and detrainment (εturb and δturb) occurs laterally throughout the depth of the
clouds. ztop represents the top of the cloud layer, which is reached by the tallest cloud
in the ensemble.

2.4.4.4 Characteristics of entrained air

Moser and Lasher-Trapp (2017) ran a simulation in which multiple successive

thermals rise through the wakes of their predecessors. They showed that the

detritus of previous thermals pre-moistens the atmosphere through which the fol-

lowing thermals rise, which in turn affects their rate of dilution. The maximum

entrainment rate of an individual thermal was shown to not be the sole con-

trol on cloud dilution; entrained air with a higher moisture content and greater

buoyancy enabled a later thermal to rise further and produce precipitation where

earlier thermals could not. Once a thermal ascended through the remains of

its predecessors and entered pristine environmental air, its dilution increased de-

spite its entrainment rate reducing, as comparatively drier air was mixed into the

cloud. This research revealed that both the characteristics of entrained air and

the entrainment rate control cloud dilution.
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Yeo and Romps (2013) used Lagrangian particle tracking in an LES to directly

measure the entrainment rate in a cumulus congestus. They discovered that over

half the entrained particles had previously been detrained from the cloud, rather

than originating from outside the cloud. Air that is detrained from a cloud has a

higher equivalent potential temperature than the environment, and therefore its

re-introduction affects cloud dilution in a different way to environmental air.

Entrainment and detrainment rates have historically been estimated through

the use of conserved scalar budgets calculated over entire ‘bulk’ cloud ensembles

(e.g. Siebesma and Cuijpers 1995; Siebesma et al. 2003), and many convec-

tive parametrisations assume that entrained air has the average properties of

the environment while detrained air has the average properties of the cloud field

(Romps 2010). Romps (2010) used LES velocity and tracer fields to directly cal-

culate entrainment and detrainment rates, and found that they were over twice as

large as those estimated from the bulk scalar budgets. Dawe and Austin (2011)

subsequently used LES to show that most of the air entrained into a cumulus

cloud core in fact originates inside the cloud shell rather than the environment,

explaining the inconsistency between the bulk and direct entrainment rates. Ad-

ditionally, Dawe and Austin (2011) showed that cloud shell air with high values

of specific humidity and vertical velocity is preferentially entrained into the core,

rather than the mean properties of the shell. The dynamics of the moist cloud

shell are therefore shown to play a direct role in the mixing between clouds and

environment.

2.4.4.5 Parametrisation of entrainment and detrainment rates

The mixing processes between a convective cloud and its environment are cru-

cial in determining its evolution via the dilution of individual thermals within

the cloud; in turn, this affects the amount of heat, moisture and momentum

transported vertically upwards into the troposphere. It is perhaps of no surprise

then, that the entrainment parameter is amongst the most sensitive parameters

within GCMs, and therefore a leading source of model uncertainty (Klocke et al.

2011). For example, Siebesma and Holtslag (1996) found that varying the entrain-

ment rate had a dramatic influence on moisture and temperature profiles, whilst

Chikira (2010) found variations in precipitation patterns. Since many convection

parametrisations follow a mass flux approach, the challenge then is to define an

entrainment rate that will lead to a representative mass flux, particularly in the

transition from shallow to deep convection (Stirling and Stratton 2012).
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Fractional entrainment and detrainment rates have commonly been inferred

from the change in a conserved thermodynamic or scalar variable using LES (first

shown by Siebesma and Cuijpers, 1995). More recently, Romps (2010) showed

that entrainment and detrainment rates can also be calculated directly from the

resolved local cloud velocity fields.

The fractional entrainment rate into a plume is commonly defined as being

inversely proportional to the plume radius R (e.g. Gregory and Rowntree, 1990;

Nordeng, 1994; Tiedtke, 1989); this can be interpreted as saying that near cloud

base (small R), fractional entrainment is greatest, while near cloud top (large

R), fractional entrainment reduces. Convection schemes which use this definition

typically assume two fixed plume radii for a cloud ensemble: one for shallow

clouds and one for deep convection (De Rooy et al., 2013).

In the wake of research by Derbyshire et al. (2004), the atmospheric com-

munity became more aware of the relationship between cloud mixing rates and

the relative humidity (RH) of the environment. In response to these findings,

Bechtold et al. (2008) revised the ECMWF convection scheme so that the organ-

ised dynamical entrainment rate is now proportional to the environmental RH.

A similar definition is used in the convection scheme proposed by Kim and Kang

(2012).

Neggers et al. (2002) proposed that an air parcel rising through the atmosphere

with increased momentum has less opportunity to interact with its surroundings

than a slower-moving parcel, and therefore suggested that the fractional entrain-

ment rate into a cloud be defined as inversely proportional to its updraft speed.

This thesis will explore the rate of cloud core dilution of four identically-forced

shallow convective clouds in LES, through the use of a passive tracer which is

initially co-located with the area of surface forcing and transported through cloud

base by the resulting CBL thermal. Probability density functions (PDFs) of total

specific humidity, virtual potential temperature (used as a proxy for buyancy)

and vertical velocity are generated for the four clouds, binned at various heights

throughout the cloud depth. These PDFs could be used to verify entrainment

rates predicted by various convection parametrisations which use a mass flux

framework.

2.4.5 Gravity waves in CP

The typical grid box size of a GCM is on the order of tens of kilometres; atmo-

spheric convection is therefore considered a sub-grid processes and parametrised
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by the model. As discussed in Section 2.3, the parametrisation is commonly

achieved through the use of a bulk plume scheme, which gathers all the convec-

tive updrafts within a grid box into a single entraining and detraining plume,

and assumes that all compensating subsidence occurs within the model grid box

(Arakawa and Schubert, 1974). The knowledge that both dry and moist con-

vection can excite a spectrum of gravity waves that communicate local changes

far away from the location of the original forcing (e.g. Bretherton and Smo-

larkiewicz, 1989) is a direct affront to this assumption. Convection schemes

should be able to force the correct dynamical response, and hence convection

and gravity wave parametrisations have become intimately linked, such as in

the gravity wave scheme of Choi and Chun (2011) and Richter et al. (2010). The

parametrisation of convectively-generated gravity waves is a relatively recent area

of research, gaining traction in the last two decades.

On the resolved scale, gravity waves in GCMs are forced via the tendencies

imposed by the convection scheme (Stensrud, 2009). Parametrisation schemes,

such as that proposed by Richter et al. (2010), additionally attempt to model the

effects of sub-grid convection on the excitation of gravity waves. The momentum

drag associated with gravity waves, from both orographic and non-orographic

sources, is usually parametrised separately (see Rind et al., 1988 or Walters et al.,

2017 for examples).

This thesis will not address questions concerning the development of a gravity

wave parametrisation scheme, but will investigate the role of gravity waves on the

development of an ensemble of shallow convective clouds.
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Methodology

3.1 Met Office and NERC Cloud model

3.1.1 Introduction

The Met Office and NERC (Natural Environment Research Council) have devel-

oped a collaborative model called MONC (Brown et al., 2020), the Met Office and

NERC Cloud Model, as a tool for Large Eddy Simulation (LES). The research

underpinning MONC’s development is facilitated by the Joint Weather and Cli-

mate Research Programme (JWCRP). MONC is capable of resolving turbulent

fluid flows at extremely high spatial resolution (between 1-100m) by separating

the Navier-Stokes equations into resolved and subgrid components, and focusing

most of its computational resources on the explicit resolution of large-scale turbu-

lent eddies. The subgrid components, which are responsible for the subgrid-scale

mixing of scalar variables, potential temperature and momentum, are accounted

for by a parametrisation scheme.

MONC is able to simulate physical processes under a variety of atmospheric

conditions, including both dry and cloud-topped boundary layers and both shal-

low and deep convection. MONC’s scientific code is based upon the Met Office’s

Large Eddy Model (LEM), but the code architecture has been significantly up-

graded from the LEM in a collaboration with the Edinburgh Parallel Computing

Centre EPCC (Brown et al., 2020), allowing MONC to run faster and on a large

number of machines in parallel. Unlike the LEM, the majority of MONC’s code

is contained within components, which each have separate directories and can be

switched on or off as required. Additionally, unlike the LEM, MONC can be cou-

pled with other Met Office parametrisation schemes, including a multi-moment

40
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microphysics package (CASIM - Cloud AeroSol Interacting Microphysics), a ra-

diation package (SOCRATES - Suite Of Community RAdiative Transfer codes

based on Edwards and Slingo) and a land surface model (JULES - Joint UK Land

Environment Simulator).

3.1.2 Dynamical core

This section describes the dynamical core of MONC. A comprehensive description

of the Met Office LEM, upon which the scientific code of MONC is based, is given

in Gray et al. (2001).

MONC explicitly resolves a version of the Navier-Stokes equations for prog-

nostics of θ, u and qn - the potential temperature, the vector flow velocity and

scalar variables (commonly used for moisture variables). The velocity field is ad-

vected using the Piacsek and Williams (PW) centered-difference advection scheme

(Piacsek and Williams, 1970). Potential temperature and other scalar variables

are advected using a Total Variation Diminishing advection scheme called ULTI-

MATE (Leonard et al., 1993) which, although computationally more expensive

than PW, captures sharp gradients such as cloud boundaries more effectively

than PW.

The equations which form MONC’s dynamical core are given below, using

Einstein summation convention and written in tensor notation where indices i, j

and k take the values of 1, 2 or 3 (in x, y or z directions) respectively. The equa-

tions are solved using an anelastic approximation, allowing the mean reference

state to vary with height only. As per convention,

D

Dt
=

∂

∂t
+ ui

∂

∂xi
. (3.1)

3.1.2.1 MONC dynamical core equations

• Horizontal and vertical velocity:

Dui
Dt

= − ∂

∂xi

(
p′

ρs

)
+ δi3B

′ +
1

ρs

∂τij
∂xj
− 2εijkΩjuk, (3.2)

where p′ is the pressure perturbation from the reference state, ρs is the reference

density, δi3 is the Kroneker delta function, B′ is the buoyancy, τ is the subgrid

stress and Ω is Earth’s angular velocity. εijk is the alternating unit tensor,

defined as
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εijk =


1 for i, j, k = 123, 231, 312

0 for any two indices equal

−1 for i, j, k = 321, 213, 132

 . (3.3)

In Eq. 3.2, the four terms on the right hand side (RHS) represent 1) pressure

gradient forces, 2) buoyancy forces arising from vertical motion, 3) viscous

forces and turbulence stresses and 4) the Coriolis force. The fourth term in-

cludes a latitude dependency in the Navier-Stokes momentum equations (see

Wallace and Hobbs (2006) for an example), but is neglected here since latitude

does not vary significantly over the relatively small spatial scales of LES.

• Thermodynamic energy equation:

Dθ

Dt
=

1

ρs

∂hi
θ

∂xi
+

(
∂θ

∂t

)
mphys

+

(
∂θ

∂t

)
rad

, (3.4)

where hθ is the subgrid scalar flux of θ,
(
∂θ
∂t

)
mphys

is the source term of θ

due to microphysics and
(
∂θ
∂t

)
rad

is the source term of θ due to radiation. In

Eq. 3.4, the three RHS terms represent 1) subgrid-scale potential temperature

transport, 2) source contributions from microphysical processes and 3) source

contributions from radiative processes.

• Continuity equation:
∂

∂xi
(ρsui) = 0, (3.5)

which states that mass is always conserved. MONC utilises an anelastic frame-

work, which means that ρs is a function of height z only.

• A set of equations for moist processes:

Dqn
Dt

=
1

ρs

∂hi
qn

∂xi
−
(
∂qn
∂t

)
mphys

, (3.6)

where qn represents all scalar variables (other than potential temperature),

including water vapour and cloud liquid water; qn can also include the mass

mixing ratio and species number concentration of precipitation if desired. The

term hqn is the subgrid scalar flux of qn. In Eq. 3.6, the two RHS terms

represent 1) moisture transport on the subgrid scale and 2) source contributions

from microphysical processes.
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Table 3.1: MONC dynamical core variables, taken from Gray et al. (2001).

Variable Definition
χs denotes a reference state of χ
χ′ denotes a perturbation from the reference state of χ
u is the vector flow velocity
θ is the potential temperature
qn represents all other scalar variables (n denotes the number

of scalar variables)
p is the pressure
ρ is the density
B′ is the buoyancy
τ is the subgrid stress
hθ is the subgrid scalar flux of θ
hqn is the subgrid scalar flux of qn
δi3 is the Kroneker delta function
Ω is Earth’s angular velocity (f-plane approximation)
εijk is the alternating pseudo-tensor(
∂θ
∂t

)
mphys

is the source term of θ due to microphysics(
∂θ
∂t

)
rad

is the source term of θ due to radiation(
∂qn
∂t

)
mphys

is the source term of qn due to microphysics

R Gas constant for dry air
p0 Constant reference pressure
cp Specific heat of dry air at constant pressure
g Acceleration due to gravity
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3.1.3 Reference profiles

MONC solves the primitive equations using an anelastic approximation, meaning

that it assumes: 1) reference profiles of θ, ρ and p (denoted by θs, ρs and ps); 2)

that deviations from this reference state are small; and 3) that the reference state

is a function of height only. Given a reference profile of θ and a value of surface

pressure, MONC determines ρs and ps using the ideal gas law (Eq. 3.7) and the

hydrostatic equation (Eq. 3.8). A description of all variables are given in Table

3.1.

ps = ρsRθs

(
ps
p0

)R/cp
(3.7)

dps
dz

= −g ρs (3.8)

3.1.4 Subgrid model

Momentum and scalar transport on subgrid scales are parametrised using MONC’s

subgrid model, following a Smagorinsky-Lilly approach. The two main equations

used are:

1. Subgrid stress τij, where

τij = ρs ν Sij. (3.9)

The subgrid stress is a product of the reference density, subgrid eddy-viscosity

ν and the rate of strain tensor Sij.

Sij is a measure of the amount of shear in an atmospheric layer, has units of

s−1, and is defined as

Sij =
∂ui
∂xj

+
∂uj
∂xi

. (3.10)

The eddy viscosity ν is related to the local Richardson Number Rip; this is a

measure of fluid turbulence based on the ratio of buoyancy B to shear flow,

and is defined as

Rip =
∂B/∂z

S2
, (3.11)
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where S is the modulus of Sij. The eddy viscosity is defined as

ν = λ2 S fm(Rip), (3.12)

where fm is a dimensionless parameter that is dependent on Rip and λ is a

function of a basic mixing length λ0, surface roughness length z0 and the von

Karman constant k which takes a value of 0.4. λ is defined as:

1

λ2
=

1

λ0
2 +

1

[k(z + z0)]2
. (3.13)

The basic mixing length λ0 is defined as

λ0 = cs∆, (3.14)

where cs is the Smagorinsky constant (set to 0.23 in MONC) and ∆ is the

horizontal grid spacing.

The subgrid stress τij is therefore related to the viscosity and amount of shear

within a fluid.

2. Scalar fluxes hi, where

hθi = −ρsνh
∂θ

∂xi
(3.15)

and

hqni = −ρsνh
∂qn
∂xi

. (3.16)

Scalar transport is modelled using a flux gradient method. The fluxes hθi and

hqni are measured in units of K kg m−2 s−1 and kg m−2 s−1 respectively, and are

functions of the fluid density (ρs), eddy diffusivity (νh) and the spatial gradient

of the scalar (∂qn/∂xi). The eddy diffusivity νh is defined as

νh = λ2 S fh(Rip), (3.17)

and, similarly to the eddy viscocity ν, is dependent on both the local Richard-

son Number and the mixing length scale λ.
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Table 3.2: Definitions of Richardson Number-dependent functions fm and fh used
in MONC, taken from Gray et al. (2001). Rip is the Richardson Number, Ric is the
critical Richardson Number and a, b, c, f , g, h and r are subgrid constants.

Rip < 0 0 ≤ Rip < Ric Rip ≥ Ric
fm (1− c Rip)1/2 (1− Rip

Ric
)
r
(1− h Rip) 0

fh a(1− b Rip)1/2 a(1− Rip
Ric

)
r
(1− g Rip) 0

fh is a dimensionless unit and, similarly to fm, is dependent on Rip. The

subgrid model employs a critical Richardson Number Ric, above which subgrid

contributions to the flow are considered to be zero. Values of fh and fm are

defined as in Table 3.2.

3.1.5 Moisture and cloud microphysics

By default, MONC represents moisture phase changes using the SimpleCloud

(SC) model, which includes only the effects of latent heating through satura-

tion adjustment, but does not permit the production of precipitation. By con-

trast, Cloud AeroSol Interacting Microphysics (CASIM, Shipway and Hill, 2012;

Dearden et al., 2018) is a multi-moment, bulk microphysics scheme that may be

coupled with MONC, and is able to simulate precipitation processes and aerosol-

cloud interactions. A detailed description of the multi-moment implementation

can be found in Shipway and Hill (2012). CASIM allows the representation of a

further five mass scalar variables or ‘cloud species’ - these are cloud liquid water,

rain, ice, snow and graupel. Each of these species may be represented by up to

two moments: mass mixing ratio and species number concentration. MONC may

be run with either CASIM or the SC model but not together, as the two schemes

are incompatible.

3.1.6 Representation of radiation

MONC can represent the effects of radiative heating and cooling in two ways:

1. A simple parametrisation scheme for use with cloudy atmospheres only, in

which the radiative heating and cooling is dependent on the cloud liquid

water path;

2. A full radiative transfer scheme called SOCRATES - Suite Of Commu-

nity RAdiative Transfer codes based on Edwards and Slingo (Edwards and
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Slingo, 1996) - for use with both clear and cloudy atmospheres, and is cur-

rently operational in the Met Office Unified Model.

The timescale for radiative interactions is typically given on the order of days - for

example, Jeevanjee and Fueglistaler (2020) developed analytical expressions for

the cooling-to-space approximation, and show that under Radiative-Convective-

Equilibrium conditions the maximum cooling rate is around 2 K day−1. Satellite

observations corroborate such values: Haynes et al. (2013) used data from the

CloudSat and CALIPSO satellites to show that the mean radiative cooling rate

between 150 and 950 hPa is approximately 1 K day−1. Since all simulations in

this thesis simulate shallow cumulus clouds over comparatively short timescales

(i.e. 1-2 hours), it is therefore unnecessary to consider radiative effects, which

simplifies the analysis of the heat budget.

3.1.7 Model boundaries

MONC has periodic lateral boundaries, and the top and bottom boundaries are

both rigid lids where vertical velocity w = 0. The horizontal flow components u

and v are set to zero at the bottom boundary, and the vertical gradients of u and

v are set to zero at the top boundary.

The model surface (at height z0) acts upon the atmospheric level directly

above (at height z1) through both frictional stress and fluxes of sensible and

latent heat. The frictional stress is defined as u?
2, where u? is the friction velocity

in m s−1. The friction velocity is sometimes referred to as shear velocity, as it

describes the shear between layers of flow. MONC models the friction velocity as

u? =
k U1

log(z1/z0) + βm(z1 − z0)/L
, (3.18)

where U1 is the wind speed at z1, βm is a model constant with a value of 4.8 and

L is the Monin-Obukhov length in metres. Negative values of L are reflective of

convectively unstable regimes. According to Eq. 3.18, u? is a function of surface

layer depth (i.e. grid spacing), surface layer stability and wind speed at the top

of the surface layer. For example, u? increases as the difference in wind speed

between the surface and the top of the surface layer increases. With constant U1,

as grid spacing increases, u? decreases as the wind shear is spread over a larger

area.

The upward temperature flux is defined as −u? θ?, where θ? represents the

near-surface temperature gradient. MONC solves a set of equations that are
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dependent on the atmospheric stability to calculate values of u? and θ?, assuming

that Monin-Obukhov similarity theory holds at the lowest grid level. Further

details are given in Bull and Derbyshire (1990).

The rigid lid at the top of the domain can lead to undesirable reflection of

gravity waves. A Newtonian damping layer may be applied at a user-specified

height HD, which relaxes the prognostic variables above HD towards the horizon-

tal mean based on a damping timescale τD. The LEM scientific documentation

(Gray et al., 2001) notes that HD ought to be larger than the vertical wavelength

of typical waves to avoid wave reflection.

3.1.8 IO server and diagnostic calculation

The process of calculating diagnostics in the LEM is time-consuming, as com-

putational cores are required to generate both the full 3D prognostic fields and

model diagnostics at specified times. MONC makes use of an IO server whose

sole purpose is to calculate model diagnostics and write them to files. Diagnostic

fields include both prognostic fields that exist in the current model state, and

those that must be derived from the prognostic fields. Model diagnostics can

take the form of a 3D, 2D or 1D timeseries.

3.1.9 Stability issues and CFL configuration

The Courant-Friedrichs-Lewy condition (CFL, first described by Courant et al.,

1967) ensures numerical stability when modelling convection or wave phenomena.

The CFL condition is defined as

C =
u∆t

∆x
≤ Cmax, (3.19)

where u is the flow velocity (minus the Galilean velocity) in m s−1, ∆t is the

model timestep in seconds, ∆x is the grid box length in metres and Cmax is

a parameter that depends on the numerical discretisation of the model. The

Courant number C must satisfy Eq. (3.19) at all times in order to maintain both

numerical stability and accuracy.

In plain words, the CFL condition states that the distance a fluid particle

travels during a single timestep must not exceed a certain fraction of the grid box

length. Since ∆x is provided by the user, and u is determined by the internal

dynamics of the model, an appropriate model timestep ∆t must be determined

in order to ensure the CFL condition is not violated. If the timestep is too
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large, a fluid particle will travel at a rate too fast for the simulation to recognise,

and numerical solutions become unstable. Conversely, as the timestep becomes

smaller, the number of communications between processors increases which can

vastly reduce the speed of a simulation. The maximum value of C depends on

the choice of advection scheme; Cmax = 0.2 is considered a conservative estimate

for a safe CFL in MONC, although values up to 0.4 are sometimes used. The

model then chooses the appropriate timestep throughout the simulation to satisfy

Eq. (3.19) depending on the spatial resolution. It is possible to employ a fixed

timestep (which is desirable when producing diagnostics at fixed intervals), but it

must be carefully chosen to ensure that the CFL condition is not violated at any

point during the simulation. For example, given a maximum velocity of 10 m s−1,

Cmax = 0.4 and ∆x = 25 m, a fixed timestep of ∆t ≤ (0.4× 25)/10, i.e. less than

or equal to 1 second, should maintain numerical stability.

3.2 The Convective Precipitation Experiment

3.2.1 Overview of field campaign

The Convective Precipitation Experiment (hereafter referred to as COPE) was

a field campaign carried out during 2013, aiming to investigate how the inter-

play between atmospheric dynamics and microphysics influences the formation

of heavy convective precipitation. An extensive analysis of this field campaign is

given in Leon et al. (2016); a short summary is given here.

Prior to COPE, previous campaigns had explored the processes governing the

genesis of convection - these campaigns included the Convective Storm Initiation

Project ‘CSIP’ (Browning et al., 2007) and the Convective and Orographically-

Induced Precipitation Study ‘COPS’ (Wulfmeyer et al., 2011). COPE was in-

tended to extend the previous research by examining the entire lifecycle of con-

vective clouds, from initiation through to development and eventual decay, as

well as the interactions between microphysics and dynamics.

The campaign focused on a region covering the southwestern peninsula of the

UK, centred on Davidstow in Cornwall. The location was chosen owing to its

predisposition to deep convective events, such as the flash-flooding of Boscastle

in 2004. The peninsula’s proclivity to convection is mainly attributable to its

elongated shape and prevailing southwesterly winds which, when coupled with

warm sunny weather, can result in the convergence of sea breeze fronts creating

lines of convective clouds (an example of which is shown in Figure 3.1). Many
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of the heavy convective precipitation events observed during the campaign were

characterised by the formation of such convergence lines, which allowed aircraft

to sample the clouds with relative ease by flying along them.

Figure 3.1: Photograph of cloud forming along a convergence line over SW England
on 2nd August 2013, taken from Leon et al. (2016).

A total of 17 Intensive Observational Periods (IOPs) were conducted throughout

the campaign; almost all of these (15) were conducted across southwest Eng-

land. Around a third of the IOPs captured deep convective events, while the

rest focused on cases of shallow convection. Through its substantial range of

measurements, COPE has provided the atmospheric community with a valuable

and comprehensive dataset of case studies that are beneficial for advancing our

understanding of key convective processes.

A mixture of both ground-based and airborne observation techniques were em-

ployed during the IOPs. The majority of instruments were located at Davidstow,

such as a wind profiler and a dual-polarisation X-band radar. Remote sensing

from surrounding areas supplemented these observations, such as an S-band radar

located at Chilbolton. Rawinsondes were released from the radar site on the old

airfield near Davidstow every 1-2 hours during an IOP, in order to measure the

profile of the convective and pre-convective environment. The rawinsonde data

were augmented by soundings from nearby Camborne and Larkhill that were

routinely released every 12 hours, and more frequently during IOPs (up to 1 per

hour). Rawinsonde data were used to initialise MONC simulations, discussed

later in Section 3.2.3.

Airborne measurements were obtained from instrumentation on board three

different aircraft: the Met Office Civil Contingency Aircraft (MOCCA), the UK

Facility for Airborne Atmospheric Measurements (FAAM) BAe 146 and the Uni-
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versity of Wyoming King Air (UWKA). Together, the aircraft collected informa-

tion on the convective and pre-convective environment, as well as the dynamical,

thermodynamical and microphysical properties of the clouds.

3.2.2 3rd August 2013 case study

A low pressure system situated to the northwest of the UK brought a cold front

eastwards across the UK on the 2nd August, with southwesterly winds and con-

vective showers following across Devon and Cornwall on the 3rd August. The

Met Office UKV model predicted the formation of deep convection across the

area by as early as 1200 UTC (Leon et al., 2016), and was observed in the form

of a convergence line over the southwest Peninsula (see Figure 3.2). These clouds

were sampled by both the FAAM BAe 146 and UWKA aircraft that took off at

1115 and 1130 UTC respectively (Leon et al., 2016).

Figure 3.2: Dual-polarisation X-band radar near Davidstow showing reflectivity (left)
and differential reflectivity (right) at 1158 UTC, 03/08/2013. Data taken from Bennett
(2018).

The altitude of the UWKA shortly after take off is shown by the black dashed line

in Figure 3.3, with the colours displaying reflectivity (in dBZ) measured by the

on-board Wyoming Cloud Radar (WCR) as the aircraft flew over and through

the tops of cumulus turrets. The WCR is a Doppler radar, meaning that it can

measure the velocity of hydrometeors in the vertical direction as well as their

size. Larger positive values of reflectivity represent areas of more intense rainfall.

The radar also provides an estimate of cloud top height which is observed to

rise over time, from around 3km prior to midday to around 4-5 km during the
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afternoon. As will be discussed in Section 3.2.3, simulations in Chapter 4 are

initialised using profiles based on those observed nearby at midday; the data in

Figure 3.3 are used to verify the simulated cloud sizes in a subjective manner.

An aerial view of the UWKA’s flight track is shown in Figure 3.4.

Figure 3.3: Wyoming Cloud Radar reflectivity measurements from the UWKA air-
craft on 3rd August 2013. Black dashed line shows the altitude of the aircraft, with
the thicker dark lines showing areas where data are considered unreliable due to the
aircraft turning. Data courtesy of David Leon, University of Wyoming.
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Figure 3.4: Aerial view of the UWKA aircraft flight path on 3rd August 2013 over the southwest peninsula. The section of the flight
path corresponding to Figure 3.3 is given by the red line. Data courtesy of Jeffrey French, University of Wyoming.
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3.2.3 Producing an initial state for LES simulations

The initial profiles for all MONC simulations in this thesis are based on a modified

midday atmospheric sounding taken on 3rd August 2013. This is a common pro-

cess in LES modelling of convection (e.g. Austin, 1948; Gronemeier et al., 2017;

Moser and Lasher-Trapp, 2018). Turbulent motion in the convective boundary

layer (CBL) is a necessary pre-requisite for the successful modelling of realistic

cumulus convection, since these motions dictate the amount of cloud entrainment

(Carpenter et al., 1998). Common techniques for initiating turbulence include the

use of surface heat fluxes with a random component (e.g. Balaji and Clark, 1988;

Hill, 1974; Yau and Michaud, 1982), uniform surface heat fluxes with pertur-

bations to the CBL temperature field (e.g. Tao and Soong, 1986) or Gaussian

surface heating functions that act as ‘priming thermals’ (e.g. Carpenter et al.,

1998; Moser and Lasher-Trapp, 2017). Previous studies have found that it can

take between one (Moser and Lasher-Trapp, 2017; Sommeria, 1976) to several

hours (Balaji and Clark, 1988) of simulation time to produce a steady state of

CBL turbulent kinetic energy, at which point motion on all resolvable scales is

introduced.

The sounding was recorded by a rawinsonde released from the radar site near

Davidstow at 1200 UTC during the early stages of convective cell formation,

prior to the formation of two convergence lines along the length of the southwest

peninsula. Figure 3.5(a) shows a tephigram constructed from the unmodified

sonde data, which exhibits a saturated layer approximately 750-1250m above the

surface where the rawinsonde ascended through a layer of cloud. A parcel of

air at the surface with the same temperature and moisture as the environment

was calculated to have Convective Available Potential Energy (CAPE) of around

857 J kg−1 and zero Convective INhibition (CIN), allowing the parcel to freely

rise. Figure 3.5(b) shows the tephigram after various modifications have been

made - these modifications, and the methods by which these are applied, are now

discussed.

Simulations in MONC are initialised with profiles of potential temperature θ

(in Kelvin) and water vapour mixing ratio qv (in kg kg−1). The profiles of θ and

qv as constructed from the unmodified sonde data are shown in Figures 3.6(a)

and (b). Before using these profiles as a model background state, modifications

are made in order to remove small-scale noise and undesirable features arising

from instrument errors.

The worst of the noise is removed from the profiles by applying a Savitzky-
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Figure 3.5: Tephigrams constructed from (a) original and (b) modified 1200 UTC
Davidstow rawinsonde data on 3rd August 2013. The red curve shows the temperature
and the blue curve shows the dewpoint temperature (both in °C). Wind speed and
direction is shown by the barbs. Isobars (in mb) are the black horizontal lines, isotherms
and dry adiabats (both in °C) are the slanted grey lines, saturation mixing ratio lines
(in g kg−1) are green, and wet adiabats (in °C) are purple.

Golay (S-G) filter to the data (Savitzky and Golay, 1964). The filter takes suc-

cessive subsets of adjacent data points, and then attempts to fit a low-degree

polynomial to each subset in turn, which acts to smooth the data. Initially,

the profiles of θ and qv are interpolated from their original 80 m resolution to a

much higher resolution of 1 m, up to 12000 m in height. The advantage of us-

ing high-resolution input for the smoothing procedure is that all the data in the

sounding are made use of. The S-G filter is then applied to the high-resolution

data, for which it needs two pieces of information: the order of the polynomial,

and the frame length (the number of data points in each subset). The smaller the

polynomial order compared to the frame length, the smoother the data will be.

Here, the S-G filter employs a frame length of 1001, attempting to fit successive

subsets of 1001 data points to a cubic polynomial. Once the filter is applied, the

smoothed profiles are interpolated back to a coarser resolution of 50 m.

A second modification ensures uniform profiles of temperature and mois-

ture below cloud base, which is a reasonable assumption for a well-mixed CBL

(Driedonks and Tennekes, 1984; Weckwerth et al., 1996). The height of the CBL

at 1200 UTC on 3rd August 2013 is assumed to be approximately equal to the

height at which the observed vertical profile of relative humidity first becomes
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100 %, which occurs at 750 m. The profiles in Figures 3.6(a) and (b) show vari-

ation in the CBL, including super-adiabats close to the surface, which is unde-

sirable; unstable conditions will instead be generated in the simulations through

the use of surface fluxes. Profiles of θ and qv in the CBL are set equal to the

mean values in the upper half of the CBL.

A final undesirable feature of the data is the saturated layer between 750-

1250 m where the radiosonde rose through shallow cloud. This layer is removed by

modifying the profile of qv such that the relative humidity within the ascent does

not exceed 90 %, while keeping the potential temperature unaltered. By removing

the cloud layer, bubble experiments can be performed without the influence of

pre-existing cloud, which will simplify the analysis.

The final modified profiles of θ and qv are shown in Figures 3.6(c) and (d), and

are used to initialise all simulations in MONC. The modified tephigram is shown

in Figure 3.5(b). A parcel of air rising from the surface here now encounters a

CIN layer with a value of −2 J kg−1, up to the level of free convection (LFC)

at around 870 mb (approximately 1 km). CAPE is also significantly reduced

from 857 J kg−1 to 55 J kg−1, although this is mostly a consequence of removing

the surface super-adiabat. If simulated convection is initiated using either warm

bubbles or surface heat fluxes, CAPE will increase locally or broadly respectively.

It is important to note that data from the rawinsonde ascent only provide

a snapshot in time and space of the general atmospheric conditions, and there-

fore are not fully representative of the conditions sampled along the flight path.

Additionally, many of the clouds sampled along the flight path were forced by a

convergence line that is not present in these simulations. However, it is expected

that with a suitable model setup, simulated clouds tops will be of a comparable

height to those observed by the UWKA (see Figure 3.3).
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Figure 3.6: Profiles of potential temperature θ (in K) and water vapour mixing ratio
qv (in g kg−1) taken from the Davidstow rawinsonde data. The top row shows the
original rawinsonde data, and the bottom row shows the profiles after modification.
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3.3 Testing MONC sensitivity to spatial

resolution using warm bubbles

3.3.1 Simulating cumulus clouds using warm bubbles

There is evidence to show that convective clouds are composed of bubble-like

buoyant thermals (Saunders, 1961; Scorer and Ludlam, 1953; Woodward, 1959;

Yates, 1953). A simple and common way of producing isolated convective clouds

in LES is through the use of warm and/or moist spherical bubbles (Hannah, 2017;

Kogan and Shapiro, 1996; Langhans et al., 2015; Morrison and Peters, 2018;

Peters et al., 2019; Yeo and Romps, 2013). Bubbles are initiated in the model

domain, and rise due to their positive buoyancy. Depending on the model setup,

the bubble will mix and interact with its surroundings as it rises. If the bubble

temperature cools to the dew point, water vapour will condense and a convective

cloud will form. In this section, a sensitivity study in MONC is executed using a

single warm bubble, with varying model grid spacings between 100 m and 25 m.

The impact of varying resolution on cloud evolution is analysed, both in terms of

the resolved level of detail and the computational efficiency.

MONC provides the functionality to generate multiple warm bubbles of de-

fined size, location and intensity; the latter is measured by the deviation of po-

tential temperature (θ′) and moisture (qv
′) in the bubble from the mean state.

The potential temperature of a bubble (θbub) is defined as

θbub = θenv + θ′bub, (3.20)

where θenv is the environmental mean and θ′bub is the deviation from the horizontal

mean state. Figure 3.7 is a vertical cross-section of θ′ through the centre of a

warm, dry bubble with radius 300 m and θ′bub = 2 K at various times after its

initialisation. The bubble is initially at rest on the surface of the domain, and

rises over time due to its positive buoyancy, mixing with the environment and

gradually cooling.

3.3.2 Passive tracer

Passive tracers are commonly used in LES in order to track the movement of a

thermal (e.g. Couvreux et al., 2010; Dawe and Austin, 2011; Gronemeier et al.,

2017; Morrison, 2017; Romps, 2010). Tracer concentration is initially defined as

zero outside the bubble and given a value of 1 inside, and is then transported by
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Figure 3.7: Vertical cross-section of potential temperature perturbation θ′ (in K)
through the centre of a uniform warm, dry bubble with radius 300 m. This simulation
has a uniform grid spacing of 50 m. The bubble is initially at rest on the surface of the
domain with θ′bub = 2 K, and the resulting thermal is observed to rise over time. The
contour lines refer to values of θ′ = 0.25, 1 and 2 K (dotted, dashed and solid).

the motion of the thermal. The mixing of passive tracer with ambient air acts

to dilute tracer concentration; the tracer does not, however, feed back on the

atmospheric flow in a physical sense. Passive tracer concentration is therefore a

useful indicator of the motion and dilution of the thermal over time. Figure 3.8

is a vertical cross-section of tracer concentration through the centre of a warm

bubble, for the same time frames as in Figure 3.7.

Figure 3.8: Vertical cross-section of passive tracer concentration through the centre
of a uniform warm bubble for the same time frames as Figure 3.7. The contour lines
refer to values of tracer concentration = 0.25, 0.5 and 0.9 (dotted, dashed and solid).

The temperature perturbation in Figure 3.7 is uniform throughout the bubble,

which leads to the development of an unrealistically symmetrical updraft and

resulting cloud. In the real world, convective updrafts rise through turbulent,

heterogeneous environments and are distorted, resulting in asymmetrical clouds.

In order to replicate such behaviour, there are two options: create heterogeneity
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a) in the environment or b) within the bubble itself. The latter is easier to control,

and can be achieved by varying the potential temperature deviation inside the

bubble with spatial coordinates x, y and z, giving

θbub = θenv + θ′bub · (1 + axz + bxy + cyz). (3.21)

Here, a, b and c are user-specified constants with values typically between 0 and

1. Figure 3.9 is a vertical cross-section through the centre of a warm bubble,

showing how this temperature pattern manifests with θ′bub = 2 K, a = 0.2, b = 0.3

and c = 0.4.

Figure 3.9: Vertical cross-section of potential temperature perturbation θ′ (in K)
with respect to the domain mean through the centre of a warm bubble with θ′bub = 2 K,
a = 0.2, b = 0.3 and c = 0.4.

3.3.3 Model setup

The domain is three-dimensional and measures 12 km in all directions. The

initial atmospheric profile is prescribed using the modified rawinsonde ascent

described in Section 3.2.3. A warm, dry bubble with radius 300 m initially rests

on the domain surface and is contained within the CBL, centred at x = 6 km,

y = 6 km and z = 0.3 km. The bubble has a mean temperature perturbation

of θ′bub = 2 K, and internal heterogeneity is imposed with a = 0.2, b = 0.3 and

c = 0.4. For simplicity, the ambient wind profile is set to zero and sedimentation

of hydrometeors is disabled.

In each simulation, a dimensionless passive tracer is initialised inside the warm

bubble with an initial concentration of 1.0. The initial concentration is arbitrary,

although a value of 1.0 is useful as future values then provide a direct measure of

the percentage of dilution. By following the evolution of tracer concentration, it

is possible to analyse thermal dilution over time.
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Four simulations are run, identical except for the spatial resolution. All grid

boxes are uniform in size with ∆x = ∆y = ∆z. The four resolutions consid-

ered are 100 m (the typical resolution of cloud resolving models), 50 m, 40 m and

25 m. The 100 m simulation is initially run with a variable timestep ∆t that is

dependent on the grid spacing, and satisfies a value of Cmax = 0.4 in Equation

3.19. Once the range of updraft speeds are known, it is possible to determine

an appropriate fixed timestep for each simulation such that the CFL condition

remains unviolated. Each simulation is run with a fixed timestep in order to

produce regular diagnostics every 60 model seconds, and run for a total model

time of 30 minutes.

3.3.4 Results

3.3.4.1 Cross-sections:

Vertical cross-sections through the centre of the domain show liquid water mixing

ratio qc over time as the thermal rises. Figure 3.10 is a comparison between

simulations with grid spacings of 100 m, and 25 m. Although both simulations

produce a convective cloud it is clear that 100 m resolution, on the same order of

magnitude as the bubble diameter, is unable to explicitly resolve turbulent mixing

processes. At 25 m resolution, the simulation is able to capture significantly more

detail, including the entraining eddies at the edge of the thermal.

3.3.4.2 Evolution of cloud properties:

Figure 3.10 proves that the structure of the simulated clouds varies significantly

between the two extremes of resolution. In order to evaluate characteristics of the

cloud core and shell separately - as will be addressed later in the thesis - a high

spatial resolution will be necessary to distinguish these regions; however, there

may also be occasions where it is interesting to consider the bulk characteristics

of a cloud instead of the finer details. If the bulk properties of the cloud are

well-represented with a coarser resolution, then the use of ∆x = 100 m may

still be viable in such situations, and would limit computational costs. Four

key metrics of the bulk cloud field are considered here: cloud core height (in

km), maximum vertical velocity (in m s−1), thermal dilution (using passive

tracer concentration) and total cloud liquid water (in kg). If these key metrics

converge early on in the simulations, this suggests that the bulk properties of the

cloud are well-represented by coarser resolutions.
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Figure 3.10: Vertical cross-sections along y = 6 km of liquid water specific humidity
qc (in g kg−1) at 1, 5 and 10 minutes into the simulation. Top row: ∆ = 100 m, bottom
row: ∆ = 25 m.

The cloud core is usually considered to be the part of the cloud that is either pos-

itively buoyant or moving upwards with positive vertical velocity. The cloud core

here is defined as the region with qc > 0 g kg−1 and updraft speed w > 1 m s−1.

Figure 3.11(a) shows the evolution of cloud core height for all simulations. The

cloud core reaches its maximum height between 3425 m and 3800 m approx-

imately 15 minutes into all simulations. As the resolution becomes finer, the

maximum height decreases slightly, as a result of increased resolved turbulence

and entrainment into the cloud. However, overall there is only a slight variation

in maximum cloud core height between all simulations.

A measure of thermal updraft speed is calculated using the horizontally-

averaged vertical velocity profile, calculated over updraft regions (wu). The

evolution of maximum wu is shown in Figure 3.11(b). During the first five min-

utes, simulations with increased resolution produce thermals with faster updraft

speeds. This initially seems counter-intuitive since the high-resolution simula-

tions are expected to resolve more turbulent mixing, which would act to reduce

the buoyancy and momentum of the thermal. These results can be explained by

the Smagorinsky subgrid scheme mentioned earlier in Section 3.1.4.
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Turbulent mixing processes in LES are modelled as a combination of resolved

and parametrised motions. Parametrised motions are accounted for through the

use of a subgrid-scale turbulence scheme. In MONC, the subgrid model acts

to smooth out differences across solid boundaries - for example, the boundary

between a thermal and its environment. The rate of smoothing is proportional to

the basic mixing length λ0, which in turn is proportional to the grid spacing ∆x.

The subgrid model therefore parametrises increased turbulent mixing at coarser

spatial resolutions.

During these simulations, each warm bubble begins at rest, and there is no

turbulent mixing for the model to resolve. Due to its positive buoyancy, the

thermal begins to accelerate upwards. As soon as the subgrid model becomes

aware of a velocity or temperature gradient, it activates, resulting in greater

parametrised turbulence in the simulations with coarser resolution. This process

explains the slower updraft speeds observed at low resolution, particularly with

∆ = 100 m, as these thermals experience more entrainment and dilution early

on. Somewhere between 5-10 minutes, the higher-resolution simulations begin to

resolve more of the turbulent motions, and the simulations begin to converge.

Figure 3.11: Evolution of (a) cloud core height (in km), (b) domain-maximum vertical
velocity (in m s−1), (c) maximum passive tracer concentration Γmax and (d) total cloud
liquid water (in kg). Results for varying resolutions are shown, with ∆ = 100 m in red,
∆ = 50 m in orange, ∆ = 40 m in green and ∆ = 25 m in blue.
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The dilution of an updraft may be characterised by the concentration of passive

tracer. A self-weighted vertical profile of tracer concentration (Γ) at a single

timestep t is defined as:

Γ(z, t) =
γ(z, t) · γ(z, t)

γ(z, t)
,

where γ is the tracer concentration at height z and the overbar denotes a horizon-

tally -averaged value. The evolution of maximum Γ (Γmax) is a useful measure of

thermal dilution.

Figure 3.11(c) shows the evolution of Γmax. Four distinct phases are observed,

denoted by the regions between the black vertical dashed lines. The coloured

dashed lines join the start and end values of Γmax between each phase, to approx-

imate the rate of reduction. During phase 1, at a coarse resolution of 100 m, Γmax

initially reduces quickly due to the influence of the subgrid turbulence scheme.

The rate of Γmax reduction is seen to decrease as the resolution increases. Af-

ter 5 minutes, during phase 2, the rate of Γmax reduction becomes less steep at

coarser resolution, and greater reductions in Γmax are observed for higher resolu-

tions as turbulent motions are increasingly resolved by the model. During phase

3, the rate of reduction of Γmax remains steeper for higher resolutions, however

all the gradients are now beginning to converge. Values of Γmax converge for all

simulations after approximately 20 minutes (phase 4).

The total liquid water mass condensed by each cloud is shown in Figure

3.11(d). Initially, as the subgrid turbulence scheme dominates, the faster dilu-

tion of the thermal at 100 m resolution results in the condensation of noticeably

less liquid water compared to simulations at higher resolution. The maximum

amount of liquid water appears to converge for resolutions finer than (and includ-

ing) 50 m. As the higher-resolution simulations begin to resolve more turbulent

mixing, these thermals dilute at an increased rate. This results in a faster de-

crease of total liquid water at higher resolutions, and a correspondingly slower

reduction at coarser resolutions.

3.3.5 Conclusions

One of the aims of this thesis is to simulate isolated convective clouds, and de-

scribe their characteristics and evolution across both the cloud core and the cloud

shell. A high spatial resolution will therefore be necessary in order to sample these

two distinct regions of the cloud. Although a spatial resolution of 100 m is shown
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here to produce similar cloud statistics compared to a much finer 25 m resolution,

this coarser resolution is not able to adequately capture the detail of entraining

eddies around a thermal resulting from a warm bubble with diameter 600 m (see

Figure 3.10). Coarse grid spacings are shown to result in an over-representation

of thermal dilution and an under-representation of cloud liquid water mass. Halv-

ing the grid spacing (50 m resolution) produces a large change in initial updraft

vertical velocity, thermal dilution and liquid water mass; a further halving (25 m

resolution) results in a much smaller change, as the simulations begin to con-

verge. In theory, the highest spatial resolution is most desirable; in practice,

there is always a computational expense to increasing the number of model grid

boxes.

All simulations in this thesis are run using the Met Office and NERC Joint

Supercomputing Node (MONSooN), and simulate convective clouds of a compa-

rable size to those modelled here. A spatial resolution of 25 m is employed where

possible, except for occasions when this is computationally infeasible - in these

situations, a grid box size of 50 m is employed with confidence that crucial cloud

statistics do not vary significantly between these two resolutions.
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Using Homogeneous Surface

Fluxes to Produce a Convective

Cloud Population in MONC

4.1 Motivation

4.1.1 Homogeneous heat fluxes in LES

Homogeneous surface heat fluxes are commonly used to generate cumulus cloud

populations in LES or CRM models (e.g. Dawe and Austin, 2012; Ghan et al.,

2000; Heus et al., 2008; Matheou et al., 2011; Siebesma et al., 2003). Sensible

and latent heat fluxes are the turbulent fluxes of heat and moisture, defined re-

spectively as w′θ′ and w′q′, where w is vertical velocity (in m s−1), θ is potential

temperature (in Kelvin, K), q is total specific humidity (in kg kg−1), prime terms

denote a deviation from the horizontal mean and the overbar denotes the hori-

zontal mean. Sensible and latent heat fluxes therefore have units of K m s−1 and

m s−1; these terms are commonly multiplied by ρ cp and ρLv respectively, where

ρ is air density (in kg m−3), cp is the specific heat capacity of air at constant pres-

sure (in J kg−1 K−1) and Lv is the latent heat of vaporisation of water (in J kg−1),

giving both fluxes in units of W m−2. The quotient of these fluxes determines

the dimensionless Bowen ratio.

4.1.2 LES studies based on field campaigns

The initial conditions of high-resolution cumulus modelling experiments are often

based on field campaign data, in order to verify the model setup against obser-

66
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vations. Some of the most commonly replicated field campaigns with a focus on

convection are BOMEX (Kuettner and Holland, 1969), ARM-SGP (Stokes and

Schwartz, 1994) and RICO (Rauber et al., 2007), a brief description of which are

given in Table 4.1.

The three field campaigns in Table 4.1 have been extensively studied and repli-

cated using LES/CRM models. The COPE field campaign, in contrast, has

received less attention as it is a comparatively recent study. The handful of

modelling papers that replicate conditions observed during COPE focus on the

microphysical aspects of convection (e.g. Lasher-Trapp et al., 2018; Lebo et al.,

2017; Liu, 2018), which was one of the major motivations behind COPE; however,

at the time of writing there are very few studies which focus on the dynamic and

thermodynamic structure of convective clouds observed during COPE, and none

which use the MONC cloud model. Lasher-Trapp et al. (2018) focus on the 3rd

August COPE case, and replicate the observed conditions using a combination of

low-level convergence and circular Gaussian surface heat fluxes; by contrast, this

chapter will instead produce a cloud population using homogeneous surface heat

fluxes that are representative of the observed conditions.

4.1.3 Heterogeneous heat fluxes in LES

Although homogeneous fluxes are able to generate convective cloud populations,

they are often unrepresentative of realistic conditions over land, which display

more variability due to the influence of topography and surface type. The use

of heterogeneous surface fluxes can provide a more realistic representation of

convective clouds, while also allowing greater control over their formation and

development. The sensitivity of heterogeneously-forced clouds to atmospheric

variations, as well as their interactions with neighbouring clouds, is also easier to

analyse than for uniformly-forced clouds.
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Table 4.1: A brief description of three major field campaigns, whose observed con-
vective cloud fields are commonly replicated in LES/CRM models using homogeneous
surface fluxes.

Case Short description LES/CRM examples
using surface heat

fluxes

BOMEX
(Barbados
Oceanographic
and
Meteorological
EXperiment)

Investigating sea-air interactions
in shallow, non-precipitating
trade wind cumulus. The pe-
riod of observations took place
between May-July 1969.

• Dawe and
Austin (2012)

• Heus et al.
(2008)

• Siebesma et al.
(2003)

ARM-SGP
(Atmospheric
Radiation
Measurement
program -
Southern Great
Plains site)

The ARM program aims to im-
prove understanding of atmo-
spheric radiative processes and
interactions with clouds and
cloud processes. The Southern
Great Plains site in Oklahoma
was chosen to capture a variety of
continental cloud types, including
cumulus, and is still operational
today. The central facility at the
ARM-SGP site was established
between 1992-1996. The initial
planned data collection contin-
ued up until 1999; thereafter, the
site was re-designed as a perma-
nent location for long-term obser-
vations (Sisterson et al., 2016).

• Brown et al.
(2002)

• Ghan et al.
(2000)

• Xu and Randall
(2000)

• Xu et al. (2002)

RICO (Rain in
Cumulus over
the Ocean)

Investigating the formation of
rain in trade-wind marine cumu-
lus, and the subsequent impact of
rain on the structure and ensem-
ble statistics of said clouds. The
period of observations took place
between 2004-2005.

• Abel and
Shipway (2007)

• Matheou et al.
(2011)

• Stevens and
Seifert (2008)

• VanZanten
et al. (2011)
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Many LES studies have used heterogeneous fluxes to produce convective clouds

(e.g. Kang and Davis, 2008; Kang and Bryan, 2011; Moser and Lasher-Trapp,

2017; Rieck et al., 2014; Van Heerwaarden and Guerau de Arellano, 2008). Clouds

generated by heterogeneous fluxes differ from those produced by uniform fluxes

with the same amplitude, because heterogeneous fluxes act to organise meso-scale

circulations in the convective boundary layer (CBL: e.g. Kang and Bryan, 2011;

Patton et al., 2005; Rieck et al., 2014). These meso-scale motions often result in

localised regions of increased moisture (Van Heerwaarden and Guerau de Arel-

lano, 2008) or increased vertical velocity where the outflow of multiple circulations

collide (Rieck et al., 2014), which leads to accelerated cloud development.

As previously mentioned, this chapter will simulate a cloud ensemble using

homogeneous fluxes. Individual clouds within this population are expected to

be affected to some degree by the presence of neighbouring clouds - for example

through pre-moistening, direct mixing and/or gravity wave activity - complicat-

ing analysis of their behaviour. It is therefore desirable to simulate isolated clouds

using localised fluxes, which are still representative of those observed during the

COPE campaign on 3rd August; such clouds will not be affected by prior or

neighbouring clouds, making them easier to study in a more idealised manner.

To achieve this, a cloud will be chosen from our simulated population, which is

representative of the entire ensemble. Subsequent chapters will then attempt to

replicate this cloud using heterogeneous fluxes, and investigate the sensitivity of

cloud formation and development to CBL variability and gravity wave interac-

tions.

4.1.3.1 Objectives

The specific objectives of this chapter are:

• Produce a convective cloud population in MONC using uniform surface heat

fluxes. The population should be representative of the cloud field observed

by the University of Wyoming King Air (UWKA) aircraft during the COPE

field campaign on 3rd August 2013;

• Determine whether CASIM microphysics are necessary for this particular

model setup;

• Implement purity tracer (as described by Romps and Kuang, 2010) and

radioactive tracer in MONC, in order to visualise the movement of air orig-

inating in the CBL;
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• Use a cloud tracking algorithm to classify individual cloudy objects, and

describe the distribution of mass transport by these objects; and

• Choose a cloudy object with a mass transport representative of the entire

cloud ensemble.

The aim of this chapter is to select a single cloud that is representative of the entire

population, in order to replicate this using localised surface fluxes in Chapter 5.

4.1.3.2 Chapter overview

The structure of this chapter is as follows. Section 4.2 describes the model setup,

introduces the concept of purity and radioactive tracers and details the cloud

tracking algorithm. Section 4.3 presents the preliminary results, which includes

an analysis of the heat and moisture budgets in the subcloud layer and model

verification using aircraft observations. Section 4.4 explores the sensitivity of the

results to the operational cloud microphysical package. Section 4.5 presents the

results of the purity and radioactive tracers. Section 4.6 then presents the cloud

tracking output, and describes the mass transport by the total cloud population.

Finally, a representative cloud is chosen in Section 4.7.

4.2 Method

4.2.1 Domain setup

The following simulation (referred to henceforth as Homog flux) is run on a

three-dimensional domain, with a width, length and height of 12.8 km and a

uniform grid spacing of 25 m. The lateral boundaries are periodic, and the top

and bottom boundaries are rigid lids. The domain is initialised using the modified

version of the Davidstow rawinsonde ascent described in Chapter 3. The CBL

is defined throughout the simulation as the region bounded between the surface

and the level of cloud base (this is initially located at z = 750 m, and rises to

z = 800 m by the end of spinup.)

4.2.1.1 Model spinup

Random perturbations of potential temperature (±0.5 K) are seeded in each CBL

grid box (below z = 750 m) during model initiation; a sensible heat flux of
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50 W m−2 is then applied at the surface for the first 60 minutes to develop turbu-

lent structures within the CBL. As demonstrated later in Section 4.3.1, the flux

amplitude and duration are large enough to generate a steady amount of CBL

turbulence, yet small enough to ensure that clouds of a significant size are not

produced during model spinup. The mean wind profile is set to zero through-

out, and the sedimentation of hydrometeors is disabled. (The representation of

moisture phase changes is detailed in Section 4.4.)

4.2.1.2 Post-spinup

Miltenberger et al. (2018) carried out a regional hindcast for 3rd August 2013 over

the southwestern peninsula using the Met Office Unified Model (version 10.3).

Figure 4.1 shows the mean diurnal cycles of surface sensible heat flux (in green)

and latent heat flux (in blue) across the total domain (dashed lines) and across

land only (solid lines). Midday values over land are approximately 200 W m−2

each. In line with these findings, the sensible and latent heat fluxes (SHF and

LHF) in Homog flux are both increased to 200 W m−2 after model spinup.

Figure 4.1: Sensible and latent heat fluxes for the 3rd August 2013 over southwest
UK, as calculated from a Met Office UM hindcast simulation, taken with permission
from Miltenberger et al. (2018).

Simulation Homog flux is initially run with a variable timestep (results not shown);

the maximum velocities observed in the domain are such that a Courant number

of 0.4 maintains numerical stability throughout. The simulation is then re-run

with a fixed timestep of 0.1 s in order to satisfy a Courant number of 0.4 through-
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out, producing regular diagnostics at intervals of 60 s.

4.2.2 Purity and radioactive tracers

A so-called purity tracer with concentration p is initialised at the start of Ho-

mog flux. The inspiration for this is taken from Romps and Kuang (2010), and

its purpose is to enable the visualisation of the movement of air originating in

the boundary layer. Subsequently, the addition of a purity tracer aids with the

calculation of entrainment rates and updraft dilution. The inclusion of a purity

tracer in MONC is a new model development.

Romps and Kuang’s purity tracer resets at each model timestep to a value of

one in the boundary layer and zero outside of a cloud. The ‘cloud’ is defined as a

cloud core (grid cells that possess liquid water specific humidity qc > 10−5 kg kg−1

and vertical velocity w > 0.5 m s−1) plus a shell (or ‘protected vicinity’) surround-

ing the core.

Here, a similar approach to Romps and Kuang is taken; however, as MONC

uses halo swapping to spread computations across multiple processors, it becomes

challenging to define the protected vicinity spatially using grid boxes. Instead,

using a novel approach, a radioactive tracer with concentration r is initialised at

the beginning of the simulation that, similar to the purity tracer, is reset at each

timestep to one in the CBL. At each timestep, r is set equal to p inside the cloud

core, and both r and p decay due to mixing processes. Additionally, r decays

by a factor of e every τ seconds, and therefore reduces at an increased rate with

respect to p. In the absence of mixing processes,

r(t) = p e(−
t
τ
). (4.1)

Radioactive tracer concentration is therefore a measure of the time elapsed since

a parcel of air left the cloud core. The protected vicinity is defined as the region

where p
e
≤ r < 1; both r and p are set equal to zero in regions where r < p

e
. An

illustration of this process is given in Figure 4.2.

The size of the protected vicinity can be modified by varying the timescale τ ;

since the maximum lifetime of a convective cloud in these simulations is approx-

imately 30 minutes (not shown here), τ is set equal to this.

Although radioactive tracers have previously been used in LES (for example

by Couvreux et al., 2010), the combination of purity and radioactive tracers as

a method of distinguishing both cloud cores and shells from the surrounding

environment is a novel approach. It can sometimes be more useful to consider
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Figure 4.2: Schematic of purity and radioactive tracer concentrations through a cross-
section of a single cloudy updraft. Brown is CBL air, white is environmental air, red is
the cloud core, and pink is a protected shell around the cloud core where the radioactive
tracer decays faster than the purity tracer.

atmospheric properties across these individual regions rather than the domain as

a whole, owing to the physical and dynamical differences between them.

4.2.3 Cloud tracking algorithm

Observations and high-resolution modelling have shown that convective cloud

properties are often related to cloud size (e.g. Böing et al., 2012; Grabowski

et al., 2006; Morrison, 2016). It is therefore useful to track clouds within LES

in order to compute a cloud size distribution, as this can aid the development of

scale-adaptive parametrisation schemes.

There are a variety of cloud tracking algorithms already in existence (e.g.

Dawe and Austin, 2012; Heus et al., 2009b; Plant, 2009; Zhao and Austin, 2005).

These algorithms commonly use the full 3D model fields which, while more likely

to give precise results, are computationally expensive to use. To counteract this,

Jiang et al. (2006) developed an algorithm that uses the 2D projected cloud cover

instead of the full 3D fields; however, this increases the risk of separate convective

clouds being incorrectly merged by the algorithm.

Another way to lessen the computational expense of a tracking algorithm is

to consider only the forward-time component (e.g. Plant, 2009). As an example,

consider two distinct cloudy objects A and B at time t. If these two objects merge

at time t + ∆t, an algorithm with a forward-time component will label this new

object as either A or B. More complex algorithms also include a backward-time

component, which may be explained using the example earlier. If two distinct
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objects A and B at time t merge into a single object A at time t + ∆t, then an

algorithm that includes a backward-time component re-labels object B at time t

as A. Considering the forward-time component only has the benefit of avoiding

overly-connected clouds and reduces computational cost; however, it can also lead

to imprecise results as the algorithm will tend to miss cloud systems that form

during the initiation stage.

Cloud tracking algorithms commonly define a cloud as a region of adjacent

grid cells (in both space and time) that contain liquid water. A drawback to

this definition is the increasing likelihood of overly-connected clouds, as two grid

cells are only required to be briefly adjacent for the algorithm to classify them

as a unified system. One way to counteract this problem is to define a cloud as

a combination of both liquid water and a buoyant core (e.g. Dawe and Austin,

2012).

Heus and Seifert (2013) developed a tracking algorithm (hereafter referred

to as HS13) that aimed to be computationally cheaper than its predecessors

yet retain their precision. The algorithm is used for tracking fields of shallow

cumulus clouds in LES with grid spacings as fine as 25 m, and is therefore a

natural contender for use in this chapter. HS13 is a 2D scheme and, similarly to

Jiang et al. (2006), connects the projected cloud cover in space and time (Heus

and Seifert, 2013). HS13 also considers the vertical extent of the cloud to avoid

inaccurate merging. The algorithm allows clouds to split and merge based on

regions of high positive buoyancy, also known as cloud cores.

HS13 is used to track projected areas of clouds, cloud cores, rain and sub-

cloud thermals through space and time. As a generalisation, the methodology

connects adjacent grid points in space and time that meet certain criteria. In

order to track clouds, the LES fields required are liquid water path, cloud core

(defined later), cloud base and cloud top. Additional fields are needed to track

rain and sub-cloud thermals, topics which will not be covered here.

Recall that the virtual potential temperature θv is a measure that depends on

both temperature and moisture (see Chapter 2, Eq. 2.1). Equation 2.1 is often

approximated as

θv = θ

(
1 +

(
1− ε
ε

)
qv − qc

)
. (4.2)

θv is commonly used as a proxy for buoyancy, with high values of θv indicating

regions of high positive buoyancy. Horizontal deviations of θv from the mean

value are denoted by θv
′.
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In HS13, clouds are tracked by following regions of spatially- and temporally-

connected columns that each have a liquid water path (LWP) exceeding 5 g m−2.

The cloud base of a column must be lower than the cloud tops of its neighbour-

ing columns, to avoid grouping multiple cloud layers together; in the following

simulation, cloud base and top are defined respectively as the lowest and highest

column grid boxes with qc > 10−3 g kg−1.

In order to track cloud cores, the buoyancy of each cloudy column is then

considered. The LWP (a 2D field) is overlaid with a separate 2D field hold-

ing the column-maximum value of θv
′ (calculated only for grid cells with qc >

10−3 g kg−1). If a column with LWP > 5 g m−2 coincides with a column where

maximum θv
′ > 0.5 K, then this column is labelled as a cloud core region. To

remove noise around this core threshold, there is an extra constraint that a core

region must either be at least four grid cells in the horizontal, or exist across

four consecutive timesteps; additionally, the base of each core region/column is

compared against the vertical extent of the total cloud layer - the base must exist

in the lower half of the cloud layer in order to avoid lofted regions of high positive

buoyancy that are entering a decaying phase.

Individual clouds often interact with each other while generally retaining their

own core properties (Heus and Seifert, 2013); therefore, a splitting technique is

required to separate a multi-core cloud with respect to its individual cores. After

identifying the buoyant cores of the cloud, the algorithm decides whether or not

to split the cloud. Passive clouds (those without a buoyant core), or clouds with

single cores, do not get split. If a cloud has multiple cores, it is split according

to the process depicted in Figure 4.3.

A maximum number of iterations is first defined, set to five as an example in

Figure 4.3. At the first iteration, the algorithm assigns each cloudy cell in direct

contact with a core to its nearest core. The overlap of a core and its neighbouring

cells is referred to as an ‘active pulse’. At each subsequent iteration, cloudy

cells in direct contact with an active pulse are assigned to their nearest active

pulse, steadily growing the core region outwards into the surrounding cloud. After

the final iteration, any cloudy cells that have not been assigned to a core region

are considered passive and labelled as cloud ‘remnants’, while the cloud core

‘parents’ and their cloudy ‘child’ cells are the active pulses.

This thesis uses a cloud tracking algorithm created by Denby et al. (2020),

which is based on Heus and Seifert’s original code and employs threshold values

of LWP > 10 g m−2 for cloud and maximum in-cloud θv
′ > 0.6 K for cloud

cores. The LWP threshold is shown in context with the total LWP field in Figure
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4.10(a), and essentially omits small or wispy regions of cloud from the tracking

process. The size of an active region is determined by the size of its core and by

the maximum number of iterations, the latter of which is related to the spatial

resolution. In all simulations that employ the tracking algorithm, the maximum

number of iterations is set to five; with a spatial resolution of 25 m, this means

that the maximum length scale for parts of the multi-core cloud associated with

the core is 125 m.
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Figure 4.3: Schematic showing the process of cloud splitting using the Heus and Seifert
(2013) tracking algorithm. The maximum number of iterations set to five. Initially (at
iteration 0) a cloud contains two buoyant cores. With each iteration, the algorithm
‘grows’ each core outwards into the surrounding cloud. At the final iteration, each part
of the cloud is categorised into ‘active pulses’ (purple and green colours) and passive
cloud ‘remnants’ (grey). The darkest shades of purple and green are the original cloud
core ‘parents’.
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——————————————————————————————————

———————————————————————————————-

4.3 Results

4.3.1 Spinup period

During the first 60 minutes of Homog flux, turbulent kinetic energy (TKE) devel-

ops throughout the domain as the sensible heat flux (with magnitude 50 W m−2)

acts upon the temperature perturbations within the sub-cloud layer. Figure 4.4

shows that within the first 30 minutes, there is a rapid increase in domain-mean

resolved TKE, before it eventually converges to a steady value around 0.8 m2 s−2

between 40 and 60 minutes. This convergence implies that the environment now

exists in a steady state upon which the larger sensible and latent heat fluxes may

act, and occurs on a similar time frame to that found by Sommeria (1976) and

Moser and Lasher-Trapp (2017).

Figure 4.4: Evolution of horizontally-averaged resolved turbulent kinetic energy in
the CBL (between z = 0 m and z = 800 m) during the model spinup period of Homog
flux.

During model spinup, shallow cumulus clouds form across the domain with cloud

bases at approximately 800 m. This level of cloud base is henceforth referred to

as zc. The maximum cloud top height achieved is 1400 m, which is relatively

shallow in comparison to the clouds that form post-spinup (which reach heights

in excess of 3000 m).

The mass transport of a cloud is defined as its total mass flux over its

lifetime. Analysis reveals that the total mass transported by the spinup clouds
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is 2.9 × 109 kg, a factor of 25 smaller than that transported by clouds post-

spinup (7.2 × 1010 kg). Figure 4.5 compares the distribution of mass transport

across spinup and post-spinup clouds, with the latter typically shown to transport

greater amounts of mass than the former. Both cloud distributions show that

the majority of cloudy objects transport a comparatively small amount of mass,

with relatively few objects contributing to the largest mass transports - these

results confirm findings from other studies which show that convective cloud size

distributions follow a power law (e.g. Benner and Curry, 1998; Neggers et al.,

2003; Plank, 1969). The cloud tracking algorithm additionally reveals that the

spinup clouds are all passive, meaning that they either do not contain a buoyant

core, or that their buoyant cores are less than 0.6 K warmer than the horizontal

domain mean.

It is difficult to entirely avoid the formation of spinup clouds, since the initial

profile is close to saturation; however, as these clouds are much smaller and

transport significantly less mass than their post-spinup counterparts, it is assumed

that their effects can be considered negligible.

Figure 4.5: Cloud mass transport distribution from simulation Homog flux, calculated
between 0-60 minutes (spinup clouds, in red) and between 60-120 minutes (main clouds,
in blue). Note the logarithmic y-axis scale.
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4.3.2 Heat and moisture budgets of cloud and sub-cloud

layers

Since the moist static energy (MSE) is conserved under moist adiabatic and

hydrostatic conditions, it is often used in budget analyses of atmospheric convec-

tion, usually considered over the depth of the convective layer (e.g. Inoue and

Back, 2015; Maloney, 2009; Neggers et al., 2007; Sobel et al., 2014). In contrast,

there are relatively few studies that focus on the MSE budget in the convective

boundary layer alone. Thayer-Calder and Randall (2015) used a CRM to analyse

the MSE budget of the tropical boundary layer in simulations covering a range

of both shallow and deep convection to show that turbulent mixing above the

stable inversion introduces drier and warmer air into the CBL.

In this section, the response of the CBL to the imposed heat fluxes is quan-

tified. This is done by analysing the change in a conserved variable - moist

static energy h - a description of which is given in Chapter 2, Section 2.2.4.1. In

MONC, the values of specific heat and latent heat of vaporisation are given as

cp = 1005 J kg−1 K−1 and Lv = 2.5 × 106 J kg−1.

In Homog flux, the total energy flux applied across the domain surface in the

form of sensible and latent heat post-spinup equals 400 W m−2; however, it will

be shown that the amount of moist static energy h that actually enters cloud base

is less than this value, as some of the sensible heat is used to warm the sub-cloud

layer. In this section, the percentage of imposed h that remains in the sub-cloud

layer (and, by extension, the percentage that enters the cloud layer) is calculated.

This is measured by the change in integrated moist static energy H within the

sub-cloud layer between 60 and 120 minutes.

The sub-cloud layer is defined as the region bounded by the surface (at height

zs) and zc. The change in H (in J m−2) of the sub-cloud layer between t1 = 60

minutes and t2 = 120 minutes is given by the equation

∆H =

[ zc∫
zs

ρ̄ (cpT + gz + Lvqv) dz

]∣∣∣∣∣
t2

−

[ zc∫
zs

ρ̄ (cpT + gz + Lvqv) dz

]∣∣∣∣∣
t1

, (4.3)

where ρ̄ is the horizontally-averaged air density (in kg m−3). Simulation Homog

flux uses an anelastic or quasi-Boussinesq approximation, with a reference profile

of density that remains largely unchanged with time. The potential energy terms

in Eq. 4.3 therefore approximately cancel each other out, reducing Eq. 4.3 to
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∆H =

[ zc∫
zs

ρ̄ (cpT + Lvqv) dz

]∣∣∣∣∣
t2

−

[ zc∫
zs

ρ̄ (cpT + Lvqv) dz

]∣∣∣∣∣
t1

. (4.4)

The change in sub-cloud enthalpy is approximately 8× 105 J m−2, revealing that

the sub-cloud layer experiences an overall warming effect between 60 and 120 min-

utes. This may be the result of the imposed sensible heat flux and/or entrainment

of warmer air from above the stable inversion. The change in sub-cloud latent

energy is approximately −4× 105 J m−2, revealing that the sub-cloud layer dries

over time - this may be the result of moisture transport into cloud base and/or en-

trainment of drier air from above the stable inversion (as shown by Thayer-Calder

and Randall, 2015). The total change in sub-cloud H is therefore approximately

4× 105 J m−2, around 30% of the input moist static energy (≈ 14× 105 J m−2).

4.3.3 Model verification

Figure 4.6 shows the time evolution of the horizontally-averaged cloud liquid wa-

ter field. Shallow cumulus clouds form during the spinup period, with average

cloud bases around 750 m and average cloud top heights of approximately 1.5 km.

After the spinup period, the sensible and latent heat fluxes are increased resulting

in the average cloud base rising closer to 800 m, as well as a rapid increase in

average cloud top height (reaching between 2.5-3.5 km). These heights verify well

against radar observations from the University of Wyoming King Air (UWKA)

aircraft (see Chapter 3), showing that a representative convective regime is mod-

elled.

In addition to cloud top height, the horizontal extent of the simulated clouds can

be verified against observations. Between 60-120 minutes, the average cloud-base

area a of tracked clouds is calculated; this is then converted to an effective radius

r (assuming approximately circular cloud-base areas) using the formula

r =

√
a

π
. (4.5)

The average value of r for simulated clouds ranges between 0-500 m; these

clouds therefore have an average diameter between 0-1 km. Data from the X-band

radar at Davidstow reveals that the typical diameter of convective cells within

the convergence line close to midday did not exceed 5 km. It is impossible to

entirely replicate the observed cloud field using this model setup as the conditions
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Figure 4.6: Evolution of domain-averaged cloud liquid water specific humidity (in
g kg−1). The end of the spinup period is denoted by the vertical dashed line.

resulting in convergence lines are not simulated, however these results show that

it is possible to represent clouds of a comparable width using only surface fluxes.

4.4 Sensitivity to cloud microphysical package

Homog flux is run with the SimpleCloud (SC) microphysical package, introduced

earlier in Chapter 3. In order to determine the significance of precipitation on

cloud development, a sensitivity study explores the impact of the more complex

CASIM microphysics on the bulk properties of the clouds produced in Homog

flux. Two simulations are run, identical except for the cloud microphysical scheme

which switches between the SC and CASIM. The computational setup is as de-

scribed in Section 4.2, with the exception of a coarser grid spacing of 100 m for

both simulations. For the purposes of analysing average properties of the cloud

field, a coarser spatial resolution is suitable and reduces computational cost.

Figure 4.7 shows the difference between horizontally-averaged properties using

both microphysical schemes. ‘In-cloud’ is defined here as any grid cell with qc >

0 kg kg−1. The first two rows of Figure 4.7 reveal subtle differences between the

two simulations; the third row exposes how these differences manifest in terms of

the domain-averaged thermodynamics.

A small amount of rain is produced in the CASIM run (see Figure 4.7(g)),

primarily towards the end of the simulation. On average, the CASIM run has

lower values of in-cloud qc compared to the SC run, as some of the water is
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converted into precipitation. Falling precipitation evaporates in the lower part of

the cloud and the sub-cloud layer, resulting in increased cooling (see Figure 4.7(e))

and increased water vapour (see Figure 4.7(f)). As a result, there is an impact on

the integrated moist static energy H defined earlier in Section 4.3.2. The changes

to the cloud field itself are small, and it appears that precipitation microphysics

do not appear to play a dominant role in this case study. The SC scheme will be

used for future simulations, with the benefit of reduced computational expense

compared to CASIM, and simplicity in the analysis of the heat and moisture

budgets.
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Figure 4.7: Time-height series of horizontally-averaged properties from homogeneous
heat flux simulations. The first two rows show in-cloud liquid water specific humidity
qc and vertical velocity w, for simulations using (left column) the SC model and (right
column) CASIM microphysics. The third row shows differences in domain-averaged
temperature and qv between the two runs; contours of qv = 10−3 and 10−2 g kg−1 are
shown as dotted and solid lines respectively. Panel (g) shows the rain specific humidity
from the CASIM run. Black dashed lines denote the approximate level of cloud base.
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4.5 Purity tracer demonstration

The purity and radioactive tracers indicate the motion and transport of cloudy

updrafts, as well as their dilution due to mixing with the environment. Figure

4.8 shows cross sections of purity tracer concentration p, along with the liquid

water mixing ratio qc and the ratio of radioactive tracer concentration r to p at

90 minutes into simulation Homog flux. Recall that the radioactive tracer decays

according to a timescale τ = 30 minutes, and that the ratio r/p = 1 in the cloud

core, e−1 ≤ r/p < 1 in the protected vicinity and r/p < e−1 elsewhere.

The x-y cross sections are taken along z = 1 km and the x-z cross sections are

taken along y = 3.2 km, with the level of cloud base at z = 800 m denoted by the

black horizontal line. Each panel in Figure 4.8 includes contours of w = 0.5 m s−1

(black dashed lines) and qc = 10−5 kg kg−1 (green solid lines). Recall that the

intersection of regions where w > 0.5 m s−1 and qc > 10−5 kg kg−1 denotes the

cloud core.

Figure 4.8(d) shows the reset values of p = 1 in the sub-cloud layer and p = 0

in the environment. Purity tracer is transported upwards by CBL thermals, and

exhibits greatest concentrations in the cloud core close to the level of cloud base.

As the cloudy updrafts continue to ascend and mix with environmental air, values

of p are depleted.

Since the radioactive tracer decays faster than the purity tracer inside the

protected vicinity, the ratio of r to p is used to establish a protected region

around the cloud core. The ratio r/p (the natural logarithm of which is shown

in Figures 4.8(c) and (f)) indicates the boundary between the cloud core and the

protected vicinity.

With increasing distance from the cloud core, both p and r decrease. As p

approaches zero, r/p tends to infinity due to the precision error associated with

such small values, causing numerical errors. In order to avoid such errors, r is set

equal to zero for grid boxes with small values of p (i.e. p < 10−3), giving r/p = 0.

Such a grid box is therefore considered to be located far from the cloud core (i.e.

in the environment).
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The ratio r/p is shown to be equal to one in the cloud core (and the sub-cloud

layer, as per notation). Cloud shell regions are visualised as areas in which

1/e < r/p < 1 (or −1 < loge(r/p) < 0), due to additional decay of the radioactive

tracer.

Figures 4.9(a) and (b) compare part of the sampled cloud field, showing cloud

core (black), shell (grey) and environment (white) regions using definitions based

on (a) r/p thresholds (described above) and (b) more traditional properties of

cloud shell and core regions that are based on thresholds of qc and w. The latter

definition uses:

• Cloud core: qc > 10−5 kg kg−1 and w > 0.5 m s−1

• Cloud shell: 0 < qc ≤ 10−5 kg kg−1 and/or w ≤ 0.5 m s−1

• Environment: qc = 0 kg kg−1.

Figures 4.9(a) and (b) show that the two sampling techniques produce slightly

different output. Firstly, the core regions differ, a result which is unexpected

since both techniques define the core using identical criteria. The discrepancy is

explained by the fact that both p and r are reset at the start of each timestep,

and are then advected for the remainder of the timestep, during which time they

may change value. The core region shown in 4.9(b) is the ‘correct’ cloud core,

based on the thresholds of qc > 10−5 kg kg−1 and w > 0.5 m s−1.

Secondly, different sampling techniques result in slightly different shell extent.

The technique used in Figure 4.9(a) considers the shell as being intrinsically

linked to the time elapsed since an air parcel departs from the core, whereas the

technique in Figure 4.9(b) defines the shell purely based on values of w and qc

in the domain. The cloud shell extents are therefore slightly different from each

other, although both generally manifest, as expected, as envelopes surrounding

cloud cores.

Figure 4.9(c) shows a proposed combination of the two techniques: since the

cloud core area in Figure 4.9(a) is modified by advection, it is suggested that the

cloud core be reset before writing to file based on the required thresholds of w

and qc. The cloud shell, based on the sampling technique in Figure 4.9(a), should

be used alongside this. The benefit of using a threshold of r/p to define the cloud

shell is that this definition includes parts of the shell that are not associated with

liquid water.

Previous research has suggested that the cloud shell diameter is around 10-

25 % of the cloud width. A cursory visual inspection of 4.9(c) indicates that
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the shell diameter appears to be within the lower end of the range using this

definition; however, the extent of the shell can be varied by modifying the decay

timescale of the radioactive tracer. The combination of purity and radioactive

tracers is therefore proposed as a novel method of partitioning cloud core, shell

and environment in LES.
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Figure 4.8: Cross sections of (first column) purity tracer concentration p, (middle column) liquid water mixing ratio qc and (last column)
loge(r/p). The top row shows x-y cross sections along z = 1 km, and the bottom row shows x-z cross sections along y = 3.2 km, with
the CBL top denoted by the black horizontal line. Contours of w = 0.5 m s−1 are denoted by the dashed black lines, and contours of
qc = 10−5 kg kg−1 are denoted by the solid green lines, the intersection of which depicts areas of cloud core.
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Figure 4.9: Cross sections at 90 minutes along z = 1 km from Homog flux. Panels
show partitioning of cloud core (black), shell (grey) and environment (white) using
different sampling techniques: (a) r/p thresholds, (b) qc and w thresholds, (c) a combi-
nation of both, with the core defined using technique in (b) and the shell defined using
technique in (a).

4.6 Cloud tracking results

The cloud tracking algorithm is run between 60 and 120 minutes, and assigned

to track both clouds and cloudy objects (i.e. clouds split via their cores). Figure

4.10 shows the cloud field at 75 minutes, 15 minutes after the large surface heat

fluxes are introduced. Figure 4.10(a) shows the liquid water path (with the

cloud tracking threshold of 10 g m−2 contoured), and Figure 4.10(b) shows the

maximum in-cloud θv deviation from the horizontal mean, θv
′, as calculated over

a grid column. Together, these two panels indicate the location of the deepest,

most buoyant convective clouds.

Across the entire 60 minute period, a total of 1456 clouds are tracked that

are composed of 3760 objects. Cloudy objects can be single core clouds, active

pulses, passive clouds (no core) or remnant clouds (cloud is a multi-core object

but not assigned to an active pulse), as defined earlier in Section 4.2.3. Figure

4.10(c) shows all tracked objects at 75 minutes, and Figure 4.10(d) shows the

cloud classification of these objects. Over the 60 minute tracking period, the

tracked objects are divided into 12 single core clouds, 1427 passive clouds, 741

active cores and 1580 cloud remnants. The classification of each object is set and

does not change over time; the small number of single core clouds demonstrates

that most buoyant clouds in this simulation contain multiple cores at some point

during their lifecycle.

Cloud tracking allows individual cloudy objects to be studied in detail. Since
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there are thousands of cloudy objects to study, it is sensible to choose one that is

statistically representative of the ensemble. The criteria by which a representative

object is chosen is based on the amount of mass it transports during its lifetime.

The cloud-base mass flux M of a tracked cloud i is given by

Mi =

∫
ρ̄ w dAi, (4.6)

where w is cloud-base vertical velocity (in m s−1) and the integral is calculated

over the cloud-base area Ai. Since Homog flux uses an anelastic approximation,

density at cloud base is assumed to remain constant with a value of approximately

1.1 kg m−3. The total cloud-base mass transport T of a cloud i is then its mass

flux integrated over its lifetime t in seconds:

Ti =

∫
Mi dt. (4.7)

If Ti is the total cloud-base mass transport of a single cloud i, a statistically

representative mass transport T̃ may be calculated using the following formula:

T̃ =

∑
i

Ti · Ti∑
i

Ti
. (4.8)

Equation 4.8 is a weighted average of all the mass transports by the entire tracked

cloud population, where the weights are the mass transport values themselves.

Larger clouds that transport more mass therefore have a higher weighting using

this definition.
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Figure 4.10: A plan view of the cloud field 75 minutes into simulation Homog flux.
Individual panels show (a) cloud liquid water path (in kg m−2), (b) positively buoyant
cores (measured by maximum in-cloud value of θv

′), (c) location of tracked cloudy
objects and (d) tracked objects coloured by cloud type. A representative cloud Chom

(discussed later) is highlighted in red in panels (a), (b) and (c).
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Cloudy objects which exist at the beginning or end of the main simulation pe-

riod (60-120 minutes) are discarded, to ensure that only those objects with a

complete lifecycle are considered. The value of T̃ for the selected population of

cloudy objects is 1.8 × 108 kg; a statistically representative cloud is then chosen

by searching for a tracked cloudy object with a total mass transport within 10%

of T̃. This criteria produces nine objects, all of which are categorised as active

pulses. Ideally, a single core cloud would be the best candidate; however, none

of the single core clouds had a mass transport within 10% of T̃. A representative

active pulse with identity number #500 is chosen as a suitable candidate, based

on the fact that it is relatively well-isolated from neighbouring active pulses.

4.7 Representative cloud

The chosen cloud with identity number #500 is referred to henceforth as either

Chom or the ‘representative cloud’. This cloud first appears 74 minutes into

the simulation, and disappears after 95 minutes, giving it a total lifetime of 22

minutes. During its lifetime, Chom reaches a maximum height of 2138 m, and

vertically transports 1.8× 108 kg of mass.

Figure 4.11: Scatterplot of mass transport versus cloud top height for tracked cloudy
objects from simulation Homog flux. The area of the points is weighted according
to the mass transport of the object, giving larger objects a greater weighting. The
representative cloud Chom is highlighted in red.
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Figure 4.11 compares how the cloud top height of a tracked cloudy object varies

with its total mass transport, with Chom highlighted by the red dot. The area of

the points is weighted according to the mass transport of the object, giving larger

objects a greater weighting. Smaller clouds exhibit a larger spread in cloud top

height values; as the transport (and, by extension, size) of the cloud increases,

its average cloud top height increases, with the range of values becoming smaller.

The relationship between mass transport and cloud top height approximately

follows a logarithmic curve, with a limit on the maximum height a cloud is able

to reach.

Figure 4.12 shows the projected cloud field at 80 minutes, with Chom shown

in context with its neighbouring active or non-active cloud regions. Active and

non-active regions are defined as cloudy cells with θv
′ > 0.6 K and θv

′ ≤ 0.6 K

respectively. Figure 4.13 then shows the evolution of Chom.

Figure 4.12: The projected cloud field at 80 minutes from simulation Homog flux.
The representative cloud Chom is shown in green, surrounded by active cloud regions
(red) and non-active cloud regions (grey).
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Figure 4.13: Evolution of Chom from simulation Homog flux. Panels show: (a) cloud-base mass flux (in kg s−1), (b) liquid water mass
(in kg), (c) cloud top height (in km) and (d) cloud base area (in m2).
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Cloud-base mass transport is a measure of the mass transported vertically by

a single cloud over its lifetime. A complementary measure of cloud strength is

the amount of moist static energy that it transports over its lifetime. The cloud

base moist static energy transport E of a cloud i is the moist static energy flux

integrated over its lifetime t, given by

Ei =

∫ ∫
ρ̄ w (cp T

′ + Lv qv
′) dAi dt, (4.9)

where T ′ and qv
′ are the deviations of temperature (in K) and vapour specific

humidity (in kg kg−1) from the horizontal mean values in non-cloudy air at the

level of cloud base. From Eq. 4.9, it follows that Chom transports 2.6× 1011 J of

moist static energy during its lifetime.

4.8 Conclusions

This chapter uses homogeneous surface heat fluxes to produce a convective cloud

population using MONC. The simulated cloud ensemble is shown to well-replicate

cloud top heights observed by the UWKA aircraft during the COPE field cam-

paign on 3rd August 2013. The largest diameters of the simulated clouds are

approximately 1 km, on a similar scale to the typical diameter of convective cells

along the observed convergence line (which did not exceed 5 km). Because of the

differences in model setup compared to the observed conditions (e.g. lack of wind

shear and convergence), it is difficult to entirely replicate the observed clouds -

for example, the cloud cores within the convergence line may be afforded more

protection against dilution by their direct neighbours, thereby resulting in their

greater horizontal extent compared to the simulated clouds. However, since the

aim of this chapter is to select a single representative cloud - in order to replicate

it using localised surface fluxes - it does not particularly matter whether or not

the observed cloud field is perfectly replicated. It was therefore decided that the

model results are suitable to proceed with the rest of the analysis.

Results show that statistical properties of the cloud field such as liquid water

amount, cloud top height and in-cloud vertical velocities are not sensitive to the

choice of cloud microphysical package. All future simulations in this thesis will

therefore run with the SC model, instead of the more complex and computation-

ally expensive CASIM microphysics package.

Shallow convective clouds form during model spinup; however, analysis reveals

that they transport significantly less mass than their post-spinup counterparts.
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Analysis of the heat and moisture budgets during the main simulation period

also reveals that CBL warms and dries in response to the imposed sensible and

latent heat fluxes. The drying of the CBL may be a result of moisture transport

into the cloud layer and/or entrainment of drier air above the stable inversion

(as shown by Thayer-Calder and Randall, 2015), while the warming may be the

result of the imposed sensible heat flux and/or entrainment of warmer air above

the stable inversion; the exact mechanisms (and their respective dominance) are

not confirmed here, and are suggested as an area for future research. The total

change in CBL integrated moist static energy is around 30% of the moist static

energy input at the surface in the form of sensible and latent heat fluxes.

Purity and radioactive tracers are included in the simulation, the implemen-

tation of which are new features in MONC. At each model timestep, both tracers

are reset to a value of one in the convective boundary layer, and r is set equal to

p inside the cloud core. Both tracers decay due to mixing over time, but r decays

additionally according to a radioactive decay timescale. It is proposed that the

ratio r/p could be used as a novel method of denoting the extent of the cloud

shell, since a cursory visual inspection indicates that the cloud shell diameter

falls within the expected range. Further research into the robustness of this new

technique is suggested as an area for future work.

A cloud tracking algorithm, based on that of Heus and Seifert (2013), is

introduced. The algorithm tracks cloudy objects in LES, and is able to split multi-

core clouds by labelling regions as either active or inactive, depending on their

proximity to a buoyant core. The cloud tracking algorithm is used to represent the

distribution of mass transport across the post-spinup cloud field. A statistically

representative cloud with a mass transport within 10% of the ensemble weighted

mean is chosen: this cloud transports 1.8× 108 kg of mass, 2.6× 1011 J of moist

static energy, and has a duration of 22 minutes. Chapter 5 will attempt to

approximately reproduce this representative cloud using a localised heat flux.



Chapter 5

Convective Boundary Layer

Controls on the Initiation and

Development of

Non-Precipitating Shallow

Cumulus Clouds

5.1 Part I: Generating isolated shallow convec-

tive clouds in LES using localised surface

fluxes

5.1.1 Motivation

Chapter 4 explored the use of uniform surface heat fluxes to produce a large

ensemble of convective clouds in simulation Homog flux, and identified the char-

acteristics of a ‘typical’ cloud Chom. In this chapter, a method of developing

a cloud with similar characteristics to Chom is presented using a localised time-

varying surface flux. The use of a localised surface flux allows the creation of a

more realistic cloud than the typical warm bubble approach, while still retaining

control. Multiple, identical patches are then used to investigate how the resulting

clouds interact with the convective boundary layer (CBL) and their environment.

The overall aim of this chapter is to determine the importance of and the mech-

anisms by which localised boundary-layer variability influence convective cloud
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development.

Many LES studies have used heterogeneous surface fluxes to produce convec-

tive clouds: these sometimes take the form of isolated patches (e.g. Bretherton

and Smolarkiewicz, 1989; Carpenter et al., 1998; Klaassen and Clark, 1985; Moser

and Lasher-Trapp, 2017) or can exist on larger scales relative to the domain size

(e.g. Kang and Bryan, 2011; Rieck et al., 2014; Van Heerwaarden and Guerau de

Arellano, 2008). Both Carpenter et al. (1998) and Klaassen and Clark (1985)

suggest that a localised surface flux is capable of producing a more realistic cloud

than a warm bubble, as model clouds initiated with a bubble tend to develop a

mushroom-like appearance and grow at an unrealistically rapid rate.

Generating a cloud that is comparable to Chom using a heterogeneous flux is

not necessarily a trivial task, as it has been shown that heterogeneous surface

forcing results in the formation of organised meso-scale circulations within the

CBL (e.g. Avissar and Schmidt, 1998; Kang and Bryan, 2011; Patton et al.,

2005; Rieck et al., 2014; Van Heerwaarden and Guerau de Arellano, 2008). Pat-

ton et al. (2005) used LES to impose horizontal soil moisture heterogeneity in the

form of a step-function between patches of moist and dry soil, and defined λ as

the wavelength of one complete wet and dry cycle. They showed that the impact,

strength and extent of the resulting circulations depend on the relative size of λ

to the CBL height zi, and demonstrated that values of 4 < λ/zi < 9 elicit the

strongest CBL response. In this chapter, the localised surface forcing will take

the form of a circular patch with diameter d, equivalent to λ/2 - according to

Patton et al.’s results, this patch is expected to produce the largest CBL response

for 2 < d/zi < 4.5 where zi is between 750-800 m. A circular patch with a diam-

eter less than approximately 1.5 km is therefore not expected to produce a large

CBL response, but may still modify the CBL to some degree. Raasch and Har-

busch (2001) observed using LES that when the scale of the surface heterogeneity

approaches the height of the CBL, the intensity of organised motions increases,

suggesting that a circular patch with diameter close to 750 m would be expected

to produce a signicant meso-scale circulation. Surface heterogeneities in the real

world may arise from differences in orography, surface cover, soil moisture and/or

existing cloud cover.

As a result of meso-scale CBL circulations (see Chapter 2, 2.1.4), clouds pro-

duced via heterogeneous surface forcing can significantly differ from those formed

through uniform forcing. For example, Van Heerwaarden and Guerau de Arel-

lano (2008) showed that heterogeneity-induced circulations produced regions of

high relative humidity over warm patches, resulting in regions which were more
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favourable to convective initiation than would exist in a homogeneously-forced

setup. Rieck et al. (2014) ran a series of LES experiments with both uniform and

heterogeneous surface forcing, and demonstrated that shallow convective clouds

transition to deep more rapidly over heterogeneous surfaces, with the onset of

precipitation occurring earlier. They concluded that the ability of clouds to grow

deeper is therefore enhanced in environments with heterogeneous, rather than

homogeneous, surface fluxes.

The characteristics of heterogeneous surface forcing are known to influence the

behaviour of convective clouds - for example, Kang and Bryan (2011) found that

as the heterogeneity amplitude (i.e. the intensity of surface forcing in W m−2)

increases, convection initiation occurs sooner. They also showed that relatively

wet surfaces increase the boundary-layer buoyancy and result in more energetic

eddies, initiating convective clouds earlier than over comparatively dry surfaces.

Studies have shown that the size distribution of convective clouds forming

over homogeneous surfaces follows a power law (Benner and Curry, 1998; Neggers

et al., 2003; Plank, 1969). The probability p of a cloud with size l occurring is

p(l) = alb (where a and b are constants, with −2.5 < b < −1.7), with a scale break

at size lc (Dawe and Austin, 2012; Heus and Seifert, 2013; Neggers et al., 2003).

As cloud size increases, the number of clouds decreases, and clouds with size

l > lc are rare. Clouds of size on the order of lc dominate the area coverage, and

therefore Stevens (2005) describes the scale break as ”a controlling parameter of

the cloud size distribution”. The mechanisms behind the value of the scale break

are not yet fully understood, but may be related to the depth of the cloud or

subcloud layer (Neggers et al., 2003) or the size of the largest convective cells

in the CBL (Cahalan and Joseph, 1989). Rieck et al. (2014) found that over

heterogeneous surfaces, the scale break - and therefore the size of the largest

clouds - is dependent on the size of the heterogeneity, as the clouds respond to

the resulting mesoscale CBL circulations.

5.1.1.1 Objectives

The aim of this section is to produce a methodology of replicating cloud Chom

using a localised surface flux, and to evaluate the evolution of four clouds result-

ing from four identical surface patches in a turbulent CBL. The two hypotheses

explored in this section are:

• It is possible to approximately represent a convective cloud representative

of a large ensemble through the use of a circular patch with associated
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localised surface heat fluxes; and

• Four identical patches acting upon a turbulent CBL will produce signifi-

cantly different convective clouds.

The specific objectives of this section are:

• Approximately replicate cloud Chom using a localised circular patch with

associated sensible and latent heat fluxes;

• Test the sensitivity of the localised cloud to patch radius, duration and flux

amplitude;

• Produce a cloud ensemble, using four identical patches acting upon a tur-

bulent CBL, and describe their evolution;

• Evaluate differences in cloud evolution in terms of cloud core and shell

profile statistics, as well as in-cloud variability; and

• Suggest possible CBL mechanisms responsible for differences in cloud evo-

lution.

5.1.1.2 Section overview

The structure of Section 5.1 is as follows. Section 5.1.2 introduces the concept of

forcing isolated clouds using circular patches with associated sensible and latent

heat fluxes. The methodology by which the parameters of patch radius, dura-

tion and associated flux amplitude are chosen is outlined here, with the aim of

approximately replicating the representative cloud Chom from simulation Homog

flux. An initial estimate for an isolated cloud is shown, which is then evaluated

and adjusted to produce a cloud that resembles Chom. Section 5.1.3 explores the

sensitivity of cloud development to patch radius, duration and associated flux

amplitude. Section 5.1 then proceeds to a new simulation which uses four cir-

cular patches to produce four distinct clouds. The four patches are identical to

each other, but act upon a turbulent CBL and therefore produce clouds with

different characteristics. Section 5.1.4 describes the model setup, and Section

5.1.5 presents the results. The results are split into three sections: (1) general

cloud evolution, in terms of cloud-base mass flux, liquid water content, cloud top

height and cloud base area; (2) average profiles of conditionally-sampled proper-

ties in the cloud core, shell and environment; and (3) in-cloud thermodynamic
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and dynamic variability. Differences in cloud evolution, in terms of their average

properties and in-cloud variability, are discussed. A comprehensive description of

all model runs in Chapters 4 and 5 can be found in Table 1, Appendix B.

5.1.2 Determining patch parameters

The model domain measures 4 km in all directions with a uniform grid spacing

of 25 m. Model initialisation, the process of generating turbulent spinup and

the inclusion of a purity tracer are identical to that of simulation Homog flux

(described in Chapter 4). At the end of the spinup period, a localised circular

patch with sensible and latent heat fluxes is applied at the surface to produce

a single localised cloud ‘Cloc’, while the weaker sensible heat flux of 50 W m−2

continues outside of this area. The patch is centered at x = 2 km and y = 2 km, in

the centre of the domain. A method of determining an appropriate patch radius,

duration and flux amplitude is outlined here.

Since the moist static energy (MSE) transport of Chom is 2.6 × 1011 J, the

MSE transport of Cloc should approximately equal this value. Mathematically,

the MSE transport E of the patch (in J) is defined as

E = A×M ×D , (5.1)

where A is patch area in m2, M is the flux amplitude in W m−2 and D is the

duration in seconds. Both the sensible and latent heat flux amplitudes are set

equal to 200 W m−2 as before, which leaves the area and duration of the patch as

unknowns.

The mean cloud-base area a of representative cloud Chom is 82784 m2; however,

this does not take into account the fact that heat fluxes from outside this area

also feed into the cloud base of Chom. A representative patch area a? is found by

dividing a by the domain-average cloud-base cloud fraction f from Homog flux.

Cloud fraction is defined as the ratio of cloudy grid cells (i.e. with qc > 0 kg kg−1)

to non-cloudy grid cells. Cloud fraction is calculated at the level of cloud base,

across the lifetime of Chom; the mean over this period is f = 0.2. The radius r of

the patch is found using the equation of a circle,

πr2 = a? =
a

f
. (5.2)

Rearranging Eq. 5.2,
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r =

√
a?

π
. (5.3)

The radius r of the patch should therefore equal approximately 363 m. For sim-

plicity, this is rounded down to 350 m, which gives an area of ∼ 3.8 × 105 m2.

Substituting the values for patch area and flux amplitude into Eq. 5.1 indicates

that the patch should be prescribed for a total of 28 minutes in order to trans-

port a comparative amount of MSE as Chom. This is comparable to the lifetime

of cloud Chom and therefore seems reasonable.

Figure 5.2 shows the evolution of cloud Chom (black, dashed line) versus the

cloud resulting from the localised patch described in Section 5.1.2 (‘First Guess’,

dashed coloured lines). The localised cloud forms earlier and persists for longer

than Chom, as well as exhibiting a significantly larger liquid water content. The

evolution of the localised cloud would be expected to approximately match that

of Chom if the following conditions were all true:

1. Chom experiences no interaction with the surrounding ensemble of clouds;

2. Chom does not modify the environment in any significant way, so that Cloc

encounters the same environmental conditions as Chom;

3. The evolution of both convective boundary layers are identical.

In reality, at least one of these conditions has proved to be false, resulting in the

significantly different evolution of Chom and the localised cloud. Point 3 is easily

observable through the horizontally-averaged fields in the CBL. For example,

Figure 5.1 shows the comparison in turbulent kinetic energy (TKE), which is

defined as

1

2
×
(

(u′)
2

+ (v′)
2

+ (w′)
2

)
, (5.4)

where u, v and w are the x, y and z components of the momentum vector,

and prime terms denotes a deviation from the horizontal mean. TKE therefore

has units of m2 s−2. Figure 5.1 reveals that the boundary layer in Homog flux

is significantly more turbulent than that in a simulation with a localised flux of

identical amplitude. This is unsurprising, since the uniform heat fluxes in Homog

flux generate a large spectrum of turbulent eddies, whereas a localised flux merely

produces a single circulation.

It is not particularly important to perfectly replicate Chom; rather, it is desir-

able to approximately reproduce its behaviour and energy transport. The patch
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Figure 5.1: Comparison of CBL horizontally-averaged turbulent kinetic energy for
simulations with an (a) uniform and (b) local flux.

duration is reduced to 10 minutes in order to produce a cloud that more closely re-

sembles Chom in terms of energy transport. The final parameters for the localised

patch are then:

• Centre coordinates: x = 2 km, y = 2 km, z = 0 km

• Radius: 350 m

• Flux amplitude: SHF = LHF = 200 W m−2

• Duration: 600 s.

This simulation is henceforth referred to as Single C, where C denotes the fact

that the patch is located in the centre of the domain. After model spinup, the

patch is applied at the surface for 10 minutes; after this, the surface fluxes are

reduced to their background values of SHF = 50 W m−2 and LHF = 0 W m−2. The

evolution of the final cloud Cloc is given by the solid coloured lines in Figure 5.2,

which is shown to resemble Chom much more closely than before. The localised

patch imparts a total MSE of 9.2× 1010 J into the domain, and produces a cloud

Cloc with total MSE cloud-base transport of 2.3× 1011 J.
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Figure 5.2: Timeseries of (a) cloud-base mass flux (in kg s−1), (b) liquid water mass (in kg), (c) cloud top height (in km), and (d) cloud
base area (in m2) for: Chom (black line), first attempt at a localised cloud (coloured dashed lines) and final localised cloud Cloc (solid
coloured lines).
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Figure 5.3(a) shows the vertical structure of Cloc at 80 minutes, the approximate

time of maximum cloud-base mass flux. The cloud structure is asymmetrical due

to the turbulent CBL through which the thermal rose. The highest values of

liquid water specific humidity are located near the top of the cloud, and measure

around 1 g kg−1, a fraction of the adiabatic value (8 g kg−1). Figure 5.3(b) shows

the corresponding time frame of liquid water path, which provides clarification

on Cloc’s horizontal structure - the cloud is approximately 1 km wide. The liquid

water path of Cloc is much greater than the surrounding shallow clouds.

Figure 5.3: Results from the Single C simulation taken at 80 minutes. Panel (a)
is a vertical cross-section through y = 2 km, showing liquid water specific humidity
in g kg−1; contours are shown every 0.2 g kg−1. The black solid line at the surface
indicates the location of the surface patch from ten minutes prior, and the horizontal
black dashed line is the level of cloud base. Panel (b) is the liquid water path in kg m−2.

5.1.3 Patch parameter sensitivities

With the parameters for a surface patch finalised, it is useful to know the effect of

systematically varying the radius r, flux amplitude m and duration d of the patch

on cloud development in order to better understand the model setup. The next

step will be to assess the internal variability of four clouds resulting from four

patches in different locations; this can then be compared against the variability

arising from changes in the patch parameters. Each parameter is adjusted by

a value of ± 20% from their control values to give the following (bold indicates

original flux values):

• Radius: r = 280,350, 420 m
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• Amplitude: m = 160,200, 240 W m−2

• Duration: d = 480,600, 720 s.

Figures 5.4, 5.5 and 5.6 show the variation in cloud evolution with varying patch

radius, flux amplitude and patch duration.

This chapter refers to the Level of Neutral Buoyancy (LNB) on several occa-

sions. Conventionally, the LNB describes the level at which an undiluted, buoyant

parcel reaches the same temperature as its surroundings and is no longer posi-

tively buoyant. In reality, air parcels entrain environmental air, and therefore the

real LNB is lower than the theoretical predicted value. From now on, mention of

the LNB refers to that of a diluting cloudy updraft.

Radius: Figure 5.4 shows that increasing the patch radius enables the cloud

to reach its LNB earlier, as evidenced by the advanced peak in cloud-base mass

flux. Larger patch radii also result in wider and deeper clouds that transport

more mass. The fractional entrainment of convective clouds tends to decrease

with increasing radius; in other words, it takes longer for entrained air to dilute

and evaporate a wide cloud compared to a narrow one. The buoyant core of a

wider cloud is therefore protected for longer, enabling the cloud to grow deeper.

While entrainment acts to reduce the buoyancy of a cloud, latent heat release

upon condensation acts to increase it. Wider clouds are already more likely to

reach greater heights, as shown in Chapter 4; the additional latent heat release

increases cloud buoyancy, allowing them to grow even deeper. Despite their

initial rapid growth, the rate at which larger clouds evaporate is demonstrated to

increase after their peak in mass flux, resulting in similar cloud lifetimes across

the three scenarios - this behaviour is explored further in Part II.
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Figure 5.4: Sensitivity of Single C cloud evolution to varying patch radius. Figure shows timeseries of (a) cloud-base mass flux (in kg s−1),
(b) liquid water content (in kg), (c) cloud top height (in km) and (d) cloud base area (in m2). The control curves for Cloc are shown as
black lines, while an increase/decrease in patch radius are shown as red/blue lines respectively.
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Figure 5.5: Sensitivity of Single C cloud evolution to varying flux amplitude. Figure shows timeseries of (a) cloud-base mass flux (in
kg s−1), (b) liquid water content (in kg), (c) cloud top height (in km) and (d) cloud base area (in m2). The control curves for Cloc are
shown as black lines, while an increase/decrease in flux amplitude are shown as red/blue lines respectively.
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Figure 5.6: Sensitivity of Single C cloud evolution to varying patch duration. Figure shows timeseries of (a) cloud-base mass flux (in
kg s−1), (b) liquid water content (in kg), (c) cloud top height (in km) and (d) maximum cloud base area (in m2). The control curves for
Cloc are shown as black lines, while an increase/decrease in patch duration are shown as red/blue lines respectively.
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Amplitude: Figure 5.5 reveals that an increase in flux amplitude results in

wider and deeper clouds that transport more mass and reach the LNB earlier.

This behaviour can be explained by the fact that larger flux amplitudes pro-

duce more buoyant thermals with greater average vertical velocities (results not

shown). Larger flux amplitudes also emit greater amounts of water vapour which,

upon condensation, are an additional source of latent heat - this enables clouds

to retain their positive buoyancy for longer, and reach greater depths than those

generated by patches with smaller flux amplitudes.

Additional complexity arises in these simulations, as the cloud triggered by

the patch with the largest flux amplitude experiences a regeneration after its main

lifecycle (around 90 minutes). The secondary cloud forms close to the evaporating

remnants of the first cloud (not shown), with a centre near x = 1500 m and

y = 2500 m. It is therefore possible that the secondary cloud is the result of a

neighbouring thermal rising through the moist remnants of the original, decaying

cloud, although other mechanism are possible and not explored further here (such

as gravity wave activity, or increased localised CBL moisture arising from the

stronger mesoscale circulation induced by the patch).

Similarly to the radius sensitivity study, the lifetime of clouds here is broadly

similar acros the three scenarios; in other words, clouds which are initially larger

and deeper eventually dilute at an increased rate. This behaviour is explored

further in Part II.

Duration: Figure 5.6 shows that, as with radius and intensity, increasing patch

duration produces deeper clouds that transport more mass vertically; this is a

direct consequence of the fact that more moist static energy is supplied to the

domain, and subsequently enters cloud base. In each panel of Figure 5.6, all three

curves initially evolve identically, before diverging after 70 minutes as the patch

removal time is staggered. It is interesting to note that although the mass flux

notably increases with patch duration, the relative increase in cloud base area is

subtle; since the mass flux is a product of both area and vertical velocity, the

results suggest that the intensity of updrafts at cloud base increase with patch

duration.

With increasing patch duration, the resulting cloud continues to rise for longer,

explaining the delay in the cloud-base mass flux peak; surprisingly, the cloud

then decays at an increased rate, as was observed with the radius and amplitude

sensitivity analysis. This rapid disintegration is demonstrated to be a result of

increased turbulent mixing in the cloudy updraft (see Appendix A for further
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details), and ends up producing similar cloud lifetimes across the three scenarios.

This mechanism might also explain the similar lifetimes observed across the radius

and amplitude sensitivity studies, and is explored further in Part II.

5.1.4 Producing a cloud ensemble using multiple localised

fluxes

The results of the previous section provide insight into the behaviour and sen-

sitivity of the model setup; however, since the original parameters r = 350 m,

m = 200 W m−2 and d = 600 s are shown to well-represent the main charateristics

of Chom, the remainder of this chapter will continue to use these values.

It is now possible to explore the evolution of a group of clouds, which are

forced identically using multiple localised surface fluxes. If the resulting thermals

rise through a homogeneous boundary layer, it is expected that the clouds should

develop in an identical manner; instead, however, the patches are introduced after

model spinup, during which time a turbulent CBL is established. An analysis of

the extent to which the turbulent CBL influences the development of the clouds

is presented here.

5.1.4.1 Experimental Design

The experimental design during the first 60 minutes of simulation is identical to

that of the Single C simulation described earlier. After the 60 minute spinup

period, four circular patches are applied at the surface, one in each quadrant

of the domain. The flux amplitude, radius and duration of these patches are

identical to those described in Section 5.1.2. The centre coordinates of the four

patches are:

• x = 1 km, y = 1 km (Bottom Left quadrant),

• x = 1 km, y = 3 km (Top Left quadrant),

• x = 3 km, y = 1 km (Bottom Right quadrant), and

• x = 3 km, y = 3 km (Top Right quadrant),

and are spaced evenly apart in both horizontal directions. Since the horizontal

extent of Cloc was approximately 1 km, the centres of the patches are spaced at

least 2 km apart from their neighbours in order to avoid direct mixing between

the clouds. The extent of direct mixing is assessed later in Section 5.1.5.2.
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A schematic of the model setup is shown in Figure 5.7. The patches continue

for 10 minutes, after which they are switched off; the weaker, uniform sensible

heat flux of 50 W m−2 continues throughout the simulation outside of the patches.

Purity tracers are again included in this simulation. This simulation is henceforth

referred to as Multi REF.

Figure 5.7: A schematic showing a plan view of the Multi REF domain surface at 60
minutes into the simulation. Four circular patches of increased sensible and latent heat
flux are located, one in each quadrant of the domain.

5.1.5 Multi REF results

5.1.5.1 Cloud evolution

Figure 5.8 shows the cloud field 15 minutes after the initiation of the circular

patches, 75 minutes into Multi REF. This time frame was chosen as it corresponds

approximately to the time of maximum cloud-base mass flux of the four main

clouds. The locations of the four clouds with the largest mass transport are

shown in Figure 5.8(d) - one appears in each domain quadrant - which correlate

approximately to the location of the circular patches. The cloud in the top right

quadrant is much larger than the other three, with a greater liquid water mass

and a wider, more buoyant core. Hereafter, these four clouds are referred to as

Clouds TL, TR, BL and BR, named after their respective quadrants.

For clarity, the reader is reminded that the tracking threshold for determining

an core (or ‘active’) region is a column-maximum in-cloud θv
′ > 0.6 K; although
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it may appear in Figure 5.8 that such regions do not coincide with the tracked

objects at this particular time frame, the reader is reminded that the tracking

algorithm labels an object as active or non-active based on characteristics across

its entire lifetime, rather than a single point in time.

Figure 5.9 shows the evolution of clouds TL, TR, BL, BR and Cloc, and

confirms that Cloud TR as well as Cloc are significantly larger than the other

three in terms of their cloud-base mass flux, liquid water content, cloud top

height and cloud base area. All five clouds follow a similar pattern of growth

and decay, peaking between 70-80 minutes and decaying at 90 minutes. An

interesting feature is that Cloud TR experiences a short regeneration after this

time, as evidenced by a prominent second peak in cloud-base mass flux and cloud

base area between 90 and 110 minutes. The sudden drop in Cloud TR’s cloud

top height at 100 minutes is due to the final high, wispy fragments of the first

cloud evaporating, which are then succeeded by a developing secondary cloud.

(Mechanisms for the regeneration of Cloud TR are discussed further in Chapter

6.) Clouds TL, BL and BR exhibit an overall similar evolution in terms of width,

height and strength (i.e. mass flux).
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Figure 5.8: Cloud field properties from Multi REF at 75 minutes showing: (a) cloud
liquid water path (including a contour of the tracking threshold at 0.01 g m−2); (b)
column-maximum in-cloud values of θv perturbation from the horizontal mean, high-
lighting areas of positive buoyancy; (c) the tracked cloud field, with active cloud re-
gions in red and non-active cloud regions in grey; and (d) the location of the four
largest clouds produced during the simulation, one in each quadrant and colour coded
to match the colours used in Figure 5.6.
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Figure 5.9: Evolution of (a) cloud-base mass flux, (b) liquid water content, (c) cloud top height and (d) cloud base area between 60 and
120 minutes for clouds TL, TR, BL and BR and Cloc. Cloud-base mass flux and cloud base area here are defined using grid cells at cloud
base with positive liquid water specific humidity and vertical velocity.
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The maximum cloud-base mass flux of clouds TR and Cloc are significantly larger

than the other three, approximately double that of Cloud TL. Since the mass

flux is a product of both cloud area and vertical velocity, one or both of these

factors could be responsible for the large difference in mass flux. Figure 5.10

shows the evolution of cloud-base vertical velocity for clouds TR, TL and Cloc,

and corresponding plots of cloud base area can be seen in Figure 5.9(d). The

average cloud base vertical velocity does not vary much between the two clouds;

however, there is a significant difference in cloud base area, which suggests that

the difference in mass flux between these three clouds is primarily driven by the

difference in cloud base area.

Figure 5.10: Evolution of mean cloud-base vertical velocity for clouds TL, TR and
Cloc.

5.1.5.2 Mixing between quadrants

It is important to show whether there is any direct thermodynamical interaction

between the four clouds that could account for variations in their development.

Four dimensionless surface tracer fluxes with values scaled to 1.0 m−2 s−1 are ini-

tialised in simulation Multi REF, which are coincident in time and space with the

four circular patches. These tracers track the evolution of the four boundary-layer

thermals (and eventual clouds). Figure 5.11 shows the integrated concentration

of the four tracers 90 minutes into the simulation. It is clear that even by the time

the clouds are decaying, there has been very little mixing between the quadrants,

which means that direct thermodynamical interaction between the four clouds

may be considered insignificant for the rest of the analysis.
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Figure 5.11: Integrated tracer concentration 90 minutes into simulation Multi REF.
The tracer in each quadrant is given a different colour to approximately match those
in Figure 5.6: blue (top left), red (top right), green (bottom left) and yellow/orange
(bottom right).

5.1.5.3 Atmospheric profiles

Differences in cloud evolution can also be assessed by considering the vertical

structure of the cloud. In particular, the cloud core and shell are analysed as

separate structures, the definitions of which are discussed in this section.

In Chapter 4, the purity tracer was reset to zero outside of a cloud at each

timestep. It would therefore seem logical to use a threshold of p = 0 in order to

distinguish regions of cloud from the environment. Figure 5.12(a) shows a cross-

section of purity concentration p along the transect y = 3000 m at 75 minutes

into the simulation. The CBL and Cloud TR are easily identifiable as regions of

high p concentration, with p decreasing to zero above the CBL and with distance



Chapter 5, Section 5.1 Chapter 5

Figure 5.12: Cross-sections of purity tracer concentration p along y = 3000 m at
75 minutes into the Multi REF simulation. White areas denote masked regions with
zero purity concentration. Panel (a) shows p, and panels (b), (c) and (d) mask various
thresholds of p.

from all clouds. Various masks for thresholds of p are then applied, with the

results shown in Figures 5.12(b), (c) and (d).

A mask for grid cells with p = 0 is applied in Figure 5.12(b). It would be

sensible to assume that all grid cells outside the convective boundary layer and

cloud field would be masked in this case; however, some grid cells with very small

values of p are still retained using this threshold, most likely due to the effects of

numerical diffusion. Different masks are then applied in Figures 5.12(c) and (d),

using thresholds of p < 0.1 and p < 0.001 respectively: these masks give near-

identical results, and provide a much cleaner, defined boundary between cloud

and environment.

Figure 5.13 shows a cumulative probability density function (PDF) of log10(p)
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Figure 5.13: Cumulative PDF of log10(p) in each cloud layer (800 m ≤ z ≤ 2400 m)
grid box between 70-75 minutes from the Multi REF simulation. The number of bins
used is 100, evenly spaced between −6 < log10(p) < 0. The stable zone is shown
between the vertical dashed lines for −3 < log10(p) < −1.

in each cloud-layer grid box between 70-75 minutes. The cloud layer here is

defined as the region where 800 m ≤ z ≤ 2400 m. Values of log10(p) = 0

correspond to grid cells with pristine convective boundary-layer air. There is a

rapid transition for −1 < log10(p) < 0 as purity concentration rapidly decreases

due to mixing with the environment. There is a comparatively stable region for

−3 < log10(p) < −1, in which the gradient of the slope becomes less steep. Since

Figure 5.13 is the cumulative PDF, this stable zone indicates a region in which

low values of p are well separated from higher values, and is therefore useful for

determining the boundary between cloud and non-cloud. A threshold value of

log10(p) = −3 (i.e. p = 10−3) is chosen for this boundary. The gradient becomes

steep again for log10(p) < −3, and approaches zero in the environment.

With a threshold chosen for purity concentration, regions corresponding to the

environment, cloud core and shell can be defined. These regions are restricted to

the cloud layer, i.e. above z = 800 m, giving:

• Environment: p ≤ 10−3

• Cloud core: p > 10−3; qc > 10−5 kg kg−1 and w > 0.5 m s−1

• Cloud shell: p > 10−3; qc ≤ 10−5 kg kg−1 and/or w ≤ 0.5 m s−1

Here, qc is liquid water specific humidity and w is vertical velocity. The addition

of the purity tracer threshold constrains the cloud core and shell with respect to
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Figure 5.14: Cross sections along z = 1 km of the TR quadrant, taken 72 minutes
into simulation Multi REF, showing (top row) cloud water specific humidity qc and
(bottom row) vertical velocity w. The cloud field is split into cloud core (left-hand
column) and cloud shell (right-hand column).

the definitions used previously in Chapter 4. (Note that the technique of using a

ratio of radioactive to purity tracer concentration as a method of separating core

and shell regions is not used here, since the robustness of such a technique has

not yet been determined.)

Figure 5.14 is a visual snapshot of the liquid water specific humidity and

vertical velocity in both the cloud core and shell regions at 72 minutes. Note that

the domain size here is reduced to focus on Cloud TR. In general, the cloud core is

significantly moister and has greater vertical velocities than the shell. The cloud

shell consists of grid boxes with negative or weakly positive vertical velocity.
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The evolution of average cloud core and shell properties with respect to the

horizontal domain mean is shown in Figure 5.15, during three phases of the cloud

lifecycle. The middle column represents the ‘peak’ phase of each cloud. The peak

time is defined here as the average of:

• Time of maximum (TOM) cloud-base mass flux;

• TOM liquid water content;

• TOM cloud top height; and

• TOM cloud base area.

The first and last columns are five minutes pre- and post-peak time, capturing

the growing and decaying phases respectively.

During the growing phase, both cloud cores and shells are moister than the

domain mean, and cloud cores are moister than their shells. Cloud core buoy-

ancy is negative up to a height of around 1 km, indicating the presence of the

convective inhibition (CIN) layer described in Chapter 3, which air parcels must

overcome using dynamic lifting only. Once air parcels generate enough momen-

tum to overcome the CIN layer, they reach the level of free convection where they

become positively buoyant and rise freely, as shown in Figure 5.15(d). Cloud shell

buoyancy is negative throughout the profile. Cloud cores, with their greater ver-

tical velocities, are responsible for most of the positive vertical transport; the

cloud shell transports a small amount of mass upwards near cloud base, but on

the whole generates a negative mass flux throughout the cloud layer as expected.

The thermodynamic profiles for both cloud cores and shells between the four

clouds are extremely similar; however, the mass flux and area fraction profiles for

clouds TR and Cloc are significantly larger than the other three clouds at all lev-

els. The cloud area fraction picks up on shallow neighbouring clouds and treats

these as ‘shell’, which is reflected in the large shell area fractions close to cloud

base - for clarity the x-axis is limited in Figures 5.15(j), (k) and (l). The cloud

fractions for both shell and core are mostly similar - despite the narrow extent of

the shell, its large perimeter results in a comparable area fraction to the core.

During the peaking phase, cloud cores remain considerably moister than their

shells. The moisture content of both cores and shells decreases with height, due

to mixing with the drier environment. All four clouds reach their LNB between

1.5-1.7 km; thereafter, cloud core buoyancy becomes negative and cloudy air is

detrained, explaining the corresponding decrease in qt. Cloud TR continues to
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show a positive mass flux above the LNB, signifying an overshooting cloud top.

Cloud TR’s core buoyancy briefly becomes positive again around 1.8 km; the

corresponding qt curve in Figure 5.15(b) indicates an additional small amount of

condensation, which releases latent heat and gives the cloud a temporary boost.

Similarly to the growing phase, there is little variation between the thermody-

namic profiles of each cloud. There is, however, a noticeable difference in cloud

core mass flux, with clouds TR and Cloc continuing to transport significantly

more mass at all levels than the other three. The mass flux can be split into its

components of area fraction (Figures 5.15(j)-(l)) and updraft speed w (Figures

5.15(m)-(o)). The mean core w profile of Cloud TR does not vary significantly

from the other three: during the growing phase, mean values of w are similar

for Clouds TL and TR, while during the peaking phase, the profile of TR closely

resembles that of BR. In contrast, Figures 5.15(j) and (k) show that the core area

fraction of Cloud TR is almost always consistently larger than the other three. It

appears, therefore, that the large differences in the cloud core mass flux profiles

in Figure 5.15 are primarily influenced by the large variation in cloud core area.

As each cloud begins to decay and detrain into the environment, the boundary

between core and shell becomes less well defined. This is evidenced by the solid

and faded coloured lines becoming less distinguishable from each other in Figures

5.15(c), (f) and (i). Each cloud begins to lose its region of positive buoyancy, and

the mass flux is significantly reduced. The area fraction of cloud shell becomes

much larger with respect to the cloud core, as the core region is enveloped by the

shell.
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Figure 5.15: Evolution of cloud core and shell properties with respect to domain mean
during three phases of the cloud lifecycle in Multi REF. The second column shows the
peaking phase of each cloud; the first and third columns are five minutes earlier and
later, showing the growing and decaying phases respectively. The properties shown are:
total specific humidity qt; buoyancy (defined as horizontal θv perturbation in K); mass
flux; and cloud area fraction. Cloud core and shell regions are depicted by solid and
dotted lines respectively. Domain mean values are shown as black dashed lines.
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5.1.5.4 In-cloud variability

The profiles in Figure 5.15 present the average differences between the four clouds.

The profiles demonstrate a significant difference in cloud core mass flux, but

comparatively small differences in the thermodynamic profiles. This next section

discusses the variability within the four clouds, instead of their average properties.

A measure of in-cloud variability is found by computing PDFs of total specific

humidity qt, buoyancy θv
′, and vertical velocity w within both the cloud core and

shell for each of the four clouds. The distributions are calculated between 60

and 90 minutes, so as to capture the main lifecycle of each cloud. The cloud

layer is bounded between 800-2400 m, a large region over which cloud properties

would naturally be expected to vary significantly. Cloud properties are therefore

considered over 200 m intervals, giving a total of 8 vertical levels.

A threshold is defined, which the number of grid points at each vertical level

must exceed in order to be included in the PDF - this excludes fractionally small

areas of cloud. The number of core (or shell) grid cells at a single level must be

greater than 1 % of the total number of core (or shell) grid cells integrated across

the cloud depth. This criterion results in data above 2000 m being discarded in

each quadrant, and data above 1800 m being discarded for all quadrants except

TR.

Figures 5.16, 5.17 and 5.18 are the distributions of qt, θv
′ and w between 60-90

minutes. All distributions are normalised to account for changes in cloud volume;

however, cloud core volume at each level is noted in the legend for reference.

Cloud core volume is slightly different for w in Figure 5.18; this is because MONC

uses a staggered grid with velocity fields held at grid box edges, and scalar fields

held at the centre of a grid box. Cloud core volume is always largest at cloud

base and decreases with height, although the rate of decrease is slower for Cloud

TR.

Figure 5.16 confirms that cloud cores are moister than cloud shells at all levels.

The distribution of qt at cloud base is very narrow, with values remaining close

to the adiabatic value of 8 g kg−1. With increasing height, average values of cloud

core and shell qt reduce, and their distributions broaden as drier environmental

air is mixed in. The one exception to this is the highest level (1.8-2.0 km) of

Cloud TR: above 1800 m, the peak value of qt increases, due to the small amount

of additional condensation that was observed in Figure 5.15(b). Despite the fact

that the peak value of qt generally decreases with height for all clouds, a few grid

cells even at the highest levels retain values of qt close to adiabatic.
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Figure 5.17 reveals that cloud core and shell buoyancy close to cloud base have

similar distributions. With increasing height, the disparity between core and

shell grows, as the core becomes more positively buoyant and the shell becomes

more negatively buoyant. As each cloud approaches the LNB around 1.5 km, the

positive buoyancy in their cores is seen to reduce. Towards the top of the cloud,

the difference in cloud core and shell distributions becomes less pronounced as

the cloud detrains and the boundary between these regions is eroded.

Finally, Figure 5.18 confirms that, by definition, w is always positive in the

cloud core, and is either negative or weakly positive in the cloud shell. With

increasing height, the cloud core initially experiences an increase in w, as observed

by the gradual spreading of the tail. In contrast, the cloud shell experiences a

relative decrease in w. This is a direct consequence of the continuity equation

in MONC, which states that the average vertical velocity over each model level

should be equal to zero. In order to counteract the strong updrafts in the core,

there is a compensating decrease in vertical velocity elsewhere, which partly takes

place in the cloud shell. (The other part manifests as environmental subsidence,

and is discussed in Chapter 6.) As the clouds approach the LNB, they decelerate,

as evidenced by a decrease in cloud core w within the tail close to this level.

Clouds TL, BL and BR have similar distributions of qt, θv
′ and w. In general,

Cloud TR also has similar distributions to the other three clouds, except that

it has a small fraction of grid cells with higher extreme values of qt, θv
′ and

w in its core. The core of Cloud TR appears to dilute at a slightly reduced

rate to the other three, thereby allowing it to reach a greater height. On the

whole, the differences between distributions across the four quadrants are small,

which implies that the actual composition of the four clouds from the Multi

REF simulation are very similar, and that the differences in cloud evolution are

due almost entirely to differences in cloud size. The larger fractional area of

Cloud TR keeps its core protected from dilution for longer than the other three,

retaining a small region with qt values close to adiabatic, greater buoyancy and

greater updraft speeds. The question that follows, then, is which mechanisms are

responsible for the variations in cloud size?
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Figure 5.16: Probability density function of total specific humidity qt (in kg kg−1) in each domain quadrant, separated into cloud core
(solid lines) and shell (dotted lines) from Multi REF. The bins are defined at regular intervals of 0.1 g kg−1. The data are separated into
vertical regions of 200 m thickness, and the corresponding cloud core volume (in m3) is shown in the legend.
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127Figure 5.17: Probability density function of buoyancy θv
′ (in K) in each domain quadrant, separated into cloud core (solid lines) and

shell (dotted lines) from Multi REF. The bins are defined at regular intervals of 0.1 K. The data are separated into vertical regions of
200 m thickness, and the corresponding cloud core volume (in m3) is shown in the legend.
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5Figure 5.18: Probability density function of vertical velocity w (in m s−1) in each domain quadrant, separated into cloud core (solid lines)

and shell (dotted lines) from Multi REF. The bins are defined at regular intervals of 0.5 m s−1. The data are separated into vertical regions
of 200 m thickness, and the corresponding cloud core volume (in m3) is shown in the legend.
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5.1.6 Conclusions

In this section, localised surface patches with associated sensible and latent heat

fluxes are used to generate isolated convective clouds that grow and decay over

a 30 minute period. The width, depth and amount of mass transported by these

clouds are primarily determined by the flux amplitude, as well as patch radius

and duration.

A simulation is run in which a uniform weak sensible heat flux is applied

beneath a stochastically-perturbed boundary layer, resulting in the generation of

a turbulent convective boundary layer (CBL). Four identical surface patches, with

comparatively much stronger associated sensible and latent heat fluxes, produce

four thermals which rise through this CBL and spawn four shallow convective

clouds. The results show that one of these clouds, Cloud TR, develops in a

markedly different way from the other three: it is larger, deeper and transports

more mass, as well as experiencing a regeneration after its main lifecycle. These

results emphasise the importance of accounting for CBL variability in convective

plume parametrisations as described by - for example - Gentine et al. (2013b)

and Golaz et al. (2002).

Cloud TR’s regeneration appears to be driven by a separate cumulus updraft

rising through the remains of the original decaying cloud. Direct thermody-

namical interactions between the four clouds were ruled out as a mechanism of

generating variability between the four clouds. Differences in cloud-base mass

flux appear to be related primarily to variations in cloud base area rather than

the average updraft speeds at cloud base.

The boundary between convective clouds and their environment is defined us-

ing a threshold of purity tracer concentration; the clouds themselves are split into

core and shell partitions using thresholds of both liquid water specific humidity

and updraft speed. Average thermodynamic profiles in the cloud cores and shells

do not vary significantly between the four clouds; however, there is a notable dif-

ference in the cloud core mass flux profiles, which is significantly larger for Cloud

TR. The contrast in mass flux throughout the depth of the cloud is also shown

to be primarily dependent on the difference in cloud core fractional area, rather

than the core updraft strength.

Despite the variation in the average mass flux profiles, the composition of the

four clouds is remarkably similar. In general, Cloud TR has a similar composition

to the other three, except for a small fraction of grid cells with higher extreme

values of qt, θv
′ and w in its core. This suggests that differences in cloud evolution
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are due almost entirely to variations in their size. Since the surface forcing of

each cloud is identical, and thermodynamic interactions between the four clouds

is shown to be minimal, the variation in cloud development is assumed to be the

result of CBL variability generated during model spinup.
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5.2 Part II: Convective boundary-layer controls

on convective cloud development

5.2.1 Motivation

5.2.1.1 What determines cloud base area?

This section primarily uses cloud base area as a metric for cloud size - but what

determines this? As discussed earlier in Section 5.1.1, previous studies have

shown that the size distribution of convective clouds forming over homogeneous

surfaces follows a power law, with a scale break at a certain size - clouds of this

size dominate the area coverage. The mechanisms behind the scale break are not

fully understood, but are suggested to be related to the depth of the CBL - Graf

and Yang (2007), for example, developed a convective parametrisation that uses

CBL height to determine the maximum initial cloud size. Rieck et al. (2014)

noted that over heterogeneous surfaces, the scale break - and therefore the modal

cloud size - increases with patch size. While it has been suggested that convective

cloud size distribution may be determined by the CBL depth and/or the size of

surface heterogeneities, these mechanisms alone do not explain the difference in

size between the four clouds in Multi REF.

The LCL is a threshold that rising air parcels must reach in order to con-

dense and form cloud; an increase in CBL water vapour lowers this threshold,

while an increase in temperature raises it. Small-scale variations in the CBL

thermodynamic fields therefore locally alter the height of the LCL, changing the

probability of an air parcel reaching this threshold and in turn controlling the

cloud base area. Additionally, since clouds are fed from below by thermals that

take on the characteristics of the CBL, local changes to the properties of the CBL

are expected to influence cloud size in some manner: for example, an increase in

CBL buoyancy means that air parcels have greater kinetic energy and therefore

have a higher probability of reaching the LCL (regardless of height).

5.2.1.2 CBL variability generated by model spinup

Section 5.1.6 concluded that the differences in development between four identically-

forced clouds were the result of localised CBL variations prior to cloud initiation.

These fluctuations were the product of model spinup, a necessary step in creating

a realistic and turbulent CBL. Chapter 3 introduced this concept of generating

turbulence in the CBL, in order to successfully model realistic cumulus clouds.
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Due to their high spatial resolution, LES are able to resolve the largest turbulent

eddies in the CBL. Convective boundary-layer eddies generate fluctuations in the

velocity fields, as well as the moisture and temperature fields through convec-

tion. For example, Couvreux et al. (2005) showed that, even with horizontally-

homogeneous initial profiles and uniform surface forcing, random perturbations in

the potential temperature field near the surface during model spinup resulted in

CBL sub-mesoscale water vapour variability. Couvreux et al. (2005) attributed

this variability to circulations in the CBL which formed during spinup due to

convective processes.

Figure 5.19 shows the horizontally-averaged thermodynamic profiles from

Multi REF at the end of model spinup, along with the maximum and minimum

values (in blue) and one standard deviation from the mean (in red). Although

these profiles are initially uniform, Figure 5.19 shows that by the end of model

spinup, the CBL only remains well-mixed from the surface up to around 500 m;

above this level, entrainment from above the stable inversion introduces warmer

and drier air into the top of the CBL. The standard deviation of qv around the

mean value of ∼ 8.05 g kg−1 in the well-mixed layer is small, less than 0.05 g kg−1.

The potential temperature field in 5.19(b) shows the presence of a super-

adiabat near the surface, which manifests in response to the sensible heat flux.

Within the well-mixed layer, as with qv, the standard deviation of θ around

the mean value of ∼ 289.5 K is also small, less than 0.1 K. Although they are

minor, these variations are demonstrably significant enough to generate large

differences in cloud development once the circular patches are introduced. Well-

established mass flux-based convection parametrisations typically do not account

for stochasticity in the CBL thermodynamics, although this concept has been

addressed by the likes of Golaz et al. (2002) and more recently Gentine et al.

(2013a).

In Section 5.1, Cloud TR was demonstrated to be larger and deeper than

the other three clouds in simulation Multi REF, and it was concluded that the

notable increase in Cloud TR’s cloud base mass flux was influenced primarily

by its larger cloud base area. This section explores the physical mechanisms

in the CBL that directly influence cloud base area (‘nature’), and the indirect

effects on cloud development through eventual differences in core dilution rates

(‘nurture’). This idea of the competing effects of nature versus nurture was first

introduced by Romps and Kuang (2010), who concluded that nurture (in terms

of stochastic entrainment) was the important factor for determining the fate of

convective parcels. In Multi REF, the environmental properties above cloud base
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Figure 5.19: Thermodynamic fields at the end of model spinup for simulation Multi
REF. Panel (a) shows water vapour mixing ratio qv and panel (b) shows potential
temperature θ. The black lines represent horizontally-averaged fields, the red shading
represents one standard deviation from the mean and the blue shading represents the
minimum and maximum values.

surrounding each of the four clouds are approximately identical, and therefore the

rate of cloud dilution will be fundamentally related to the properties at cloud base.

In this sense, both nature and nurture are closely related to each other.

5.2.1.3 Objectives

This section will explore the mechanisms behind the variation in cloud develop-

ment arising in Multi REF. The central idea explored here is that small-scale

variations in CBL dynamic and thermodynamic properties at the end of model

spinup influence the maximum cloud base area attained by the four main clouds.

The specific objectives of this section are:

• Ascertain whether variations in CBL moisture, buoyancy or updraft strength

influence cloud-base area (and mass flux);

• Determine the relative importance of the above properties on cloud-base

area (and mass flux);

• Explain the mechanisms by which cloud base area and CBL properties

determine the development of convective clouds, considering the roles of

nature versus nurture;

• Discuss the ramifications for convective parametrisations.
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5.2.1.4 Section overview

The structure of this section is as follows. Section 5.2.2 introduces the proper-

ties of interest in the convective boundary layer, and outlines the methodology.

Sections 5.2.3, 5.2.4 and 5.2.5 present the results: these are separated by CBL

property, and explore the relative importance of each property on cloud base area

and mass flux. The influence of CBL moisture and buoyancy on cloud dilution is

also discussed. Section 5.2.6 summarises the results, and discusses how they may

be interpreted within the context of convective parametrisation development.

5.2.2 Method

Model spinup in Multi REF results in the formation of turbulent structures that

lead to localised variations in the CBL. Boundary layer fluctuations are known to

affect cloud initiation and development, and may explain the observed differences

between the four main clouds (TL, TR, BL and BR). In this section, properties of

the CBL at the end of spinup are analysed, to assess whether there is a connection

to maximum cloud base area (and therefore the mass flux) of the four main clouds.

The three properties considered are:

• CBL water vapour path;

• Integrated CBL buoyancy; and

• CBL updraft strength.

The buoyancy B is related to virtual potential temperature θv. Integrated buoy-

ancy over the depth of the CBL is denoted as B̂, where the overhat represents a

vertical integral. B̂ is defined as

B̂ =

zc∫
zs

B dz = g

zc∫
zs

θv
′

θv
dz,

and has units of m2 s−2. Here, g is gravitational acceleration (9.8 m s−2), prime

terms denote a deviation from the horizontal mean, zs = 0 m (the surface) and zc

is the level of cloud base. Unless otherwise stated, zc will be estimated as 800 m.

The depth of the CBL is denoted by zCBL.

Figure 5.20 shows the CBL water vapour path, integrated CBL buoyancy and

vertical velocity at height z = 300 m (approximately 0.4 zCBL) at the end of

model spinup. The final property is a measure of CBL updraft strength, and



Chapter 5, Section 5.2 135

its motivation is discussed in Section 5.2.5. At the beginning of Multi REF, the

three properties in Figure 5.20 are horizontally uniform; by the end of model

spinup, turbulent eddies in the CBL result in a small (but not inconsequential)

amount of variability.

Analysis of each of the three CBL properties is broadly separated into three

sections. First, the distribution of each property is assessed across each domain

quadrant, to explore obvious differences that might explain the variation in cloud

development. The distribution across each quadrant is then compared to the

distribution of properties directly over each patch, to estimate the importance of

scall-scale variability. It is expected that greater-than-average values of at least

one of these three properties will be located directly over patch TR.

Second, a linear regression quantifies the relationships between each CBL

property and maximum cloud base area. Due to the small number of clouds

sampled, two extra simulations were run, identical to Multi REF except that the

circular patches were initialised either five minutes earlier or later. These addi-

tional simulations (referred to as Multi -5 and Multi +5, for patches initialised

five minutes earlier or later respectively) provide a further eight clouds which are

included in the regression analysis. A full description of all model runs can be

found in Appendix B.

Third, the relationships between both CBL water vapour path and integrated

buoyancy and cloud development are explored in more detail using idealised LES

simulations, and correlations between CBL updraft strength and the thermody-

namics fields are discussed.
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Figure 5.20: Multi REF CBL properties at the end of model spinup (60 minutes), with the location of the four patches given by the black
circles. Panel (a) is the water vapour path, panel (b) is the integrated buoyancy and panel (c) is vertical velocity at height z = 300 m.
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5.2.3 Results I: CBL water vapour path

5.2.3.1 Distribution

Figure 5.21(a) shows the distribution of CBL water vapour path (Ŵv) across each

of the four domain quadrants at the end of model spinup. The results from Single

C are also included for comparison, with this fifth quadrant defined as the 2x2 km

square centred on the central patch (referred to as patch C). The distributions

are normalised such that the area underneath each curve is equal to 1. It is

immediately obvious that there is very little variation across the five quadrants

- the distributions all have a slight negative skew and a similar spread of values.

In terms of cloud development, clouds TR and Cloc differ the most compared to

the other three; however, Figure 5.21(a) does not suggest a relationship between

Ŵv and the size of the resulting cloud.

In contrast, Figure 5.21(b) shows the corresponding distribution of Ŵv directly

over the location of the five circular patches. In comparison to Figure 5.21(a),

the spread of values over each patch has reduced, particularly from the tail ends

of the distributions. The most significant tail reductions are observed across

patches TR and BR, indicating that the lowest values of Ŵv in these quadrants

are located outside of the circular regions. Additionally, the peaks of TR and

BR’s distributions are shifted to the right, demonstrating that the highest values

of Ŵv in Figure 5.21(a) are clustered directly above these circular regions. This

may be an indication that localised variations in the CBL water vapour path play

a role in cloud size regulation.

On the other hand, clouds BL and BR follow a similar evolution, and yet their

Ŵv distribution in Figure 5.21(b) are very different from each other - values of Ŵv

over patch BR are generally higher than those over patch BL. Additionally, while

clouds TR and Cloc developed in a similar manner, there is much more spread

in the Ŵv field directly above patch C compared to over patch TR. It is unclear

on the basis of Figure 5.21 alone whether there is indeed a relationship between

CBL moisture and cloud size, since there may be other processes at play. In the

next section, statistical analysis is used to investigate the link between localised

CBL moisture anomalies and cloud size in a quantitative manner.

It if first instructive to define exactly what is meant by the word ‘localised’.

In Figure 5.21(b), CBL properties were conditionally sampled directly above the

location of surface forcing. This was motivated by the fact that the circular

patches with associated heat and moisture fluxes produce thermals, which are

known to act as the roots of convective clouds (e.g. Couvreux et al., 2010);
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Figure 5.21: Distribution of CBL water vapour path from both Single C and Multi
REF across (a) each 2x2 km quadrant centred on the patch and (b) each circular patch,
taken at the end of model spinup. Note the different y-axis scale in both figures.

therefore, it is sensible to assume that the atmospheric conditions through which

the thermals rise will directly influence cloud development. However, it could

also be argued that the zone of influence includes only a fraction of the patch,

or conversely may include a somewhat larger area. When a thermal rises from

the surface in Multi REF, it does not move as a uniform, cylindrical block of air;

instead its motion is influenced by pre-existing turbulent CBL structures. Air

parcels which directly enter the cloud base may therefore originate from an area

outside this cylindrical region directly above a circular patch. A second option,

then, is to sample the CBL properties directly underneath the maximum cloud

base area, which occurs at slightly different times for each cloud. An example of

the two sampling techniques is shown in Figure 5.22, employed on the Ŵv field

in Multi REF. A benefit of the second sampling method is that it can be used as

an analysis tool with larger simulated cloud populations that use homogeneous

surface fluxes (more commonly used in convective parametrisations).

5.2.3.2 Linear regression

In order to investigate the relationship between Ŵv and maximum cloud base

area, a linear regression is performed. The first step is to calculate the domain-

average Ŵv at the end of model spinup, and secondly to calculate the horizontal

anomalies in the sampled region (either directly above the patches, or underneath

the maximum cloud base area). The mean anomaly in each sampled region is

plotted against the maximum cloud base area and shown in Figure 5.23(a). The
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Figure 5.22: Results from simulation Multi REF showing CBL water vapour path (in
kg m−2) at the end of model spinup. Panel (a) shows the field sampled directly over
the four patches (with radii of 350 m). Panel (b) shows the field sampled underneath
the maximum extent of each cloud (in black) and the corresponding maximum cloud
base area (in blue shading).

data included here are from Multi REF, Multi +5 and Multi -5, giving a total

sample size of 12 clouds. A linear regression is then performed, with Ŵv anomaly

and maximum cloud base area as the independent and dependent variables re-

spectively. Figure 5.23(b) additionally shows the results of a linear regression for

the fraction of grid boxes in the sampled region with a positive anomaly of Ŵv

and maximum cloud base area. Regression lines, coefficients of correlation r and

significance values p are also given.

Values of r lie between 0 and 1, with r = 0 for no correlation and r = 1 for a

perfect correlation between the independent and dependent variables. The value

of p determines the significance of the correlation: the range of p values lie between

0 and 1, and are interpreted as a (100×p) % chance of the relationship occurring

by chance. Correlations with values of p < 0.05 are usually interpreted as being

statistically significant. The individual data points used in a linear regression are

assumed to be independent from one another - as this is not strictly true for the

following examples, the p values should not be treated as absolute truth, and any

‘significant’ relationships should be explored thoroughly before conclusions are

drawn.

Figure 5.23 demonstrates that both the average Ŵv anomalies and the frac-

tional area with a positive Ŵv anomaly are positively correlated with maximum

cloud base area. Both sampled areas exhibit positive trends, but the correlations
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Figure 5.23: Scatterplots of (a) mean Ŵv anomaly and (b) fraction of grid cells with

a positive Ŵv anomaly - both calculated at the end of model spinup - against the
maximum cloud base area of each cloud. The CBL is sampled both above the circular
patches (blue circles) and underneath the maximum cloud base area of the four clouds
(red stars). Linear regressions with corresponding r and p values are included.

for data sampled over the patches are weak and statistically insignificant. In

contrast, the data sampled underneath the clouds results in stronger and more

significant correlations, which may be an indication that clouds develop over pre-

existing structures in the CBL. Although there is a positive correlation between

mean Ŵv anomalies beneath the cloud and cloud base area, the sample size is

small, making it difficult to draw a firm conclusion despite the statistical signifi-

cance of the trend. However, the results so far point towards a relationship worth

investigating further.

5.2.3.3 Further investigation using idealised LES

Four new simulations are run, each with an identical setup to Single C (see Part I,

Section 5.1.2 for a comprehensive description), with the exception of the location

of the circular patch. The total five simulations, with centre coordinates of the

circular patch given in brackets, are:

• Single C (x = 2 km, y = 2 km)

• Single TL (x = 1 km, y = 3 km)

• Single TR (x = 3 km, y = 3 km)

• Single BL (x = 1 km, y = 1 km)
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• Single BR (x = 3 km, y = 1 km)

A further five simulations are then run, identical in setup to those described above,

but with the inclusion of a localised moisture perturbation at the end of model

spinup. These simulations are referred to as Single X moist, where X denotes

the location of the patch. (Reminder: a list of all simulations can be found in

Appendix B.) The moisture perturbation takes the form of an additional 1 g kg−1

of water vapour applied to each grid box within a defined cylindrical region. The

cylinder is positioned directly above a circular patch, and has radius 350 m and

height 750 m (i.e. it is contained within the boundary layer).

The variation in qv across the depth of the CBL at the end of spinup is just

under 1 g kg−1 (see Figure 5.19), although the majority of this variability is a di-

rect result of entrainment of drier air from above the stable inversion; throughout

most of the CBL, the variability is much smaller, between 0.2 − 0.5 g kg−1. The

perturbation of 1 g kg−1 is therefore comparatively large, however this is chosen

deliberately so as to ensure that the response of the cloud is dominated by the

moisture perturbation and not the pre-existing variability. It is expected that

this increase in CBL moisture will result in a local lowering of the LCL and an

increase in the LNB, and therefore it is expected that the resulting cloud will

grow deeper compared to its non-perturbed counterpart.

To counteract the corresponding increase in buoyancy, the temperature inside

each cylinder is adjusted. Recall that buoyancy is a function of virtual potential

temperature θv, where

θv = θ

(
1 +

(
1− ε
ε

)
qv − qc

)
. (5.5)

Here, θ is the potential temperature (in K), qv is the water vapour mixing ratio

(in kg kg−1), qc is the liquid water mixing ratio (in kg kg−1) and ε is the ratio

of the gas constants of air and water vapour (approximately 0.622) It follows

therefore that as qv increases, in order to conserve θv, θ must decrease inside the

cylinder.

Prior to increasing the moisture content, θv within the CBL (θv1) is initially

defined as

θv1 = θ1

(
1 +

(
1− ε
ε

)
qv

)
, (5.6)

where θ1 is the unmodified potential temperature. Note that the qc term from Eq.

5.5 disappears as the CBL contains no liquid water. An increase in moisture of
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∆qv = 1 g kg−1 results in a new virtual potential temperature, θv2. The potential

temperature is adjusted by an as yet unknown amount, and is denoted by θ2,

which gives

θv2 = θ2

(
1 +

(
1− ε
ε

)
(qv + ∆qv)

)
. (5.7)

In order to conserve θv, Equations 5.6 and 5.7 are set equal to each other, giving

θ1

(
1 +

(
1− ε
ε

)
qv

)
= θ2

(
1 +

(
1− ε
ε

)
(qv + ∆qv)

)
. (5.8)

Rearranging Eq. 5.8 and approximating ε ∼ 0.622 produces

θ2 = θ1
(1 + 0.61qv)

(1 + 0.61(qv + ∆qv))
. (5.9)

Since ∆qv is positive, θ2 < θ1. The value of θ2 varies between grid cell, and is on

average 0.18 K less than θ1.

5.2.3.4 Results from idealised LES

The effects of the CBL moisture perturbation on cloud evolution are shown in

Figure 5.24 for Single C moist. (Results for the other four patch and cylinder lo-

cations are given in Appendix C, Figures 2 - 5). Increasing the moisture directly

over the surface patch locally lowers the LCL to just under 700 m. Over time,

as the excess moisture is both mixed throughout the CBL and drawn into cloud

base, the LCL slowly returns back to the ambient level of zc = 800 m. Despite

the initially lowered cloud base, the level of maximum mass flux remains at 800 m

throughout (see Appendix D, Figure 6 for details), therefore the remaining anal-

ysis continues to use the level of cloud base as zc = 800 m. (This is also true for

the buoyant moist cylinders, described later in Section 5.2.4.)

In direct response to the lowered LCL, the resulting cloud forms earlier; it

also has a larger mass flux, larger liquid water mass, wider cloud base area and

reaches a greater height than its unperturbed counterpart. Consistent behaviour

is observed for the other four patch/cylinder locations. The MSE transport at

cloud base is 5× 1011 J, an increase of 2.7× 1011 J from that of Cloc.

5.2.3.5 Mechanisms for increased cloud-base mass flux

Previous results demonstrated that cloud base area plays a dominant role in

determining the mass flux of the four clouds in Multi REF. Cloud base area
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Figure 5.24: Evolution of (a) cloud-base mass flux, (b) cloud liquid water mass, (c)
cloud top height and (d) cloud base area for Single C (black lines) and Single C moist
(blue lines).

is systematically shown to increase when local Ŵv is increased, which in turns

increases the cloud-base mass flux. Larger cloud base areas are a natural conse-

quence of both a lowered LCL and a greater proportion of air parcels near cloud

base that are close to or at saturation.

The addition of a moist cylindrical perturbation locally increases the inte-

grated moist static energy H of the convective boundary layer. The total

change in H is a result of changes in both latent and sensible heat, as a response

to the moistening and cooling respectively. The change in latent heat QL is

defined as

∆QL =

∫
V

ρ∆qv Lv dV, (5.10)

where ρ is air density, ∆qv is the increase in water vapour mixing ratio and

Lv is the latent heat of vaporisation of water (defined as approximately 2.5 ×
106 J kg−1 in MONC). The integrand denotes the increase in latent heat per grid

box; therefore, the total increase in CBL latent heat is calculated by integrating

over the volume V of the cylinder. Substituting ∆qv = 0.001 kg kg−1 and ρ =
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1.1 kg m−3 (the mean air density in the CBL) into Eq. 5.10, the increase in latent

heat is approximately 7.9× 1011 J.

The change in sensible heat QS arising from the temperature reduction in the

cylinder is likewise calculated as

∆QS =

∫
V

ρ cp ∆T dV, (5.11)

where ∆T is the increase in temperature and cp is the specific heat capacity of

air (1005 J kg−1 K−1). Substituting an approximate value of ∆T = −0.18 K, Eq.

5.11 produces a sensible heat decrease of 5.6 × 1010 J. The total change in H is

then given by

∆H = ∆QL + ∆QS = 7.3× 1011 J . (5.12)

Recall that cloud Cloc transports 2.3× 1011 J moist static energy (MSE) through

cloud base. If 100% of the MSE increase associated with the moist cylinder were

to directly enter cloud base, the MSE transport of the resulting cloud would be

9.6× 1011 J. However, the results show that the cloud base MSE transport is in

fact only 5.0× 1011 J; this is an increase of 2.7× 1011 J, only around 35% of the

additional CBL MSE provided by the moist cylinder.

The increase in CBL QL means that air parcels entering cloud base in Single

C moist have an additional source of latent heat than those in the unperturbed

simulation, which is released upon condensation at cloud base. This extra latent

heat release provides air parcels with greater buoyancy, acceleration and momen-

tum. Figure 5.25 shows the difference in cloud base vertical velocity between

Single C moist and the reference simulation Single C. The difference in vertical

velocity is calculated five minutes after the main circular patch is initiated, and

is denoted by w′. Positive values of w′ therefore denote grid cells with increased

vertical velocity compared to grid cells in the reference simulation. Figure 5.25

shows that on average, a grid cell at cloud base five minutes after patch initiation

experiences an increase in updraft strength by around 0.23 m s−1, as a result of

increased latent heat release. Aside from having a larger cloud base area, the

increased mass flux and cloud top height observed in Single C moist can be ex-

plained by the increase in buoyancy and momentum generated by latent heat

release.
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Figure 5.25: The difference in cloud base vertical velocity, w′, between Single C moist
and the unperturbed reference simulation Single C, five minutes after patch initiation.
The mean difference, w′, is shown in the top right corner.

5.2.4 Results II: Integrated CBL buoyancy

5.2.4.1 Distribution

Figure 5.26 shows the difference in integrated CBL buoyancy, B̂, (a) across each

quadrant and (b) above each patch for simulation Multi REF. The results of Cloc

from Single C are again included for comparison. There is very little variation

in the spread and peak of B̂ across each quadrant; the five distributions are all

positively skewed and unimodal, and have a negative modal value of B̂.

In contrast to the quadrants, the distributions of B̂ across the five patches

exhibit more variety. The overall spread above the patches is similar to that across

each quadrant, but there is now more variation in the modal values. Additionally,

while the distributions above patches TL, BL and BR remain unimodal, the

distribution across patch TR is now slightly bimodal, with a secondary smaller,

positive peak around 0.5 m2 s−2. Over half of the grid boxes above patches TR and

C now have positive values of B̂, demonstrating that positive vertical accelerations

are enhanced in these locations.

5.2.4.2 Linear regression

As with Ŵv, the mean B̂ anomaly for each of the 12 sample clouds is plot-

ted against maximum cloud base area and shown in Figure 5.27. Sampling the

CBL directly above the circular patches indicates a positive, statistically signifi-
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Figure 5.26: Distribution of integrated CBL buoyancy at end of model spinup from
both Single C and Multi REF across (a) each 2x2 km quadrant centred on the patch
and (b) each circular patch.

cant relationship between B̂ anomalies and cloud size, as well as a positive but

less significant relationship between the fractional CBL area with a positive B̂

anomaly and cloud base area. These relationships are not observed when the

CBL is sampled below the maximum cloud base area, which indicates that the

buoyancy anomalies feeding a cloud may not be located directly beneath it, which

is surprising in this low wind speed and low shear environment. On the other

hand, it is also possible that the small cloud sample size may result in noise that

obscures the true relationship between CBL buoyancy anomalies and cloud base

area.

5.2.4.3 Further investigation using idealised LES

Results from Section 5.2.3 revealed a positive correlation between CBL moisture

and cloud size. In this section, relationships between CBL buoyancy - a measure

of both moisture and temperature - and cloud size are investigated in more detail.

It is important to first determine whether there is a relationship between the

pre-existing temperature and moisture fields that could explain any potential

relationships between temperature and cloud size.

The full 3D fields of θ and qv at the end of spinup are binned into six height

categories of 125 m depth, from the surface up to the top of the CBL at 800 m (the

final bin is slightly deeper, ranging from 625-800 m). Scatterplots of these values

are given in Appendix E, Figure 7, and are briefly discussed here. Throughout

most of the CBL, two distinct regimes are observed: (1) broadly uniform values
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Figure 5.27: Scatterplots of (a) mean B̂ anomaly and (b) fraction of grid cells with a
positive B̂ anomaly - both calculated at the end of model spinup - against the maximum
cloud base area of each cloud. The CBL is sampled both above the circular patches
(blue circles) and underneath the maximum cloud base area of the four clouds (red
stars). Linear regressions with corresponding r and p values are included.

of qv for a range of θ values; and (2) a ‘tail’, whose length extends with height,

associated with lower values of qv that typically coincide with higher values of θ.

Close to the surface, the sensible heat flux dominates, as reflected in the higher

values of θ. Close to the CBL top, entrainment of warmer, drier air from above

the stable inversion is mixed downwards into the CBL, resulting in a negative

correlation between the θ and qv fields (see Figure 7(f)). With increasing distance

from the CBL top, the fraction of entrained air - and subsequently the tail length

- reduces. The relationship between CBL qv and θ is non-linear; similar non-

linear behaviour was observed by Denby et al. (2020) for LES using lower Bowen

ratios (see their Figure 11 - without shear). In this next section, the influence

of two distinct buoyancy-generating mechanisms - additional heat and additional

moisture - on cloud size is explored.

Five simulations are run, identical in setup to the five Single X moist model

runs, but this time the temperature inside the cylinder is allowed to naturally

adjust. The result is a buoyancy increase within the bounds of the cylinders,

and an increase in integrated moist static energy H in the form of latent heat

QL (given by Eq. 5.10 and calculated as ∼ 7.9 × 1011 J). These five simulations

are referred to as Single X buoy moist, where X denotes patch location and

‘moist’ references the fact that buoyancy is increased through additional moisture.

A final five simulations are run, with moist cylinders replaced by warm cylin-
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ders with identical buoyancy profiles. These five simulations are referred to as

Single X buoy warm, where X again denotes patch location and ‘warm’ ref-

erences the fact that buoyancy is increased through additional heating. The

increase in sensible heat within the cylinder is given by Eq. 5.11, where ∆T now

needs to be determined.

To ensure that the buoyancy increase inside a moist cylinder is identical to its

warm counterpart, the θv fields inside each cylinder are set equal to each other.

Using Eq. 5.5, and again assuming qc = 0 and ε ∼ 0.622 elicits

θ(1 + 0.61(qv + ∆qv)) = (θ + ∆θ)(1 + 0.61qv) , (5.13)

which can be manipulated to derive ∆θ. The potential temperature in the CBL

is approximately equal to the temperature T , therefore ∆T ∼ ∆θ.

To calculate the increase in sensible heat QS, we can rearrange Eq. 5.13 and

substitute ∆qv = QL/mLv and ∆T = QS/cpm (where m is the mass of the

cylinder) which gives

QL

QS

=
Lv(1 + 0.61qv)

0.61 cp T
. (5.14)

An average grid cell in the CBL at the end of spinup has qv = 0.008 kg kg−1 and

T = 285 K. Substituting these values into Eq. 5.14 gives a ratio of QL/QS ∼ 14,

resulting in an average QS = 5.6× 1010 J. This means that, for a given buoyancy

increase, additional moisture will result in a much larger increase in H than

additional heating (7.3× 1011 J versus 5.6× 1010 J).

An example of a cross section through (a) a moist cylinder and (c) a corre-

sponding warm cylinder is shown in Figure 5.28 for model runs Single C buoy

moist and Single C buoy warm respectively. The respective buoyancy cross sec-

tions are shown in (b) and (d), and are confirmed to be identical. Note that

the fields shown in Figure 5.28 are perturbations from the horizontally-averaged

fields in simulation Single C (i.e. without the addition of a cylinder).

5.2.4.4 Results from idealised LES

There are now five pairs of simulations, in which integrated CBL buoyancy B̂

is increased through two separate mechanisms: increased moisture and increased

heat. The effects of these competing mechanisms on cloud evolution for the

central cylinders are shown in Figure 5.29, along with the results from Single C

and Single C moist for comparison. Corresponding plots for other patch/cylinder



Chapter 5, Section 5.2 149

locations can be found in Appendix C, Figures 2 - 5.
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Figure 5.28: X-Z cross sections through the centre of the cylinders for model runs
Single C buoy moist (top row) and Single C buoy warm (bottom row) at 61 minutes.
The cylinders are bounded by the three black dashed lines. Panels (a) and (c) are
the perturbations in water vapour mixing ratio and potential temperature respectively
from the horizontally-averaged fields in simulation Single C. Panels (b) and (d) are
the resulting perturbations in θv (a proxy for buoyancy), which are increased by an
identical amount in both cases.

An increase in B̂ results in earlier formation of cloud, a behaviour which is repli-

cated in the other four pairs of simulations - this is partly a result of a lowered

LCL (in the case of the Single X buoy moist simulations), and partly a result of

CBL air parcels gaining additional kinetic energy, giving them more momentum

to overcome the negatively buoyant CIN layer and reach the LCL earlier.

An increase in B̂ consistently results in wider, deeper clouds that transport

more mass vertically. The two clouds with the buoyant cylinders centred at

x = 2 km and y = 2 km experience a increase in cloud-base MSE transport from

that of Cloc (2.3 × 1011J) - their MSE transport is 5.6 × 1011J (buoyant moist)

and 3.7× 1011J (buoyant warm).
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Figure 5.29: Results for model runs with a single circular patch. Plot shows evolution of (a) cloud-base mass flux, (b) cloud liquid water
content, (c) cloud top height and (d) cloud base area for Single C (black lines), Single C moist (blue lines), Single C buoy moist (green
lines) and Single C buoy warm (red lines).
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The increase in CBL buoyancy means that air parcels enter cloud base with

greater acceleration and momentum, enabling them to grow deeper and transport

more mass. The increase in B̂ also furthers the likelihood of air parcels reaching

the LCL and condensing, thereby producing a wider cloud base. Wider clouds

are able to transport more mass vertically and, because their cores are larger, it

takes longer for entrainment to erode them, enabling the cloud to grow deeper.

The overall increase in cloud size and transport is consistently more pro-

nounced when buoyancy is increased through additional moisture. Figure 5.30,

similarly to Figure 5.25, shows the difference in cloud base vertical velocity five

minutes after the circular patches are initiated, compared to the reference simu-

lation Single C. Although the clouds in Single C buoy moist and Single C buoy

warm both experience enhanced updraft speeds at cloud base (due to the overall

increase in B̂), the updrafts in Single C buoy moist are noticeably higher. This

is because air parcels in Single C buoy moist gain additional buoyancy at cloud

base due to the increase in moisture and subsequent latent heat release.

Figure 5.30: The difference in cloud base vertical velocity, w′, between reference
simulation Single C and (a) Single C buoy moist and (b) Single C buoy warm. The
mean difference, w′, is shown in the bottom left corner.

At this point, it is interesting to compare the results of Single C moist from

Section 5.2.3 against Single C buoy warm. Figure 5.29 shows that cloud base

area and mass flux are similar for the two clouds, with Figures 5.30 and 5.25

confirming similar average cloud base updraft speeds. In contrast, the liquid

water content (LWC) in Single C buoy warm is noticeably larger. The LWC is

calculated throughout the depth of the cloud, and is therefore dependent on the

vertical structure; since both clouds attain similar heights over their lifetime, it
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Table 5.1: The first column lists each circular patch location by its (x,y) centre
coordinates in km. The second, third and fifth columns are the cloud latent heat (LH)
release in Joules for i) no cylinder, ii) buoyant moist cylinder and iii) buoyant warm
cylinder simulations. The third and fifth columns also include (in brackets) the increase
in LH from the corresponding patch-only simulation. The fourth and sixth columns
give this LH increase as a percentage of the increase in moist static energy via the moist
(7.9× 1011 J) or warm (5.6× 1010 J) cylinders.

Location
LH - patch
only

LH - buoyant moist
cylinder

LH increase
as a % of in-
put

LH - buoyant warm
cylinder

LH increase
as a % of in-
put

(2,2) 1.1× 1011 5.0× 1011 (3.9× 1011 ↑) 49 % 3.8× 1011 (2.7× 1011 ↑) 482 %

(1,1) 4.1× 1010 3.0× 1011 (2.5× 1011 ↑) 32 % 2.7× 1011 (2.3× 1011 ↑) 411 %

(1,3) 4.2× 1010 3.8× 1011 (3.3× 1011 ↑) 42 % 2.4× 1011 (2.0× 1011 ↑) 357 %

(3,1) 6.3× 1010 4.1× 1011 (3.4× 1011 ↑) 43 % 2.0× 1011 (1.3× 1011 ↑) 232 %

(3,3) 1.3× 1011 4.5× 1011 (3.1× 1011 ↑) 41 % 3.6× 1011 (2.3× 1011 ↑) 411 %

is hypothesised that the difference in LWC is related to different rates of cloud

dilution. This is explored further in Section 5.2.4.5.

The relative effects of increased CBL buoyancy on cloud development are

quantified by calculating the total latent heat released by the cloud. This is

approximated by multiplying the maximum cloud liquid water mass (in kg) with

the latent heat of vaporisation of water (in J kg−1). The results are given in Table

5.1.

Table 5.1 shows that an increase in buoyancy elicits an increase in latent

heat released by the cloud, an effect that is consistently more pronounced using

heat instead of moisture. However, recall that a moist cylinder increases H

by 7.9 × 1011 J, yet Table 5.1 shows that the increase in latent heat release is

only around half of this. In contrast, a warm cylinder with identical buoyancy

increases H by only 5.6 × 1010 J, yet with respect to this additional boundary

layer MSE the increase in latent heat release by the resulting clouds is on average

almost four times larger than in the reference simulations. These results show

that while additional moisture overall results in greater amounts of condensation

and latent heat release, additional heat enables more of the existing moisture to

be condensed out.

5.2.4.5 Dilution of cloud core

The results so far show that cloud base area is a key characteristic correlated with

the development of a cloud, and that cloud base area is sensitive to variations in

localised CBL thermodynamics. The direct role of the sub-cloud layer in cloud

development is referred to as ‘nature’. It is also interesting to consider how the
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interactions between cloud and environment influence cloud development, which

is referred to as ‘nurture’. In this section, the rate of cloud core dilution is

measured across a group of simulations, and its influence on cloud properties

such as cloud top height and mass flux is discussed.

A dimensionless surface tracer flux with a value scaled to 1.0 m−2 s−1 is ini-

tialised in the following simulations:

• Single C

• Single C moist

• Single C buoy moist

• Single C buoy warm

The tracer is released coincident in space and time with the circular surface

patches. The surface tracer is transported upwards through the CBL, and some of

it is transported into the cloud layer by boundary layer thermals. The movement

of the tracer is visualised in Figure 5.31, which shows the relationship between

tracer concentration (black contours) and cloud liquid water (blue shading). Five

minutes after tracer initiation, the tracer rises with the thermal through the CBL.

After ten minutes, some of the tracer is transported into the cloud layer. Figures

5.31(c) and (d) show the formation of cloud, and the areas of highest liquid water

content are observed to coincide with the areas of highest tracer concentration.

It is possible to connect these regions of high liquid water content back into the

sub-cloud layer by following the tracer contours. Tracer concentration is therefore

a useful tool to visualise cloud extent, and to connect the cloud to boundary-layer

structures. The localised tracer is a suitable alternative to the purity tracer for

the following analysis, as it is less sensitive to neighbouring shallower clouds.

Domain-mean tracer concentration: The evolution of domain-mean tracer

concentration in Single C is shown in Figure 5.32. High concentration at the

surface persists between 60-70 minutes as the tracer flux is continually released.

Buoyant air rises, transporting the region of higher tracer concentration away

from the surface. As the rising air meets the stable inversion at the top of the

CBL, some of the tracer spreads laterally outwards forming the region of high

concentration observed around zc. Some tracer enters the cloud layer, and is

transported upwards into the rising cloud. Eventually the cloud overshoots its

LNB. As dilution and evaporation occur, the cloud sinks to the LNB and the
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Figure 5.31: Cross sections of tracer concentration and cloud liquid water from Single
C, along the transect y = 2 km, taken at (a) 65, (b) 70, (c) 75 and (d) 80 minutes. The
black contours are dimensionless tracer concentration at intervals of 0.1, 0.5, 1.0 and
5.0, and the blue shading is liquid water mixing ratio (in g kg−1). The blue horizontal
dashed line denotes the approximate level of cloud base.

remaining tracer is detrained into the environment around z = 1500 m. Conven-

tionally, the LNB describes the level at which an undiluted parcel reaches the

same temperature as its surroundings and is no longer positively buoyant. In this

thesis, the LNB will be used to refer to the level at which air parcels become

neutrally buoyant, taking mixing processes into account. For example, at the

end of spinup in Single C, the LNB of an undiluted parcel of air rising from the

surface is around 4000 m; in reality, rising air parcels become diluted through

mixing with the environment and therefore do not reach this theoretical level -

this is reflected in the detrainment layer observed at a lower height of z = 1500 m

in Figure 5.32.

Figure 5.33 shows the variation in domain-mean tracer concentration between

Single C and the corresponding simulations with moist or buoyant cylinders. The

two detrainment layers observed in Figure 5.32 are replicated at similar heights
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Figure 5.32: Horizontally-averaged dimensionless tracer concentration from simula-
tion Single C between 60 and 120 minutes.

in simulations with additional CBL moisture or buoyancy. Intuitively this may

seem surprising, especially for the lowest detrainment layer, since the LCL is

initially shown to lower in Single C moist and Single C buoyant moist; however,

the tracer is not linked to condensation, and instead detrains at levels where there

is a sudden increase in stability (which does not change between simulations).

There are slight variations between the levels of the higher detrainment layer

- represented by the level of maximum tracer concentration in Figure 5.33(d) -

corresponding to the cloud’s LNB. The theoretical value of the LNB is expected

to rise with increases to surface moisture and temperature. For example, given

the initial simulation profile (with a theoretical LNB at 1700m), an increase

in surface moisture of 1 g kg−1 raises the theoretical LNB to around 4800 m,

while an increase in surface temperature of 0.2 K raises it to around 4900 m. In

contrast, Figure 5.33 shows that for simulations with increased CBL moisture, the

actual height of the LNB is only slightly raised (by around 50-100 m), while the

simulation with additional CBL heat results in a slightly lowered LNB (by around

50 m). The disparity between expected and observed LNBs can be explained by

the fact that the theoretical LNB does not take vertical mixing throughout the

cloud depth into account, a mechanism which is explored further later in this

section.
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Although both detrainment layers are replicated at similar heights across all

simulations, there is significantly increased variation in the relative tracer concen-

trations at these levels. Simulations with additional CBL moisture or buoyancy

produce wider cloud bases that are able to transport more mass- and subsequently

higher tracer concentrations - up through the cloud layer. Simulations with extra

CBL moisture produce thermals that release additional latent heat upon con-

densation at the LCL, increasing their buoyancy and aiding in the transport of

higher tracer concentrations up to the second detrainment layer. Increasing the

buoyancy in the CBL results in a higher volume of air with positive buoyancy,

producing thermals that enter cloud base with greater acceleration and momen-

tum, enabling them to transport greater concentrations of tracer through the

cloud layer.
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Figure 5.33: Profiles of horizontally-averaged dimensionless tracer concentration at
(a) 70, (b) 80, (c) 90 and (d) 100 minutes.
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In-cloud tracer concentration: Cloud dilution may be characterised by some

measure of tracer concentration (γ) decrease inside the cloud core. The cloud

core here is again defined as the region in which purity tracer concentration

p > 10−3 , liquid water specific humidity qc > 10−5 kg kg−1 and vertical velocity

w > 0.5 m s−1.

A vertical profile of self-weighted cloud-core tracer concentration (γ̃) at a

single timestep t is defined as

γ̃(z, t) =
γc(x, y, z, t)2

γc(x, y, z, t)
. (5.15)

Here, all averaging is over the horizontal plane and γc is the tracer concentration

conditionally sampled inside the cloud core. Using γ2
c in the numerator gives a

greater weighting to higher values of γc. The evolution of γ̃ can be used as a

metric of mean cloud-core tracer concentration in order to infer cloud dilution.

Cloud dilution is sometimes measured using the ratio of liquid water specific

humidity to the adiabatic value (e.g. Moser and Lasher-Trapp, 2017); here, the

change in tracer concentration was considered to be a more appropriate method,

since it is originally co-located with the central surface patch and therefore is less

sensitive to small neighbouring clouds.

Figure 5.34(a) shows the cloud-core concentration at cloud ‘peak time’ using

the metric γ̃. Peak time is defined as the time in which total cloud liquid water

reaches its maximum. Differences between the profiles in each simulation are

observed, implying that there are differences in mean tracer concentration and

therefore in the rate of cloud dilution; however, it is also interesting to observe

differences in extreme values as well as the average. Increasing the power of both

the numerator and denominator in Eq. 5.15 by the same amount gives a greater

weighting to regions of higher tracer concentration. This process is referred to

as using higher moments. Figure 5.34(b) shows cloud-core concentration using

the metric γ4
c/γ

3
c . As the power terms are increased towards infinity, Eq. 5.15

effectively selects the grid box with the highest tracer concentration. This is

sometimes referred to as the ‘least diluted parcel’ or LDP, and the corresponding

curves are shown in Figure 5.34(c). Between cloud base and 1.4 km, profiles of

mean tracer concentration between simulations are fairly similar; however, using

higher moments acts to magnify the subtle differences, revealing that the LDP in

Single C buoy moist in this region is significantly more concentrated than in the

other simulations. Measurements of both mean (γ̃) and maximum (γ̃max) tracer

concentration can therefore be useful when it comes to analysing differences in
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cloud dilution.

Figure 5.34: Tracer concentrations at cloud peak time using three different metrics:

(a) γ̃ = γ2
c /γc, (b) γ̃ = γ4

c /γ
3
c and (c) γ̃ = γ̃max (limx→∞γxc /γ

(x−1)
c ).

The rate of entrainment ε into convective clouds is commonly parametrised as

ε ∝ 1/r, where r is the cloud radius; therefore, cloud radius is chosen here as a

metric for determining regions of increased dilution. Since these clouds do not

have a uniformly circular cross section, an effective radius re is defined as

re =

√
a

π
,

where a is the cloud cross-sectional area.

Turbulent mixing at the cloud boundary leads to dilution of the cloud. A

useful metric to diagnose such mixing is the turbulent kinetic energy (TKE) in

the cloud shell, which is defined as

1

2
×
(

(us
′)

2
+ (vs

′)
2

+ (ws
′)

2

)
, (5.16)

where us, vs and ws are the x, y and z components of the momentum vector over

the cloud shell, and prime terms denotes a deviation from the horizontal mean

sampled over the shell. TKE therefore has units of m2 s−2. Since the focus is on

lateral mixing, vertical fluctuations in the shell are irrelevant and therefore the

third bracketed term in Eq. 5.16 may be ignored. Ignoring the (ws
′)2 term has

the added benefit of excluding the mean vertical motion of the thermal, which

becomes irrelevant in the context of small-scale turbulence. The shell here utilises

the definition given earlier in Section 5.1.5.

Figure 5.35 shows the cloud-core tracer concentration (as measured by both γ̃

and γ̃max) during three phases of the cloud lifecycle, along with the corresponding
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time frames of cloud effective radius re and cloud-shell horizontal TKE. The

black curves (Single C) are a reference point by which the other three curves

are compared. During the growing phase of a cloud, the black curves in Figure

5.35(a) show that cloud-core tracer concentration is initially greatest near cloud

base and generally decreases with height away from the source, in line with re.

Over time, the tracer is mixed vertically through the atmosphere. As cloud

evolution progresses, the profiles of γ̃ and γ̃max become more uniform with height

as the cloud layer increasingly mixes, and the difference between γ̃ and γ̃max

decreases.

Additional CBL moisture (blue curve, Single C moist) results in a lowered

LCL, although this region is associated with significantly smaller cloud area frac-

tion. During the growing phase of the Single C moist (‘moist’) cloud, both its γ̃

and γ̃max show only subtle differences compared to the cloud in Single C (‘con-

trol’). As the clouds begin to peak, the moist cloud grows in size relative to the

control cloud, resulting in slightly increased profiles of both γ̃ and γ̃max. By the

time both clouds are decaying, despite the fact that the moist cloud is still much

larger than the control cloud, γ̃ and γ̃max profiles are extremely similar for both

clouds: this is because the moist cloud’s shell-TKE increases significantly during

its lifetime, aiding its dilution through turbulent entrainment.

Clouds resulting from additional CBL buoyancy (‘buoyant clouds’) initially

show higher values of both γ̃ and γ̃max in comparison to the control cloud. Both

the buoyant clouds are larger and exhibit more cloud-shell TKE than the control

cloud, and this effect is generally more pronounced for the Single C buoy moist

(‘buoyant moist’) cloud. During the growing phase of the clouds, up to around

1.2 km, the cloud-shell TKE is similar for both the buoyant clouds; however, the

buoyant moist cloud is slightly larger than the Single C buoy warm (‘buoyant

warm’) cloud, and therefore the latter dilutes at an increased rate to the former.

Above 1.2 km, although the buoyant moist cloud remains larger than the buoyant

warm cloud, its cloud-shell TKE becomes so large that it dilutes at a similar (and

occasionally increased) rate to the buoyant warm cloud. By the time both buoyant

clouds are decaying, despite the buoyant moist cloud being demonstrably larger

than the buoyant warm cloud, the former has diluted by a similar amount due to

its increased cloud-shell TKE.

The overall picture appears to be one of CBL thermals initially reaching cloud

base with increased moist static energy, punching through the CIN layer with

more ease and producing larger clouds with increased upwards momentum in

comparison to the control case; however, initial increases in cloud size and accel-
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eration is eventually offset by the diluting effects of increased turbulence at its

edges, resulting in similar cloud lifetimes across all simulations.

Figure 5.35: Profiles of: (first column) self-weighted cloud-core tracer concentration,
using both using the mean (dashed) and max (solid) values; (second column) cloud
effective radius; and (third column) cloud-shell horizontal turbulent kinetic energy. The
middle row corresponds to the peak time of each cloud, defined as the time in which
total cloud liquid water reaches its maximum; the top and bottom rows (‘growing’ and
‘decaying’) correspond to -5/+5 minutes either side of this peak time respectively. Note
the different x-axis scales in the first column.
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5.2.5 Results III: CBL updraft speed

The sensible surface heat flux applied during spinup in Multi REF produces ther-

mals that accelerate upwards through the CBL. As they approach the stable in-

version at the top of the CBL, the thermals begin to decelerate. Young (1988) and

Couvreux et al. (2010) both investigated the height of maximum updraft speed

in CBL thermals, by sampling the vertical velocity fields directly over thermals

and then horizontally averaging them. Using aircraft observations collected over

a convective boundary layer with height zCBL, Young found that the maximum

vertical velocity of thermals occurs at around 0.33 zCBL, while Couvreux et al.

used LES to show that the height of maximum updrafts in a cloud-free CBL was

closer to 0.5 zCBL; however, Couvreux et al. noted that if they used the sampling

method of Young, this lowered towards Young’s predicted height of 0.33 zCBL.

Here, the height of maximum updraft strength from Multi REF is calculated

using two different metrics, and compared against the predicted values by Young

(1988) and Couvreux et al. (2010). The results are shown in Figure 5.36. The

first metric is the horizontal-maximum w, which has a maximum at a height of

625 m (around 0.8 zCBL, although the values are similar from around 300 m up

to this point), and the second is the variance of w (σ2
w), defined as

σ2
w =

1

n

n∑
i=1

(w − wi)2, (5.17)

where w is the horizontal mean of w, and n is the number of grid boxes in a

horizontal cross section. σ2
w therefore has units of m2 s−2. Since large negative

values of w contribute heavily to the variance, σ2
w is sampled over CBL updraft

regions only (i.e. w > 0 m s−1).

Using the above definition of σ2
w, stronger updrafts are given a greater weight-

ing, making the variance a more robust measurement of updraft strength than

the horizontal maximum, which is strongly affected by noise (as demonstrated in

Figure 5.36(a)). The variance of w sampled over updrafts displays a maximum

at a height of z = 300 m, around 0.4 zCBL - this is closer to both Young (1988)’s

and Couvreux et al. (2010)’s predicted levels of maximum updraft strength. The

vertical velocity field at this level is denoted hereafter as w300, and used through-

out the rest of the analysis. The discrepancy in maximum height between Figures

5.36(a) and (b) suggests that the vertical velocity in the CBL is skewed, rather

than normally distributed.

The distribution of w300 at the end of model spinup is shown in Figure 5.37.
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Figure 5.36: Horizontally-averaged CBL values of (a) maximum w and (b) σ2
w (sam-

pled over updrafts) from simulation Multi REF at the end of model spinup.

As before, the results of Cloc from Single C are included for comparison. There is

little variation between the five quadrants, with the modal value always negative.

Since the average vertical velocity on each model level must be equal to zero, these

widespread regions of descent must be balanced by localised regions of stronger

ascent. By contrast, the distributions sampled directly above each patch (Figure

5.37(b)) exhibit more variety - for example, the modal values over patches TL

and TR are noticeably more negative and positive respectively. Area fractions

with positive w300 are given in Table 5.2, and confirm that the dominant motion

at z = 300 m in all quadrants is downwards. In contrast to the quadrants - with

the exception of BL - more than half of the area directly above each circular patch

has positive values of w300; this increases to over 70% in the case of TR, one of

the clouds with the largest area fraction. These results suggest that there may

be a relationship between w300 and cloud size worth exploring further.
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Figure 5.37: Distribution of w300 from both Single C and Multi REF across (a) each 2x2 km quadrant centred on the patch and (b) each
circular patch, taken at the end of model spinup.
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Table 5.2: Fraction of the CBL with positive w300, sampled (a) in each quadrant and
(b) above each patch at the end of model spinup.

(a) Quadrant (b) Patch

C 0.41 0.55

TL 0.41 0.52

TR 0.39 0.73

BL 0.43 0.41

BR 0.46 0.51

5.2.5.1 Relationship to maximum cloud base area

As with Ŵv and B̂, the w300 anomaly for each of the 12 clouds is plotted against

the maximum cloud base area, and shown in Figure 5.38. Sampling the CBL

directly above the circular patches indicates a positive relationship between both

(a) average w300 anomalies and (b) fractional area with positive w300 anomaly and

cloud base area; however, these trends are not statistically significant enough to

confirm a definitive relationship. The connection between CBL updraft strength

and cloud base area could be tested more thoroughly using a larger sample size

- unfortunately due to time constraints, this was outside the scope of this thesis.

It is also difficult to test these results further using idealised LES methods such

as those described in Sections 5.2.3 and 5.2.4, since imposed areas of convergence

are handled poorly by MONC’s pressure solver.

5.2.5.2 Cross-correlations between CBL vertical velocity and thermo-

dynamic properties

The results from sections 5.2.3 and 5.2.4 demonstrated clear relationships between

both moisture and temperature anomalies in the CBL and cloud size. Results

from Figure 5.38 suggest a potential link between thermal updraft speed and cloud

size, although the significance of the relationship made it difficult to conclusively

prove.

Potential cross-correlations between w and CBL moisture and/or temperature

are explored here. As in Section 5.2.4.3, the vertical velocity field at the end of

spinup is binned across six height categories, and values are plotted against the
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Figure 5.38: Scatterplots of (a) mean w300 anomaly and (b) fraction of grid cells with
a positive anomaly - both calculated at the end of model spinup - against the maximum
cloud base area of each cloud. The CBL is sampled both above the circular patches
(blue circles) and underneath the maximum cloud base area of the four clouds (red
stars). Linear regressions with corresponding r and p values are included.

corresponding qv and θ fields. The results are shown in Appendix E, Figures 8

and 9, and are briefly discussed here.

Similarly to Figure 7, Figure 8 reveals two regimes: (1) broadly constant qv

with varying w, and (2) a ‘tail’, whose length extends with height, associated

with lower values of qv that typically coincide with negative w. As before, tail

extension with height is attributed to the increasing effects of entrainment from

above the CBL, as the drier air from above descends with negative w. The

influence of entrained air is still felt around z = 300 m, the level of interest (see

Figure 7(c)). At z = 300 m, larger updrafts typically coincide with high values of

qv; there is more variation in qv for negative w, although the lowest values of qv are

associated with downdrafts. It is difficult to say based on these cross-correlations

whether the relationship between CBL moisture anomalies and cloud base area

is driven by underlying w anomalies, or whether the relationship between CBL

w anomalies and cloud base area is driven by underlying qv anomalies.

The relationship between CBL w and θ is also complex. The sensible heat flux

at the surface produces buoyant thermals that accelerate upwards; temperature

is therefore positively correlated with w, significantly so near the surface. Earlier,

in Section 5.2.4.3, it was demonstrated that positive CBL temperature anomalies

resulted in larger cloud base areas, through the mechanism of increased buoyancy

and subsequent momentum. In the absence of increased momentum, additional

heating might be expected to result in smaller cloud base areas due to the com-
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bined actions of a raised LCL and a decrease in relative humidity throughout

the CBL; there is a suggestion, then, that the dynamics in the CBL might be

the underlying indicator of cloud base area. Since Figure 9 reveals a relationship

between w and θ, it is possible that the relationship between CBL θ anomalies

and cloud base area is in fact driven by w.

5.2.6 Conclusions

Section 5.1 demonstrated that the existence of small-scale CBL variability, gen-

erated by turbulent eddies during model spinup, resulted in significant variations

in the development of four otherwise identically-forced shallow convective clouds.

In particular, Cloud TR was shown to be significantly wider, deeper and trans-

port more mass than the other three clouds; these differences were primarily

attributed Cloud TR’s larger cloud base area, which resulted in in an increased

area throughout the depth of the cloud and subsequently reduced the rate of

dilution within the core.

The aim of Section 5.2 was to explore how localised variations in three specific

CBL fields prior to cloud initiation influence cloud size and vertical transport,

and explain the mechanisms by which these fields a) determine the characteristics

at cloud base and b) subsequently influence the rate of dilution throughout the

depth of the cloud. The three fields considered were the integrated CBL water

vapour path (Ŵv), the integrated CBL buoyancy (B̂), and the vertical velocity

at height 300 m, w300 (i.e. the height of maximum variance in thermal updraft

speed.)

The distributions of each field across the four domain quadrants were com-

pared against the distributions sampled directly above the four circular patches.

The results of Cloc from separate simulation Single C were included for compari-

son, giving a fifth data set; cloud Cloc evolved in a similar manner to cloud TR,

being much larger and transporting more mass than clouds TL, BL and BR.

Although the data were similarly distributed aross the five quadrants, greater

variation was observed when the data were sampled directly above the patches.

The distributions over the patches revealed that patches TR and BR had a larger

area fraction with high values of Ŵv compared to the other three patches. While

each quadrant exhibited overall negative values of B̂, the fractional area with

positive B̂ increased to over 50% when sampled directly above patches TR and

C. Area fractions with positive values of w300 typically increased when sampled

above the patches rather than by quadrant (with the exception of BL); the two
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largest area fractions with positive w300 were observed for patches TR and C.

This was the first indication that localised variations in the CBL dynamic and

thermodynamic fields could explain the significant differences in the evolution of

the five clouds.

Linear regressions were carried out, investigating the statistical relationships

between mean CBL anomalies in the three fields and the maximum cloud base

area that each cloud attained. Mean anomalies were sampled both (a) directly

over the location of the patch and (b) underneath the maximum cloud base area.

Linear regressions using data sampled above the patches revealed positive corre-

lations between both Ŵv and B̂ and cloud size, although the former correlation

was statistically insignificant, which may be a result of the small number of sam-

pled clouds. The relationship between w300 and cloud size was more complex: it

was demonstrated that θ and w are positively correlated in the lower half of the

CBL, as a result of the sensible heat flux increasing buoyancy and acceleration; it

is therefore possible that this relationship explains the later observed relationship

between CBL temperature and cloud base area.

Linear regressions using data sampled beneath the maximum cloud base area

resulted in a positive and statistically significant correlation between Ŵv and

cloud size, suggesting that perhaps clouds form over pre-existing coherent struc-

tures in the CBL. In contrast, and somewhat surprisingly, a regression analysis of

the B̂ anomalies against maximum cloud base area did not reveal any significant

relationship - it was suggested that this may again be the result of the small

cloud sample size, with noisy data potentially obscuring a true relationship. It

is suggested that these relationships could be investigated further using a larger

sample size which unfortunately, due to time constraints, was not possible to do

within the remit of this work.

The relationships between both Ŵv and B̂ to cloud base area and mass flux

were investigated further using idealised high resolution modelling. Four addi-

tional sets of simulations were run, with a ‘set’ consisting of five simulations in

which the location of the surface patch varied. The first set of simulations with

the patch only are referred to here as the ‘control runs’. In another set of simu-

lations, a moist cylinder was initialised directly above each patch, and contained

within the CBL (‘moist runs’). Finally, in two further sets of simulations, a buoy-

ant cylinder was initialised above each patch. In one of these sets, the buoyancy

was increased through additional moisture (‘buoyant moist runs’), and in the

other set, the buoyancy was increased by an identical amount through additional

heat (‘buoyant warm runs’).



Chapter 5, Section 5.2 Chapter 5

In the moist runs, clouds consistently initiated earlier than their control coun-

terparts as a result of the lowered LCL. These clouds were also consistently wider,

deeper and transported more mass than their control counterparts, which can be

explained by a few different mechanisms. One mechanism is that the increased

CBL moisture results in a higher number of grid cells near cloud base that are

close to or already at saturation, producing a wider cloud base area that sub-

sequently transports more mass. A second mechanism is increased latent heat

release at cloud base in the moist runs, which increases the momentum of air

parcels entering cloud base. The additional momentum of cloud base air parcels

both increases the cloud mass flux, and enables the cloud to grow deeper. Finally,

the increase in CBL water vapour means that, upon condensation at the LCL,

there is also a greater volume of positively buoyant air moving upwards.

All clouds in the buoyant runs initiated earlier than their control counterparts,

and were demonstrably wider, deeper and transported more mass. The increase in

B̂ increased the probability of an air parcel reaching the LCL, thereby producing

a wider cloud base area in all simulations; additionally, air parcels entered cloud

base with increased momentum, thereby allowing the cloud to grow deeper and

transport more mass.

The buoyant moist runs consistently produced clouds that were larger and

transported more mass than their buoyant warm counterparts. This is a natural

consequence of the additional CBL moisture in the buoyant moist runs, which was

previously shown to produce larger clouds in the moist runs versus their control

counterparts. Clouds generated by the buoyant moist runs were demonstrated

to release greater amounts of latent heat than their buoyant warm counterparts;

however, the relative increase in latent heat release as a proportion of the initial

MSE increase in the CBL was shown to be significantly greater for the buoyant

warm simulations. Heating the CBL is therefore demonstrated to be a more

efficient mechanism of enabling existing CBL moisture to be transported through

cloud base than by moistening.

The variation in cloud development between the four sets of simulations can

partly be explained by considering cloud dilution. A surface tracer flux, coinciding

with the location of the surface patch, was included in each of the simulations with

the patch/cylinder centred at x = 2 km, y = 2 km. Cloud dilution was measured

by the change in both the mean and maximum cloud-core tracer concentration,

with the latter quantifying the change in the least diluted cloud-core parcel.

Mean and maximum tracer concentrations were explored at three stages of the

cloud lifecycle, and were compared against cloud effective radius re and cloud-
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shell TKE. The results show that initially, during the growing phase, both mean

and maximum tracer concentrations typically decrease with height, along with

cloud re - this behaviour supports the commonly-parametrised entrainment rate of

ε ∝ 1/re. However, the ε ∝ 1/re assumption is demonstrated to break down over

time - larger clouds are typically associated with greater cloud-shell turbulence,

which counteracts the protection from entrainment and dilution afforded by its

size. For example, although the ‘moist’ and ‘buoyant warm’ clouds are very

similar in size, the liquid water content of the moist cloud is much less than that

of the buoyant warm cloud because its shell-TKE is significantly greater, and the

moist cloud therefore dilutes at an increased rate.

The results of this chapter demonstrate that subtle CBL variations are impor-

tant for determining convective cloud size, even when these clouds are strongly

forced from the surface. These results strengthen the case for including CBL

stochasticity in convection parametrisations, as previously described by Gentine

et al. (2013b) and Golaz et al. (2002).



Chapter 6

Gravity Wave Controls on the

Initiation and Development of

Non-Precipitating Shallow

Cumulus Clouds

6.1 Motivation

Chapter 5 explored relationships between pre-existing CBL properties and cloud

development, and concluded that small, localised variations in CBL properties

affect the cloud mass-flux profile primarily via changes to cloud base area and, to

a lesser extent, the momentum of parcels entering cloud base. The focus was on

the main lifecycle of the four clouds, between 60 and 90 minutes; however, another

interesting feature of Cloud TR is its regeneration between 90 and 110 minutes

(see Figure 5.9, Chapter 5), during which time the large-amplitude surface forcing

is no longer active. This unexpected result provides the initial motivation for this

chapter.

Chapter 2 (Section 2.1.6) introduced the concept of atmospheric gravity waves.

Gravity waves commonly form when a statically stable surface is vertically dis-

placed, and manifest as oscillations of varying frequency and amplitude. Since the

initial profile of simulation Multi REF is statically stable above the convective

boundary layer (CBL: as was shown in Chapter 3, Figure 3.6), it is expected that

waves will form in this simulation. Gravity waves also arise from the transient

heating and cooling associated with diabatic phase changes of water, therefore it

is expected that the four main clouds in Multi REF will generate waves. This

172
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chapter will determine whether or not waves form in Multi REF, and explore the

role that gravity waves play in the development of both individual clouds and the

whole ensemble.

The propagation of gravity waves acts to communicate local disturbances

in the flow to the wider atmosphere (Bretherton and Smolarkiewicz, 1989). If

gravity waves are generated in Multi REF, it is possible that their propagation

may influence the development of the four clouds in some manner. The role

that gravity waves play in generating compensating subsidence (as a response

to convective updrafts) will be explored, as well as the role of wave phase on

convective invigoration. This second objective is motivated by the regeneration

of Cloud TR - Lane and Zhang (2011) found that the interaction of a convective

cloud with the positive phase of a gravity wave may result in renewed convective

activity, and it is possible that a similar mechanism occurs in Multi REF.

6.1.1 Objectives

The aims of this chapter are to firstly locate and describe gravity wave activity

in simulation Multi REF, and secondly to determine the extent to which these

waves influence convective cloud development. The specific objectives are:

• Ascertain the period and frequency of gravity waves generated in simulation

Multi REF, and determine whether any of the frequencies correspond to

the natural oscillation frequency of the atmosphere (i.e. the Brunt-Väisälä

frequency);

• Assess the extent to which gravity waves influence the development of the

four clouds in Multi REF; and

• Determine how gravity waves emanating from a warm bubble influence the

mass flux of a nearby convective plume.

6.1.2 Chapter overview

Section 6.3 demonstrates the presence of gravity waves in Multi REF using time-

evolution contour plots of (a) vertical velocity and (b) height displacement of a

passive tracer (initialised at the start of the simulation). Two types of waves

are observed: those which form during model spinup and persist throughout the

simulation with a fairly regular frequency; and those which emanate from the

four main clouds themselves. Section 6.2 describes the first type of waves in
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more detail, and shows that these waves have a frequency capped by the natural

oscillation frequency of the environment. Section 6.4 considers the role of gravity

waves in the development of the four main clouds. First, it is shown that the

ensemble of clouds generates compensating subsidence that is experienced across

the entire domain through the passing of gravity waves, resulting in clouds that

have a reduced cloud-base mass flux compared to an identically-forced cloud

forming in isolation. Second, the influence of waves generated by neighbouring

clouds on Cloud TR is investigated, with a particular focus on the possibility of

cloud regeneration.

Section 6.5 explores wave-cloud interactions in a more idealised framework by

investigating the influence of gravity waves on a convective plume, in particular

focusing on the role of wave phase on the plume mass flux. An idealised framework

with a single plume (instead of four, as in Multi REF) helps to simplify the

setup, so that potential wave-phase effects are not obscured by other waves in

the domain. The use of a plume is considered preferable over a bubble, as a plume

is less transient and therefore any effects on its development should be easier to

observe. The plume itself is generated in a similar way to the clouds in Multi

REF, but the patch is sustained for a longer duration in order to produce a more

robust, long-lasting cloud. Finally, Section 6.6 discusses the results.

6.2 Expected wave characteristics

This section describes both where and with what characteristics gravity waves

are expected to arise in Multi REF. These estimations will be compared against

the observed gravity wave fields in Section 6.3.

6.2.1 Internal waves

Internal gravity waves (IGW; sometimes referred to as buoyancy waves) form

in statically stable environments. Atmospheric stability (with respect to unsatu-

rated motion) is quantified using profiles of virtual potential temperature, θv. If

θv increases, decreases or remains constant with height, this represents a stable,

unstable or neutral atmosphere respectively.

Figure 6.1 shows the evolution of horizontal-mean θv for simulation Multi

REF. The CBL initially is statically neutral as a result of the imposed uniform

profiles of θ and qv. During model spinup, a shallow unstable layer forms near

the surface in response to the sensible heat flux, and the lower half of the CBL
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becomes slightly unstable. As shallow convection releases latent heat, and circu-

lations at cloud base pull down warmer air from above, the top of the CBL warms

and becomes statically stable. The atmosphere above the CBL remains statically

stable throughout the simulation - IGW are therefore most likely to manifest in

this region.

Figure 6.1: Evolution of domain-mean virtual potential temperature from Multi
REF, at various minutes into the simulation (shown in the legend). The black dashed
line denotes the CBL top at 750 m.

Internal waves oscillate with a frequency that cannot exceed the natural frequency

of oscillations in the atmosphere, the Brunt-Väisälä frequency. The Brunt-Väisälä

frequency N is related to the atmospheric stability, and is defined as

N =

√
g

θv

∂θv
∂z

(6.1)

(in units of rad s−1), where g is gravitational acceleration in m s−2 and z is al-

titude in metres. Substituting the mean profile of θv at various times in the

cloud-free environment into Eq. 6.1, the corresponding profiles of buoyancy-wave

frequency are shown in Figure 6.2(a). Using the relation between wave period P

and frequency F ,

P =
1

2π F
, (6.2)

the corresponding wave period is given in Figure 6.2(b), which shows that the

possible range of wave periods in the cloud layer is between 7-20 minutes. Grav-

ity waves that form here are a consequence of both the surface forcing and the
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atmospheric stability.

Figure 6.2: Evolution of internal gravity wave properties in ambient air from Multi
REF: (a) is wave frequency (in 10−2 rad sec−1) and (b) is wave period (in minutes).

6.2.2 Convectively-generated waves

In addition to buoyancy waves, gravity waves may be generated by the diabatic

forcing from phase changes associated with the four clouds in simulation Multi

REF. Nicholls et al. (1991) defines the phase speed c of a deep wave mode as

c =
N Zt
nπ

, (6.3)

where N is the Brunt-Väisälä frequency and Zt represents the height of the

tropopause. In Multi REF, Zt is analogous to the domain lid at 4000 m. In

Chapter 5, it was shown that the maximum depth of the convective structures is

approximately 1000 m, based on the cloud-top heights from Figure 5.9. Heating

therefore takes place over the bottom quarter of the domain, and is expected to

produce at least an n = 4 wave mode. It will be interesting to determine whether

the phase speed of these waves can be estimated using Eq. 6.3.
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The Brunt-Väisälä frequency varies with height (see Figure 6.2), with values

between 0.005 − 0.015 rad sec−1. Substituting these values for N into Eq. 6.3,

along with Zt = 4000 m and n = 4, the range of expected phase speeds for

convectively-generated waves in Multi REF are expected to fall between 1.6 −
4.8 m s−1. The corresponding wavelength is estimated as (2 × Zt/4) = 2000 m

(using Eq. 2.5, Chapter 2).

6.3 Wave visualisation

The aim of this section is to determine whether gravity waves form in Multi

REF, and if so, to describe their characteristics and propagation. Numerically-

simulated gravity waves are commonly diagnosed using either the velocity fields,

or a conserved scalar field that is disturbed by the passing of the waves. For

example, Nicholls et al. (1991) uses a combination of the vertical and horizontal

velocity fields to diagnose gravity waves, while Lane and Clark (2002) focus on the

vertical velocity fields only. Conserved scalar fields are often thermodynamical

quantities such as potential temperature (e.g. Hauf and Clark, 1989; Lane and

Reeder, 2001), but can also be passive tracer fields initialised at the start of the

simulation (e.g. Bretherton and Smolarkiewicz, 1989).

A passive tracer with concentration HT is initialised at the start of simulation

Multi REF. Initially, HT = z, so that the tracer scales vertically with height.

Over time, as air moves vertically, the value of HT changes. The height displace-

ment HD is then a measure of the vertical displacement from initial height z.

Mathematically,

HD(z) = z −HT . (6.4)

A positive value of HD therefore represents air which has been transported from

a lower to higher level, and vice versa. HD is effectively the integral of vertical

velocity, and is therefore expected to aid in the differentiation of waves that do

not result in net mass transport from regions where there is net ascent or descent

resulting from convection.

6.3.1 Horizontal wave propagation

Diagnosing the motion of gravity waves from a single model time frame can be

difficult; it is easier to observe their motion over time using Hovmöller diagrams.
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Figure 6.3 shows the time evolution of the vertical velocity w and height displace-

ment HD fields at three different heights along the line y = 3000 m, a transect

that approximately cuts through the centres of clouds TL and TR.

The Hovmöller diagrams in Figure 6.3 show the presence of wave-like struc-

tures with a horizontally-propagating component, with clouds overlaid in white

and outlined in black. Waves begin to form during model spinup, with a period of

roughly 10 minutes, and the amplitude of these waves (using the vertical velocity

fields) is shown to increase with time. The exact wave period is difficult to mea-

sure - especially due to the presence of small-scale noise - but appears be between

10-15 minutes, lying within the expected range of periods as demonstrated in

Figure 6.2. Clouds generally appear to form immediately following a wave crest

(positive w); similar behaviour is observed for other transects along y = 1000 m

(clouds BL and BR), x = 1000 m (clouds BL and TL) and x = 3000 m (clouds

BR and TR) - these figures can be found in Appendix F (see Figures 10, 11 and

12).

The HD fields reveal additional information regarding the vertical motions in

Multi REF. The clouds in the domain are associated with net ascent; however,

this upward motion is modified by the passing of internal waves. Ripples in the

HD field tend to line up with the pattern in the vertical velocity field, and regions

with negative HD (descending air) coincide with larger-amplitude wave troughs.

A final interesting feature in Figure 6.3 is the significant region of ascending

air, directly ahead of clouds TL and TR, around 1500 m. This behaviour will be

explored further in Section 6.3.3.

6.3.2 Wave filtering

The IGW in Figure 6.3 increase in amplitude with time. Additional waves appear

to ripple outwards from clouds TL and TR in a V-shape, distorting the angle of

the internal wave crests and troughs in the Hovmöller plot. In order to disentan-

gle the frequencies of the various waves in the domain, a 2-dimensional Fourier

transform is applied to cross-sections of vertical velocity at each model timestep.

Since MONC has periodic boundaries in the x and y directions, the Fourier trans-

form is applied to the horizontal cross-sections, along the transect z = 1500 m.

A Gaussian filter G(x̂, ŷ) is then applied to the transformed velocity field at each

timestep, in order to smooth the data and filter different wavelengths, thereby

separating the wave field from small-scale turbulence as follows:
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G(x̂, ŷ) = e
−

(
x̂2 + ŷ2

2σ2

)
. (6.5)
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Figure 6.3: Hovmöller diagrams of (left column) vertical velocity (in m s−1) and (right
column) height displacement HD (in metres) from simulation Multi REF, taken along
the transect y = 3000 m. Each row shows the respective fields at heights of z = 1000 m,
1500 m and 2000 m. Clouds are visualised as white areas with black outlines, denoted
by regions with liquid water specific humidity qc > 10−5 kg kg−1.
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Here, x̂ and ŷ are the distances from the centres of the x and y planes in Fourier

space respectively. Note that a Gaussian filter in Fourier space corresponds to a

Gaussian filter in physical space as well. The filter width σ = 30 is calculated in

Fourier space, and is equivalent to a physical filter width of S∆
2πσ

, where S is the

number of grid cells in each dimension (160) and ∆ is the grid spacing (25 m).

This filter width was determined by a trial-and-error process.

Once the transformed data is smoothed, the transform is reversed, and the

real part of the solution is shown in Figure 6.4(a). The internal waves that form

during model spinup are disturbed by the passing of gravity waves emanating

from Clouds TL and TR, with the angle of the wave crests and troughs in the

Hovmöller plot changing from approximately horizontal to the angle depicted by

the parallel black dashed lines. The wavelength of these CGW is estimated as

approximately 1 km, within the limit of the maximum 2 km predicted by deep

wave theory.

The remainder of the original vertical velocity field is shown in Figure 6.4(b),

as small-scale fluctuations that ripple outwards from the main clouds due to the

passing of CGW; their phase speed at z = 1.5 km (Figure 6.4(b)) is estimated to

be approximately 1000/600 = 1.7 m s−1. In Section 6.2, it was estimated that the

range of expected phase speeds for an n = 4 wave is between 1.6− 4.8 m s−1 - it

is therefore possible that the observed wave in Figure 6.4(b) is associated with an

n = 4 wave. It is possible that other wave modes are also excited by the clouds,

however these are difficult to observe given their slower propagation. The filter

width of σ = 30 in Fourier space is shown to result in a good separation between

the wave field and small-scale turbulence.

Figure 6.4: Hovmöller of the filtered vertical velocity field from Multi REF at z =
1500 m, along the transect y = 3000 m. A Gaussian filter is used in Fourier space with
σ = 30. Figure (a) shows the smoothed field, and (b) shows the residual small-scale
fluctuations. Clouds are the white areas outlined in black.
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6.3.3 Vertical wave propagation

Time-height contour plots of w and HD, along a vertical profile through the

centre of each circular patch, demonstrate that the gravity waves in Multi REF

propagate vertically as well as horizontally. Although the signature of the waves

is felt at the top of the model domain early on during the simulation, Figure

6.5(a) demonstrates that the height at which the larger wave amplitudes (values

of w = ± 10−2 m s−1) reach increases with time. The wave amplitude is also

shown to increase post-spinup.

Figure 6.5: Time-height contour plots of (a) unfiltered vertical velocity w (in m s−1)
and (b) height displacement HD (in metres) from simulation Multi REF, along a ver-
tical column through the centre of patch TR (x = 3000 m, y = 3000 m). Contours of
w are given at intervals of ±10−2, 10−4 m s−1 and contours of HD are given at intervals
of ±10, 10−2 m. Clouds are the black areas outlined in white.

A disturbance in the wave pattern develops at approximately 50 minutes, be-

ginning around z = 1500 m and rising with height. It is possible that this dis-

turbance arises from an interaction between the IGW and spinup clouds/Cloud

TR; however, further investigation was beyond the scope of this thesis. Similar

disturbances are observed in the wave fields above the other three patches - these

figures are shown in Appendix F (see Figures 13 - 15).

The height displacement (HD) field reveals further information regarding the

vertical motions above patch TR. The region of ascended air after Cloud TR in

Figure 6.3(d) is more clearly observed in Figure 6.5(b); it appears to be generated
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by Cloud TR itself, and propagates in a wave-like manner long after the cloud

has evaporated. The wave oscillates around a level of ∼ 1500 m, and is also

clearly observed at identical heights above patches TL and BR (see Appendix F,

Figures 13 and 15). Previous research describes a mechanical oscillator effect

in convective clouds (Fovell et al., 1992; Lane et al., 2001; Lane, 2008). This

effect occurs when a thermal or moist convective element overshoots its level of

neutral buoyancy (LNB) and oscillates about it, triggering a gravity wave. Since

the four clouds in Multi REF reach their LNB between 1500-1700 m (see Chapter

5 for more details), the region of ascent in Figure 6.5 is possibly generated via an

oscillation of the convective updrafts around their LNB.

6.4 Wave-phase controls on cloud development

Results from Chapter 5 revealed that the differences in the evolution of four

identically-forced clouds in Multi REF were primarily the result of localised vari-

ations in CBL properties prior to cloud initiation. The four clouds were shown

to have limited interactions with each other in terms of direct thermodynami-

cal mixing; this section explores possible interactions between the four clouds in

terms of larger-scale gravity wave activity.

6.4.1 The role of subsidence

In order to assess the influence of the cloud ensemble on the development of

an individual cloud, the following simulations (introduced in Chapter 5, Section

5.2.3) are studied in more detail:

• Single TL

• Single TR

• Single BL

• Single BR

(Reminder: a description of these simulations can be found in Appendix B.)

Through the process of generating a single cloud in isolation, developmental dif-

ferences from its counterpart in Multi REF may be attributed to dynamical wave

interactions from neighbouring clouds, since direct thermodynamical interactions

were previously ruled out in Chapter 5.
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Figure 6.6: Evolution of cloud-base mass flux for four clouds as part of an ensemble
(solid lines: Multi REF) and as isolated clouds (dotted lines: Single TL, Single TR,
Single BL and Single BR).

Figure 6.6 compares the evolution of cloud-base mass flux for each of the four

clouds, from both Multi REF (solid lines) and simulations with a single cloud

Single X, where X denotes the patch location (dotted lines). The time period

considered here is between 60 and 90 model minutes, capturing the main lifecycle

of each cloud. Figure 6.6 demonstrates that a single cloud formed in isolation has

an increased cloud-base mass flux compared to the same cloud formed as part of

an ensemble.

The CBL variations at the end of spinup above each patch in Multi REF are

identical to the variations above the corresponding patch in the single patch sim-

ulations. Differences in cloud-base mass flux, which arise between 70-75 minutes,

must therefore be a result of changes in the environmental conditions arising from

the passing of gravity waves. Although the waves were not easily identifiable in

time-height cross sections, the minimum distance between a single cloud and its

neighbouring quadrant is 1 km; with the range of CG wave phase speeds given

previously as 1.6− 4.8 m s−1, this distance is expected to be traversed in approx-

imately 3-10 minutes. This next analysis will consider differences in mass flux

between both the isolated and ensemble runs at 75 minutes - this corresponds

approximately with the time of maximum cloud-base mass flux, and CG waves

are expected to have reached neighbouring quadrants by this time.

Quadrant-averaged environmental profiles of total specific humidity qt and
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θv are compared between Multi REF and the corresponding Single X run at 75

minutes. The results (not shown here) show that environmental properties of

both qt and θv do not vary significantly between the simulations. Figure 6.7 then

compares the quadrant-averaged environmental mass-flux profiles at 75 minutes,

which reveals that the increased number of clouds in Multi REF results in in-

creased environmental subsidence across the entire domain. The increase in sub-

sidence is between 0 and −1× 10−2 kg m−2 s−1, a comparable magnitude to that

generated by a cloud shell (see Chapter 5, Figure 5.15(h)).

As the positive mass flux of a cloudy updraft increases, in order to conserve

mass on each vertical model level, a counteracting negative mass flux is generated

- this occurs partly in the form of a local, subsiding cloud shell (as demonstrated

in Chapter 5) and partly in the form of environmental subsidence generated by

waves. Initially, the triggering and development of a cloud in Multi REF is iden-

tical to its counterpart in the Single X runs. As time progresses, and waves begin

to propagate outwards from the clouds, the cumulative mass flux of the four

clouds in Multi REF increases significantly; the counteracting subsidence is ex-

perienced not only in the cloud shells, but is also communicated across the entire

domain by gravity waves. The increased environmental subsidence in Multi REF

therefore results in clouds with a reduced cloud-base mass flux compared to those

in the Single X runs. These results indicate that the cumulus mass flux is not

solely compensated for in the descending cloud shell, and that an ensemble of

clouds may influence the development of individual clouds through widespread

wave-induced subsidence.

6.4.2 The role of wave phase

An interesting characteristic of Cloud TR is its regeneration between 90 and 110

minutes (see Chapter 5, Figure 5.9). This regeneration is most likely the result of

a shallow convective updraft interacting with an area of pre-moistened air from

Cloud TR’s first lifecycle. Previous research has shown that the response of a

convective cloud to a passing gravity wave is dependent on the phase of the wave

- for example, Lane and Zhang (2011) showed that convective development is

enhanced over a wave crest, and suppressed in a wave trough.

In Chapter 5, two additional simulations were run - Multi -5 and Multi +5

- in which the initiation of the four patches was staggered by ±5 minutes. The

full evolution of Cloud TR’s cloud-base mass flux in these simulations is shown

in Figure 16, Appendix G. In both Multi -5 and Multi +5, the regeneration of
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Figure 6.7: Quadrant-averaged environmental mass-flux profiles at 75 minutes: black
curves show profiles from Multi REF, and the coloured dotted lines show corresponding
profiles from simulations Single X (where X=TL, TR, BL and BR).

Cloud TR is no longer observed. It is possible that the regeneration is partly

dependent on the phase of a coinciding wave; it is equally possible, however, that

the change in atmospheric conditions in quadrant TR across a five minute period

is significant enough to influence the cloud regeneration on its own.

In order to determine the impact of wave phase on Cloud TR’s regeneration,

differences in the atmospheric conditions through which Cloud TR rises must

be kept to a minimum. In Chapter 5, it was shown that by 90 minutes, there

was minimal interaction between the four quadrants in terms of direct thermody-

namical mixing (see Figure 5.11) - this remains true throughout the duration of

the regeneration period (results not shown here). A new experiment is therefore
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proposed, in which patch TR is applied at the same time as its counterpart in

Multi REF, and a neighbouring cloud is instead given a headstart; any changes

in the development of Cloud TR must then be attributable to wave activity from

the neighbouring quadrant.

Three additional ensemble simulations are run, in which patches TL, BL and

BR are each given a five minute head start. These simulations are referred to as

Multi TL, Multi BL and Multi BR, and a complete description is given in Table

1, Appendix B. The timescale of five minutes is chosen for two reasons: 1) the

thermodynamic conditions do not change significantly during this time; and 2)

since the CGW have wavelengths of ∼ 1000 m and travel with speed ∼ 1.7 m s−1,

a lead time of five minutes corresponds to a distance of around 500 m, comparable

to the expected distance between a wave crest and trough. The five minute head

start is therefore expected to result in waves which reach Cloud TR in markedly

different phases.

Figure 6.8: Evolution of cloud-base mass flux for Cloud TR in (a) Multi REF (black
line), and (b) simulations in which a neighbouring patch is given a head start (coloured
lines).

Figure 6.8 shows the evolution of cloud-base mass flux for Cloud TR for

four different scenarios: (a) as part of a uniform ensemble (Multi REF, black

solid line), and (b) when one of three neighbouring clouds is given a head start

(coloured dashed/dotted lines). The results shows that giving a neighbouring
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patch a head start results in a slight suppression of Cloud TR’s mass flux during

its main lifecycle (60-90 minutes). Figure 6.8 also demonstrates that giving a

neighbouring patch a head start changes the regenerative behaviour of Cloud

TR. In two of these scenarios - Multi TL and Multi BR - the result is that Cloud

TR no longer experiences a regeneration. In the case of Multi BL (the patch

located the furthest from TR), Cloud TR still regenerates but the effect on mass

flux is dampened. These results suggest that gravity waves generated by the three

neighbouring clouds influence the regeneration of Cloud TR through providing

localised regions of ascent or descent in its vicinity.

6.5 Wave-cloud interactions: high resolution

analysis

The results so far suggest that the evolution of a convective cloud may be influ-

enced by its coincidence with a gravity wave, and that this interaction is sensitive

to the wave phase. In this section, wave-cloud interactions are explored in a more

idealised framework, by examining how gravity waves emanating from various

warm bubbles influence the development of a convective plume - in particular,

the focus is on the role of wave phase on the plume mass flux. Gravity waves

triggered by a warm bubble are fairly predictable, and their timing is related

to the life-cycle of the resulting thermal. The convective plume is continuously

forced over a period of 40 minutes, and should therefore result in a mass flux

that persists for a longer period than a warm bubble, providing more scope for

interactions with gravity waves to manifest. This idealised framework helps to

simplify the setup, so that potential wave-phase effects are not obscured by other

waves in the domain (as is the case in Multi REF).

Figure 6.9 shows a simplified model setup of the various experiments con-

ducted in this section. At the start of each simulation, a warm and moist convec-

tive plume is initiated in the centre of the domain using a circular patch (denoted

by the purple circle) with associated sensible and latent heat fluxes. The sensi-

tivity of the plume mass flux to the introduction of warm bubbles (red circles),

initiated at various times and distances from the plume, is then tested. The

bubbles are located outside the area of direct plume thermodynamical extent

(estimated using a passive tracer), and generate gravity waves that radiate in

all directions. The various timings and locations of the bubbles ensure that the

waves encounter the plume during a variety of wave phases and with a range of
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amplitudes.

Figure 6.9: Simplified diagram showing a top-down view of simulations that test the
effects of gravity waves on a convective plume. The purple circle represents the surface
patch which generates the plume. Warm bubbles (shown as red circles) are initialised
at various times and distances from the plume.
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6.5.1 Warm bubble

The aim of these experiments is to test the sensitivity of the convective plume to

gravity waves emanating from nearby warm bubbles; therefore, it is important to

first understand the behaviour of these waves in isolation. A simulation referred

to as Bubble only is run on a domain with uniform length and height of 8 km,

and uniform grid spacing of 25 m. The initial profile is the same one used in all

previous simulations, extended up to 8 km, and is first described in Chapter 3. A

uniform warm bubble with radius 350 m is initially located at x = 4 km, y = 4 km

and z = 350 m, with a potential temperature perturbation of 0.5 K. The wind

profile is set to zero throughout the simulation, and the SC microphysics scheme

is employed.

Figure 6.10 shows Hovmöller diagrams of vertical velocity at heights z = 1 km

and z = 2 km along a transect through the bubble centre. Cloudy regions with

qc > 10−5 kg kg−1 are shown as white areas outlined in black. Coherent wave-like

structures are observed to ripple outwards from the resulting clouds, with a wave

period of approximately ten minutes and a wavelength λ of approximately 5 km.

The distance between a wave crest and trough (λ/2) is therefore ∼ 2.5 km. The

domain size here is relatively small, limiting the propagation of the waves.

Figure 6.10: Results from Bubble only: Hovmöller diagrams of vertical velocity (in
m s−1) along the transect y = 4000 m, at two heights: (a) z = 1 km and (b) z = 2 km.
Clouds are depicted as white areas outlined in black, indicating regions where qc >
10−5 kg kg−1. The horizontal black dashed lines denote the approximate length λ/2,
where λ is the wavelength.

An interesting feature of Figure 6.10 is the apparent multi-thermal structure of

the resulting cloud. These ‘thermal chains’ are discussed by Morrison et al. (2020)

who show that a convective cloud, triggered by a single warm bubble, can generate

a chain of thermals that rise successively through the wakes of their predecessors.

The initial thermal, upon reaching cloud base and condensing, experiences a
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vertical acceleration and lateral entrainment; because the environmental air is

relatively dry, lateral entrainment results in evaporative cooling and localised

buoyancy reduction, separating the thermal from the level of cloud base. Research

by Leger et al. (2019) showed that, even when the external forcing mechanism is

removed (in this scenario, the warm bubble), sustained low-level convergence and

ascent may be maintained through a buoyant pressure gradient force; in the case

of Bubble only, the continuous ascent produces secondary and tertiary thermals

that rise through the remnants of their predecessors. Figure 6.10 demonstrates

that each cloud forms immediately after the crest of a gravity wave, suggesting

that the thermal chain behaviour may be enhanced by the coincidence of wave-

generated uplift, a mechanism previously confirmed using spectral analysis of a

cloud-resolving model simulation by Lane and Zhang (2011).

6.5.2 Convective plume

6.5.2.1 Experimental Design

A method of simulating a convective plume is outlined here; this simulation is

referred to as Plume orig. The domain measures 20 km in the horizontal and

12 km in the vertical, with a uniform grid spacing of 50 m. This resolution

is coarser than that used in previous simulations, and is necessary due to the

large number of simulations required here. Results from Chapter 3 (Section 3.3)

demonstrated that, for convective clouds of a comparable width to those simulated

here, similar statistics are produced using grid box sizes of 50 m and 25 m.

As always, the profile first described in Chapter 3 is used to initialise the

simulation. Damping is applied to the upper quarter of the domain, between 9

and 12 km, to prevent wave reflection at the domain top. A circular patch with

radius 350 m is located at the surface with centre coordinates x = 10 km and

y = 10 km. The patch has an associated mean sensible heat flux (SHF) and latent

heat flux (LHF), both with amplitude 200 W m−2 and sustained for 40 minutes,

which trigger a convective plume.

Unlike previous simulations in this thesis, Plume orig does not include a model

spinup period. This is to ensure a cloud-free environment outside of the central

plume, to keep the simulation as simple as possible, which becomes relevant later

when warm bubbles are introduced. The lack of model spinup means that the

CBL does not develop the turbulent structures observed in previous simulations,

and a convective plume rising through such an environment will therefore exhibit

an unrealistic level of symmetry. In order to generate a plume with a realistic
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turbulent development, a small amount of asymmetry is prescribed within the

plume itself, by multiplying both the SHF and LHF by a factor dependent on

grid cell location. Mathematically,

SHF = LHF = 200 (1 + 0.2 x′y′) , (6.6)

where x′ and y′ are the distances from the patch centre, normalised by the radius

of the patch.

The ensuing plume of rising air generates a slender and asymmetric cloud, the

evolution of which is shown in Figure 6.11. After 40 minutes, the plume source

is switched off. The simulation then proceeds for a further 20 minutes.

In Section 6.5.3, warm bubbles are then introduced into the domain. It is

necessary to ensure that the bubbles are located outside of the direct influence

of the plume, in order to avoid mixing between the two clouds. A passive tracer

flux with a value of 1.0 m−2 s−1 is co-located with the surface patch; the evolution

of tracer concentration γ is then used to denote the plume extent. Contours

of γ with values of 0.1 and 0.01 are shown in Figure 6.11, and reveal that the

majority of the plume’s extent is contained within a 2 km radius from its centre

throughout the simulation. Warm bubbles should therefore be initiated at a

minimum distance of 2 km from the plume centre, to avoid direct mixing with

the plume.
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Figure 6.11: Vertical cross-sections of liquid water specific humidity qc (in g kg−1)
along the transect x = 10 km, showing the centre of the plume in simulation Plume
orig. The black contours denote tracer concentrations of γ = 0.1 (solid) and 0.01
(dotted).
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6.5.2.2 Results

Figure 6.12 shows the evolution of positive cloudy mass flux at a range of heights

between cloud base (800 m) and 1300 m. Figure 6.12(a) shows the cloud mass

flux calculated for grid cells that satisfy qc > 0 kg kg−1, w > 0 m s−1 and γ > 0.01,

while Figure 6.12(b) shows the mass flux within the cloud core (defined as grid

cells with qc > 10−5 kg kg−1, w > 0.5 m s−1 and γ > 0.01). The evolution of mass

flux between cloud and core is mostly similar, except close to cloud base, which

may be the result of interfacial waves near the stable inversion at the top of the

CBL. Figure 6.12 reveals that, instead of a steady-state plume as expected, three

pulse-like structures are observed across the range of vertical levels, decreasing in

amplitude over time.

Figure 6.12: Evolution of (a) cloud and (b) cloud core positive mass flux (in kg s−1)
at various heights in Plume orig.

Possible explanations for the pulsating nature of the plume are hypothesised as

follows:

• Domain size: Due to the doubly-periodic boundaries in MONC, it is pos-

sible that gravity waves generated by the plume itself wrap around the

domain and interact with the plume from the opposite side, thereby influ-

encing the cloud-base mass flux. This theory is tested by re-running Plume

orig and halving the horizontal extent of the domain; if the pulsations are

a consequence of the domain size, then they should occur roughly twice as

frequently. This experiment is referred to as Plume 10km.

• Evaporative cooling: It is conceivable that a similar mechanism occurs

to that described by Morrison et al. (2020), in which thermal chains are

generated as a result of lateral entrainment and evaporative cooling at the
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base of a thermal. (In this scenario, the plume is analogous to a thermal.)

This theory is tested by re-running Plume orig and disabling evaporation -

this simulation is referred to as Plume no evap.

• Mechanical oscillator: Regions of increased stability have previously

been demonstrated to result in pulse-like behaviour in convective clouds,

when thermals or moist convective elements overshoot their LNB and trig-

ger a wave. Figure 6.5 demonstrated a wave-like feature around 1.5 km in

Multi REF, propagating outwards from Cloud TR. Since the initial profile

in Plume orig (up to 4 km) is identical to that of Multi REF, it is possible

that regions of increased stability could partly explain the pulsating nature

of the convective plume.

• Internal gravity waves: The pulsating behaviour of the plume may be a

consequence of the natural oscillations within the cloud layer, determined

by the overall static stability. This effect is explored by re-running Plume

orig, and modifying the initial Brunt-Väisälä frequency profiles by factors of

1.5 and 0.75. The modification is achieved through adjustment of the tem-

perature profiles, while maintaining the original relative humidity. These

simulations are referred to as Plume 1.5N and Plume 0.75N.

• Diabatic heating: Gravity waves resulting from diabatic heating within

the plume may influence plume development in-situ. This theory is explored

by re-running Plume orig, and disabling cloud microphysical processes (i.e.

simulating a dry plume). This simulation is referred to as Plume dry.

The results of these experiments (excluding Plume dry) are shown alongside the

reference simulation Plume orig in Figure 6.14. Halving the domain size does

not significantly impact the cloud-base mass flux, suggesting that the pulse-like

behaviour of the plume is not influenced by gravity waves wrapping around the

domain. Disabling model evaporation modifies the mass flux, yet the pulsations

remain, suggesting that the mechanism described by Morrison et al. (2020) does

not explain this behaviour either.

Figure 6.13(a) shows the evolution of the plume-averaged mass flux, in which

clear oscillations in the positive mass flux are observed at ∼ 800 m and ∼ 1500 m.

These two levels represent the top of the CBL and the LNB respectively. Figure

6.13(b) shows the initial domain-averaged θv profile (which does not change sig-

nificantly with time). The blue dashed lines at ∼ 800 m and ∼ 1500 m confirm

that static stability experiences a relatively rapid increase at these levels (see the
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red dashed lines). As the rising plume encounters regions of increased stability,

a number of air parcels reach their LNB, overshoot, and trigger an oscillation.

These two levels are also associated with detrainment layers, observed in Figure

6.11.

Figure 6.13 suggests a link between the pulsations in the plume mass flux

and the mechanical oscillator effect as the plume encounters levels of increased

stability. It is unclear whether the kinks in the θv profile influence the pulsations

in any way; this could be explored further by smoothing the profile (not done

here). In order to explore the role of stability on the frequency and amplitude of

the pulsations, the overall stability is now modified, which will change the height

of the LNB.

Figure 6.13: (a) Time-height diagram of plume-averaged mass flux from Plume orig.
(b) Initial profile of θv from Plume orig. Blue horizontal dashed lines denote regions
of rapid stability change; red dashed lines indicate the change in stability between the
start and end points.

Internal gravity waves: Decreasing the stability (Plume 0.75N) raises the

LNB, and results in a stronger initial mass flux pulse, owing to increased ac-

celeration within the plume. The second and third pulses are approximately

replicated, although the timing of the third pulse is brought forward by around

five minutes. These results suggest that the overall decrease in stability does not

significantly alter the pulsating behaviour of the plume.

An increase in stability by a factor of 1.5 unfortunately results in a profile

through which the plume struggles to rise before diluting completely. An addi-

tional simulation is therefore run - Plume 2.0N no evap - in which the initial
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Brunt-Väisälä frequency profile is doubled, and evaporation is disabled. Evapo-

rative effects were previously shown to be unrelated to the pulsating nature of

the plume and, by disabling evaporation, the plume is able to rise further before

it fully dilutes.

The increase in stability in Plume 2.0N no evap lowers the LNB, and is demon-

strated to affect both the frequency and amplitude of the pulsations - the number

of pulses approximately doubles, but their magnitude is significantly reduced.

These results suggest that the plume pulsations are indeed sensitive to the stabil-

ity of the profile, contradicting the results of Plume 0.75N. The limited number

of simulations and short simulation run-time mean that it is difficult to make a

conclusive statement regarding the impact of atmospheric stability on the pulsat-

ing nature of the plume. It is suggested that this mechanism could be explored

further using a larger ensemble of simulations with varying stability profiles and

with longer run-times.

Figure 6.14: Evolution of cloud-base mass flux (in kg s−1) for a variety of plume-only
simulations.

Diabatic heating: Figure 6.15 shows the positive mass flux at a variety of

heights from simulation Plume dry, calculated for grid cells that satisfy w >

0 m s−1 and γ > 0.01. Unlike the cloudy plume from the reference simulation,

the dry plume mass flux decreases with height, in the absence of the positive

effects of condensation on latent heat release and buoyancy.

In the absence of diabatic heating, pulsations in the cloud-base mass flux are
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still observed, although their frequency and amplitude vary in comparison to the

control simulation. On the basis of these results, a conclusive statement cannot

be made regarding the influence of diabatic heating on the pulsations observed

in the mass flux. Further investigation into this mechanism was unfortunately

outside the scope of this thesis, but is suggested as an area for future research.

Figure 6.15: Evolution of positive mass flux (in kg s−1) at a variety of levels for
simulation Plume dry. The positive cloud-base mass flux from simulation Plume orig
is given by the black dashed line.

6.5.3 Effect of warm bubbles on plume mass flux

Results from Section 6.5.1 revealed that gravity waves emanating from a single

warm bubble have a period of ∼ 10 minutes and a wavelength λ of ∼ 5 km. The

distance between a wave crest and a wave trough is therefore ∼ 2.5 km; in order

to capture a range of wave phases as they interact with the convective plume, the

warm bubbles are separated from each other by approximately this distance.

All simulations in this section generate the convective plume described earlier

in Section 6.5.2, and each initialise a single warm bubble at various times and

distances from the plume. The distances between bubble and plume centres

include 2, 3 and 4 km to capture a range of wave phases. As the wave amplitude

decreases with distance from the bubble source (Lane and Reeder, 2001), so too

will the effect on the plume; therefore, a range of bubble initiation times is also

considered in order to capture more variation in the wave phase as it interacts
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with the plume. For each bubble distance from the plume, initiation times of 15,

20 and 25 minutes are included. A short description of all experiments from this

section are provided in Table 6.1.

Table 6.1: Table of experiments for the plume and bubble simulations. The first
column is the experiment name, the second column gives the x and y centre coordinates
of the bubble, and the third column lists the bubble initiation times considered.

Experiment Name Bubble centre
co-ordinates

Initiation time t
(minutes)

Bub 2km tmin x = 12 km, y = 10 km 15, 20, 25
Bub 3km tmin x = 13 km, y = 10 km 15, 20, 25

Diag 3km tmin x = (10 + 3
√

2) km,
y = (10 + 3

√
2) km

15, 20, 25

Bub 4km tmin x = 14 km, y = 10 km 15, 20, 25

Each simulation is referred to as Bub rkm tmin, where r refers to the radial

distance (in km) between the bubble and plume centres, and t refers to the bubble

initiation time in minutes. A further three simulations are run in which bubbles

are located at a diagonal distance of 3 km from the plume (referred to as Diag

3km tmin) to assess the robustness of the results to the plume’s asymmetry.

Each ‘plume and bubble’ simulation generates the convective plume described

in Plume orig. Uniform warm bubbles with radii 350 m and potential temperature

perturbations of 0.5 K are then initiated at the times and distances described in

Table 6.1, initially resting on the domain surface.

6.5.3.1 Results

Plume cloud-base mass flux: The effect of gravity waves on the convective

plume is initially quantified using measurements of the plume cloud-base mass

flux. Figure 6.16 shows the positive cloud-base (z = 800 m) mass flux, calculated

using grid cells that meet the criteria qc > 0 kg kg−1, w > 0 m s−1 and γ > 0.01.

Figure 6.16 suggests that the inclusion of warm bubbles have only a very limited

impact on the mass flux, over a range of both distances and times. These results

are initially surprising, although it is plausible that bubble-generated waves alter

the plume mass flux at heights other than cloud base.

Mass flux at higher levels: Figure 6.17 shows similar results to Figure 6.16,

but this time calculates the plume mass flux at z = 2000m. The effect of the
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bubbles on the mass flux is more detectable at this height, although, as before,

the alteration is slight.

The three simulations with bubbles located 2 km from the plume are inves-

tigated in more detail, since the waves generated by these bubbles are expected

to produce the most significant effect on the plume mass flux. The mass flux at

various heights within the plume - 1, 2 and 3 km - are shown in Figure 6.18. The

bubble-generated waves are shown to alter the mass flux at all three levels; this

modification varies depending on the timing of bubble initiation, although it is

not wholly clear on the basis of these plots whether there is a correlation to the

wave phase. The overall modification of the plume mass flux, using this method,

is determined to be relatively minor.
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Figure 6.16: Evolution of plume positive cloud-base mass flux for simulations in-
cluding warm bubbles initiated at various times and distances from the plume. The
reference simulation Plume orig is the black solid line.

Figure 6.17: Evolution of plume positive mass flux at z = 2000 m for simulations
including warm bubbles initiated at various times and distances from the plume. The
reference simulation Plume orig is the black solid line.
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6.6 Conclusions

Chapter 6 describes gravity wave activity arising in simulation Multi REF, and

explores the mechanisms by which these waves influence the evolution of convec-

tion. Vertical motions and gravity waves are visualised using both the vertical

velocity and height displacement fields, the latter of which is calculated through

the use of a passive tracer initialised at the start of Multi REF. Internal gravity

waves are demonstrated to amplify over time, with a period between 7-20 min-

utes, while convectively-generated waves from the four main clouds propagate

with a phase speed of approximately 1.7 m s−1.

The positive mass flux generated by the four main clouds is shown to be com-

pensated not only by subsidence in the cloud shell (as demonstrated in Chap-

ter 5), but by large-scale subsidence, communicated to the environment via the

convectively-generated gravity waves. The relative magnitude of wave-induced

subsidence in Multi REF is comparable to that of localised cloud shell subsi-

dence. These results strengthen the case for parametrising gravity wave activity

in numerical weather models. The role of wave phase is also explored, by run-

ning three separate simulations in which patches TL, BL and BR are given a

five minute head start: despite Cloud TR forming under almost identical condi-

tions to that in Multi REF, the waves from the neighbouring clouds are shown

to influence the regeneration of Cloud TR.

Idealised simulations are then performed, in which a series of warm bubbles are

placed at various distances and times from a central convective plume. The plume,

in the absence of bubbles, is shown to develop a pulse-like structure, despite being

continually forced from below - the pulsating behaviour is suggested to arise, at

least in part, from the oscillation of air parcels within the plume around levels of

increased static stability. The roles of ambient static stability and diabatic phase

changes on the pulsating nature of the plume were explored, but the results were

inconclusive - these mechanisms are suggested as areas for further research.

The addition of warm bubbles is shown to modify, to a small degree, the

positive cloud-base mass flux within the plume. At higher levels within the plume,

the effects of the bubbles on the mass flux become more apparent, although the

modulation is weak. It is inconclusive, based on these results, to determine

whether there is a clear link between wave phase and convective mass flux in the

plume; however, the model setup in this final section provides a useful starting

point from which to build upon, which will be discussed further in Chapter 7.
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Figure 6.18: Evolution of plume positive mass flux at (a) z = 1000 m, (b) z = 2000 m
and (c) z = 3000 m, for simulations including warm bubbles initiated at 2 km distance
from the plume. The reference simulation Plume orig is the black solid line.
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Discussion and Future Work

7.1 Overview of thesis aims

The aim of this thesis was to explore atmospheric controls on the development

of shallow convective clouds. Since shallow convection occurs on spatial scales

smaller than a typical Global Climate Model grid box, they are not represented

explicitly by the model numerics - their effects are therefore accounted for through

the use of a Convection Parametrisation (CP). Some of the key processes under-

lying shallow moist convection, as well as the best way to parametrise these

processes, are still not fully understood. In particular, this thesis focused on two

such topics:

• The role of sub-cloud variability (a consequence of turbulent boundary layer

eddies) on convective initiation and development (explored in Chapter 5);

and

• The role of gravity waves in convective modulation (explored in Chapter

6).

These topics were explored using the Met Office and NERC Cloud Model (MONC)

- an LES - to simulate convective clouds forming in a statically-stable environ-

ment atop a turbulent convective boundary layer (CBL). The initial conditions

for the simulations in this thesis were based upon an observed radiosonde ascent

from the COnvective Precipitation Experiment (COPE). COPE was identified as

a field campaign of interest, since the number of LES/CRM studies based on this

campaign are extremely limited compared to more widely modelled convective

case studies.

204
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7.2 Summary of key results

The following three sections summarise the aims and main findings of each chap-

ter, discuss any limitations therein and suggest topics for further research.

7.2.1 Chapter 4: Using Homogeneous Surface Fluxes to

Produce a Convective Cloud Population in MONC

The aim of Chapter 4 was to simulate a population of shallow convective clouds

using uniform surface fluxes in MONC, and to select a single representative cloud

from the ensemble. This cloud would then be replicated using a heterogeneous

surface flux in Chapter 5. Both the initial profiles and the surface heat fluxes

used in the main simulation Homog flux were based on measurements from the

3rd August COPE Intensive Observational Period. This particular case study was

an example of deep convection triggered by convergence lines, lasting for greater

than three hours, and included pre-existing wind shear; in contrast, Homog

flux simulated shallow convection over a comparatively short period of time (60

minutes), with zero wind shear and zero mechanical surface forcing. Homog flux

was therefore not anticipated to perfectly replicate the observed cloud field, but

was at least expected to simulate a realistic shallow convective cloud field.

The cloud top heights simulated in MONC verified well against aircraft obser-

vations from COPE, from which it was concluded that a representative convec-

tive regime was successfully modelled. The results were shown to be insensitive

to the choice of microphysical package (SimpleCloud versus the more complex

CASIM), therefore the SimpleCloud package was deemed appropriate for all sub-

sequent simulations in this thesis. Homog flux provides a useful starting point

for those members of the atmospheric community who wish to simulate COPE

using MONC (which has, this research notwithstanding, not been done before).

This will expand the catalogue of case studies that can be used to explore the

processes involved in atmospheric convection; in particular, COPE collected a

large number of microphysical measurements which may be an area of particular

interest for some.

As noted earlier, Homog flux has limited capability to simulate the deep con-

vection observed on 3rd August. Lasher-Trapp et al. (2018) used the CM1 (Bryan

and Fritsch, 2002) model to replicate the observed conditions more closely using

a combination of low-level convergence and circular Gaussian surface heat fluxes

- a similar approach could be taken with MONC. The simulation of realistic con-
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vection may also require additional microphysics (such as ice and precipitation,

for which CASIM could be included), wind shear, time-varying heat fluxes and

extended run time. Realistic LES that simulates the full lifecycle of observed

deep convection on 3rd August could be used to explore the roles of convergence,

cloud interactions, wind shear and cloud microphysics. Regardless of its ability

to perfectly replicate the observed conditions on 3rd August, Homog flux is a

useful simulation: it is able to simulate a large population of realistic, shallow

convective clouds, and can be used to explore interactions between the convective

boundary layer (CBL) and the cloud layer.

There are relatively few studies that focus on the moist static energy (MSE)

budget in the CBL - this chapter therefore included analysis of CBL MSE evo-

lution, between 60-120 minutes (over which time sensible and latent surface heat

fluxes with identical magnitudes of 200 W m−2 were applied throughout). Anal-

ysis of the heat and moisture budgets in the subcloud layer revealed that the

CBL both warmed and dried over time. Additionally, as a proportion of the total

heat fluxes applied at the surface, CBL MSE was demonstrated to increase by

∼ 30%. The results of this budget analysis quantify the response of the CBL to

the imposed surface fluxes.

Chapter 4 introduced the concept of purity and radioactive tracers. The

purity tracer is based on that described by Romps and Kuang (2010), and is a

useful tool for visualising the movement of air originating in the CBL, as well as

the calculation of cloud entrainment. The combination of purity and radioactive

tracer concentration (p and r respectively) was proposed as a novel method of

defining the boundary between a cloud core and its subsiding shell, with the size

of the latter depending on the decay timescale of the radioactive tracer. The

ability to sample the physical properties of the core separately from the shell is

useful, since their properties are known to vary significantly.

The shell diameter appeared to lie towards the lower end of the expected

lengthscale of 10-25% of cloud width (Heus and Jonker, 2008). One of the benefits

of using a threshold of r/p to define the cloud shell is that its extent can be varied

by modifying the decay timescale of the radioactive tracer - it would be interesting

to explore this sensitivity in LES. The cloud core, sampled using the threshold of

r/p, was shown to evolve from its original defined extent due to tracer advection

during a model timestep - it is suggested that the cloud core could be reset before

writing to file, based on the required thresholds of w and qc, in order to avoid

this issue.

It was proposed that the combination of tracers could be used as a novel
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way of sampling different parts of convective clouds in LES. The other benefit of

using a threshold of r/p to define the cloud shell is that this definition includes

parts of the shell that are not associated with liquid water. The robustness of this

new technique should be explored before it is recommended for use, however. The

range of sampled cloud shell diameters should be quantified across the population

of clouds, to determine whether they do in fact fall within the expected lengthscale

(this was only estimated earlier). It would also be useful to determine why the

results differ from those which employ a more traditional method of sampling - for

example, there may be a dependence on the cloud lifecycle, since the properties

and size of the shell vary over time (Abma et al. 2013; Katzwinkel et al., 2014).

Cloud tracking is a useful technique for tracking the initiation and develop-

ment of individual clouds in LES - including those which split and merge over

time - and is a necessary step in selecting an individual cloud from Homog flux

for further analysis in Chapter 5. A cloud tracking algorithm was therefore in-

troduced in Chapter 4, based on that described by Heus and Seifert (2013) and

modified by Denby et al. (2020). The tracking algorithm was applied to model

fields after spinup, from which a distribution of cloud-base mass flux integrated

over cloud lifetime (‘mass transport’) was computed. Clouds that either formed

during model spinup or had not completed their lifecycle by the end of the simu-

lation were removed from the distribution, in order to sample only clouds which

had completed a full lifecycle. Cloud mass transport was shown to follow a power

law distribution, in line with cloud size distributions as previously demonstrated

by Neggers et al., 2003 and others. Cloud-base mass transport was chosen as a

metric of cloud size, since it is a cumulative property and therefore more robust

than a measurement of maximum or mean cloud base area.

A representative mass transport was found by calculating the weighted mean

from the mass transport distribution. A weighted mean gives greater importance

to larger clouds, and is therefore suggested as a more appropriate measure of aver-

age cloud size compared to the unweighted mean. A cloud whose mass transport

fell within 10% of the weighted mean was selected as a representative cloud. This

cloud - referred to as Chom - is an active pulse, the size of which is determined

by the number of iterations employed by the tracking algorithm. For example,

a larger iteration number results in a larger portion of cloud associated with the

cloud core, and is therefore expected to be synonymous with greater associated

mass transport. The sensitivity of Chom’s mass transport to the iteration number

was not explored here - it could be useful to quantify this sensitivity in order

to understand the behaviour of the tracking algorithm in more detail, however
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the conclusions of subsequent chapters are not expected to change based on this

sensitivity.

7.2.2 Chapter 5: Convective Boundary Layer Controls on

the Initiation and Development of Non-Precipitating

Shallow Cumulus Clouds

7.2.2.1 Part I

The aim of Chapter 5 Part I was to simulate an isolated convective cloud Cloc

through the use of a localised (rather than uniform) surface flux, which approx-

imately replicated the characteristics of Chom. A localised flux was considered a

preferable method of cloud formation over a warm bubble, due to its ability to

simulate a more realistic cloud. Previous research shows that heterogeneous fluxes

modify the CBL by inducing mesoscale circulations, therefore the development

of Cloc was expected to differ slightly from Chom.

The localised flux was supplied in the form of a circular patch with specified

radius r, flux amplitude m and duration d. Initial values of r, m and d were

determined by setting the MSE of the patch equal to the MSE of Chom. The re-

sulting localised cloud was shown to initiate earlier, have increased size, transport

and liquid water content, and persist for longer than Chom.

Cloud development was shown to be sensitive to variations of ±20% in the

parameters r, m and d. An increase in each of these three parameters was demon-

strated to produce wider and deeper clouds that transported more mass, although

cloud size appeared to be mostly determined by the patch radius and amplitude.

The lifetime of individual clouds did not appear to be sensitive to changes in r,

m or d - this behaviour was explored further in Part II, although it is suggested

that additional sensitivity studies (with increased variation in r, m and d) may

reveal parameter ranges where this apparent cloud duration insensitivity breaks

down.

The results of the m sensitivity study revealed that an amplitude increase

of 20% produced a cloud that regenerated after its main lifecycle (and after the

patch was removed). In Part II, similar behaviour was observed in an ensemble

of four cumulus clouds, and this behaviour was attributed in Chapter 6 to wave

interactions from neighbouring clouds - it possible that the regeneration observed

here is: (a) influenced by waves emanating from the cloud and wrapping around

the domain via the doubly-periodic boundaries; (b) the result of a neighbouring
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thermal rising through the moist remnants of the original, decaying cloud; or (c)

the result of increased localised CBL moisture arising from a stronger mesoscale

circulation induced by the patch itself. The mechanism behind the cloud re-

generation was not explored further here, and is suggested as an area for future

research.

A new simulation generated four convective clouds using four identical patches

which acted upon a turbulent CBL. The four clouds were labelled TL, TR, BL

and BR, after the respective domain quadrants they formed in. The results

showed that Cloud TR was much larger and more vigorous than the other three.

Through the use of passive tracers, it was determined that the four clouds were

well separated from each other, and that direct thermodynamical mixing between

them was negligible. Cloud TR’s increased cloud core mass flux at all levels was

shown to be driven primarily by its increased core area fraction. A composition

analysis revealed that the make-up of the four clouds were extremely similar,

with the exception of a few grid cells with slightly higher extreme values of total

specific humidity, buoyancy and vertical velocity in Cloud TR’s core. It was

concluded that Cloud TR’s increased mass flux was related to its larger area,

which protected its core from dilution for longer than the other three clouds. It

was then hypothesised that CBL variations formed during model spinup, prior to

cloud initiation, were responsible for the variation in cloud area.

7.2.2.2 Part II

Part II explored the hypothesis that the turbulent CBL, generated during model

spinup, was responsible for the variation in cloud development observed in Part I.

In particular, the roles of pre-existing CBL moisture, buoyancy and momentum

variability on cloud development were explored. The standard deviations in both

water vapour mixing ratio and potential temperature at the end of model spinup

were demonstrated to be small, yet these variations were apparently still large

enough to produce the significant differences between Cloud TR and the other

clouds. The relationships between three CBL properties to cloud base area (and

consequently mass flux) were investigated: water vapour path Ŵv, integrated

buoyancy B̂ and a measure of CBL updraft speed (vertical velocity at 300m,

w300).

Linear regression analysis revealed positive relationships between both Ŵv

and buoyancy B̂ anomalies and resulting cloud size, although the former corre-

lation was statistically insignificant, which may be a result of the small number
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of sampled clouds. With additional time and resources, these relationships could

be quantified using a larger sample size. For example, the simulation Homog

flux in Chapter 4 produced a large population of convective clouds; anomalies of

Ŵv and B̂ sampled underneath these clouds could then be plotted against cloud

size, allowing for a more robust linear regression that could perhaps quantify the

relationship between CBL moisture and buoyancy anomalies and the size of the

generated cloud. From this, a PDF of CBL thermodynamic anomalies and cloud

base area could be generated, and fed into a CP scheme that includes a measure

of CBL stochasticity (such as that of Gentine et al., 2013b or Golaz et al., 2002).

This methodology would introduce additional complications that would need to

be addressed, however - for example, interactions between neighbouring clouds,

and the existence of a range of different cloud lifecycle stages at a single time. Ad-

ditionally, with the benefit of a larger sample size, the clouds in Homog flux could

be binned into size categories: relationships between CBL properties/structures

and cloud size could then be explored in a more qualitative manner compared

to a linear regression which, while quantitative, treats a cloud as a single data

point only. For example, a comparison of the average CBL buoyancy or moisture

profiles for small versus large clouds could inform a CP scheme regarding the

expected range of cloud sizes based on a PDF of CBL thermodynamic variability.

Relationships between pre-existing Ŵv and B̂ and cloud development were

explored in more detail using idealised LES. This was achieved through a se-

ries of high resolution simulations, in which either moisture or buoyancy was

locally increased above a circular patch. Local increases in CBL moisture were

demonstrated to lower the lifting condensation level (LCL) and increase cloud

base area; additionally, extra moisture that reached cloud base was converted

into latent heat upon condensation, increasing both the buoyancy and momen-

tum of the cloud and subsequently allowing it to transport more mass and reach

greater heights. Local increases in CBL buoyancy were shown to result in greater

buoyancy and momentum at cloud base, thereby increasing the cloud mass flux

and maximum height. Through these mechanisms, local increases in CBL mois-

ture and buoyancy were shown to influence cloud development through modify-

ing the properties at cloud base. The relative importance of heat and moisture

on cloud development was also demonstrated: CBL buoyancy was increased by

identical amounts through the separate mechanisms of increased (1) moisture

and (2) heat. Increasing buoyancy through (1) was shown to systematically pro-

duce larger clouds with increased latent heat release, while increasing buoyancy

through (2) was shown to be more effective in enabling existing CBL moisture to
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be condensed via the cloud. These results show that the properties of air entering

cloud base control the overall evolution of a cloud.

The role of dilution on cloud development was explored using a passive tracer

that was co-located with the surface patches. Weighted profiles of cloud-core

tracer concentration were used to infer cloud dilution. Both the mean and the

maximum concentration profiles were considered, with the latter magnifying sub-

tle differences in concentration; the combination of the two measurements, com-

pared to the mean alone, therefore gave additional insight into the rate of dilution

and made for a more useful comparison.

The results of the dilution analysis revealed that initially, during the growing

phase of a cloud, entrainment decreases with height in line with the commonly-

parametrised entrainment rate of ε ∝ 1/re. However, the ε ∝ 1/re assumption

is demonstrated to break down over time - larger clouds are typically associated

with greater cloud-shell turbulence, which counteracts the protection from en-

trainment and dilution afforded by its size. These results suggest that a simple

ε ∝ 1/re assumption is not an accurate description of the convective entrain-

ment rate, and that the intensity of turbulence at the cloud edge should also be

parametrised. It is concluded that both the ‘nature’ of a cloud (i.e. properties

at cloud base) and its ‘nurture’ (i.e. environmental influence) both play a role in

convective cloud development; the nurture of a cloud is partly determined by the

environmental properties, and partly determined by the internal cloud dynamics

(as demonstrated here).

7.2.3 Chapter 6: Gravity Wave Controls on the Initiation

and Development of Non- Precipitating Shallow Cu-

mulus Clouds

The aims of Chapter 6 were firstly to locate and describe gravity wave activity

arising in simulation Multi REF (from Chapter 5), and secondly to determine the

extent to which these waves influence convective cloud development. Implications

of the main findings in regards to the importance of gravity wave parametrisations

will be discussed here, although their development and implementation will not.

Internal gravity waves (IGW) were demonstrated to propagate both horizon-

tally and vertically throughout the simulation, with increasing amplitude over

time. These waves were triggered in response to convective updrafts in the CBL

impinging on the statically-stable atmosphere above, with a frequency limited by
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the Brunt-Väisälä frequency of the profile. IGW waves were visualised using ver-

tical velocity (w) fields, in line with studies by Nicholls et al. (1991) and Lane and

Clark (2002), along with many others; Hovmöller diagrams of w demonstrated

the successive wave crests and troughs. A height tracer with concentration HT

enabled the visualisation of waves from a slightly different perspective - initial

tracer concentration scaled with height z, and the displacement of HT with time

(HD) highlighted regions of mass ascent or descent of air with respect to the

initial conditions. HD provided additional, complementary information along-

side the vertical velocity fields: the clouds in the domain are associated with net

ascent, which is modulated by the propagation of IGW.

The four main clouds in Multi REF were also demonstrated to trigger con-

vectively - generated waves (CGW) that propagated radially. The fastest- prop-

agating CGW were comparable to an n = 4 deep wave mode. To date, there has

been limited research on the role of diabatic heating generated by shallow con-

vection on the production of gravity waves, although Dagan et al. (2018) recently

demonstrated using LES that shallow convective clouds are able to trigger low-

frequency oscillations through this mechanism. The results of Chapter 6 support

Dagan et al.’s findings.

A time-height analysis of the vertically-propagating component of the IGW

revealed a disturbance in the wave pattern and propagation angle from around

50 minutes onwards. It was hypothesised that this disturbance could be a result

of an interaction between the IGW and the existing cloud field. For example,

Sachsperger et al. (2015) (see their Fig. 4) demonstrate how the propagation

angle of gravity waves changes in the presence of a physical obstacle such as a

mountain. It is possible that the cloud field in Multi REF acts to distort the wave

field in a similar way. This behaviour was not explored further in Chapter 6, and

is suggested as a topic for further research in order to increase understanding of

the interactions between IGW and convective clouds.

The positive mass flux associated with the four main clouds was shown to

be compensated not only by subsidence in the cloud shell (as demonstrated in

Chapter 5), but by large-scale subsidence communicated to the environment via

CGW. The results revealed that, for this particular model setup, the magnitudes

of these two forms of subsidence were comparable - this suggests that the repre-

sentation of gravity wave activity may be just as important as the representation

of internal cloud dynamics for the successful modelling of shallow cumulus. Ide-

alised LES studies, similar to Multi REF, could be used to confirm whether the

same behaviour is true for cases of deeper convection.



Chapter 7, Section 7.2 213

Balaji et al. (1993) demonstrated that wave crests or troughs are synonymous

with localised regions of ascent or descent respectively, which may promote or

suppress further convection. It was hypothesised that the regeneration of Cloud

TR may be promoted by the coincidence of a gravity wave crest. The role of wave

phase was therefore explored by running three separate simulations, similar to

Multi REF, in which patches TL, BL and BR were given a five minute head start,

in line with the expected period between a CGW crest and trough. Despite Cloud

TR forming under almost identical conditions to that in the control simulation,

the waves from the neighbouring clouds were shown to influence the regeneration

of Cloud TR. These results suggested that CGW might play a role in cloud

development in Multi REF, providing motivation to explore these mechanisms

further using idealised LES.

Finally, a series of idealised simulations were performed, in which a series of

warm bubbles were placed at various distances and times from a central convec-

tive plume. The cloudy plume - in the absence of bubbles - was demonstrated to

develop a pulse-like structure, behaviour that was unexpected given the steady-

state surface forcing. The pulsating nature of the cloud was suggested to be linked

to regions of increased static stability, as observed in the virtual potential temper-

ature (θv) profile. Sensitivity studies suggested that the amplitude and frequency

of the pulsations might be modulated by the overall atmospheric stability, al-

though the exact role remained inconclusive. In order to explore this mechanism

further, it is suggested that firstly, the initial θv profile in Plume orig could be

smoothed above the CBL to give a cleaner model setup; the role of static stability

on pulse frequency and amplitude could then be explored further by performing

a large ensemble of simulations in which the Brunt-Väisälä frequency is modified

by small amounts, since large changes were demonstrated to significantly modify

overall cloud behaviour. The role of diabatic heating within the plume on the

frequency and amplitude of oscillations could be explored further by varying the

amplitude of the localised surface forcing in an ensemble of simulations, since this

would directly influence the magnitude of diabatic heating within the plume.

The addition of warm bubbles was demonstrated to modify the plume mass

flux by a minor amount across a range of vertical levels, and the role of wave

phase remained undetermined; it is possible that the model setup established here

was not optimised to demonstrate such behaviour, however it provides a useful

starting point from which to build upon. One of the major flaws in the model

setup was that as bubble distance from the plume was increased, the amplitude

of the resulting wave upon reaching the plume - and therefore its impact on
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plume mass flux - was decreased. It is suggested that future simulations using

a similar setup to that described here should keep the distance between bubble

and plume at a minimum, while ensuring no direct interactions between the two

(which, as demonstrated, can be achieved through the use of a passive tracer).

Alternatively, since the wave amplitude decreases with radial spreading, it is

suggested that the model setup could be replicated in 2D - wave amplitude will

then remain constant with distance from the source (demonstrated, for example,

by Nicholls et al., 1991).

If the pulsations within the plume itself can be removed - perhaps via the

technique described above - then it is possible that wave modulation of the plume

will manifest more clearly. Additionally, it is suggested that the use of larger or

warmer bubbles will excite larger amplitude waves, and therefore the influence of

these larger-amplitude waves on the plume mass flux should manifest more clearly.

While previous research has demonstrated that wave crests or troughs can act to

promote or suppress convection respectively, idealised simulations such as those

described here are a starting point from which to quantify such behaviour.

7.3 Summary

The aim of this thesis was to explore atmospheric controls on the development of

shallow convective clouds, and it has identified the following key points:

• A novel cloud-partitioning technique, using a combination of purity and

radioactive tracers, can be employed in order to analyse the buoyant, high

liquid water cloud core, the subsiding cloud shell and the surrounding en-

vironment as separate structures. It is recommended however that the

robustness of this technique is explored further before it is adopted.

• Turbulent CBLs exhibit variability in their dynamic and thermodynamic

fields. Rising thermals are influenced by this variability, which can lead to

significant differences in cloud base area and subsequent height attained.

These results support Gentine et al. (2013b) and Golaz et al. (2002) who

recommend that CP schemes include a measure of stochasticity, in order to

capture the full range of potential cloud sizes.

• Although the area of a cloud is integral to its early development, the larger

and more energetic clouds in the simulations presented in Chapter 5 ex-

hibited greater turbulence along their perimeter, increasing their rate of
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dilution and ultimately limiting their lifespan. The rate of entrainment ε

into convective clouds is commonly parametrised as ε ∝ 1/r, where r is

the cloud radius; however these results demonstrate that in this scenario,

parametrising ε thusly would not accurately portray the development of the

four clouds, and that cloud-shell turbulence plays an important role in their

evolution. It is recommended that this behaviour be explored further, as it

may be of importance in developing CP schemes.

• Shallow convection, similarly to deep convection, is capable of triggering

gravity waves through diabatic phase changes, supporting the findings of

Dagan et al. (2018).

• The results of Chapter 6 demonstrated that the positive mass flux of a

shallow convective cloud field may be compensated not only locally (in the

form of subsiding cloud shells) but - to a similar extent - more widely across

the entire model domain in the form of CG waves. These results suggest

that the accurate representation of gravity wave activity may be impor-

tant, alongside internal cloud dynamics, for the successful parametrisation

of shallow cumulus convection.
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Appendix A

Figure 1 relates to simulations carried out in Chapter 5. Section 5.1.3 explored

the sensitivity of convective cloud development to the duration of a circular patch

with associated sensible and latent heat fluxes, and considered patch durations

between 480 and 720 seconds. Figure 1 shows the domain-averaged resolved tur-

bulent kinetic energy (TKE) in the cloudy updraft (grid cells which satisfy liquid

water mixing ratio > 0 kg kg−1 and vertical velocity > 1 m s−1. The results show

that as the duration of the patch is increased, the average amount of turbulence

within the cloudy updraft increases.

Figure 1: Domain-mean resolved TKE (in m2 s−2) inside cloudy updrafts, for simu-
lations in Chapter 5 Section 5.1.3. In these two simulations, the duration of a circular
patch with associated heat fluxes is modified between (a) 480 and (b) 720 seconds. The
vertical dashed line depicts the time of patch removal.
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Appendix B

Table 1 lists the experiments from Chapters 4 and 5, along with a brief description

of each.
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Table 1: Table of experiments from Chapters 4 and 5. The first column is the experiment name and the
second column gives a brief description.

Experiment Description
Homogeneous fluxes

Homog flux
Homogeneous surface flux of 50 W m−2 between 0 and 60 minutes, followed by
increased surface fluxes of sensible and latent heat (with amplitude 200 W m−2

each) between 60 and 120 minutes.

Single patches

Single X (X = TL, TR, BL, BR, C)
Single circular patch with surface sensible and latent heat fluxes of 200 W m−2 each.
The capital letters refer to the location of each patch with respect to the domain:
TL (top left), TR (top right), BL (bottom left), BR (bottom right), or C (centre).

Single X moist (X = TL, TR, BL, BR, C)

Single circular patch with surface sensible and latent heat fluxes of 200 W m−2 each.
There is an increase of 1 g kg−1 of water vapour in each grid cell within a cylindrical
volume above this patch up to the height of the boundary layer, and an adjustment
of potential temperature to keep virtual potential temperature unchanged.

Single X buoy moist (X = TL, TR, BL, BR, C)
Single circular patch with surface sensible and latent heat fluxes of 200 W m−2 each.
There is an increase of 1 g kg−1 of water vapour in each grid cell within a cylindrical
volume above this patch up to the height of the boundary layer.

Single X buoy warm (X = TL, TR, BL, BR, C)

Single circular patch with surface sensible and latent heat fluxes of 200 W m−2 each.
There is an increase in temperature in each grid cell within a cylindrical volume
above this patch up to the height of the boundary layer, such that the virtual
potential temperature is identical to that in experiment Single X buoy moist.

Multiple patches

Multi REF
Four circular patches with surface sensible and latent heat fluxes of 200 W m−2 each,
centered at (a) x = 1km, y = 1km, (b) x = 1km, y = 3km, (c) x = 3km, y = 1km
and (d) x = 3km, y = 3km, at t = 60 minutes.

Multi +5 Same as Multi REF, but patches initialised at t = 65 minutes.

Multi -5 Same as Multi REF, but patches initialised at t = 55 minutes.

Multi X (X = TL, TR, BL, BR)

Four circular patches with surface sensible and latent heat fluxes of 200 W m−2 each,
centered at (a) x = 1km, y = 1km, (b) x = 1km, y = 3km, (c) x = 3km, y = 1km
and (d) x = 3km, y = 3km. One patch is initiated earlier at t = 55 minutes and
is denoted by the capital letters TL (top left), TR (top right), BL (bottom left) or
BR (bottom right), while the other three patches are initiated at t = 60 minutes.



Appendix C

Figures 2 - 5 are corresponding plots to Figure 5.24 (Chapter 5) at different patch

locations. The figures show the evolution of cloud properties for simulations with

local increases in CBL moisture and buoyancy.

220



221

Figure 2: Results for experiment with single circular patch. Plot shows evolution of (a) cloud base mass flux, (b) cloud liquid water
content, (c) cloud top height and (d) cloud base area for Single BL (black lines), Single BL moist (blue lines), Single BL buoy moist (green
lines) and Single BL buoy warm (red lines).



Figure 3: Results for experiment with single circular patch centred at x = 1km, y = 3km. Plot shows evolution of (a) cloud base mass
flux, (b) cloud liquid water content, (c) cloud top height and (d) cloud base area for Single TL (black lines), Single TL moist (blue lines),
Single TL buoy moist (green lines) and Single TL buoy warm (red lines).
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Figure 4: Results for experiment with single circular patch centred at x = 3km, y = 1km. Plot shows evolution of (a) cloud base mass
flux, (b) cloud liquid water content, (c) cloud top height and (d) cloud base area for Single BR (black lines), Single BR moist (blue lines),
Single BR buoy moist (green lines) and Single BR buoy warm (red lines).



Figure 5: Results for experiment with single circular patch centred at x = 3km, y = 3km. Plot shows evolution of (a) cloud base mass
flux, (b) cloud liquid water content, (c) cloud top height and (d) cloud base area for Single TR (black lines), Single TR moist (blue lines),
Single TR buoy moist (green lines) and Single TR buoy warm (red lines).



Appendix D

Figure 6 shows the horizontally-averaged mass flux field, sampled over cloud core

regions (i.e. grid cells with liquid water specific humidity qc > 10−5 kg kg−1 and

vertical velocity w > 0.5 m s−1).
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Figure 6: Horizontally-averaged mass flux (in kg s−1) for simulations (a) Single C, (b)
Single C moist, (c) Single C buoy moist and (d) Single C buoy warm.



Appendix E

Figures 7 - 9 are scatterplots of Multi REF CBL properties at the end of spinup,

binned into six height categories of 125 m depth, from the surface up to the top

of the CBL at 800 m (the final bin is slightly deeper, ranging from 625-800 m).
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Figure 7: Scatterplots of potential temperature θ (K) and water vapour specific humidity qv (g kg−1). Note the different y-axis scale in
(f).
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Figure 8: Scatterplots of vertical velocity w (m s−1) and water vapour specific humidity qv (g kg−1). The red dashed line denotes
w = 0 m s−1. Note the different y-axis scale in (f).



Figure 9: Scatterplots of vertical velocity w (m s−1) and potential temperature θ (K). The red dashed line denotes w = 0 m s−1.



Appendix F

Figures 10 - 15 demonstrate both the horizontal and vertical propagation of grav-

ity waves in simulation Multi REF.
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Figure 10: Hovmöller diagrams of (left column) vertical velocity (in m s−1) and (right column) height displacement HD (in metres) from
simulation Multi REF, taken along the transect y = 1000 m. Each row shows the respective fields at heights of z=1000 m, 1500 m and
2000 m. Clouds are visualised as white areas with black outlines, denoted by regions with qc > 10−5 kg kg−1.
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Figure 11: As in Figure 10, taken along the transect x=1000 m.



Figure 12: As in Figure 10, taken along the transect x=3000 m.
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Figure 13: Time-height contour plots of (a) unfiltered vertical velocity w (in m s−1)
and (b) height displacement HD (in metres) from simulation Multi REF, along a ver-
tical column through the centre of patch TL (x=1000 m, y=3000 m). Contours of w
are given at intervals of ±10−2, 10−4 m s−1 and contours of HD are given at intervals
of ±10, 10−2 m. Clouds are the black areas outlined in white.



Figure 14: As in Figure 13, along a vertical column through the centre of patch BL
(x = 1000 m, y = 1000 m).

Figure 15: As in Figure 13, along a vertical column through the centre of patch BR
(x = 3000 m, y = 1000 m).



Appendix G

Figure 16 shows Cloud TR’s cloud-base mass flux for simulations Multi REF

(black), Multi -5 (red) and Multi +5 (blue).

Figure 16: Evolution of Cloud TR’s cloud-base mass flux in reference simulation
Multi REF (black line) compared against simulations in which the initiation of all four
patches is five minutes earlier (red line) or five minutes later (blue line).
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10 Hovmöller diagrams of (left column) vertical velocity (in m s−1) and

(right column) height displacementHD (in metres) from simulation

Multi REF, taken along the transect y = 1000 m. Each row shows

the respective fields at heights of z=1000 m, 1500 m and 2000 m.

Clouds are visualised as white areas with black outlines, denoted

by regions with qc > 10−5 kg kg−1. . . . . . . . . . . . . . . . . . . 232

11 As in Figure 10, taken along the transect x=1000 m. . . . . . . . 233

12 As in Figure 10, taken along the transect x=3000 m. . . . . . . . 234



Chapter 7, Section 7.0 Chapter 7

13 Time-height contour plots of (a) unfiltered vertical velocity w (in

m s−1) and (b) height displacement HD (in metres) from simulation

Multi REF, along a vertical column through the centre of patch

TL (x=1000 m, y=3000 m). Contours of w are given at intervals

of ±10−2, 10−4 m s−1 and contours of HD are given at intervals of

±10, 10−2 m. Clouds are the black areas outlined in white. . . . . 235

14 As in Figure 13, along a vertical column through the centre of

patch BL (x = 1000 m, y = 1000 m). . . . . . . . . . . . . . . . . 236

15 As in Figure 13, along a vertical column through the centre of

patch BR (x = 3000 m, y = 1000 m). . . . . . . . . . . . . . . . . 236

16 Evolution of Cloud TR’s cloud-base mass flux in reference simula-

tion Multi REF (black line) compared against simulations in which

the initiation of all four patches is five minutes earlier (red line) or

five minutes later (blue line). . . . . . . . . . . . . . . . . . . . . . 237



List of Tables

3.1 MONC dynamical core variables, taken from Gray et al. (2001). . 43

3.2 Definitions of Richardson Number-dependent functions fm and fh

used in MONC, taken from Gray et al. (2001). Rip is the Richard-

son Number, Ric is the critical Richardson Number and a, b, c, f ,

g, h and r are subgrid constants. . . . . . . . . . . . . . . . . . . 46

4.1 A brief description of three major field campaigns, whose observed

convective cloud fields are commonly replicated in LES/CRM mod-

els using homogeneous surface fluxes. . . . . . . . . . . . . . . . . 68

5.1 The first column lists each circular patch location by its (x,y) cen-

tre coordinates in km. The second, third and fifth columns are

the cloud latent heat (LH) release in Joules for i) no cylinder, ii)

buoyant moist cylinder and iii) buoyant warm cylinder simulations.

The third and fifth columns also include (in brackets) the increase

in LH from the corresponding patch-only simulation. The fourth

and sixth columns give this LH increase as a percentage of the in-

crease in moist static energy via the moist (7.9× 1011 J) or warm

(5.6× 1010 J) cylinders. . . . . . . . . . . . . . . . . . . . . . . . 153

5.2 Fraction of the CBL with positive w300, sampled (a) in each quad-

rant and (b) above each patch at the end of model spinup. . . . . 166

6.1 Table of experiments for the plume and bubble simulations. The

first column is the experiment name, the second column gives the

x and y centre coordinates of the bubble, and the third column

lists the bubble initiation times considered. . . . . . . . . . . . . . 199

1 Table of experiments from Chapters 4 and 5. The first column is

the experiment name and the second column gives a brief description.219

253



Bibliography

Abel, S. J. and Shipway, B. (2007). A comparison of cloud-resolving model sim-

ulations of trade wind cumulus with aircraft observations taken during RICO.

Quarterly Journal of the Royal Meteorological Society, 133(624):781–794.

Abma, D., Heus, T., and Mellado, J. P. (2013). Direct numerical simulation of

evaporative cooling at the lateral boundary of shallow cumulus clouds. Journal

of the Atmospheric Sciences, 70(7):2088–2102.

Adlerman, E. J. and Droegemeier, K. K. (2002). The sensitivity of numerically

simulated cyclic mesocyclogenesis to variations in model physical and compu-

tational parameters. Monthly Weather Review, 130(11):2671–2691.

Arakawa, A. (2004). The cumulus parameterization problem: Past, present, and

future. Journal of Climate, 17(13):2493–2525.

Arakawa, A. and Schubert, W. H. (1974). Interaction of a cumulus cloud ensemble

with the large-scale environment, Part I. Journal of the Atmospheric Sciences,

31(3):674–701.

Arakawa, A. and Wu, C.-M. (2013). A unified representation of deep moist

convection in numerical modeling of the atmosphere. Part I. Journal of the

Atmospheric Sciences, 70(7):1977–1992.

Austin, J. M. (1948). A note on cumulus growth in a nonsaturated environment.

Journal of Meteorology, 5(3):103–107.

Austin, P., Baker, M., Blyth, A., and Jensen, J. (1985). Small-scale variability

in warm continental cumulus clouds. Journal of the Atmospheric Sciences,

42(11):1123–1138.

Avissar, R. and Schmidt, T. (1998). An evaluation of the scale at which ground-

surface heat flux patchiness affects the convective boundary layer using large-

eddy simulations. Journal of the Atmospheric Sciences, 55(16):2666–2689.

254



Chapter 7, Section 7.0 255

Balaji, V. and Clark, T. L. (1988). Scale selection in locally forced convective

fields and the initiation of deep cumulus. Journal of the Atmospheric Sciences,

45(21):3188–3211.

Balaji, V., Redelsperger, J., and Klaassen, G. (1993). Mechanisms for the

mesoscale organization of tropical cloud clusters in GATE Phase III. Part I.

Shallow cloud bands. Journal of the Atmospheric Sciences, 50(21):3571–3589.

Bechtold, P., Koehler, M., Jung, T., Doblas-Reyes, F., Leutbecher, M., Rodwell,

M. J., Vitart, F., and Balsamo, G. (2008). Advances in simulating atmospheric

variability with the ECMWF model: From synoptic to decadal time-scales.

Quarterly Journal of the Royal Meteorological Society, 134(634):1337–1351.

Benner, T. C. and Curry, J. A. (1998). Characteristics of small tropical cumulus

clouds and their impact on the environment. Journal of Geophysical Research:

Atmospheres, 103(D22):28753–28767.

Bennett, L. (2018). MICROSCOPE: NCAS mobile X-band radar scan data from

Davidstow Airfield - Version 2.

Betts, A. K. (1986). A new convective adjustment scheme. Part I: Observational

and theoretical basis. Quarterly Journal of the Royal Meteorological Society,

112:677–691.

Blyth, A. M. (1993). Entrainment in cumulus clouds. Journal of Applied Meteo-

rology, 32(4):626–641.

Blyth, A. M., Lasher-Trapp, S. G., and Cooper, W. A. (2005). A study of

thermals in cumulus clouds. Quarterly Journal of the Royal Meteorological

Society, 131(607):1171–1190.
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