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Bipolar disorders are characterised by recurrent periods of depressive (feeling intensely low) and manic (feeling extremely happy) symptoms with disturbances in cognitive and motor activity of varying severity, duration, and frequency. The chronicity associated with bipolar disorders often leads to poor psychological outcomes with an elevated risk of suicide and psychiatric comorbidity. Bipolar disorders are highly heritable, and a positive family history remains the strongest predictor for the development of a bipolar disorder. Clinically, bipolar disorders have proven difficult to identify which is partly due to a lack of consensus around diagnostic definitions and difficulties differentiating bipolar subtypes from one another. Current categorical approaches are limited in their ability to capture the heterogeneous nature of bipolar disorders or their relationships with other symptoms of psychopathology. To contribute to our understanding of bipolar disorders, this project examined the structure of bipolar disorders and processes that may lead to affective disorders.

The first section of this thesis reviews the literature concerned with Akiskal’s model of affective temperament and its relationship to mood disorders. Temperament is defined as an individual’s predisposition towards patterns of emotional reactivity, which remain stable over time and are inheritable. Akiskal’s theory describes five affective temperaments (depressive, hyperthymic, irritable, cyclothymic and anxious) that are thought to constitute the behavioural phenotypes in the pre-morbid course of affective disorders. The review provides partial support for a continuum model of temperament in which individuals with a bipolar disorder generally yielded higher scores on a measure of temperament than genetically at-risk first-degree relatives across depressive, irritable, cyclothymic and anxious subtypes. Although mixed, the findings have
implications for identifying those at risk or within prodromal phases of bipolar disorder and could provide important insights into the clinical evolution of mood disorders. However, this review was based on a limited number of studies, of varying quality, and should therefore be interpreted with caution.

To investigate the structure and development of bipolar disorders the second section of the thesis includes a network analysis of bipolar disorder symptoms and common psychiatric diagnoses to explore comorbidity and pathways from psychopathological states. According to network models, mental disorders (clusters of symptoms) occur, not because the symptoms have common underlying causes, but because symptoms are connected in a network of causal relationships. Networks were constructed using symptoms scores of 7076 participants from a general population sample. Results revealed symptoms of energy and activity as core features of bipolar disorders given their centrality and connectivity within the bipolar network. In addition, community analyses revealed four communities including a ‘pure mania’ community and a ‘mixed’ community consisting of irritability, distractibility and racing thoughts amongst depression and anxiety disorders. Analyses highlighted ‘racing thoughts’ as a possible bridge between communities, suggesting the presence of racing thoughts as a risk factor for convergence or comorbidity. The findings have clinical implications such as the development of interventions that target key connections to decouple strongly connected symptoms and ‘deactivate’ networks. However, as symptoms were assessed cross-sectionally they provide limited insight into how networks may change over time.
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Section I: Literature Review

A Systematic Review to Explore Akiskal’s Model of Affective Temperament in Bipolar Disorder and First-degree Relatives
Abstract

Objectives

Bipolar disorders are highly heritable, and a positive family history remains the strongest predictor for the development of a bipolar disorder. Affective temperament, defined as an individual’s predisposition towards certain patterns of emotional reactivity, are thought to represent the phenotypic expression of the genes underlying bipolar disorders. The current review aimed to examine whether there are differences in Akiskal's five affective temperament subtypes (depressive, hyperthymic, irritable, cyclothymic and anxious) for those at genetic risk of developing a bipolar disorder as measured by the Temperament Evaluation Memphis, Pisa, Paris, and San Diego Auto-questionnaire (TEMPS).

Methods

A systematic search of MEDLINE, PsychINFO, Web of Science, and Google Scholar was conducted. Studies were included if they administered the TEMPS to those at genetic risk of developing a bipolar disorder and compared scores to relatives with a bipolar disorder or healthy controls. The methodology of eligible studies was quality appraised, and a narrative synthesis of the data was conducted.

Results

Sixteen studies were included in the review which revealed mixed results in relation to a continuum model of temperament. Generally, studies reported higher TEMPS scores within bipolar disorder groups when compared to relatives, who had higher scores than healthy controls across four temperament domains (depressive, irritable, cyclothymic and anxious). In contrast several
studies reported higher scores amongst healthy controls on the hyperthymic subscale.

**Conclusions**

The review provides partial support for theories of an affective temperament continuum from extreme temperament to affective illness, that suggests a genetic basis for bipolar disorders.

**Practitioner Points:**

- The assessment of temperament in those at risk or within prodromal phases of bipolar disorder could provide important insights into the long-term course of affective disorders i.e. significantly higher affective temperament scores have been associated with suicide attempts.
- Screening for temperament within clinical settings could help clinicians more accurately assess treatment options, for instance cyclothymic temperament has been associated with poor treatment adherence.
- Psychological formulation could be enhanced by models of affective temperament, which focus on both strengths and difficulties and can help individuals to understand their predisposition and maximise positive attributes to overcome difficulties.

**Keywords:** Bipolar disorder, affective temperament, TEMPS, genetic-risk, first-degree relatives.
Introduction

Bipolar disorders are a series of chronic mental health difficulties associated with poor psychological outcomes, inter-episodic dysfunction, with an elevated risk of suicide and psychiatric comorbidity (McIntyre, 2018). Bipolar disorders are thought to be one of the most heritable mental illnesses (Gordovez & McMahon, 2020) and a positive family history remains the strongest predictor for the development of a bipolar disorder (Loftus et al., 2016). Studies have shown that 7% of first-degree relatives of those with bipolar disorders, develop a bipolar disorder themselves, suggesting a sevenfold increase in risk compared to the general population (Kelsoe, 2003). Similarly, meta-analyses have shown that, compared with children of healthy controls, the child of a parent with a bipolar disorder has a 33% risk of developing any serious mental health condition, which is more than twice that of controls (Rasic et al., 2013). As such, it can be argued that studies of first-degree relatives provide one of the most reliable and valid means of identifying a sample of individuals at high risk for developing a severe mental disorder and can provide important information on prodromal signs, symptoms and rates of transmission (Loftus et al., 2016).

Nonetheless, a variety of mood symptoms and mental health difficulties have been observed in the relatives of those with bipolar disorders, suggesting a complex interplay between both biological and environmental factors (Kelsoe, 2003). Numerous environmental factors have been found to contribute to the development of bipolar disorders including urban up-bringing, stressful life events, substance abuse, prenatal infections and complications which may interfere with brain development (Misiak et al., 2017). Current methods of diagnosis have proven to be limited in their ability to capture the variation
observed in the families of those with bipolar disorders (Evan et al., 2005).

Thus, it has been suggested that bipolar disorder may be better explained by a polygenic model, in which many genes, each with small effects, interact and contribute to the development of the disorder (Kelsoe, 2003). Within this model it is thought that the relevant genes produce a continuous variation of affective phenotypes that also penetrate the realm of ‘normal’ behaviour (Evan et al., 2005). Akiskal and Akiskal (2005a) have suggested that the concept of ‘affective temperament’ can be used to explain the spectrum of affective disturbances from healthy emotional reactivity to major affective disorders (Vazquez & Gonda, 2013).

Affective temperament is defined as an individual’s predisposition towards certain patterns of emotional sensitivity and reactivity which remains stable over time and is inheritable (Goldsmith et al., 1987). Affective temperaments are thought to represent the phenotypic expression of the genes underlying bipolar disorders (Kelsoe, 2003), providing a link between predisposing familial factors and affective illness (Akiskal et al., 2005a). Four basic affective dispositions (depressive, manic, cyclothymic and irritable) were first described by Kraepelin (1921 as cited in Vazquez et al., 2008) who considered these temperaments to be subclinical forms of what was then known as ‘manic-depressive’ illness. Kraepelin and colleagues identified that affective temperaments were present not only in their patients but also in the relatives of those affected by mood disorders. It is thought that, whilst temperaments may predispose an individual to a mood disorder, the presence of a dominant temperament could also be considered a variation of normal affectivity which may or may not lead to an affective illness (Vanquez & Gonda 2013).
Drawing on these long-standing ideas and more recent scientific observations Akiskal and colleagues (2005a) developed a contemporary model of affective temperament to encompass the whole spectrum of affective disturbances. The model includes the four original temperamental types described by Kraeplin (with ‘manic’ redefined as “hyperthymic”), as well as a new “anxious” temperament type. Whilst there is limited research on the continuum between ‘normal’ and extreme temperaments, there is some evidence to suggest that temperamental traits are continually distributed (Akiskal & Akiskal, 2005a) and include both pathological and adaptive features (Akiskal et al., 2005a).

Types of temperament

**The hyperthymic temperament**

The hyperthymic temperament has typically been characterised by exuberant, upbeat, overenergetic, and overconfident lifelong traits (Akiskal & Akiskal, 2005a). However, other authors have described the behavioural pattern of those with a hyperthymic temperament as extroverted, verbally aggressive, risk-taking and sensation-seeking (Possl & von Zerssen, 1990), as well as scheming, tireless and meddlesome (Gardner, 1982).

Akiskal and colleagues (2005a) have developed an operational definition of the hyperthymic temperament which was revealed following the analysis of 110-items in a self-rated form (Akiskal et al., 2005b). Those with a hyperthymic temperament have been described as cheerful and overoptimistic, warm, and extroverted, high energy levels, typically with short length of sleep, uninhibited, sensation-seeking with promiscuous tendency, impulsive and overinvolved with
several activities. The factor analysis revealed close to opposite factor loading to the depressive temperament.

**The depressive temperament**

Individuals with a depressive or dysthymic temperament have been described as self-denying, often dedicating themselves to others, with a sensitivity to suffering (Akiskal & Akiskal, 2005a). The depressive temperament is characterised by low energy levels, harm avoidance and a dislike of change, with a desire for harmony and security. The depressive temperament is thought to have an associated mood dominated by dejection and unhappiness, and a self-concept that includes low self-esteem and beliefs of worthlessness (Vanquez & Gonda, 2013). At the extreme end, this affective temperament can be a risk factor for the development of major depression (Akiskal & Akiskal, 2005a).

**The irritable temperament**

The irritable temperament classically defined by Kraeplin (1921 as cited in Vazquez & Gonda, 2013) as the lifelong combination of both hyperthymic and depressive temperaments at the same time. The irritable temperament is characterised by depressive mood with periods of irritability, impulsivity, restlessness, and unhappiness (Akiskal & Akiskal, 2005b). It is thought that those with an irritable temperament are hypercritical and could be described as confrontational and aggressive, with a bitter disposition.

**The cyclothymic temperament**

The cyclothymic temperament was historically described by Kraepelin as the alternation of hyperthymic and depressive temperaments (Kraepelin, 1921 as...
cited in Vazquez & Gonda, 2013) and is now thought to be a pattern of alternation between hypomanic or irritable, and depressive subclinical moods, cognitions, and behaviours. The cyclothymic temperament is characterised by extreme lability which can include periods of hypersomnia alternating with a decreased need for sleep, introverted self-absorption alternating with uninhibited people-seeking (which may lead to hypersexuality), being more talkative than usual including inappropriate laughing and joking or being less talkative with unexplained crying or tearfulness, periods of mental confusion and apathy alternating with restless pursuit of activities and periods of sharpened and creative thinking, unstable self-esteem alternating between low self-confidence and grandiose overconfidence as well as times of over-optimism or exaggeration of achievements alternating with a pessimistic view of the future. It has been proposed that those with a cyclothymic temperament may use alcohol or drugs to manage their mood or to enhance excitement (Akiskal 1992; Perugi, 2003).

**The anxious temperament**

The anxious temperament is a new addition to the modern concept of affective temperaments and has been described by Akiskal and Akiskal (2005a) as an exaggerated personality disposition toward worrying. It is thought that the anxious temperament could represent a predisposition to generalised anxiety disorder and is characterised by harm avoidance, hypervigilance, dependency, tension, and an inability to relax. The anxious temperament has been associated with gastrointestinal and muscular symptoms which from an evolutionary perspective functions to prevent relaxation to aid survival. It has been suggested that the anxious temperament was not identified historically as
it may have been overshadowed by the greater emotionality and intensity of the other affective temperaments (Akiskal, 1998).

The measurement and clinical significance of temperament

Temperament is related to many of the processes implicated in bipolar disorder, including emotion regulation, arousal, and affect (Youngstrom et al., 2011). It is proposed that when any of the affective temperaments, are expressed in a marked form, they represent the subclinical manifestation of affective illnesses, and can be considered precursor states and represent high-risk conditions (Vanquez & Gonda (2013). Current evidence suggests that bipolarity may lie along a continuum from extreme temperament to affective illness (Akiskal & Akiskal, 2005a). Some older hypotheses are also consistent with this notion. As quoted in Akiskal and Akiskal (2005a), Kretschmer (1936) states “endogenous psychoses are nothing but exaggerated forms of normal temperament.” Based on this theoretical framework it has been hypothesised that affective temperament has a key role in the development of affective disorders (Akiskal & Akiskal, 2005a) and temperamental dysregulation could constitute the link between predisposing familial-genetic factors and bipolar disorders (DiFlorio et al., 2010).

Theories of temperament are typically measured by questionnaire, with the most recent review comparing the validity of eleven different personality inventories (Grucza & Goldbery, 2007). However, most questionnaires focus on personality more broadly, with only two questionnaires specifically considering theories of temperament, the Tridimensional Cloninger Inventory (TCI; Cloninger et al., 1993) and the Temperament Evaluation of the Memphis, Pisa, Paris, and San Diego (TEMPS; Akiskal & Akiskal, 2005b). The TCI (Cloninger
et al., 1993) takes a dimensional approach to personality assessment and measures two components of personality traits, temperament, and character. Cloninger and colleagues (1993) propose the existence of four dimensions of temperament: novelty seeking, harm avoidance, reward dependence and persistence, alongside three dimensions of character. Each dimension within Cloninger’s model is thought to reflect normally distributed quantitative traits, accounting for both normal and maladaptive individual differences which present in varying degrees in everyone (Fountoulakis, 2019; Fruyt 2006).

The TEMPS developed by Akiskal and Akiskal (2005b), focuses specifically on the affective components of temperament, encompassing the five temperament profiles derived from theoretical and clinical considerations (Akiskal et al., 2005a). The TEMPS is the most widely used set of instruments to measure affective temperaments (Elias et al., 2017) and exists in several versions. The TEMPS was originally designed to be administered by semi-structured interview (TEMPS-I; Akiskal et al., 1998), but has been developed into a self-rated version, known as the TEMPS-A (Akiskal et al., 2005c), and a short version intended for clinical use (Akiskal et al., 2005b; see appendix A).

The TEMPS-A contains 110 questions across depressive, cyclothymic, hyperthymic, irritable and anxious subscales, requiring “yes” (score 1) or “no” (score 0) responses. Each subscale is then scored by dividing the sum of the subscale by the number of questions within the subscale. The TEMPS characterises the dominant temperament of an individual based on the severity of the traits ranging from 0 to 1. The TEMPS has been validated for use in both healthy controls and those with a psychiatric diagnosis (Akiskal et al., 1998). The TEMPS has been translated into several languages and has consistently
demonstrated acceptable psychometric properties across different settings and populations (Akiskal et al., 2005b).

Although the TEMPS does not have any intrinsic psychopathological predictive value, the predominant affective temperament maps onto the spectrum of bipolar disorders from subclinical presentations through bipolar disorder type I (BD-I), type-II (BD-II), and major depressive disorder (MDD) at the opposite end (Solmi et al., 2016). Unlike the TCI, the TEMPS is rooted in evolutionary theory and its validity has been supported by genetic studies which have found significant associations between TEMPS scores and serotonin transporters (Gonda et al., 2005). Despite some indication that the TEMPS may be applicable within clinical settings (Vöhringer et al., 2011), temperament itself is not typically assessed outside of research settings (Youngstrom et al., 2011). There are however important clinical and therapeutic implications associated with affective temperament including the early identification of those with poorer prognostic features (Vöhringer et al., 2011). Research has suggested that interventions can be more effective when designed and delivered in accordance with an individual’s temperament (Akiskal & Akiskal, 2005a). For example, hyperthymic temperaments prefer action-orientated approaches and anxious temperaments can benefit from meditation. Furthermore, some temperaments are associated with lower levels of trait conscientiousness making it more likely that there will be difficulties following through with taking medication, keeping appointments, or completing tasks from therapy (Youngstrom et al., 2011).

Importantly, if temperamental dysregulation does constitute a link between predisposing genetic factors and bipolar disorders, the assessment of temperament, could assist in identifying and providing appropriate early interventions for those at risk of developing a mood disorder. Several studies
have utilised the TEMPS over the years to examine affective temperament in those with bipolar disorders, relatives, and control groups. There has been some research to suggest that cyclothymic temperament is highly prevalent in the children of parents with bipolar disorders, and the trait increases the risk of developing a bipolar disorder above that associated with heritability or temperament alone. In addition, young people with depression and cyclothymic temperament are much more likely to convert to bipolar disorder than young people with depression alone (Youngstrom et al., 2011).

Despite numerous studies assessing the link between affective temperament and bipolar disorders, very few have attempted to review the current evidence (Solmi, 2016; Vazquez, 2013). Solmi and colleagues (2016) conducted a meta-analysis to investigate a metric continuum of TEMPS scores in healthy controls, mood disorder patients and individuals with other psychiatric diagnoses. The results provided support for a continuum model of temperament, however, data concerning relatives was only available in four of the 26 studies that were included in the review, limiting the validity and generalisability of the findings.

Thus, the current research aimed to address this gap and review the evidence concerned with first-degree relatives to examine whether there are differences in affective temperament for those at genetic risk for a bipolar disorder. If Akiskal’s theoretical model of affective temperaments is correct, then we expect the TEMPS to reveal intermediate scores for unaffected relatives who share some but not all the genes of first-degree relatives with a bipolar disorder, with relatively higher scores for affected relatives (relatives with any diagnosable mental health disorder). Likewise, we would anticipate the highest
scores for probands with a diagnosis of bipolar disorder and the lowest scores for healthy controls without a family history of bipolar disorders.

Method

The present review adhered to the Manual for Evidence Synthesis by the Joanna Briggs Institute (JBI; Aromataris & Munn, 2020) and the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) statement (Page et al., 2020), following a predetermined, but unpublished protocol.

Search strategy

A systematic literature search was conducted in the databases MEDLINE, PsycINFO, Web of Science and Google Scholar to identify eligible articles published in English. The search period was from the beginning of the databases to April 2021, with the final search conducted on 13 April 2021. The Boolean operators AND and OR were used to combine search terms associated with “temperament”, “bipolar disorder” and “first-degree relatives” (see Appendix B for a full list of search terms). The author performed keyword searches and a citation search using Web of Science. The reference lists of included papers and relevant reviews were checked for potentially eligible studies. Figure 1 outlines the process and outcome of the literature search in a PRISMA diagram (Page et al., 2020).

The titles and abstracts of studies were scanned for relevance and then assessed for eligibility. Papers were eligible for inclusion if they (1) administered the TEMPS (any version), (2) to those at genetic risk of developing a bipolar disorder (i.e. any first-degree relative of an individual with BD-I, BD-II or bipolar disorder not otherwise specified (BD-NOS), (3) compared scores to probands
with a bipolar disorder or healthy controls and (4) published in peer-reviewed journals. Studies were excluded if they (1) did not include first-degree relatives, (2) utilised measures of affective temperament that did not include the TEMPS, (3) were not available in English and (4) were not original published articles including reviews or summaries.

**Data extraction**

The following study characteristics were extracted from eligible studies: author, publication year, country, demographic characteristics for subjects and comparison groups (mean age, diagnoses, sex, sample size), TEMPS version and mean and SD of TEMPS scores in each group. The primary outcome measure was the standardised mean difference of each TEMPS score between first-degree relatives, probands with a bipolar disorder and any other available control group.
Quality assessment

To assess the methodological quality of the research articles, the strengths and weaknesses of each paper were systematically reviewed. Considering the limited number of studies in this area, studies were not excluded because of their quality appraisal score. The studies included in this review were all cross-sectional studies. Therefore, study quality was assessed using the JBI Critical Appraisal Checklist for Cross-sectional studies (Moola et al., 2020; see Appendix C).

Figure 1

PRISMA diagram of study selection process
Each paper was assigned an overall quality score based on how many of the criteria they met on the checklist. Two points were awarded when the paper fully met the criteria for an item, one point when it was unclear whether the paper met the criteria or the criteria was partially met, and no points when the paper did not meet the criteria, with a maximum score of 16 available. To aid comparison between papers, a total quality percentage score was calculated for each paper by dividing the overall quality score by its maximum possible score and multiplying by 100. Since the JBI has not published a categorisation system for its checklists, the author created an arbitrary categorisation system and categorised papers as either: poor (<59%), fair (60%-69%), good (70%-79%) or excellent (>80%) quality.

To assess interrater reliability, a peer researcher randomly selected 50% of the eligible papers (n = 8) and conducted an independent assessment of quality using the JBI checklist. The second rater was blind to the first rater’s scoring. Discrepancies in ratings were discussed and resolved.

Results

Characteristics of included studies and a summary of results are reported in Table 1. Sixteen studies were included in the systematic review (Chiaroni, 2005; Evans, 2005; Ferensztajn, 2015; Ferreira, 2013; Gandotra, 2011; Greenwood, 2013; Higier, 2014; Kesebir, 2005; Kesebir, 2020; Liu, 2021; Mahon, 2013; Mendlowicz, 2005; Saguem, 2019; Savitz, 2008; Vázquez, 2008; Whalley, 2011). The included studies contained 4442 participants, these included 931 with a diagnosis of bipolar disorder (BDI: 359; BDII: 120; BD-NOS: 3), 409 with MDD, 143 with a diagnosis of schizophrenia, 1396 healthy controls
and 1431 relatives of subjects with a bipolar disorder (healthy relatives: 1069; relatives with a diagnosable mental health disorder: 60).

Four studies were carried out in the USA, two in Brazil and one each in France, Poland, India, Sweden, Turkey, China, Tunisia, South Africa, Argentina and the UK. Eight of the studies described the relationship between the proband and family member (i.e. parent, child or sibling), five studies stated that participants were first-degree relatives, however, three studies only described subjects as family or relatives (Evans, 2005; Mendlowicz, 2005; Savitz, 2008).

Fourteen of the studies compared relatives to healthy controls, eleven studies included bipolar disorder subjects in the analysis and one study included a comparison of BDI vs BDII (Savitz et al., 2008). Five studies included other psychiatric diagnoses (MDD and schizophrenia) as comparison groups (Evans, 2005; Higier, 2014; Gandotra, 2011; Greenwood, 2013; Savitz, 2008). Eight of the studies that included bipolar disorder subjects reported the stage of bipolar disorder as euthymic or in remission, two of the studies reported that not all of the subjects were in remission (Savitz, 2008; Vázquez, 2008), one study did not report the status of bipolar disorder probands (Evans et al., 2005). All the studies included outpatients.

The full version of the TEMPS-A questionnaire was used in five studies (Evans, 2005; Ferensztajn, 2015; Greenwood, 2013; Mahon, 2013; Savitz, 2008), and three studies administered the TEMPS-A short or clinical version (Ganotra, 2011; Mendlowicz, 2005; Whalley, 2011). The other seven studies used the TEMPS-Rio de Janeiro (Ferreira et al., 2013), the Turkish version of the TEMPS-A (Kesebir, 2005; Kesebir, 2020), the Chinese version of the TEMPS-A (Liu et al., 2021), the Arabic version of the TEMPS-A (Saguem et al.,
2021), the TEMPS-A Buenos Aires (Vázquez et al., 2008) and two studies used modified or only selected items from the TEMPS-A (Chiaroni, 2005; Higier, 2014).

Quality appraisal

The results of the quality appraisal are presented in Appendix D. The calculation of the intraclass correlation co-efficient (ICC) indicated that there was good interrater reliability (ICC = 0.752, 95% CI [0.237, 0.950], F(7,7) = 4.038, p< 0.05) (Koo & Li, 2016). Most of the studies (n = 10) were considered by the author to be of fair to good quality with ratings falling between 62% and 75%. Five studies were rated to be of poor quality (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mendlowicz, 2005; Savitz, 2008) and one study was rated as excellent quality (Saguem, 2021). Studies generally benefitted from the standardised assessment of individuals with a bipolar disorder, with most utilising qualified and experienced clinicians to decrease the risk of bias. However, only half of the included studies attempted to control for confounding factors such as the phase of bipolar disorder. In addition, several studies failed to clearly define the inclusion or exclusion criteria and whether this was determined prior to recruitment.
<table>
<thead>
<tr>
<th>Authors (year)/country</th>
<th>Design</th>
<th>Participant characteristics</th>
<th>Illness phase BD</th>
<th>Exclusion criteria</th>
<th>TEMPS version</th>
<th>Main finding</th>
<th>Quality (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiaroni (2005)/France</td>
<td>CS</td>
<td>177 participants</td>
<td>-</td>
<td>Proband relatives with affective disorder</td>
<td>TEMPS-A (8 items [CT only])</td>
<td>Significant difference in cyclothymic temperament scores between BDR and control groups with gradation (higher scores for BDR and lower scores for HC)</td>
<td>62%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BDR [n =40; 62% female; mean age = 8.2(±16.2)]</td>
<td></td>
<td>HC with a history of an affective disorder</td>
<td></td>
<td>Cyclothymic temperament more prevalent in HC-P than HC</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HC [n =100; 52% female; mean age = 38.3(±9.1)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HC-P [n =37; 64% female; mean age = 7.8(±11.2)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evans (2005)/USA</td>
<td>CS</td>
<td>443 participants</td>
<td>-</td>
<td>-</td>
<td>TEMPS-A</td>
<td>Significant difference in temperament scores with expected average order (BD [highest], AR, UR and HC [lowest]) except for the hyperthymic scale in which controls scored highest.</td>
<td>43%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Group 1 (BD):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>BD-I (n = 109)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>BD-II (n = 46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA-BD (n = 4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Group 2 (AR):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MDD-recurrent (n = 69)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MDD-single ep (n = 31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Group 3 (UR; n = 124)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Group 4 (HC; n = 63)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferensztajn (2015)/Poland</td>
<td>CS</td>
<td>50 AR and UR grouped by proband lithium response [54% female; mean age = 34(±9)]</td>
<td>-</td>
<td>-</td>
<td>TEMPS-A</td>
<td>Distinct temperament profiles for relatives by response to lithium.</td>
<td>62%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Group 1: ELR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Country</td>
<td>Design</td>
<td>Sample Size</td>
<td>Male/Female</td>
<td>Mean Age (±SD)</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>--------</td>
<td>-------------</td>
<td>-------------</td>
<td>----------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>Ferreira (2013)</td>
<td>Brazil</td>
<td>CS</td>
<td>446 participants</td>
<td>64.5% female</td>
<td>38.38 (±11.97)</td>
<td>Higher scores for AR of ELM, except for the hyperthymic scale, in which UR scored higher.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BD-I/BD-II [n = 90; 64.5% female; mean age = 38.38 (±11.97) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MDD [n = 88; 75% woman; mean age = 46.78 (±11.91) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>UR [n = 132; 65.90% female; mean age = 36.55 (±12.47) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HC [n = 136; 64.5% female; mean age = 33.43 (±12.18) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gandotra (2011)</td>
<td>India</td>
<td>CS</td>
<td>198 participants</td>
<td>27.3% female</td>
<td>30.90 (±9.93)</td>
<td>Scores were higher in the clinical groups compared to controls on all temperaments except for the hyperthymic scale.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BD proband [n = 33; 27.3% female; mean age = 30.90 (±9.93) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BDR [n = 33; 18.2% female; mean age = 43.18 (±14.69) years]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Matched controls (characteristics not reported): Sch (n = 33) SchR (n = 33) HC (n = 33) HC-R (n = 33)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors (year)/country</td>
<td>Design</td>
<td>Participant characteristics</td>
<td>Illness phase BD</td>
<td>Exclusion criteria</td>
<td>TEMPS version</td>
<td>Main finding</td>
<td>Quality (%)</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------</td>
<td>-----------------------------</td>
<td>------------------</td>
<td>-------------------</td>
<td>---------------</td>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>Greenwood (2013)/USA</td>
<td>CS</td>
<td>670 participants from 101 families [62% female; mean age = 45±17)]</td>
<td>BD group: BD-I (n = 128; 29.9%) BD-II (n = 40; 9.3%) SA-BD (n = 9; 2.1%)</td>
<td>-</td>
<td>TEMPS-A</td>
<td>Significant group differences across all five temperaments. All except hyperthymic showing the expected trend of more pathological scores for BD subjects, followed by MDD, then unaffected relatives, and finally controls except for hyperthymic.</td>
<td>50%</td>
</tr>
<tr>
<td>Higier (2014)/Sweden</td>
<td>CS</td>
<td>258 twin pairs</td>
<td>Control twins [n = 63; 52.4% female; mean age = 47 (±11.5) years] Sch proband twins [n = 55; 49.1% female; mean age = 49.7 (±10.2) years] Sch UR-twins [n = 31; 51.6% female; mean age = 51.6 (±9.9) years] BD proband twins [n = 64; 60.9% female; mean age = 48.8 (±10.7) years] BD UR-twins [n = 45; 60% female; mean age = 49.1 (±9.8) years]</td>
<td>Clinically stable</td>
<td>TEMPS-A short form (33 items) split into “positive” and “negative” scales</td>
<td>Bipolar UR-twins showed elevated scores on a “positive” temperament scale compared with controls and bipolar probands, while bipolar probands scored higher on a “negative” scale compared with their UR-twins and controls, who did not differ</td>
<td>75%</td>
</tr>
<tr>
<td>Kesebir (2005)/USA</td>
<td>CS</td>
<td>638 participants</td>
<td>BD probands [n = 100; 57% female; mean age = 36.7 (±14.5) years]</td>
<td>Euthymic</td>
<td>TEMPS-A (Turkish version)</td>
<td>Hyperthymic temperament was significantly more common in the patient-group, FDR, and FDR with BD than in the controls</td>
<td>68%</td>
</tr>
<tr>
<td>Study</td>
<td>Country</td>
<td>Sample Size</td>
<td>Age and Gender Matched Controls</td>
<td>Euthymic</td>
<td>Physical or Neurological Illness</td>
<td>TEMPS-A (Turkish Version)</td>
<td>Cyclothymic and Hypothymic Temperament Scores</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------</td>
<td>-------------</td>
<td>---------------------------------</td>
<td>----------</td>
<td>---------------------------------</td>
<td>----------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Kesebir (2020)</td>
<td>Turkey</td>
<td>75</td>
<td>BD proband: n = 25; 72% female; mean age = 32.8 (±5.7) years</td>
<td>Euthymic</td>
<td>Physical or neurological illness</td>
<td>TEMPS-A (Turkish version)</td>
<td>Cyclothymic and hyperthymic temperament scores were similar between BD probands and UR but higher than HC (62%)</td>
</tr>
<tr>
<td>Liu (2021)</td>
<td>China</td>
<td>112</td>
<td>AR: n = 60; 48% female; mean age = 15.57 (±5.77) years</td>
<td>NA</td>
<td>DSM-IV-TR Axis I disorders</td>
<td>TEMPS-A (short Chinese version)</td>
<td>AR had more predominant cyclothymic, irritable, depressive and anxious temperaments than UR and HCs. (75%)</td>
</tr>
<tr>
<td>Mahon (2013)</td>
<td>USA</td>
<td>221</td>
<td>BD probands: n = 55 (BDI n=47; BDII n=5; BD-NOS n=3) 65% female; mean age = 39.4 (±12.2) years</td>
<td>Clinically stable</td>
<td>UR Axis I mood or psychotic disorder</td>
<td>TEMPS-A</td>
<td>Those at genetic risk for BD (i.e. siblings of probands) show elevated levels of traits associated with the clinical manifestation of BD. Scores for UR were typically higher than HC but lower than probands. (62%)</td>
</tr>
<tr>
<td>Authors (year)/country</td>
<td>Design</td>
<td>Participant characteristics</td>
<td>Illness phase BD</td>
<td>Exclusion criteria</td>
<td>TEMPS version</td>
<td>Main finding</td>
<td>Quality (%)</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------</td>
<td>-----------------------------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Mendlowicz (2005)/Brazil</td>
<td>CS</td>
<td>75 participants</td>
<td>Clinically recovered</td>
<td>UR with current or history of Axis I or II diagnosis</td>
<td>TEMPS-A (short version)</td>
<td>Depressive and irritable temperament scores differentiated between recovered BD probands, UR and HC. UR exhibit cyclothymic scores halfway between this of BD and HC. Hyperthymic temperament highest in HC although this was not significant.</td>
<td>56%</td>
</tr>
<tr>
<td>Saguem (2021)/Tunisia</td>
<td>CS</td>
<td>180 participants</td>
<td>Remission</td>
<td>More than 2 siblings with a mood disorder</td>
<td>TEMPS-A (Arabic version)</td>
<td>BD probands showed significantly higher scores in hyperthymic, cyclothymic and depressive temperament dimensions compared to HC. Temperamental dysregulation UR who showed higher scores in cyclothymic and hyperthymic temperament dimensions compared to HC.</td>
<td>87%</td>
</tr>
<tr>
<td>Savitz (2008)/South Africa</td>
<td>CS</td>
<td>296 participants</td>
<td>Euthymic (most)</td>
<td>-</td>
<td>TEMPS-A</td>
<td>The BDI, BDII, and to a lesser extent the MDD recurrent group scored higher, on average than UR on cyclothymic and irritability temperaments</td>
<td>56%</td>
</tr>
<tr>
<td>Vázquez (2008)/Argentina</td>
<td>CS</td>
<td>229 participants</td>
<td>NA</td>
<td>Diagnosis of BD</td>
<td>TEMPS-A</td>
<td>UR of bipolar probands exhibit higher levels of temperamental traits than HC. Cyclothymic and anxious temperament scores differentiated between UR and HC.</td>
<td>62%</td>
</tr>
<tr>
<td>Study</td>
<td>Design</td>
<td>Participants</td>
<td>History</td>
<td>TEMPS-A</td>
<td>Notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>--------------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whalley (2011)/UK</td>
<td>CS</td>
<td>163 participants</td>
<td>NA</td>
<td>History of MDD, mania, hypomania, psychosis, or any major neurological or psychiatric disorder; a history of substance dependence; learning disability, head injury that included loss of consciousness</td>
<td>No main conclusions for TEMPS-A data – no significant differences found. Increases in activation in those at familial risk of bipolar disorder in the left amygdala versus comparison subjects.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** BDR: bipolar disorder relative; CS: cross-sectional; HC: healthy control; HC-P: healthy control positive family history of psychiatric illness; HC-R: relatives of healthy controls; BD-I: bipolar disorder type 1; BD-II: bipolar disorder type 2; SA-BD: schizoaffective bipolar disorder; AR: affected relative; UR: unaffected relative; MDD: major depressive disorder; ELR: excellent lithium responder; PR: partial responder; NA: not applicable; NR: non-responder; Sch: schizophrenia; Sch-R: schizophrenia relative; RR: relative risk;
Comparison of affective temperament scores

Table 2 presents a summary of the main findings.

First-degree Relatives vs Bipolar Disorder groups

Ten studies in total compared temperament scores of first-degree relatives and bipolar disorder groups across the five subscales (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Higier 2014; Kesebir, 2005; Kesebir, 2020; Mahon, 2013; Mendlowicz, 2005; Saguem, 2021; Savitz, 2008).

Table 2
Summary of results

<table>
<thead>
<tr>
<th>TEMPS-A Subscale</th>
<th>Comparison</th>
<th>Expected direction of effect</th>
<th>Total studies</th>
<th>Studies reporting expected significant differences</th>
<th>Studies reporting opposing significant differences</th>
<th>Studies reporting non-significant findings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyperthymic</td>
<td>FDR vs BD</td>
<td>BD &gt; FDR</td>
<td>9</td>
<td>2</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AR vs UR</td>
<td>AR &gt; UR</td>
<td>5</td>
<td>3</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>FDR vs HC</td>
<td>FDR &gt; HC</td>
<td>10</td>
<td>0</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Depressive</td>
<td>FDR vs BD</td>
<td>BD &gt; FDR</td>
<td>8</td>
<td>6</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AR vs UR</td>
<td>AR &gt; UR</td>
<td>4</td>
<td>3</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FDR vs HC</td>
<td>FDR &gt; HC</td>
<td>11</td>
<td>4</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>Irritable</td>
<td>FDR vs BD</td>
<td>BD &gt; FDR</td>
<td>9</td>
<td>7</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AR vs UR</td>
<td>AR &gt; UR</td>
<td>5</td>
<td>4</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FDR vs HC</td>
<td>FDR &gt; HC</td>
<td>11</td>
<td>7</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Cyclothymic</td>
<td>FDR vs BD</td>
<td>BD &gt; FDR</td>
<td>9</td>
<td>7</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AR vs UR</td>
<td>AR &gt; UR</td>
<td>5</td>
<td>4</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>FDR vs HC</td>
<td>FDR &gt; HC</td>
<td>12</td>
<td>7</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Anxious</td>
<td>FDR vs BD</td>
<td>BD &gt; FDR</td>
<td>8</td>
<td>6</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AR vs UR</td>
<td>AR &gt; UR</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>FDR vs HC</td>
<td>FDR &gt; HC</td>
<td>11</td>
<td>6</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

*Note. AR: affected relative; BD: bipolar disorder; HC: healthy control; UR: unaffected relative*
Hyperthymic temperament. Nine studies compared hyperthymic temperament in subjects with a bipolar disorder and first-degree relatives. Six studies found higher hyperthymic TEMP scores in first-degree relatives compared to individuals with a bipolar disorder, but significant differences were only observed in two of the studies (Evans, 2005; Greenwood, 2013). Both studies were of poor quality and, importantly, neither reported the illness phase of bipolar disorder subjects or the familial relationship of the relatives. Of the three studies that observed higher hyperthymic temperament scores in the bipolar disorder group, two revealed significant differences between groups (Ferreira, 2013; Savitz, 2008). Similarly, both studies were of poor quality due to an increased risk of bias.

Depressive temperament. Eight studies compared depressive temperament scores of relatives and subjects with bipolar disorder. Six found that subjects with a bipolar disorder had significantly higher TEMPS scores on the depressive subscale than unaffected relatives (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mahon, 2013; Mendlowicz, 2005; Saguem, 2021) and affected relatives (Evans et al., 2005). Three of the studies did not control for the illness phase of the bipolar disorder group and were of poor quality (Evans, 2005; Ferreira, 2013; Greenwood, 2013). However, the remaining three studies reported that all subjects with a bipolar disorder were clinically recovered (Mendlowicz et al., 2005) or were in remission (Mahon, 2013; Saguem, 2021) and were considered fair and excellent quality respectively.

Irritable temperament. Nine studies compared irritable temperament in subjects with a bipolar disorder and first-degree relatives. Seven studies found that TEMPS scores for the irritable subscale were significantly higher in the bipolar disorder group compared to first-degree relatives. Most of the studies
were of poor quality (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mendelowicz, 2005; Savitz, 2008), and the remaining two studies were fair (Kesebir et al., 2005; Mahon, 2013). Although not significant, the remaining two studies did find higher irritable TEMPS scores amongst the bipolar disorder group. One of these studies was of excellent quality (Saguem et al., 2021) and attempted to control for mood state, by only including bipolar disorder participants once remission had been confirmed and gathering data on significant life events for participants six months before participation.

**Cyclothymic temperament.** Nine studies compared cyclothymic temperament in subjects with a bipolar disorder and first-degree relatives. Comparably to the irritable temperament findings, seven studies found that TEMPS scores for the irritable subscale were significantly higher in the bipolar disorder group compared to first-degree relatives. As previously discussed, two of the studies were deemed to be fair quality (Kesebir et al., 2005; Mahon, 2013), however, most of the studies were poor (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mendelowicz, 2005; Savitz, 2008).

**Anxious temperament.** Eight studies compared anxious temperament in subjects with a bipolar disorder and first-degree relatives. Similarly, to both irritable and cyclothymic temperaments, six studies found significantly higher TEMPS scores for the anxious subscale in the bipolar disorder group compared to first-degree relatives. Four of the studies were poor (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mendelowicz, 2005) whilst two were deemed to be fair (Kesebir et al., 2005; Mahon, 2013). Saguem et al. (2021) conducted an excellent quality study, and whilst similar results were observed, the differences between groups was not significant.
One final study (Higier et al., 2014) compared TEMPS scores between subjects with bipolar disorder and first-degree relatives. Whilst the study was deemed to be of good quality, the findings were grouped by “positive” and “negative” items making it difficult to interpret and integrate findings. Nonetheless, the results showed significantly higher TEMPS scores for “positive” items for first-degree relatives compared to the bipolar disorder group. Similarly, relatives scored significantly lower on the “negative” scale compared to the bipolar disorder group.

**Affected Relatives vs Unaffected Relatives**

Five studies in total compared temperament scores of affected relatives and unaffected relatives across the five subscales. Affected relatives included first degree relatives meeting the diagnostic criteria for MDD (Evans, 2005; Savitz, 2008) bipolar spectrum disorder (Gandotra et al., 2011) or any mood disorder (Ferensztain, 2015; Liu, 2021).

**Hyperthymic temperament.** Five studies compared hyperthymic temperament scores between affected relatives and unaffected relatives. All five studies reported higher scores for unaffected relatives, although only three found significant differences between the groups. Two of the studies were poor; one did not describe the familial relationship of relatives (Evans et al., 2005) and the other experienced a significant rate of study refusal from relatives which could have biased the sample (Savitz, et al. 2008). The third study was fair in quality (Ferensztajn, 2015), although only relatives of ‘excellent lithium responders’ were included in the analyses which limit the generalisability of results. All the relatives included in the studies were assessed by qualified professionals using standardised interview procedures.
Depressive temperament. Four studies compared depressive temperament scores between affected relatives and unaffected relatives. Three of the four studies found significantly higher depressive temperament scores in affected relatives compared to unaffected relatives. The studies were poor (Evan et al., 2005), fair (Ferensztajn et al., 2015) and good (Liu et al., 2021) quality.

Irritable temperament. Similarly, to the hyperthymic comparison, five studies compared irritable temperament scores between affected relatives and unaffected relatives. Four studies found significantly higher irritable TEMPS scores for affected relatives compared to unaffected relatives (Evans, 2005; Gandotra, 2011; Liu, 2021; Savitz, 2008). Two of the studies were of good quality (Gandotra, 2011; Liu, 2021) with strengths in limiting possible bias through the systematic recruitment of relatives and taking into account the duration of contact with bipolar disorder probands (Gandotra et al, 2011). Ferensztajn et al. (2015) conducted a study of ‘fair’ quality, however, the greater TEMPS scores for affected relatives were not significant.

Cyclothymic temperament. Five of the studies compared cyclothymic temperament scores between affected relatives and unaffected relatives. Four studies found significantly higher cyclothymic TEMPS scores for affected relatives compared to unaffected relatives which were poor (Evans, 2005; Savitz, 2008), fair (Ferensztajn et al., 2015) and good (Liu, et al., 2021) quality. Gandotra et al. (2011) conducted a ‘good’ quality and found that the greater TEMPS scores for affected relatives, were not significant.

Anxious temperament. Three of the studies (Evans, 2005; Ferensztajn, 2015; Liu, 2021) compared anxious temperament scores between affected
relatives and unaffected relatives. All three studies observed higher anxious TEMPS scores within the affected relative group. However only one of the studies revealed significant differences between the two groups (Evans, 2005).

**First-degree Relatives vs Healthy Controls**

Thirteen studies in total compared temperament scores of first-degree relatives and healthy controls across the five subscales (Chiaroni, 2005; Evans, 2005; Ferreira, 2013; Greenwood, 2013; Higier 2014; Kesebir, 2005; Kesebir, 2020; Liu, 2021; Mahon, 2013; Mendlowicz, 2005; Saguem, 2021; Vázquez, 2008; Whalley, 2011).

**Hyperthymic temperament.** Ten studies compared hyperthymic temperament scores between first-degree relatives and healthy controls. Significant differences in hyperthymic TEMPS scores were observed in three studies (Evans, 2005; Ferreira, 2013; Greenwood; 2013). All three studies revealed higher hyperthymic temperament scores in healthy controls. However healthy controls were recruited through advertisements that specified that the research was concerned with psychiatric diagnoses which could have biased the sample. All three studies were considered poor quality due to limited attempts to control for confounding variables. Although the remaining seven studies did not find significant differences between the groups, there was a slight trend towards higher hyperthymic scores in healthy controls compared to first-degree relatives (Mahon 2013; Mendlowicz, 2005; Vázquez, 2008; Whalley, 2011).

**Depressive temperament.** Eleven studies compared depressive temperament scores between first-degree relatives and healthy controls. Four found significantly higher TEMPS scores amongst relatives compared to healthy
controls. The studies were generally of poor quality (Evans, 2005; Ferreira, 2013; Greenwood, 2013), however, Vázquez and colleagues (2008) conducted a study of slightly better quality (fair) study that included well-matched relative and control groups. The remaining studies found no significant differences between depressive scores although scores were generally higher amongst the relatives. The studies were poor (Mendlowicz et al., 2005) fair (Kesebir, 2020; Mahon, 2013; Whalley, 2011), good (Kesebir, 2005; Liu, 2021) and excellent (Saguem et al., 2021) quality.

**Irritable temperament.** Eleven studies compared irritable temperament scores between first-degree relatives and healthy controls. Eight studies observed significant differences in mean TEMPS scores between the two groups. Seven of the studies found significantly higher irritable TEMPS scores amongst first-degree relatives when compared to controls. The studies varied in quality and were rated as poor (Evans, 2005; Greenwood, 2013) fair (Ferreira, 2013; Mahon, 2013; Vázquez, 2008) and good (Liu, 2021; Mendlowicz, 2005). In contrast, Kesebir and colleagues (2005) found higher TEMPS scores for healthy controls compared to relatives and the study was ‘fair’ in quality. One study that was of excellent quality (Saguem et al., 2021) did not find any significant differences in irritable TEMPS scores between relatives and healthy controls. The study included well-matched groups and consideration of recent life events that could impact temperament scores.

**Cyclothymic temperament.** Twelve studies compared cyclothymic temperament between first-degree relatives and healthy controls. Eight studies observed significant differences in TEMPS scores between the groups. In seven of the studies, cyclothymic TEMPS scores were significantly higher for first-degree relatives compared to healthy controls (Chioroni, 2005; Evans, 2005;
In contrast, Liu et al. (2021) found significantly higher cyclothymic scores amongst healthy controls. Four studies did not observe any significant differences between relatives and healthy controls and were fair (Kesebir, 2005; Kesebir, 2020; Whalley, 2011) and excellent (Sauguem et al., 2021) quality.

**Anxious temperament.** Eleven studies compared anxious temperament scores between first-degree relatives and healthy controls. Seven studies reported significant differences between relatives and healthy controls on anxious TEMPS scores. Scores were significantly higher amongst relatives in six of the studies (Evans, 2005; Ferreira, 2013; Greenwood, 2013; Mahon, 2013; Mendlowicz, 2005; Vázquez, 2008), in contrast to Kesebir and colleagues (2005) who again observed higher scores amongst healthy controls. Three studies of fair (Vázquez, 2008), good (Liu, 2021) and excellent (Saguem, 2021) quality did not observe any significant differences between groups.

Table 3 presents mean scores across temperament subtypes for each comparison group. Where studies did not provide mean scores, each group was given a rank to reflect the temperament continuum (highest temperament = 1 to lowest temperament scores = 5).
<table>
<thead>
<tr>
<th>Study</th>
<th>Groups</th>
<th>Hyperthymic temperament</th>
<th>Depressive temperament</th>
<th>Irritable temperament</th>
<th>Cyclothymic temperament</th>
<th>Anxious temperament</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M (SD) / Group differences</td>
<td>M (SD) / Group differences</td>
<td>M (SD) / Group differences</td>
<td>M (SD) / Group differences</td>
<td>M (SD) / Group differences</td>
</tr>
<tr>
<td>Chiaroni (2005)</td>
<td>FDR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>±15% [1]</td>
</tr>
<tr>
<td></td>
<td>HC-P</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>±0.81% [3]</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>±1% [2]</td>
</tr>
<tr>
<td>Evans (2005)</td>
<td>BDI</td>
<td>9.22 (0.43[3])</td>
<td>9.21 (0.43[1])</td>
<td>6.75 (0.44[1])</td>
<td>11.08 (0.58[1])</td>
<td>11.95 (0.75[1])</td>
</tr>
<tr>
<td></td>
<td>BDII</td>
<td>8.79 (0.66[3])</td>
<td>9.78 (0.68[1])</td>
<td>7.22 (0.72[1])</td>
<td>11.10 (0.76[1])</td>
<td>11.43 (1.00[1])</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>0.34 (0.24)</td>
<td>0.54 (0.18)</td>
<td>0.38 (0.20)</td>
<td>0.56 (0.24)</td>
<td>0.53 (0.25)</td>
</tr>
<tr>
<td></td>
<td>(MDD)</td>
<td>[4]</td>
<td>[2]</td>
<td>[3]</td>
<td>[4]</td>
<td>p &lt;0.05</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>0.51 (0.20)</td>
<td>0.32 (0.25)</td>
<td>0.24 (0.22)</td>
<td>0.31 (0.27)</td>
<td>0.32 (0.24)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>[1]</td>
<td>[2]</td>
<td>[3]</td>
<td>[4]</td>
<td></td>
</tr>
<tr>
<td>Ferensztajn (2015)</td>
<td>AR</td>
<td>0.34 (0.24)</td>
<td>p &lt;0.05 (Mann-Whitney U)</td>
<td>0.54 (0.18)</td>
<td>0.38 (0.20)</td>
<td>0.56 (0.24)</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>0.51 (0.20)</td>
<td>0.32 (0.25)</td>
<td>0.24 (0.22)</td>
<td>0.31 (0.27)</td>
<td>0.32 (0.24)</td>
</tr>
<tr>
<td></td>
<td>(ELR)</td>
<td>[4]</td>
<td>[2]</td>
<td>[3]</td>
<td>[4]</td>
<td></td>
</tr>
<tr>
<td>Ferreira (2013)</td>
<td>BD</td>
<td>5.67 (3.91)</td>
<td>3.00 (2.45)</td>
<td>3.44 (2.46)</td>
<td>6.66 (3.54)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>MDD-R</td>
<td>6.33 (3.74)</td>
<td>3.38 (2.22)</td>
<td>1.38 (1.50)</td>
<td>4.83 (3.12)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>6.33 (4.51)</td>
<td>2.33 (0.58)</td>
<td>0.67 (0.58)</td>
<td>5.33 (2.08)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>6.37 (3.85)</td>
<td>3.07 (1.53)</td>
<td>1.30 (1.32)</td>
<td>5.50 (2.27)</td>
<td>-</td>
</tr>
<tr>
<td>Gandotra (2011)</td>
<td>AR</td>
<td>5.67 (3.91)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>6.33 (3.74)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Sch-AR</td>
<td>6.33 (4.51)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Sch-UR</td>
<td>6.37 (3.85)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Study</td>
<td>Groups</td>
<td>Hyperthymic temperament</td>
<td>Depressive temperament</td>
<td>Irritable temperament</td>
<td>Cyclothymic temperament</td>
<td>Anxious temperament</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>-------------------------</td>
<td>-----------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M (SD) / [rank]*</td>
<td>Group differences</td>
<td>M (SD) / [rank]*</td>
<td>Group differences</td>
<td>M (SD) / [rank]*</td>
</tr>
<tr>
<td>Greenwood (2013)</td>
<td>BD</td>
<td>[3]</td>
<td>F=10.0</td>
<td>p&lt;0.001</td>
<td>[1]</td>
<td>F=37.6</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>[2]</td>
<td></td>
<td></td>
<td>[3]</td>
<td></td>
</tr>
<tr>
<td>Higier (2014)</td>
<td>BD</td>
<td>[2]</td>
<td>&quot;Positive scale&quot;</td>
<td>(F=6.32, df=4, p&lt;0.01)</td>
<td>[2]</td>
<td>&quot;Negative scale&quot;</td>
</tr>
<tr>
<td></td>
<td>Sch</td>
<td>[5]</td>
<td>Sch-Sch</td>
<td></td>
<td>[1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>[3]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kesebir (2005)</td>
<td>BD</td>
<td>11.6 (1.1)</td>
<td>BD vs BD (c) t = 0.43 p = NS</td>
<td>5.0 (0.52)</td>
<td>BD vs (c) t = -2.72 p = 0.007</td>
<td>5.2 (0.8)</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>12.2 (1.4)</td>
<td>BD vs BD (c)</td>
<td>5.2 (0.6)</td>
<td>BD vs (c) t = 3.6 (0.7)</td>
<td>6.7 (0.6)</td>
</tr>
<tr>
<td></td>
<td>BD(c)</td>
<td>11.9 (1.7)</td>
<td>FDR vs BD (c) t = 1.15 p = NS</td>
<td>6.2 (0.6)</td>
<td>FDR vs (c) t = -6.31 p = &lt;0.001</td>
<td>4.8 (1.6)</td>
</tr>
<tr>
<td></td>
<td>FDR(c)</td>
<td>12.0 (2.7)</td>
<td>BD vs FDR t = -1.58 p = NS</td>
<td>6.7 (1.2)</td>
<td>BD vs FDR t = 0.527 p = NS</td>
<td>4.0 (2.1)</td>
</tr>
<tr>
<td>Kesebir (2020)</td>
<td>BD</td>
<td>17.1 (1.6)</td>
<td>&quot;&quot;</td>
<td>16.5 (2.5)</td>
<td>&quot;&quot;</td>
<td>19.1 (1.1)</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>17.4 (1.2)</td>
<td>&quot;&quot;</td>
<td>11.1 (1.4)</td>
<td>&quot;&quot;</td>
<td>16.4 (1.2)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>10.2 (2.3)</td>
<td>&quot;&quot;</td>
<td>10.6 (1.8)</td>
<td>&quot;&quot;</td>
<td>13.5 (2.7)</td>
</tr>
<tr>
<td>Liu (2021)</td>
<td>AR</td>
<td>§</td>
<td>$\chi^2=1.12$ p=0.570</td>
<td>§</td>
<td>$\chi^2=8.29$ p=0.016</td>
<td>§</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>49.70</td>
<td>50.22</td>
<td>43.94</td>
<td>44.58</td>
<td>44.03</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>49.17</td>
<td>45.90</td>
<td>42.77</td>
<td>48.26</td>
<td>44.03</td>
</tr>
<tr>
<td>Study</td>
<td>Groups</td>
<td>Hyperthymic temperament</td>
<td>Depressive temperament</td>
<td>Irritable temperament</td>
<td>Cyclothymic temperament</td>
<td>Anxious temperament</td>
</tr>
<tr>
<td>---------------</td>
<td>--------</td>
<td>-------------------------</td>
<td>-----------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M (SD) / [rank]†</td>
<td>Group differences</td>
<td>M (SD) / [rank]†</td>
<td>Group differences</td>
<td>M (SD) / [rank]†</td>
</tr>
<tr>
<td>Mahon (2013)</td>
<td>BD</td>
<td>14.80 (4.8)</td>
<td></td>
<td>7.77 (4.5)</td>
<td></td>
<td>4.70 (3.4)</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>13.59 (5.3)</td>
<td>p=0.714</td>
<td>3.31 (3.6)</td>
<td>p=0.001</td>
<td>2.62 (2.5)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>13.88 (5.1)</td>
<td>(Mann-Whitney U)</td>
<td>2.00 (2.38)</td>
<td>(Mann-Whitney U)</td>
<td>1.75 (1.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Group differences</td>
<td>M (SD) / [rank]†</td>
<td>Group differences</td>
<td>M (SD) / [rank]†</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.88 (5.1)</td>
<td></td>
<td>2.00 (2.38)</td>
<td></td>
<td>1.75 (1.8)</td>
</tr>
<tr>
<td>Mendlowicz</td>
<td>BD</td>
<td>3.48 (0.48)</td>
<td>F=2.32, p=0.10</td>
<td>1.05 (0.20)</td>
<td>F=0.78, p=0.02</td>
<td>1.61 (0.23)</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>3.86 (0.34)</td>
<td></td>
<td>0.42 (0.14)</td>
<td></td>
<td>0.78 (0.16)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>4.50 (0.24)</td>
<td></td>
<td>0.45 (0.10)</td>
<td></td>
<td>0.58 (0.11)</td>
</tr>
<tr>
<td>Saguem (2021)</td>
<td>BD</td>
<td>10.63 (4.48)</td>
<td>Intergroup p value:</td>
<td>10.83 (4.11)</td>
<td>Intergroup p value:</td>
<td>5.63 (4.81)</td>
</tr>
<tr>
<td></td>
<td>UR</td>
<td>11.58 (3.64)</td>
<td>p &lt; 10</td>
<td>8.62 (3.17)</td>
<td>p &lt; 10 (BD &amp; HC)</td>
<td>4.20 (3.70)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>8.13 (4.34)</td>
<td>intragroup p value:</td>
<td>8.30 (3.57)</td>
<td>intragroup p value:</td>
<td>4.53 (3.63)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p = 0.003 (BD &amp; HC)</td>
<td></td>
<td>p = 0.136 (BD &amp; HC)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>p = 0.002 (BD &amp; UR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savitz (2008)</td>
<td>BDI</td>
<td>[1]</td>
<td>F=2.43, p=0.038</td>
<td>-</td>
<td>[2]</td>
<td>F=5.52, p&lt;0.001</td>
</tr>
<tr>
<td>Vázquez (2008)</td>
<td>UR</td>
<td>8.97 (0.408)</td>
<td>NS</td>
<td>8.92 (0.376)</td>
<td>p &lt; 0.001 (t-test)</td>
<td>4.91 (0.376)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>9.13 (0.409)</td>
<td></td>
<td>6.44 (0.306)</td>
<td></td>
<td>3.66 (0.284)</td>
</tr>
<tr>
<td>Whalley (2011)</td>
<td>UR</td>
<td>[1]</td>
<td>¶</td>
<td>0 (1)</td>
<td>¶</td>
<td>1 (2)</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>2.5 (3)</td>
<td>¶</td>
<td>0 (2)</td>
<td>¶</td>
<td>1 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 (2)</td>
<td></td>
<td>2 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Note: NS: Not significant; ¶: Significance not provided; M: Median; SD: Standard Deviation; Mann-Whitney U: Mann-Whitney U test.
Note. AR: affected relative; BD-I: bipolar disorder type 1; BD-II: bipolar disorder type 2; BDR: bipolar disorder relative; ELR: excellent lithium responder; HC: healthy control; HC-P: healthy control positive family history of psychiatric illness; HC-R: relatives of healthy controls; MDD: major depressive disorder; MDD-R: major depressive disorder relatives; NA: not applicable; NS: not significant; SA-BD: schizoaffective bipolar disorder; Sch: schizophrenia; Sch-R: schizophrenia relative; UR: unaffected relative

‡Percentage of subjects with temperament score above the cut-off indicating presence of temperament
§Presented as Z scores
¶Median score (interquartile range)
Discussion

Affective temperament is related to many of the processes associated with bipolar disorder (Youngstrom et al., 2011) and it has been proposed that bipolarity may lie along a continuum from extreme temperament to affective illness (Akiskal & Akiskal, 2005a). The TEMPS (Akiskal, 1998; Akiskal, 2005b; Akiskal, 2005c) has been used widely to assess the affective temperament of individuals with a bipolar disorder, their families and those without any psychiatric history (Elias et al., 2017). There is some evidence to suggest that affective temperament could constitute a genetic link between predisposing familial factors and affective illness (Akiskal et al., 2005a). However, it is unclear whether the continuum model of affective temperaments is reflected in those who are genetically at risk of developing a bipolar disorder. Therefore, this review aimed to examine whether there are differences in temperament between individuals with a bipolar disorder and their first-degree relatives.

Sixteen studies of varying quality were included in this review. The overall results of TEMPS affective scores across subjects with a bipolar disorder, first-degree relatives, and healthy controls provide partial support for a continuum model of temperament, spanning from lower scores in healthy controls through unaffected and affected first-degree relatives to bipolar disorder. However, the expected trend was not observed within the hyperthymic temperament domain, in which scores were typically higher for healthy controls followed by unaffected relatives, with lower scores for affected relatives and those with a bipolar disorder. These findings must be interpreted with caution as only a limited number of studies were available to draw conclusions and the methodological quality of most of the studies was only fair-
to-good. Whilst one of the included studies was rated as excellent quality, significant differences were rarely observed between the included groups.

The findings of the current review are consistent with previous research that has found partial support for hypotheses of a gradient in affective temperament across the bipolar disorder spectrum. Di Florio and colleagues (2010), analysed TEMPS-A scores across the bipolar disorder spectrum including BDI, BDII, MDD and healthy controls including 927 subjects. Although relatives were not included in the analysis, bipolar disorder groups generally scored higher than MDD and healthy control groups, except for the hyperthymic subscale in which healthy controls had the highest TEMPS scores. Similarly, Solmi and colleagues (2016), conducted a meta-analysis of TEMPS scores for individuals affected by mood disorders and other psychiatric conditions. The analysis found some evidence of a continuum trajectory across cyclothymic, irritable, and anxious temperament domains, and again observed a similar pattern of high hyperthymic scores for healthy controls.

It has been suggested that the hyperthymic subscale on the TEMPS-A, which was utilised by all studies included in the current review, could be measuring an ‘idealised normality’ rather than hyperthymia (Evans et al., 2005). Several items within the hyperthymic scale have potentially positive connotations for example “I am always on the go”, “I have great confidence in myself” or “I'm the kind of person who believes everything will eventually turn out all right” which are limited to a “true” or “false” response. In several of the included studies, healthy controls were aware of the research topic when recruited. Thus, it is possible that items were more readily endorsed by those who perceive themselves as ‘healthy’ or ‘positive’. Previous research has also suggested that item endorsement could be impacted by an individual’s
“optimistic” or “pessimistic” state of mind. Studies that have utilised the interview version of the TEMPS found higher scores for BD subjects compared to controls (Evans et al., 2005) and within the current review, Saguem and colleagues (2021) found no significant difference between healthy controls and bipolar disorder subjects after administering the TEMPS, with slightly higher scores within the bipolar disorder group.

Further, methodological limitations highlighted in some of the included studies could account for inconsistencies in the observed results. Whilst several studies attempted to control for the phase of bipolar disorder, several studies reported that not all subjects were euthymic during participation or that remission could not be guaranteed for bipolar disorder patients. Patients with bipolar disorders typically spend predominantly more time experiencing depressive symptoms, Judd et al. (2002). As such hyperthymic scores could have been impacted by those with bipolar disorders experiencing mixed or depressive episodes which is more common than experiences of ‘pure’ hypomania or mania (Judd et al., 2005). In addition, previous research has highlighted a trend towards higher hyperthymic scores in BDI and lower in BDII (Solmi et al., 2016), however, the majority of studies in the current review were unable to distinguish between BDI and BDII participants for analyses due to limited sample size.

On the contrary, it has been hypothesised that we should expect hyperthymic temperament to be higher amongst controls and healthy relatives as this could have a protective role against the development of a mood disorder (Ferensztajn, 2015). In a national epidemiological study to determine the possible role of temperament in mental disorders, the hyperthymic temperament had a uniquely protective effect on most mental disorders, except separation
anxiety, bipolar disorders, substance abuse and impulse control disorders (Karam et al., 2010). Studies that highlighted no significant differences between healthy controls and individuals with a bipolar disorder would support this theory, inferring that the protective nature of hyperthymia is redundant when an individual has a predisposition towards the development of a bipolar disorder (Ferreira, 2013).

Nonetheless, the current findings support previous hypotheses that the relatives of individuals with a bipolar disorder exhibit more marked affective temperament traits than healthy control groups. The continuum of affective temperament features from bipolar disorders through relatives and to the wider population, support theories of a possible endophenotype (Di Florio, 2010; Solmi, 2016) and suggest that traits of affective temperament could represent a vulnerability marker for mood disorders (Ferreira, 2012). Based on the results of the review temperamental dysregulation can be present not only in individuals with a bipolar disorder but also in unaffected relatives. This would suggest that relatives of bipolar patients are at a higher risk for developing not only bipolar disorder but also temperamental dysregulation (Kelsoe, 2003).

Limitations

Only a small number of studies were eligible for inclusion within this review and very few were of ‘excellent’ quality. Several inconsistencies were highlighted between studies including sample size and definition of comparison groups making it difficult to reliably synthesise the findings of affective temperament across the bipolar spectrum. Several of the included studies grouped all bipolar disorder subjects despite differences in scores between BDI and BDII subjects. Studies generally included outpatients, which could lead to a
bias in the sample and limit the generalisability of findings. Further only half of the studies attempted to control for the current mood state of participants which can make it difficult to separate temperament and psychopathology or even scar effects from recent mood shifts (Chang et al., 2003).

Several studies failed to report the inclusion and exclusion criteria of first-degree relatives which made it difficult to determine the familial relationship of some of the participants in line with the aims of the review. Importantly whilst the current review provides support for theories of a possible endophenotype (Di Florio, 2010; Solmi, 2016), these studies alone do not evidence that bipolar disorders or temperament dysregulation are genetic. Family studies typically involve families that share both environment and genes and cannot control for non-genetic transmission (Kesloe, 2003). Several studies have found that specific genes implicated in bipolar disorders (COMT, BDNF and FKBP5) may interact with early life stressors and cannabis use (Misiak et al., 2018). Although some have argued that genetic factors could make individuals more prone to engaging in high-risk environments that could lead to substance use (Van Os et al., 2008). Thus, the development of bipolar disorders remains complicated and both genetic and environmental factors should be considered when exploring high heritability rates.

Differences in the methodologies of the included studies limited the scope of comparisons in the current review. For instance, some studies compared mean TEMPS scores, whilst others considered the prevalence of affective temperament based on pre-determined cut-off scores, some studies utilised z-scores and others calculated relative risk. In addition, some of the studies within the review employed different versions of the TEMPS. Whilst different versions of the TEMPS have demonstrated consistent reliability (Solmi
et al., 2016), some of the versions have been developed for use in specific cultures and have demonstrated culture-specific findings upon examination (Elias et al., 2017), which could limit the comparability of studies included in the review.

The review only included studies that investigated affective temperament using the TEMPS. Whilst the TEMPS is the most widely used instrument to assess affective temperament and has been validated across 15 countries (Elias et al. 2017), greater insight could be gained from combining different measures such as the TCI (Cloninger et al., 1993). As well as character dimensions, the TCI measures specific temperament dimensions such as novelty seeking, harm avoidance, reward dependence and persistence. Research has shown significant correlations between TCI domains and affective temperament categories. For example, novelty-seeking correlated positively with the cyclothymic temperaments, harm avoidance with anxious, depressive, and cyclothymic temperaments and negatively with the hyperthymic temperament. Reward dependence correlated with anxious temperament and persistence with the hyperthymic and irritable scales (Rózsa et al., 2008). However, such analyses were beyond the scope of the current review and could have exacerbated difficulties in reliably synthesising findings.

A meta-analysis was not conducted due to the heterogeneous nature of studies concerned with bipolar disorder probands, their first-degree relatives and controls groups, which would warrant several sub-group analyses (Borenstein et al., 2009). Whilst a meta-analysis would provide a quantitative investigation of a metric continuum of TEMPS scores (Solmi et al., 2016), high-quality studies, with the level of data required for such analyses, are not currently available.
Despite limitations, the review benefitted from a comprehensive, systematic search of three major databases. However, studies published in a language other than English were not included in the review, which means that the findings may only be generalisable to countries whose academics routinely publish in English. The grey literature was not searched within the current review, which could be deemed as a limitation due to a risk of bias. However, it has been suggested that whilst grey literature searches can be systematic, search results are typically dependent on several factors that change over time (Mahood et al., 2014). As such including grey literature can bias the results of the review and create difficulties with the replication of searches.

The addition of a second-rater to assess the quality of the research improves the reliability of the quality appraisal, reducing the risk of researcher bias. In the absence of published cut-off scores, the author created an arbitrary categorisation system to determine overall study quality. This was helpful in interpreting and contextualising the review's findings. However, deriving a total quality score, which gives equal weight to all items in the tool, is a contested issue and limits the utility of this study’s quality appraisal (Moola et al., 2020). Finally, the review constitutes a novel attempt at synthesizing the available evidence on TEMPS scores between those at genetic risk of developing a bipolar disorder and bipolar disorder probands.

Clinical Implications

The findings of the current review broaden our understanding of the relationship between temperament and bipolar disorders. The findings evidence an increase in temperamental dysregulation amongst those at risk of bipolar disorders and bipolar disorder patients. The assessment of temperament in
those at risk or within prodromal phases of bipolar disorder could provide important insights into the clinical evolution of mood disorders including symptomatic expression, long-term course and response and adherence to treatment (Vázquez & Gonda, 2013). Cyclothymic temperament has been associated with poor treatment adherence (Fornaro et al., 2013), hyperthymic temperament with manic episodes as well as depressive temperament and lower hyperthymic scores with number of episodes (Henry et al., 1999). Furthermore, suicide attempts have been associated with significantly higher affective temperament scores (Rihmer et al., 2009), with 90% of non-violent suicide attempters presenting with a dominant affective temperament (depressive, cyclothymic, irritable or anxious) compared to just 21% of controls.

Screening for temperament within clinical settings could help clinicians more accurately assess treatment options (Vöhringer et al., 2012) as well as providing important information to support risk monitoring and management. Psychological formulation could also be enhanced by contemporary models of affective temperament, which inherently consider the evolutionary aspects of temperaments. Focusing on both liabilities and assets can help individuals to understand their predisposition and maximise positive attributes to overcome difficulties, in contrast to diagnostic models that often focus on behavioural patterns in their maladaptive forms (Akiskal, 1998; Akiskal, 2005a). Whilst the TEMPS has been adapted into a short version which could be more suitable for clinical settings (Akiskal et al. 2005b). The TEMPS currently lacks any validated cut-off or categorisation of abnormal temperament which would make it more applicable and clinically meaningful within routine practice (Vöhringer et al. 2012).
Future Research

Future research would benefit from larger samples including individuals from across the bipolar spectrum. Larger sample sizes with clearly defined groups would allow for comparisons between bipolar disorder types which could provide insight into the transition between mood states. Longitudinal follow-up would also allow us to better evaluate the impact of affective temperament on the development of bipolar disorders in those who are at genetic risk. Finally, adoption and twin studies would enable us to draw more reliable conclusions regarding the genetic inheritability of affective temperament and bipolar disorders. Alternatively, the development of alternative assessment tools or methods that are appropriate for use with younger relatives could limit contamination from environmental factors and more accurately assess genetically determined and inborn temperamental traits.

Conclusion

This is the first review to systematically evaluate the evidence reporting differences in affective temperament in first-degree relatives of bipolar disorder patients using the TEMPS. Generally, studies reported more marked or dominant depressive, irritable, cyclothymic, or anxious temperament amongst those with a bipolar disorder, which was less pronounced amongst relatives and to a less extent in healthy controls. The review provides partial support for theories of an affective temperament continuum from extreme temperament to affective illness, which suggests that bipolar disorders could have a genetic basis. This review supports the idea that genes that predispose individuals to bipolar disorders could produce a continuous variation of affective phenotypes that includes normal behaviour. However, further research that considers the
contamination of environmental factors and non-genetic transmission is required.
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Appendix A – The TEMPS
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Appendix B – Search terms

mania OR hypomania OR "bipolar disorder" OR "bipolar spectrum disorder*"
OR bipolar OR “manic-depress*”

AND

"genetic high-risk" OR “famil* risk” OR "famil* high-risk" OR relative OR “1ST
degree relative*” OR “first degree relative*” OR “first-degree relative**” OR
parent* OR mother OR father OR child* OR toddler OR infant OR offspring OR
off-spring

AND

“affective temperament*” OR temperament* OR “TEMPS*” or “The
Temperament Evaluation of Memphis Pisa and San Diego”
Appendix C – JBI Critical Appraisal checklist for Cross-sectional Studies
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### Table 1a (Appendix)
Outcomes for the JBI Critical Appraisal Checklist for Cross-Sectional Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Item number</th>
<th>Quality rating (%)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiaroni et al., (2005)</td>
<td>1 1 1 2 1 2 0 2</td>
<td>62%</td>
<td>Strengths: Interview by qualified and experienced psychiatrist to determine lifetime diagnoses of controls and BD diagnoses for BD group. Blind assessment of participants. Relatives and controls were matched. Weaknesses: Inclusion and exclusion criteria limited in detail. Unclear what the familial relationship was. Limited information provided on proband diagnoses and no TEMPS data collected for probands. Used self-report TEMPS rather than interview.</td>
</tr>
<tr>
<td>Evans et al., (2005)</td>
<td>0 1 1 1 0 1 1 2</td>
<td>43%</td>
<td>Strengths: Participants assessed by direct standardised interview by trained professionals as well as review of medical records. Weaknesses: No description of inclusion or exclusion criteria. No clear consideration of confounding factors. Controls recruited through advertisement. No discussion of stage of course of illness for BD group. No reporting on familial relationship. Despite different scores BD types were grouped due to limited number of participants.</td>
</tr>
<tr>
<td>Ferensztajn et al., (2015)</td>
<td>1 1 2 2 1 0 1 2</td>
<td>62%</td>
<td>Strengths: All participants were assessed using standardised clinical interviews by a psychiatrist and checked by a second psychiatrist when there was evidence of any disorder.</td>
</tr>
<tr>
<td>Study</td>
<td>Methodology</td>
<td>Strengths</td>
<td>Weaknesses</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ferreira et al., 2012</td>
<td>Participants interviewed by trained psychiatrist using standardised interview procedures as well as interviews with family members and medical record review.</td>
<td>- All participants interviewed by trained psychiatrist using standardised interview procedures as well as interviews with family members and medical record review.</td>
<td>- Limited information provided regarding inclusion and exclusion criteria as well as limited concern for confounding variables. Did not describe familial relationship. Unclear status for BD group. Controls recruited via advertisement and were not blind to the topics of the research i.e. psychiatric disorders. BDI and BDII group although differences in scores were observed.</td>
</tr>
<tr>
<td>Gandotra et al., 2011</td>
<td>Clear inclusion criteria and predetermined criteria for the selection of relatives. Groups were well matched and duration of contact with probands considered. Stage of illness for BD group reported.</td>
<td>- Clear inclusion criteria and predetermined criteria for the selection of relatives. Groups were well matched and duration of contact with probands considered. Stage of illness for BD group reported.</td>
<td>- Small sample size. Unclear how diagnoses were verified. Controls only screened by general health with no assessment of psychiatric history.</td>
</tr>
<tr>
<td>Greenwood et al., 2013</td>
<td>All participants interview and diagnosed using standardised procedures by extensively trained clinicians. Reliability of diagnoses was tested, and medical records were consulted. Full version of TEMPS employed.</td>
<td>- All participants interview and diagnosed using standardised procedures by extensively trained clinicians. Reliability of diagnoses was tested, and medical records were consulted. Full version of TEMPS employed.</td>
<td>-</td>
</tr>
<tr>
<td>Study</td>
<td>Year</td>
<td>STRENGTHS</td>
<td>WEAKNESSES</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Weaknesses: Control group not matched. No description of exclusion criteria or consideration of confounding factors. No description or assessment of stage of BD. Self-reported TEMPS.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higier et al., 2014</td>
<td>1202</td>
<td>Weaknesses: TEMPS adapted which could limit validity and reliability. Unclear how the new measure was administered.</td>
<td></td>
</tr>
<tr>
<td>Weaknesses: TEMPS adapted which could limit validity and reliability. Unclear how the new measure was administered.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kesebir et al., 2005</td>
<td>1211</td>
<td>Weaknesses: Familial relationship not reported. Some first-degree relatives not contacted as requested by BD participants. Unclear how the TEMPS was administered.</td>
<td></td>
</tr>
<tr>
<td>Kesebir et al., 2020</td>
<td>11112</td>
<td>Weaknesses: Unclear how diagnoses of participants were assessed. Unclear exclusion and inclusion criteria. No indication of how the TEMPS was administered. Relatively small sample size.</td>
<td></td>
</tr>
</tbody>
</table>

**Ratings:**

- **1:** Positive
- **2:** Neutral
- **3:** Negative
<table>
<thead>
<tr>
<th>Study</th>
<th>Percentage</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Weaknesses: Self-report TEMPS. Small sample size and risk of type II error. Study would benefit from more clarity around inclusion and exclusion. BDI heavy sample although paper refers to BD spectrum.</td>
<td></td>
</tr>
<tr>
<td>Mendlowicz et al., (2005)</td>
<td>56%</td>
<td>Strengths: Clinically well BD group which was operationalised and measured. Attempt to control for state effect. All participants interviewed by trained professionals and interrater reliability assessed.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weaknesses: Small sample which mean all BD types grouped. Self-report TEMPS employed. Unclear relation of the first-degree relatives.</td>
<td></td>
</tr>
<tr>
<td>Saguem et al., (2021)</td>
<td>87%</td>
<td>Strengths: Clear inclusion criteria and remission well operationalised. Groups well matched. Participants assessed by psychiatrist to confirm diagnoses. Full TEMPS employed and administered via interview. Attempts to control for mood state – participants not included until remission was achieved.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weaknesses: Small sample which mean all BD types grouped for analyses.</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Strengths</td>
<td>Weaknesses</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Savitz et al., 2008</td>
<td>1 1 0 1 1 2 1 2 56% Strengths: Assessment of euthymia which was well operationalised. Analysis attempted to control for confounding factors.</td>
<td>Weaknesses: No healthy unrelated controls. High rate study refusal which could indicate a bias in selected sample. Self-report TEMPS employed. Unclear inclusion and exclusion criteria. Not all participants included were euthymic which is unclear in the method and results section.</td>
<td></td>
</tr>
<tr>
<td>Vázquez et al., 2008</td>
<td>1 1 2 1 1 1 1 2 62% Strengths: Reported on relationship to proband. Full version of TEMPS utilised. Groups were matched.</td>
<td>Weaknesses: Self-report measures employed. Inclusion criteria somewhat unclear. Did not include BD group in study.</td>
<td></td>
</tr>
<tr>
<td>Whalley et al., 2011</td>
<td>2 1 1 1 1 2 1 2 68% Strengths: Clear operationalised definition of unaffected relative. Clear inclusion and exclusion criteria. Groups well matched. All participants interviewed by trained psychiatrist to determine diagnoses.</td>
<td>Weaknesses: Self-report TEMPS measure employed. BD group not included in study. Family members identified by BD group which could lead to a risk of bias. Second degree relatives included as well as first degree relatives, but groups not separated.</td>
<td></td>
</tr>
</tbody>
</table>

Note. 2: Yes 1: Partially/unclear 0: No
Section II: Empirical Study

A Network Analysis of Bipolar Disorders and Common Psychiatric Diagnoses
Abstract

Objectives

The research aimed to explore mania as a network of its symptoms to gain insight into the structure of bipolar disorders within a nationally representative sample. A secondary aim was to construct a network of manic symptoms and common psychiatric diagnoses, to explore comorbidity and identify possible pathways to bipolar disorders from other psychopathological states.

Methods

The study utilised a retrospective cross-sectional analysis of data drawn from the Adult Psychiatric Morbidity Survey 2014. Life-time experience of mood symptoms assessed via questionnaire in 7076 participants was used to estimate networks. An additional network consisting of mood disorder symptoms and other psychiatric diagnoses was estimated and community detection was employed. Bootstrapping analyses were used to determine the reliability of network parameters.

Results

Increased activity and increased energy were the most central symptoms within the network (most highly correlated with other symptoms). The introduction of other psychiatric diagnoses caused a shift in the network, in which racing thoughts became the most central node in the network. Four communities were revealed 1) irritability, distractibility and racing thoughts with depression and anxiety disorders; 2) risky behaviour and troublesome money spending with alcoholism; 3) a mania only community including increased energy, activity, sociability, speech and hyperactivity; and 4) an ‘other diagnoses’ community. Racing thoughts was highlighted as a possible bridge between communities.
Conclusions

Symptoms of activity, energy and racing thoughts appear to be core features of bipolar disorders. Racing thoughts could be a risk factor for convergence to bipolar disorders or a comorbidity pathway.

Practitioner Points:

- Symptoms of energy and activity should be a key consideration in the assessment of bipolar disorders.
- The identification of racing thoughts may indicate the onset of a hypomanic/manic episode and should be a target for assessment and intervention.

Keywords: Bipolar disorders, mania, comorbidity, network analysis, centrality
Introduction

Bipolar disorders have been characterised by two apparently contrasting phases: recurring episodes of depressive symptoms (feeling intensely low) and prominent manic (feeling extremely happy and becoming overactive) or hypomanic (not as extreme as mania) symptoms. Despite the traditional view that these episodes are discrete and opposite presentations of extreme mood, research has highlighted that depressive and manic symptoms can co-occur as ‘mixed states’ (Marneros, 2001, Swann et al., 2007) and, that, longitudinally the two types of mood symptoms fluctuate relatively independently with a small, positive correlation between the two (Johnson et al., 2011). It has been suggested that the presence of mixed states may be indicative of a more severe presentation of illness, with implications for poor treatment outcomes and a severely recurrent and complicated course (Swann et al., 2013). However, accounts of mixed states continue to be debated, with ongoing disagreements regarding diagnostic definitions (Berk, 2005; Koukopoulos, 2013; Parker, 2019).

Current classification systems separate bipolar disorders into four major subtypes based on the pattern and frequency of depression and mania. According to the Diagnostic and Statistical Manual of Mental Disorders [DSM-5], (2013) bipolar disorders include bipolar I, bipolar II, cyclothymia and bipolar disorder not otherwise specified (American Psychiatry Association, 2013). Bipolar I is characterised by episodes of depression and at least one episode of mania or a mixed episode. Bipolar II is classified as several protracted depressive episodes and at least one hypomanic episode. Cyclothymic disorder consists of several periods of hypomanic and depressive symptoms, in which depressive symptoms do not meet the criteria for depressive episodes. Finally, for a diagnosis of bipolar disorder not otherwise specified, depressive and
hypomanic-like symptoms and episodes must be present and may alternate rapidly but cannot meet the full diagnostic criteria for any of the other classifications.

Clinically, bipolar disorders have proven difficult to diagnose taking an average of 8.8 years for bipolar disorder to be correctly identified (Baldessarini et al., 2007). Clinical studies have highlighted difficulties in differentiating bipolar I and bipolar II subtypes from each other (Judd, 2003; Mantere, 2008) and diagnostic manuals have historically failed to discriminate between the two (Dios, 2014; World Health Organisation, 1993). Diagnosis of bipolar disorders is further complicated by difficulties in differentiating bipolar disorders from unipolar depression. Studies show that clinicians generally have a greater awareness of symptoms of major depression than mania, although clinicians’ diagnostic skills may also be hindered by patients’ lack of insight which is more impaired in mania than in depression (Ghaemi et al., 2002). In addition, patients with bipolar disorders spend predominantly more time experiencing depressive symptoms which are subjectively more distressing than symptoms of mania (Judd et al., 2002). Patients are therefore more likely to seek treatment when experiencing symptoms of depression.

Bipolar disorder is thought to be more severe than unipolar depression given the rates of comorbidity with other psychiatric disorders, particularly anxiety disorders and substance use disorders (Merikangas et al., 2011). Several studies have highlighted the importance of early detection and intervention in the hope of enhancing the likelihood of positive long-term outcomes (Kessing et al., 2021). However, misdiagnosis does not only delay access to appropriate treatment but leads to unsuitable treatments such as antidepressants which can worsen the course of illness in the long term.
(Ghaemi et al., 2002) and trigger mixed states (Parker & Ricciardi, 2019). Some also argue the risk of misdiagnosis has been exacerbated by the availability and accessibility of antidepressants (Ghaemi et al., 2002) which means that symptoms of depression are more likely to be recognised, diagnosed and treated as a unipolar presentation. Misdiagnosis also has significant economic consequences (Stensland et al., 2010), which can be considerably reduced by early detection and treatment (McCombs et al., 2006).

The difficulties associated with detecting and diagnosing bipolar disorders can partly be attributed to the lack of agreement about how they are defined (Angst, 2007; Ghaemi 2002) and the lack of better validated diagnostic criteria (Kessing et al., 2021). This problem applies particularly to mania, and whilst traditional methods of analysing psychopathology such as factor analyses have had some success in demonstrating its multidimensional nature (Martino et al., 2020) conventional epidemiological and statistical methods may be incapable of capturing the heterogeneous nature of manic symptoms or their relationship with other symptoms of psychopathology. Network models provide an alternative approach to understanding the structure of psychopathology and identifying putative causal processes that lead to illness (Borsboom & Cramer, 2013). According to this approach, “mental disorders” (clusters of symptoms) occur, not because the symptoms have common underlying causes, but because symptoms are connected in a network of causal relationships.

To model these interactions, network analyses examine associations between symptoms (termed “nodes”) connected by “edges”, which are visually depicted in a “network”. It is proposed that an episode of a disorder occurs whenever the necessary number of symptoms become activated for a sufficient duration (McNally, 2016), with the triggering of one symptom leading to a
cascade of others. Thus, if a symptom (e.g., low mood) has many connections within a system, it may trigger the onset of its connected symptoms; the number of connections of a symptom is known as degree centrality (Fried & Cramner, 2017). Consequently, high centrality may be a risk factor for developing further symptoms (Borsboom & Cramer, 2013) and may play an important role in maintaining disorders (Borsboom, 2017). Although mania is a network of symptoms, almost by definition, network analysis has seldom been applied to bipolar disorders.

Koenders and colleagues (2015) applied a network approach to a sample of 125 patients with diagnoses of bipolar disorder. Participants were separated into three longitudinal courses (minimally impaired, depressed, and cycling). The results showed that symptom networks significantly differed between the three groups, with the most strongly interconnected symptoms associated with the more severe courses of bipolar disorder. Importantly, in this study ‘manic’ and ‘depressive’ symptoms did not form isolated clusters; rather both poles were interconnected. However, networks were not presented for the overall sample, the groups were pre-determined and the sample size was small (see methods section for a discussion of this issue). Voigt et al., (2018) also applied an individual network approach to longitudinal data from a single person diagnosed with bipolar disorder. Despite limitations the case study illustrated that mood fluctuated strongly over time and that symptoms of depression were present and central in both the depressive and hypomanic period.

In a recent study by Weintraub and colleagues (2020) network analyses were used to explore the development of bipolar disorders in 272 adolescents who had diagnoses of bipolar I and bipolar II or were considered genetically high risk for developing a bipolar disorder due to family history. As expected,
symptoms were most interrelated with the symptoms of the same mood pole, with mood lability and irritability found to be “bridge” symptoms that connected the two mood poles. Community analysis (which groups symptoms in a manner analogous to factor analysis) revealed four communities of symptoms within the network; a solely depressive symptom community and three communities of mania symptoms. Symptoms of activity and depressed mood were found to be most central within bipolar networks, which supports the growing literature highlighting increased energy and activity as a key construct within mania (Martino, 2020; Scott, 2017).

As highlighted by recent research (Koender, 2015; Voigt, 2018; Weintraub, 2020), network models provide a novel approach to analysing mood shifts in bipolar disorder. Initial findings support research that challenges the current categorical approach to psychopathology by demonstrating the interconnectedness of symptoms on both mood poles. Network models also show promise in being able to explore pathways through the bipolar spectrum as well as mechanisms that may predict bipolar course (Koender, 2015; Weintraub, 2020). There is also some indication that networks may be able to help in identifying warning signs of emergent episodes (Weintraub et al., 2020). With an increased understanding of the interaction between symptoms of bipolar disorder, we will likely be able to develop a better understanding of the development and maintenance of bipolar disorders.

A limitation of the existent studies is that they were with clinical samples, which creates two risks. First, given that a substantial proportion of the population experiences subclinical bipolar symptoms (Akiskal, 2002), network studies based on clinical samples may underestimate the range and variability of symptoms. Second, statistical studies show that selecting samples based on
clinical criteria (symptom severity) creates a risk of Berkson’s bias and the misestimation of symptom-symptom associations, sometimes leading to spurious negative associations and the failure to recover the true network structure (De Ron et al. 2019). The purpose of the current study is, therefore, to investigate the structure of bipolar disorders within a nationally representative sample using data from the 2014 Adult Psychiatric Morbidity Survey (APMS; McManus et al., 2016) which, in contrast to previous waves of the survey, used the Mood Disorders Questionnaire (MDQ; Hirschfeld et al., 2000) to measure lifetime manic symptoms. Additionally, due to the significant rates of comorbidity with other psychiatric disorders in bipolar disorder and the significant overlap of symptoms (Goekoop & Goekoop, 2014), the study aims to explore links and pathways to other common psychiatric diagnoses. Given that network approaches are exploratory and data-driven, any proposed hypotheses are tentative.

Aims and Hypothesis

The primary aim of this study is to construct a network of manic symptoms in a community sample, to explore the structure of bipolar disorder. Based on previous research (Scott et al., 2017) we hypothesize that energy symptoms will be most central within the bipolar disorder network. A further aim is to construct a network that includes both manic symptoms and also common psychiatric diagnoses, to explore comorbidity between manic and other symptoms and hence identify possible pathways to bipolar disorders from other psychopathological states. Based on previous research we hypothesize that major depression will be most strongly connected to the manic network (reflecting the co-occurrence of depression and mania in historic and current
definitions of bipolar disorders) and that irritability will be a bridge or pathway between major depression and mania.

Method

Design

The study was a retrospective cross-sectional analysis of data drawn the APMS (McManus et al., 2016).

Sample

The APMS is a stratified, multi-stage probability sample of the general population in England. The APMS includes assessment of common mental disorders, psychosis, autism, substance misuse, suicidal thoughts, attempts and self-harm, as well as screening for bipolar disorders and personality disorders. The survey is designed to be representative of the whole population and covers adults aged over 16 years old living in private households. The 2014 APMS sample contains 7546 individuals who had been randomly selected from postal areas stratified according to socioeconomic variables. The response rate was 57%. Data are weighted to account for non-response and selection probability.

Due to missing item-level data, 470 participants were removed prior to analysis resulting in a final sample size of $N = 7076$ participants with complete data on the measure of interest. Overall, 2% of the sample screened positive for bipolar disorder ($n = 130$). This is comparable to the World Mental Health Survey which identified a rate of 2.4% across 11 other countries (Marwaha et al, 2016). A summary of demographic variables are presented in Table 1.

There is currently no comprehensive guidance on the issue of sample size and statistical power within the network analysis field, specifically, how
many participants are required to reliably model the association between nodes in a cross-sectional network model (Fried and Cramer, 2017). It has been suggested that due to the complex structure of network models, “sample size” is not directly applicable within network studies (Stadtfeld et al., 2018). As such it remains that there is no clear consensus regarding the minimum number of participants per parameter needed to generate stable networks. Despite this, recent network analyses of bipolar disorder mood symptoms have reported that a network can be considered adequately powered when there are at least five participants per node (Weintraub et al., 2020), which would suggest the current sample size is satisfactory.

Nonetheless, a network estimation methodology ‘eLasso’, which includes regularisation and model selection criterion will be applied when estimating networks and is discussed in the analysis section below (van Borkulo et al., 2014). Validation studies show that the ‘eLasso’ method provides adequate network recovery in samples as small as 100 observations in which the most important connections were correctly identified and there was a low false-positive rate (van Borkulo et al., 2014).

**Ethics**

Ethical approval was granted by the University of Sheffield’s Department of Psychology research ethics committee (see Appendix A). For the original study, ethical approval was obtained from the West London National Research Ethics Committee (Reference 14/LO/0411) and all participants gave informed consent. A copy of the anonymised 2014 APMS dataset was made available for this research project. The dataset was password protected and stored on a university computer which was only accessible to the lead researcher. Anonymity was maintained throughout the study, and individual cases were not
Measures

The MDQ (Hirschfeld et al., 2000; appendix B), is a 15-item, self-report scale based on DSM-IV criteria and clinical experience designed to screen for bipolar spectrum disorders (i.e. bipolar I, bipolar II, cyclothymia and bipolar not otherwise specified). The scale assesses lifetime experience of hypomanic and manic symptoms across 13 yes/no response items. Positive screening for bipolar disorder is dependent on endorsement of at least seven items of hypomanic/manic symptoms, together with affirmative answers regarding symptoms occurring at the same time and moderate to severe functional impairment queried on a 4-point scale (no problem, minor problem, moderate problem or serious problem).

The MDQ was developed and validated using a psychiatric outpatient sample. The MDQ has a sensitivity in the general population of 0.28 and high specificity of 0.97 meaning it is likely to screen out nearly all true negatives (Hirschfeld et al., 2003). The MDQ has been found to correctly identify seven out of 10 people with bipolar disorder, and successfully screen out nine out of 10 people that did not (APA, 2013 as cited in Marwaha Sal & Bebbington, 2016).

The lifetime experience of common mental disorders was assessed as part of the APMS 2014 self-report survey. Participants were presented with a show card listing different psychiatric diagnoses and were asked which they had experienced at some point in their life and whether this had been diagnosed by a professional. The self-diagnosis of depression, post-natal depression, generalised anxiety, panic attacks, phobia, post-traumatic stress disorder
(PTSD), alcohol or drug dependence, psychosis, obsessive-compulsive disorder (OCD) and attention deficit hyperactivity disorder (ADHD), were included in the current research.

Analysis

Data cleaning and preparation

The R Project for Statistical Computing was used for all analyses using RStudio. Initial data cleaning and preparation involved importing relevant data and creating a data matrix. To ensure the data matrix was positive definite and that variables were not linear combinations of each other the eigenvalue computation within the R package ‘corpcor’ was applied. Subsequently, we examined the variables for any highly inter-correlated (r > 0.50) nodes using the ‘goldbricker’ function of the R package ‘networktools’ (Jones, 2018). The ‘goldbricker’ function is a data-driven method used to determine whether any of the nodes in the psychometric network may be measuring the same underlying construct (i.e. are colinear). No redundant variables were identified.

Network estimation

Networks were estimated using the R Package ‘IsingFit’ (van Borkulo et al., 2014) which is based on the Ising model. In this model, variables interact with their nearest neighbours and can be in either of two states (i.e. -1 or +1). The model assumes that the ‘activation’ of one variable is dependent on the activation of its neighbouring variables. The model contains specific parameters and within the IsingFit procedure, the model estimates these parameters with logistic regressions (one variable is regressed on all others in turn). The IsingFit package implements the Ising model alongside a regularised estimation method
(EBIC: Extended Bayesian Information Criterion) which is referred to as the ‘eLasso’ methodology.

The package produces undirected edges between nodes that are estimated by fitting a regularised logistic regression model to each node. Spurious effects are then weighted down to zero, removing potential false positives. This results in conservative networks of only the strongest edges, which in turn are more interpretable. The EBIC model subsequently selects the best neighbourhood sets according to the pre-selected gamma which controls the trade-off between including false-positive edges and removing true edges. The gamma coefficient is typically set between 0 and 0.5, with larger values applying more stringent penalization. Thus, a gamma of 0 typically produces a model with more edges, whilst a gamma of 0.5 produces a model with fewer edges. For the current research a gamma of 0.5 was set, to minimize the likelihood of false edges (van Borkulo et al., 2014).

As logistic regression models are applied to each node and are undirected, it is possible that an edge can be estimated in a neighbourhood set (i.e. node A predicting node B) whilst the reciprocal edge (node B to node A) remains absent. However, by applying the ‘AND’ rule which specifies that an edge should only be included if it is present in both neighbour sets, the model produces undirected edges that are the mean values of the two logistic regression coefficients (i.e. node A predicting node B, and node B predicting node A); this rule was applied in the current study. The Ising networks were graphically illustrated using the ‘qgraph’ R package (Epskamp et al., 2012) which provides information about the relative importance of each node in the network and automatically implements the Fruchterman–Reingold (“spring”) algorithm which computes the optimal layout of the network to place highly
connected nodes closer to each other. Green edges indicate positive interactions, whilst red edges indicate negative relationships. The colour saturation and the thickness of the edges correspond to the absolute weight and scale relative to the strongest weight in the graph (Epskamp et al., 2012).

**Centrality Analysis**

The ‘qgraph’ package was also used to calculate centrality indices which provide information on the relative importance of each node in a network (Epskamp et al., 2017). Several types of centrality indices exist; strength, betweenness and closeness were estimated in the current study. Strength is determined by summing the standardised weights of all significant edges in the network; a node that is high in strength can directly influence other nodes when activated. Betweenness sums the number of times each node lies on the shortest path between two other nodes; nodes that are high in betweenness are important for transmitting effects between other nodes in the network. Closeness is calculated by taking the inverse of the sum of distances of the node of interest from all other nodes in the network; high closeness means a node is likely to be quickly affected by changes in other nodes in the network.

**Network accuracy**

To assess the accuracy of the centrality outputs and determine whether the ordering of values is reliable, bootstrapping analyses were computed using the ‘Bootnet’ package in R following methods outlined by Epskamp and colleagues (2017). The stability of centrality indices is computed using the correlation stability coefficient (CS-coefficient). The CS-coefficient measures the maximum number of cases (participants in the data set) that can be dropped whilst maintaining a correlation of 0.7 with the original centrality indices with
95% certainty. There is some evidence to suggest that centrality is stable if the
CS-coefficient is at least 0.25, but preferably above 0.5. The default
‘bootnet’ bootstrapping technique was applied in the current study, which uses a
non-parametric approach and a total of 1000 bootstrapped samples.

**Community detection**

To examine the possibility of subnetworks or “communities” within the
bipolar disorder and common psychiatric diagnoses network the spin-glass
algorithm was performed using the ‘igraph’ (Csardi & Nepusz, 2006) R package.
A community is described as “groups of densely interconnected nodes that are
only sparsely connected with the rest of the network” (Reichardt & Bornholdt,
2006, p. 2). When applying the spin-glass algorithm, a community is established
when the number of edges and weighted strength of edges within a cluster
exceeds that of the nodes in another cluster, meaning that nodes can only
belong to one community. As the spin-glass algorithm can produce different
results every time the analysis is run, a seed was set to run the algorithm 1000
times. The median number of communities was then taken as the result (Fried,
2016).

**Community centrality analysis**

Similarly, to the network centrality analyses, bridge centrality, which
includes bridge strength, bridge closeness, and bridge betweenness, was
analysed for each node. The bridge centrality indices provide information
regarding the relative importance of each node in the network. However, unlike
network centrality, the associated nodes within bridge centrality, are from
different communities. Thus, bridge centrality measures the importance of a
symptom in linking the communities. Bridge strength measures the sum of the
absolute values of all edges between a node and all nodes of the other communities i.e. how connected a symptom is with other disorders. Bridge betweenness measures the number of times a node lies on the shortest path between any two nodes from two different and distinct communities. Bridge closeness reflects the average distance of a node to all nodes that are not in the same community i.e. the shortest path from one community to another (Jones et al, 2019).

Results

Sample characteristics

A summary of demographic variables are presented in Table 1. Overall, 7546 participants completed the 2014 APMS survey, \( N = 7076 \) of which had complete data on the MDQ and were included in the analyses. In total \( n = 130 \) participants screened positive for bipolar disorders. There were no significant differences in rates of positive screens for men (2.1%) and women (1.8%). However, scores indicating the likely presence of bipolar disorders varied by age. Bipolar disorders were more common in the younger groups with 3.4% of 16-24 year olds and 3.1% of 25-35 year olds screening positive. In contrast, 0.4% of participants aged 65-74 years and no participants over the age of 75 years old screened positive for bipolar disorders. Those aged 16-64 years old were more likely to screen positive if they were unemployed or economically inactive (3.9% and 4.3% respectively) compared to those in employment (1.9%). There were no significant differences in positive screening rates by ethnic group. Most of the participants screening positive for bipolar disorder were not in receipt of psychotropic medication or psychological therapy at the time of the survey (59.2%).
Network Analysis

**Aim 1: Bipolar disorder network estimation**

The *eLasso* regularised network is presented in Figure 1. Each node represents an item of the MDQ whilst the edges represent regularised partial correlations between the items. The network was highly interconnected; out of a potential 78 edges, 71 (91%) were estimated to be above zero. The bootstrapped difference test suggests that the strongest edges are significantly different from weaker edges and bootstrapped CI’s show that the edges appear

---

**Table 1**

*Sample demographics for the overall sample with complete MDQ data and for participants that screened positive for a bipolar disorder*

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall sample (N = 7039)</th>
<th>Positive screen for a bipolar disorder† (n = 130)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2871 (40.8)</td>
<td>58 (44.6)</td>
</tr>
<tr>
<td>Female</td>
<td>4168 (59.2)</td>
<td>74 (55.4)</td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-24</td>
<td>548 (7.8)</td>
<td>24 (18.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>995 (14.1)</td>
<td>32 (24.6)</td>
</tr>
<tr>
<td>35-44</td>
<td>1124 (16.0)</td>
<td>23 (17.7)</td>
</tr>
<tr>
<td>45-54</td>
<td>1236 (17.6)</td>
<td>28 (21.5)</td>
</tr>
<tr>
<td>55-64</td>
<td>1151 (16.4)</td>
<td>18 (13.8)</td>
</tr>
<tr>
<td>65-74</td>
<td>1114 (15.8)</td>
<td>5 (3.8)</td>
</tr>
<tr>
<td>Over 75</td>
<td>871 (12.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnic origin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British/other</td>
<td>6388 (90.8)</td>
<td>114 (87.7)</td>
</tr>
<tr>
<td>Black</td>
<td>179 (2.5)</td>
<td>8 (6.2)</td>
</tr>
<tr>
<td>British/African/Caribbean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian/Asian British</td>
<td>317 (4.5)</td>
<td>5 (3.8)</td>
</tr>
<tr>
<td>Mixed/multiple ethnic groups</td>
<td>133 (1.9)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Did not respond</td>
<td>44 (0.3)</td>
<td>-</td>
</tr>
</tbody>
</table>

Note. †A positive screening for bipolar disorder is dependent on endorsement of at least seven items of hypomanic/manic symptoms, together with affirmative answers regarding symptoms occurring at the same time and moderate to severe functional impairment queried on a 4-point scale (“no problem” to “serious problem”).
stable with relatively small CI’s. (see Figure C1 and C2, appendix C). The bootstrap analyses indicate that the rank ordering of edge weights (i.e. the thickness of edges) could be interpreted with confidence. All the associations between the variables were positive, with no negative associations between items. Overall, the strongest edges were between MDQ8 “Increased energy” and MDQ9 “Increased activity” followed by MDQ6 “Thoughts racing” and MDQ7 “Increased distractibility”. Moderate edges are shown between MDQ5 “Increased speech” and MDQ6 “Thoughts racing” similarly to MDQ1 “Hyperactivity” and MDQ2 “Irritability” (see Figure C3, appendix C).

Figure 1

Estimated network structure of 13 bipolar disorder mood symptoms

Note. Edges (lines) can be interpreted as partial correlations, with thickness denoting strength of effect. Green lines indicate a positive association.

Shortened summaries of MDQ items are utilised. For full MDQ item names, see Appendix B.
The case-dropping bootstrap method (Figure C4, Appendix C) indicated that the strength values ($CS[\text{cor} = 0.7] = 0.75$) and the closeness values ($CS[\text{cor} = 0.7] = 0.67$) of the centrality indices were reliable at the preferable threshold. The results indicate that the node strength and closeness values are stable, and the order of node strength and closeness is reliable across 1000 bootstrapping models. However, the stability of node betweenness dropped below the necessary cut off ($CS[\text{cor} = 0.7] = 0.21$), suggesting that the rank order should be interpreted with caution. As such only the strength and closeness metrics will be discussed.

The most central item in the network in terms of node strength was MDQ9 “Increased activity”, indicating that it has the strongest associations with other nodes in the network. MDQ8 “Increased energy”, MDQ7 “Distractibility” and MDQ5 “Increased speech” were also high in strength. The weakest node in the network was MDQ13 “troublesome money spending”. MDQ4 “less sleep” and MDQ2 “irritability” were also relatively weaker nodes within the network. In terms of the centrality metric closeness, MDQ5 “increased speech” had the highest z-score indicating it is most likely to be affected by changes in other nodes in the network (see Figure 2).
Aim 2: Bipolar disorder and common psychiatric diagnoses network estimation

An eLasso regularised network comprising mood symptoms of bipolar disorder and common psychiatric diagnoses was then constructed. The network was less interconnected; out of a potential 253 edges, 118 (46%) were estimated to be above zero. The bootstrapped difference test suggests that the strongest edges are significantly different from weaker edges and bootstrapped CI’s show that the edges appear stable with relatively small CI’s. (see Figures D1 and D2, appendix D). The bootstrap analyses indicate that the rank ordering

Note. Indices presented as standardised z-scores. Higher values indicate greater overall importance to network.
of edge weights could be interpreted with confidence. All the associations between the variables were positive, with no negative associations between items. Similarly, to the network consisting only of mood symptoms of bipolar disorder, the strongest edges in the network were between MDQ8 “Increased energy” and MDQ9 “Increased activity” followed by MDQ6 “Thoughts racing” and MDQ7 “Increased distractibility”. Other strong connections were revealed between MDQ13 “troublesome money spending” and “A/D” alcohol/drug dependence, similarly to “Pna” panic attacks and “Dpr” depression (see Figure D3, appendix D).

The case-dropping bootstrap method (Figure D4, appendix D) indicated that the strength values (CS[cor = 0.7] = 0.75) and the closeness values (CS[cor = 0.7] = 0.75) of the centrality indices were reliable at the preferable threshold. The stability of node betweenness met the minimum threshold for reliability but dropped below the preferable cut-off (CS[cor = 0.7] = 0.43). The results indicate that the node strength and closeness values are stable, and the order of node and closeness strength is reliable across 1000 bootstrapping models, however, the betweenness values should be interpreted with caution. The most central item in the network in terms of node strength, closeness and betweenness were MDQ6 “thoughts racing”. Similarly, to the bipolar disorder mood symptom network, MDQ7 “distractibility”. MDQ9 “increased activity” and MDQ8 “increased energy” were also high in strength. In terms of the centrality metric closeness, MDQ7 “distractibility” and MDQ5 “increased speech” had the highest z-scores after MDQ6 “thoughts racing”. Finally, for the centrality metric betweenness, after MDQ6, “drp” depression had the highest z-score indicating its importance in connecting other nodes in the network (see Figure 3).
The spin-glass algorithm detected four communities of nodes (see Figure 4). The first community included three bipolar disorder mood symptoms (irritability, thoughts racing and distractibility) and five psychiatric diagnoses (depression, post-natal depression, generalised anxiety, panic attacks and PTSD). A second community included two bipolar disorder mood symptoms (risky behaviour and troublesome money spending) and alcohol/drug dependence. A third community consisting of the remaining bipolar disorder mood symptoms was detected (hyperactivity, increased self-confidence, less sleep, increased speech, increased energy, increased activity, increased sociability and more interest in sex). The fourth community contained the remaining psychiatric diagnoses (phobia, ADHD, psychosis and OCD).
The case-dropping bootstrap method indicated that the bridge strength values \((CS[cor = 0.7] = 0.75)\) and the bridge betweenness values \((CS[cor = 0.7] = 0.75)\) of the bridge centrality indices were reliable at the preferable threshold. The results indicate that the bridge strength and bridge betweenness values are stable, and the order of bridge strength and bridge is reliable across 1000 bootstrapping models. However, the stability of bridge closeness dropped below the necessary cut off \((CS[cor = 0.7] = 0.12)\), suggesting that the rank order should be interpreted with caution. As such only the bridge strength and bridge betweenness metrics will be discussed.
Bridge centrality indices (Figure 5) show that MDQ12 “excessive, foolish or risky behaviour” has especially high bridge strength suggesting that it is most connected with all other communities. MDQ1 “hyperactivity” MDQ6 “thoughts racing” and MDQ7 “distractibility” also have higher bridge strength values than other nodes in the network. Regarding bridge betweenness, MDQ6 “thoughts racing” has the highest bridge betweenness suggesting that it is a potential bridge between communities. Other nodes that have relatively higher bridge betweenness scores are “dpr” depression and MDQ5 “increased speech”.

Figure 5

Centrality indices of bridge strength and bridge betweenness

Note. Indices presented as standardised z-scores. Higher values indicate greater overall importance to network.
Summary of results

The network estimation identified that the most central nodes in the bipolar disorder mood symptom network were MDQ9 “increased activity” and MDQ8 “increased energy”. The introduction of other psychiatric diagnoses caused a slight shift in the network, in which MDQ6 “thoughts racing” became the most central node in the network amongst MDQ7 “distractibility”, MDQ9 “increased activity” and MDQ8 “increased energy”, which remained as central bipolar symptoms. Depression also showed importance with high betweenness centrality, suggesting significance in connecting nodes in the overall network.

Community analyses revealed four communities. A ‘mixed community’ consisting of the bipolar mood symptoms irritability, distractibility and thoughts racing alongside psychiatric diagnoses of depression, post-natal depression, generalised anxiety, PTSD and panic attacks. A ‘poor judgement’ community containing bipolar mood symptoms associated with risky behaviour and troublesome money spending as well as alcohol dependence. A ‘pure mania’ community consisting solely of bipolar mood symptoms such as increased energy, activity, sociability, speech and hyperactivity. A final ‘other diagnoses’ community was revealed that consisted of the remaining psychiatric conditions such as ADHD, psychosis and OCD. Bridge centrality revealed MDQ6 “thoughts racing” and depression as possible bridges between communities. MDQ12 “risky behaviour” was shown to have the strongest links to all other communities.

Discussion

The present study used a cross-sectional probability sample of the general population to investigate the network structure of bipolar disorder mood
symptoms. Our main finding was that increased energy and increased activity were the most central symptoms in terms of the centrality values node strength, suggesting that the activation of increased energy and increased activity, drives the activation of the rest of the network. This finding is consistent with a wide range of research that highlights what has been termed 'activation symptoms' as core symptoms of bipolar disorders (Scott et al., 2017). The DSM-5 criteria for mania and hypomania were also amended several years ago to include the requirement for increased energy or increased activity alongside mood disturbances as part of criterion A, to meet diagnostic criteria (APA, 2013).

Unsurprisingly increased energy and increased activity were the most strongly connected symptoms in the network, however, the network as a whole was highly interconnected (91% of possible edges estimated to be above zero) suggesting that individuals who experience a symptom within the network are likely to also experience other symptoms within the network. The re-estimation of the network to include other psychiatric diagnoses caused a shift in the network in which 'thoughts racing' became the most central node within the overall network. Racing thoughts had strong associations with 'distractibility', which was consistently central within both networks. Whilst this appears reasonable theoretically, the possible significance of 'distractibility' as a core feature of bipolar disorder is seldom reported in the literature and has rarely been included or investigated (Martino et al., 2020).

Community analyses of the bipolar disorder mood symptoms and common psychiatric diagnoses showed an amalgamation of bipolar disorder symptoms and other psychiatric conditions. Depression formed a community with a select number of symptoms of bipolar disorder ('irritability', 'distractibility' and 'thoughts racing'), as well as other psychiatric diagnoses, including anxiety
disorders. Racing thoughts, irritability and distractibility are all symptoms of bipolar disorder which are thought to occur in both depression and mania.

Racing thoughts is considered a core feature of mixed depression (Koukopoloulos, 2018; Weiner, 2019) and has been acknowledged in the DSM-5 (APA, 2013) as part of the 'mixed features specifier'. Although irritability and distractibility appear to have been overlooked in the mixed states classification, Koukopoulos and colleagues (2013) submit that irritable mood and symptoms of psychomotor agitation are characteristic of mixed depression, with research highlighting irritability and anxiety as common experiences for patients diagnosed with bipolar mania with depressive symptoms (Suppes et al., 2017). Thus, the findings from the community analyses provide support for research highlighting the association between depression, irritability and distractibility and the limitations of the DSM-5 mixed features specifier.

Analyses revealed one community that consisted solely of bipolar disorder mood symptoms. This community containing only MDQ items appeared to consist of what could be considered the principal features of mania. This ‘mania’ community contained the most central symptoms from the bipolar disorder network (increased energy and increased activity) alongside other psychomotor symptoms (increased speech, less sleep) which are thought to be the most consistent features of bipolar disorders rather than changes in mood (Rossi 2001; Scott, 2017; Swann 2001). Other symptoms within this community such as hyperactivity, increased sociability and increased interest in sex have also been found amongst the core features of mania within several factor analytic studies (Martino et al., 2020). These findings may support theories of a ‘manic disorder’ in which individuals experience typical mania in the absence of any depressive episodes (Schweitzer et al., 2005). Schweitzer and colleagues
(2005) highlight that whilst depression is often seen to coexist with mania (i.e. in mixed states) or present before or after episodes of mania, there is no strong evidence to suggest that depression is any more linked to mania than other psychiatric diagnoses, which is reflected in the networks from the current study.

Depression formed a strong edge with alcohol/drug dependence consistent with previous research highlighting the association between mania with depressive symptoms and higher rates of comorbid conditions particularly anxiety disorders and substance abuse (Swann et al., 2013). Alcohol and drug dependence formed a community together with mood symptoms associated with poor judgement (foolish or risky behaviour and troublesome money spending). As individuals with diagnoses of bipolar disorder show higher rates of alcohol dependence than that of any other mental health condition (Merikangas et al., 2011), with an estimated lifetime prevalence of 46% (Regier et al., 1990), it is unsurprising that alcohol dependence formed a community amongst symptoms of bipolar disorder. There is evidence to show that substance abuse has been associated with a more severe and persistent bipolar disorder course (Koenders et al., 2015), with some research attributing this to shared risk factors for bipolar disorders and substance abuse (Biseul et al., 2017). For example, the onset of manic symptoms increases the likelihood of risk-taking behaviours which could lead to the use of substances. Likewise, the use of substances may lead to an increase in poor judgement and risky behaviours.

The bridge centrality findings provide us with important insight into shared risk factors and how symptoms within different communities may interact. There is considerable overlap between the symptoms of psychiatric diagnoses (e.g., changes in sleep is common in several psychiatric conditions
(Appavoo & Chirwa, 2019) and the presence of a symptom within one condition could be a risk factor for another, leading to co-morbidity. According to network theories, the symptoms that increase the risk of activating a node that links to another community, or in this case psychiatric disorder, are bridge symptoms (Jones et al., 2019). Within the current study, thoughts racing and depression were identified as having high bridge betweenness, meaning they could be risk factors for moving between possible dimensions of bipolar disorder or even comorbid conditions.

A major finding of the current study was the shift in the network following the addition of common psychiatric diagnoses, in which ‘thoughts racing’ became the most central node within the overall network. Previous research has highlighted significant associations between racing thoughts and major depression with some research suggesting that depression with racing thoughts could lie on a continuum between major depression without racing thoughts and bipolar disorders (Benazzi, 2005). Similarly, racing thoughts has been found amongst the most common prodromal symptoms before the first hypomanic/manic episode (Zeschel et al., 2013). Thus, the identification of racing thoughts as a possible bridge between communities in the current study, supports research highlighting racing thoughts as a possible risk factor for conversion to bipolar disorder (Wein et al., 2019). However, interpretations are tentative, as bridge centrality results are contingent on how communities are defined within a network. Research suggests that the most reliable method of exploring co-morbidity relies on communities being determined theoretically rather than through network estimation methods, particularly in cross-sectional psychometric networks (Jones et al., 2019).
Clinical Implications

The findings of this study have several clinical implications. Firstly, the networks provide insight into the complex and multidimensional structure of bipolar disorders that are routinely observed in clinical practice. The communities observed in the current research somewhat reflect course types that have been identified in practice and within the literature (Koenders et al., 2015) and therefore could be clinically meaningful. However, there is some longstanding scepticism regarding specific course groups (Kraepelin 1921 cited in Akiskal, 2003; Koukopoulos, 2013). Insights into the possible interactions between symptoms and pathways through bipolar disorder and associated co-morbidities may enable us to develop more targeted interventions (Borsboom, 2017). The research highlighted increased energy and activity as central features of bipolar disorders suggesting that these should be a key consideration in the assessment of bipolar disorders. Further, centrality indices within the current research suggest that thoughts racing may be a risk factor for activating symptoms associated with a more complicated and difficult to treat course of bipolar disorder, thus this may be an important focus of assessment and target for intervention.

Whilst the relationship between mania and depression remains somewhat unclear and the validity of ‘mixed state’ diagnoses continues to be questionable (Berk, 2005; Koukopoulos, 2013; Parker, 2019). The current study highlights depression as a hub of connectivity and a possible bridge to other psychiatric diagnoses, supporting research that highlights depression as a complicating factor of bipolar disorders. Whilst network approaches may lead us to believe that targeting depression directly may be an appropriate course of action, there is a significant amount of research highlighting the detrimental
impacts of antidepressants in worsening the course of bipolar disorder (Ghaemi, 2003; Koukopoulos, 2018; Parker, 2019). Thus, the clinical implications of the findings are more complicated than targeting the most central symptoms in the network.

Whilst there is good evidence to suggest that reducing the activation of highly central nodes may reduce activation in the overall network, it remains unclear how best to ‘deactivate’ these nodes (Robinaugh et al., 2016). For instance, it has been suggested that interventions should focus on ‘decoupling’ strongly connected nodes, meaning interventions should target significant edge weights to reduce these interactions. Therefore, whilst the findings of the current research provide some insight into possible risk factors for comorbiddies, any intervention should be closely monitored, and the onset of symptoms associated with depression should warrant further assessment and considerable thought around treatment in clinical practice.

Limitations

The findings of this study should be considered in the context of its limitations. Firstly, the study is based on a community sample, which is a strength in terms of capturing those with sub-threshold symptoms such as hypomania which often missed within the literature. However, the analysis of data from a general population sample limits our conclusions about symptom relationships in individuals with a more severe or chronic presentation of bipolar disorders, such as those in purely clinical samples. In addition, due to the typical characteristics of a community sample, the networks in the current study may represent the lower range of symptom severity which could have impacted the overall connectivity of networks, particularly the comorbidity network.
Furthermore, the symptoms were assessed cross-sectionally meaning they provide limited insight into how the networks may change over time. In addition, the research included depression and other psychiatric diagnoses as global scores rather than individual symptoms, which limits insight into the relationship between mania, depression and other diagnoses. However, the relatively small sample size restricted the number of variables that could be included reliably. Finally, the current research lacks some capacity to provide new clinical insights, due to the reliance on diagnostic rating scales. Some have suggested that if research continues to be solely determined by measures of symptoms (Kessing et al., 2021) or current diagnostic criterion alone (Angst, 2007), we will struggle to make progress in developing more valid descriptions of bipolar disorders, which could lead to novel treatment developments (Phillips & Kupfer, 2013).

**Future Research**

Due to the limitations associated with cross-sectional networks, future research would benefit from longitudinal or time-series data to examine how networks change and evolve. Time-series analyses could also be strengthened using alternative symptom measures. Advances in technology have seen the emergence of electronic mood monitoring software which uses apps, text messages and web interfaces to capture data about patients daily or weekly experience of psychiatric symptoms, quality of life and medication (Goodday et al., 2020). A recent study by Gordon-Smith et al. (2021) compared the responses of individuals with a bipolar disorder on standardised self-rated questionnaires and personalised reporting using an electronic mood monitoring tool. The results showed differences in scores on the standardised rating scales compared to patients’ views of their mood, highlighting some of the limitations
associated with standardised assessments. Incorporating innovative data
collection methods may enable investigators to gather clinically relevant, time-
series data whilst minimising the burden on patients and provide new insights
into the structure of bipolar disorders and psychopathology more broadly.
Furthermore, such methods may also enable clinicians to monitor the
effectiveness of interventions in targeting central symptoms.

Conclusions

The current research examined the structure of bipolar disorders and
relationships with comorbid conditions using network analysis, which has rarely
been applied within this population. In addition, the study acknowledged critical
issues around under-diagnosis by utilising a general population sample and
measures designed to detect early stages of bipolar disorders. The results
provide important insights into the structure of bipolar disorder including how
core features of bipolar disorders may interact and reinforce each other, as well
as risk factors for increased complexity and comorbidity. However, future
applications of network approaches should focus on larger, longitudinal samples
to gain greater insight into the reliability of bipolar networks over time and thus
their utility in predicting mood course and links to other conditions. In addition,
network models could be used to gain insight into interventions for bipolar
disorders and how they impact the shape and connectedness of symptom
networks. More generally, it appears that research into bipolar disorders
continues to highlight the heterogeneous nature of the disorder with limited
consensus around accurate descriptions of the condition and its subtypes. As
such, future research will undoubtedly benefit from more objective measures or
patient-led monitoring, to enhance clinical applicability.
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Appendix C – Network accuracy analyses for the 13 mood symptoms of bipolar disorder network (Aim 1)

Figure C1

Graph depicting bootstrapped confidence intervals of estimated edge-weights for the estimated network of 13 bipolar disorder mood symptoms

Note. The red line indicates the sample values, the dark line indicates the mean bootstrapped values and the grey area indicates the 95% bootstrapped confidence intervals. Each horizontal line represents one edge of the network, ordered from the edge with the highest edge-weight to the edge with the lowest edge-weight. In the case of ties (for instance, multiple edge-weights were estimated to be exactly 0), the mean of the bootstrap samples was used in ordering the edges. The y-axis labels have been removed to avoid cluttering.
Figure C2

Graph depicting bootstrapped difference tests ($\alpha = 0.05$) between edge weights that were non-zero in the estimated network.
Figure C3

Graph depicting node strength of the 13 bipolar disorder symptoms

Note. Grey boxes indicate nodes that do not differ significantly from one another and black boxes represent nodes that do differ significantly from one another. White boxes show the value of node strength.
Figure C4

Graph depicting average correlations between centrality indices of networks sampled with persons dropped and the original sample

Note. Lines indicate the means and areas indicate the range from the 2.5th quantile to the 97.5th quantile.
Appendix D – Network accuracy analyses for the 13 mood symptoms of bipolar disorder network and 10 psychiatric diagnoses (Aim 2)

Figure D1

Graph depicting bootstrapped confidence intervals of estimated edge-weights for the estimated network of 13 bipolar disorder mood symptoms and 10 psychiatric diagnoses

Note. The red line indicates the sample values, the dark line indicates the mean bootstrapped values and the grey area indicates the 95% bootstrapped confidence intervals. Each horizontal line represents one edge of the network, ordered from the edge with the highest edge-weight to the edge with the lowest edge-weight. In the case of ties (for instance, multiple edge-weights were estimated to be exactly 0), the mean of the bootstrap samples was used in ordering the edges. The y-axis labels have been removed to avoid cluttering.
Figure D2

Graph depicting bootstrapped difference tests ($\alpha = 0.05$) between edge weights that were non-zero in the estimated network.

Figure D3

Graph depicting node strength of the 13 bipolar disorder symptoms and 10 psychiatric diagnoses.

Note. Grey boxes indicate nodes that do not differ significantly from one-another and black boxes represent nodes that do differ significantly from one another. White boxes show the value of node strength.
Figure D4

Graph depicting average correlations between centrality indices of networks sampled with persons dropped and the original sample

Note. Lines indicate the means and areas indicate the range from the 2.5th quantile to the 97.5th quantile.