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#### Abstract

Property testers are randomised sublinear time algorithms which infer global structure from a local view of an input. In the context of bounded degree graphs, testability of a property is tightly linked to the question of whether an approximate distribution of $r$-neighbourhood types of a graph is sufficient to capture whether the graph has the property or is "far" from having the property. Our understanding of when this is the case is limited. The central open question in the field of property testing is to characterise testable properties of bounded degree graphs.

Towards a characterisation of testable properties in the bounded degree model, we study property testing of properties definable in first-order logic (FO) in the bounded degree model. By Gaifman's locality theorem it is known that FO can only express local properties. On the other hand, testers can explore only local neighbourhoods and hence locality is necessary for testability. We prove however, that the notion of locality imposed by being definable in FO is not sufficient for property testing. More precisely, we show that there is a non-testable property defined by an FO-sentence whose quantifier prefix contains only one quantifier alternation of the form " $\forall \exists$ ". We complement this by proving that every FO-sentence not containing a quantifier alternation of the form " $\forall \exists$ " can be tested with a constant number of queries. We further identify some classes of FO-sentences which yield testable properties and contain quantifier alternations of the form " $\forall \exists$ ". These sentences express that the distribution of $r$-neighbourhood types is of a particular, simple form.

We explore the connection between the notion of locality imposed by FO and the notion of locality necessary for testability further. We establish links between FO definability and a generalised notion of subgraph freeness. This notion was introduced in the context of characterising one-sided error proximity oblivious testers, a particularly simple type of testers. Using a variation of our non-testable FO definable property we show that generalised subgraph freeness does equally not capture the locality needed for testability, which answers an open question regarding the characterisation of testable properties in the bounded degree model.

Going beyond FO definability, we explore hardness of property testing problems in connection with classical complexity theory. We obtain a deterministic construction of hard instances for property testing Hamiltonicity, which is a known non-testable property. This construction is interesting from the perspective of exploring links between structural properties and non-testability. We further utilise the lower bound technique developed in the context of our non-testable FO definable property to prove non-testability of having treewidth logarithmic in the number of vertices.
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## Chapter 1

## Introduction

Computational challenges arising in the context of big data are omnipresent in modern day computer science. As technology advances, data sets get increasingly large. Due to the nature of distributed systems we are faced with the challenge of big data sets for which classical algorithmic approaches are impractical. In order to still do a qualitative analysis of the data, we have to come up with new algorithmic approaches. In cases where the data set is so large that storing the entire data set in working memory is infeasible, we can consider streaming algorithms. These algorithms see a random stream of the data but can only store a certain amount of it at any point in time (see e.g. 105, 108]). Now assume that the data set is so large it would even be unfeasible to process it even once. In this case we can consider using a sampling based algorithm which explores only a small (randomly picked) part of the object. Property testing is a framework for studying sampling based algorithms that solve a relaxation of a decision problem. Given a property $P$, a property testing algorithm (short: tester) for $P$ is given query access to an input object $\mathcal{A}$ (i. e. some large data set) and has to decide whether $\mathcal{A}$ has property $P$ or is far from having property $P$, where the notion of farness is model dependent. Property testing was first proposed in 1996 by Rubinfeld and Sudan in the context of program checking 117. The idea of property testing was extended to graphs shortly after. In 1996 Goldreich, Goldwasser and Ron introduced the dense model 71. Property testing on dense graphs is well understood due to a characterisation of which properties are testable on dense graphs by Alon, Fischer, Newman and Shapira [7] based on Szemerédi's celebrated regularity Lemma 121.

Shortly after the introduction of the dense model, Goldreich and Ron introduced the bounded degree model [73]. In the bounded degree model we consider graphs of degree at most $d$, where $d \in \mathbb{N}$ is a constant. A tester accesses an input graph via neighbour queries, i. e. for any vertex $v$ a tester can obtain the $i$-th neighbour of $v$ where $i \in\{1, \ldots, d\}$. A graph $G$ on $n$ vertices is $\epsilon$-far from a property $P$ if more than $\epsilon d n$ edge modifications are necessary to make $G$ have the property $P$. A tester has to distinguish whether an input graphs $G$ has
property $P$ or is $\epsilon$-far from having property $P$ with probability $\frac{2}{3}$ correctly, where the number of queries the tester makes might depend on $\epsilon$ and $d$, but is independent of the size of $G$. Since the introduction of the bounded degree model, extensive research has been done into studying property testing in this model (see Chapter 4 for an overview). However, in the bounded degree model no characterisation of which properties are testable is known. This is a long standing open problem in the area of property testing. In this thesis we approach the question from the direction of first-order logic.

Studying property testing of first-order logic (FO) definable properties of graphs, we are aiming for algorithmic meta-theorems. Recall that FO for graphs is recursively defined from the atomic formulas expressing equality and adjacency of vertices using boolean connectives (negation, conjunction, disjunction, implication and biimplication) and existential and universal quantification over vertices. FO can express a variety of properties such as subgraph freeness and subgraph containment, which are constant query testable in the bounded degree model 73. There are also properties which are constant query testable but can not be expressed in FO, e. g. connectivity and cycle freeness [73. Furthermore, the corresponding decision problem i.e. deciding a property defined by an FO-sentence on the class of bounded degree graphs, takes linear time by Seese's theorem (119].

On bounded degree graphs Hanf's theorem 83 implies a normal form for FO, so called Hanf normal form (HNF). A sentence in HNF is a boolean combination of Hanf sentences, which are sentences of the form $\exists \geq m x \phi_{\tau}(x)$ expressing that there are at least $m$ vertices whose $r$-neighbourhoods have isomorphism type $\tau$. Every sentence is equivalent to a sentence in HNF on any class of bounded degree graphs. This implies that satisfying a given formula depends on which neighbourhood types appear in a graph. On the other hand, property testers for bounded degree graphs essentially sample a constant set of $r$-neighbourhoods and compute an answer only depending on which neighbourhood types they observe (see 78 and 34 ). It is known that a constant query tester can estimate the relative frequencies of neighbourhood isomorphism types appearing in a bounded degree graph well 112 . This hinges on the following modification problem. Assume $\varphi$ is a sentence in HNF. For any graph $G$ for which the relative frequencies of neighbourhood types appearing in $G$ almost satisfy the requirements for satisfying $\varphi$, is there a set of at most $\epsilon d n$ edge modification to adjust the frequencies of neighbourhoods appearing in $G$ according to $\varphi$. Taking into account this close connection between testability and FO definability, the question of whether all FO definable properties are testable seems reasonable and was in fact asked in [2].

We study testability of FO definable properties by prefix classes motivated by a similar study in the dense model by Alon, Fischer, Krivelevich, and Szegedy 6]. Here an FO-sentence is in the prefix class $\Sigma_{2}$ if it is equivalent to a sentence in prenex normal form with quantifier prefix of the form $\exists x_{1} \ldots \exists x_{k} \forall y_{1} \ldots \forall y_{\ell}$ where $k, \ell \in \mathbb{N}$. Similarly, a sentence is in $\Pi_{2}$ if it is equivalent to a sentence in prenex normal form with quantifier prefix of the form $\forall x_{1} \ldots \forall x_{k} \exists y_{1} \ldots \exists y_{\ell}$ where $k, \ell \in \mathbb{N}$. We obtain the following result for testing FO definable properties in the bounded
degree model (proved in Chapter 66).
Theorem. Every FO-sentence $\varphi \in \Sigma_{2}$ defines a testable property in the bounded degree model. On the other hand, there is a property in $\Pi_{2}$ which is not testable in the bounded degree model.

For the testability of any sentences $\varphi$ in $\Sigma_{2}$ we show that $\varphi$ has a certain structure which allows us to reduce testability of satisfying $\varphi$ to the case of testing subgraph freeness using certain closure properties of property testing. On the other hand, for the non-testability result we define an FO-sentence $\varphi_{(Z)}$ of relational structures, which we use for modelling purposes. The sentence $\varphi_{(Z)}$ essentially defines a property of structures whose underlying graphs are edge expanders and is equivalent to a sentence in $\Pi_{2}$ on structures of bounded degree $d$. These structures are constructed exploiting a recursively defined expander construction based on the zig-zag product introduced by Reingold, Vadhan and Wigderson 115. Replacing relations by suitable graph gadgets we obtain an FO definable class of bounded degree expanders. Beyond the negative algorithmic ramifications, this shows how surprisingly expressive FO is despite its locality (see Gaifman's locality theorem 63] and Hanf normal form [83]). Besides our construction we are not aware of any other (infinite) class of expanders which is definable in FO.

We explore testability of FO definable properties further in Chapter 7 . We call the property of all graphs where neighbourhood isomorphism type $\tau$ does not appear, $\tau$-neighbourhood freeness. We show that this generalisation of subgraph freeness, which can be expressed by a negated Hanf sentence, is testable under some mild assumptions on the degree. We further consider the property where the neighbourhood of every vertex has isomorphism type $\tau$, which we call $\tau$-neighbourhood regularity. We identify a special class of radius 1 neighbourhood isomorphism types $\tau$, for which $\tau$-neighbourhood freeness is testable. Furthermore, $\tau$-neighbourhood freeness and $\tau$-neighbourhood regularity are in general not expressible by a sentence in $\Sigma_{2}$ and hence testability does not follow from our previous testability result. This further implies that prefix classes do not yield a characterisation of which FO definable properties are testable.

Modification problem similar to the one stated above form the core of the question of a characterisation of which properties are testable in the bounded degree model. In their seminal work on a special class of particularly simple property testers, i.e. proximity oblivious testers (POTs) with one-sided error, Goldreich and Ron gave a characterisation of POTs with onesided error using the notion of generalised subgraph freeness 76. Generalised subgraph freeness intuitively expresses that some induced subgraphs can not appear with a specific interface to the rest of the graph. In [76] the following question is asked, "Is every generalised subgraph freeness property non-propagating?", where intuitively a generalised subgraph freeness property is non-propagating if the removal of a small set of appearances of such generalised subgraphs can be removed without causing a chain reaction of necessary modification. A recent work of Ito, Khoury and Newman, in which one-sided error testability of both monotone properties and hereditary properties is characterised, picks up this open question 89]. Indeed, 89 provides evidence that a positive answer to the question asked in 76 would lead to a classification
of one-sided error testability in the bounded degree model. 'We answer the question asked in 76 negatively by showing that a minor variation of the non-testable FO-property defined by $\varphi_{(2)}$ can be expressed as a forbidden subgraph freeness property (see Chapter 8). For this we identify a condition of FO-sentences that implies being a generalised subgraph freeness property and argue that a slight variation of the sentence $\varphi_{(2)}$ satisfies this condition. Even though this is essentially a negative result, it provides us with some insights into the problem of a characterisation of which properties are testable in the bounded degree model.

We further explore connections between property testing and classical complexity theory. Reducibility amongst property testing problems requires a notion of reduction that allows simulating a tester for a problem by another tester. Since query access is local this implies that the reduction has to be local in the sense that presence of a certain edge in the reduced graph can only depend on a constant size set of neighbourhoods in the original graph. These local reductions do not have to be restricted in time, because they are only computed locally in the simulation. In some cases (particularly but not necessarily when the polynomial time reduction is linear) polynomial time reductions are essentially local reductions (see e.g. 70, 129]). We give an example of such a case in Section 9.1 for dominating set. The existence of a polynomial time reduction amongst decision problems restricted to bounded degree graphs does not in general yield a local reduction, i. e. there are NP-hard problems that are testable in the bounded degree model (for details see Chapter 9). A problem where the polynomial time reduction known is not local is treewidth ( $14,66,68$ or 14,107 for bounded degree planar graphs). We obtain non-testability for treewidth using a combination of a result from Grohe and Marx showing that the treewidth of expanders is linear in their size and a lower-bound technique we developed for proving non-testability of FO definable properties. This lower-bound technique combines a result by Alon 102, Proposition 19.10] and a theorem by Adler and Harwath [2, Theorem 19], but only provides non-testability with $\mathcal{O}(1)$ queries.

With the aim of understanding structural reasons for hardness we provide a deterministic construction of hard instances for testing whether a graph is Hamiltonian. Hamiltonicity can not be tested with a sublinear amount of queries 70,129 , which is due to a local reduction from 3-SAT. The graphs we construct are both far from being Hamilonian (we need at least an $\epsilon$-fraction of edge modifications to make the graph Hamiltonian) while they locally look Hamiltonian (the neighbourhood of any $\delta$-fraction of vertices appears in a Hamiltonian graph, for some fixed $\delta \in[0,1])$. The construction uses a base expander and encodes a property into certain graph gadgets, which can be satisfied at a $\delta$-fraction of the vertices but can not be satisfied for any larger amount of vertices. We hope that this construction will give us further insights into connections between non-testability and graph structure.

Outline of chapters In Chapter 2 we recall basic concepts of graph theory, relational structures and first-order logic and introduce the notation used throughout this thesis. In Chapter 3 we introduce property testing in general, the models relevant for this thesis and local reduc-
tions. In Chapter 4 we survey the history and recent developments in related areas such as model checking and property testing. In Chapter 5 we provide generalisations from bounded degree graphs to bounded degree relational structure of two results ([102, Proposition 19.10] and the canonical tester result 34 ). In Chapter 6 we provide the proof of the characterisation by prefix classes of FO definable properties. In Chapter 7 we prove testability results for neighbourhood regularity and neighbouhood freeness under certain restrictions. We prove that there is a non-testable generalised subgraph freeness property in Chapter 8 Results related to testing NP-hard problems are contained in Chapter 9. We provide concluding remarks in Chapter 10.

## Chapter 2

## Preliminaries

In this section we give a short overview of the basic concepts and notation used. Note that a detailed introduction to property testing is postponed to Section 3. Furthermore, some concepts only needed in specific chapters of this thesis are given in the respective chapter. To keep this chapter as concise as possible we also omit introducing notions of complexity theory like big-O notation and refer e. g. to 28 .

Besides introducing some general notation in Section 2.1, we introduce basic concepts of graph theory in Section 2.2 . We further introduce relational structures in Section 2.3 including some notions for bounded degree relational structures. We give an introduction to first-order logic in Section 6.3 including an introduction to all normal forms for first-order logic required in this thesis.

### 2.1 Set notation

In the following $\mathbb{N}=\{0,1,2,3, \ldots\}$ denotes the set of all natural numbers. We denote the set $\mathbb{N} \backslash\{0\}$ of positive integers by $\mathbb{N}_{>0}$. For any natural number $n \in \mathbb{N}$ we denote the set of the $n$ smallest natural numbers by $[n]:=\{m \in \mathbb{N}: m<n\}$.

For a function $f: A \rightarrow B$ we denote by $f(S)$ for some $S \subseteq A$ the set $\{f(a) \mid a \in S\}$. We further denote the restriction of $f$ to $S \subseteq A$ by $\left.f\right|_{S}$.

More convention on the notation used in this thesis can be found in the list of notation given in the preamble.

### 2.2 Graphs

In this section we give a short introduction to the graph theory concepts we need. A more detailed introduction to graph theory can be found for example in the book [42]. We further like to point out that some further notions for graphs are defined in Section 2.3 .

A (simple, undirected) graph $G$ is a tuple $G=(V, E)$, where $V$ is a finite set and $E \subseteq\{e \subseteq$ $V||e|=2\}$. We call the elements of $V$ vertices of $G$ and the elements of $E$ edges of $G$. For a graph $G=(V, E)$ we denote the set of vertices $V$ by $V(G)$ and the set of edges $E$ by $E(G)$. We say that a vertex $v \in V(G)$ is incident to an edge $e \in E(G)$, if $v \in e$. We call two vertices $v, w \in V(G)$ adjacent, if $v, w$ are incident to the same edge. If two vertices $v, w \in V(G)$ are adjacent, we say that $w$ is a neighbour of $v$ (note that the neighbourhood of a vertex is defined later in Section 2.3. The size of a graph $G$ is defined to be $|V(G)|+|E(G)|$. The order of a graph $G$ is the number of vertices $|V(G)|$. A (graph) isomorphism from a graph $G$ to a graph $H$ is a bijective map $f: V(G) \rightarrow V(H)$ which preserves adjacency, i. e. for any $v, w \in V(G)$

$$
\{v, w\} \in E(G) \quad \Longleftrightarrow \quad\{f(v), f(w)\} \in E(H)
$$

We say that $G$ and $H$ are isomorphic, denoted $G \cong H$, if there is an isomorphism from $G$ to H. A graph $H$ is a subgraph of a graph $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. For any set $S \subseteq V(H)$ we say that the graph $\left(S, E_{S}\right)$, where $E_{S}:=\{e \in E(G) \mid e \subseteq S\}$, is the subgraph induced by $S$. We say that $H$ is an induced subgraph of $G$ if $H$ is the subgraph induced by some set $S \subseteq V(G)$.

Let $G$ be a graph and $v \in V(G)$. The degree of $v$, denoted $\operatorname{deg}_{G}(v)$, is the number of edges $v$ is incident to, i.e.

$$
\operatorname{deg}_{G}(v):=|\{e \in E(G) \mid v \in e\}|
$$

The degree of $G$, denoted $\operatorname{deg}(G)$, is the maximum degree of the vertices of $G$, i. e.

$$
\operatorname{deg}(G):=\max _{v \in V(G)}\left\{\operatorname{deg}_{G}(v)\right\}
$$

We say that $G$ is $d$-regular for some $d \in \mathbb{N}$ if every vertex in $G$ has degree $d$. We say that $G$ is degree-regular if there is $d \in \mathbb{N}$ such that $G$ is $d$-regular.

Let $G$ be a graph, $v, w \in V(G)$ and $\ell \in \mathbb{N}$.

- A walk from $v$ to $w$ of length $\ell$ is a tuple $\left(p_{0}, \ldots, p_{\ell}\right) \in V(G)^{\ell+1}$ such that $v=p_{0}, w=p_{\ell}$ and $\left\{p_{i-1}, p_{i}\right\} \in E(G)$ for every $i \in\{1, \ldots, \ell\}$.
- A path from $v$ to $w$ of length $\ell$ is a walk $\left(p_{0}, \ldots, p_{\ell}\right)$ from $v$ to $w$ such that $\left\{p_{i-1}, p_{i}\right\} \neq$ $\left\{p_{j-1}, p_{j}\right\}$ for every $i, j \in\{1, \ldots, \ell\}$ with $i \neq j$.
- A path $\left(s_{0}, \ldots, s_{k}\right)$ is a subpath of a path $\left(p_{0}, \ldots, p_{\ell}\right)$ if there is an index $0 \leq i \leq \ell-k$ such that $s_{j}=p_{i+j}$ for every $1 \leq j \leq k$.
- A simple path in $G$ is a path in which no vertex appears twice.
- A cycle of length $\ell$ is a path $\left(c_{0}, \ldots, c_{\ell}\right)$ such that $c_{0}=c_{\ell}$ and $\left(c_{0}, \ldots, c_{\ell-1}\right)$ is a simple path.

Note that for every vertex $v \in V(G)$ the tuple $(v)$ is a path of length 0 from $v$ to $v$. We define the graph theoretic distance $\operatorname{dist}_{G}(v, w)$ between $v$ and $w$ in $G$ to be

$$
\operatorname{dist}_{G}(v, w):=\min \left(\left\{\ell \left\lvert\, \begin{array}{l}
\text { there is a path of } \\
\text { length } \ell \text { from } v \text { to } w
\end{array}\right.\right\} \cup\{\infty\}\right) .
$$

We further define an equivalence relation $\sim_{c}$ on $V(G)$ as follows. For every two vertices $v, w \in$ $V(G)$

$$
v \sim_{c} w \quad \Longleftrightarrow \quad \operatorname{dist}_{G}(v, w)<\infty .
$$

We call a subgraph of $G$ induced by an equivalence class of $\sim_{c}$ a connected component of $G$. We say that a graph $G$ is connected if $G$ has only one connected component, that is, if $\sim_{c}$ has only one equivalence class.

### 2.2.1 Graph representation

In property testing graph representation plays a fundamental role as it influences which information about a graph is accessible in constant time.

Let $G$ be a graph and $V(G)=[n]$. We call the symmetric matrix $M \in \mathbb{N}^{n \times n}$ defined by

$$
M_{i, j}:= \begin{cases}1 & \text { if }\{i, j\} \in E(G) \\ 0 & \text { otherwise }\end{cases}
$$

an adjacency matrix of $G$. Note that the adjacency matrix depends on the choice of an order on $V(G)$.

We call a tuple $\left(L_{1}, \ldots, L_{n}\right)$ an adjacency list of $G$ where $L_{i} \in V(G)^{\operatorname{deg}_{G}(i)}$ is a tuple such that

$$
\left(L_{i}\right)_{j}:=k \text {, where } k \text { is the } j \text {-th neighbour of } i \text { with respect to } \leq_{i}
$$

where $\leq_{i}$ is a total order on the set of neighbours $\{k \in V(G) \mid\{i, k\} \in E(G)\}$ for every $1 \leq i \leq n$.
Note that $L_{G}$ depends on the choice of an order on $V(G)$ and the orders of neighbours for every vertex.

### 2.2.2 Directed graphs and multigraphs

While we mostly are interested in simple undirected graphs in some chapters we use multigraphs or directed graphs. Most concepts for simple undirected graphs can be extended to multigraphs and directed graphs in a straight forward way. Hence we will (besides introducing both types of graphs) just introduce the notions that are different from simple, undirected graphs.

A multigraph (or an undirected graph with parallel edges and self-loops) $G$ is a triple $G=$ $\left(V(G), E(G), f_{G}\right)$, where $V(G)$ and $E(G)$ are finite sets and

$$
f_{G}: E(G) \rightarrow\{x \subseteq V(G)|1 \leq|x| \leq 2\}
$$

Here we call $f_{G}$ the adjacency map of $G$. Let $G$ and $H$ be two multigraphs. We call a pair of bijective maps $\left(h_{V}, h_{E}\right)$, where $h_{V}: V(G) \rightarrow V(H)$ and $h_{E}: E(G) \rightarrow E(H)$, an isomorphism from $G$ to $H$, if

$$
h_{V}\left(f_{G}(e)\right)=f_{H}\left(h_{E}(e)\right)
$$

for any $e \in E(G)$. We say that $G$ and $H$ are isomorphic, denoted $G \cong H$, if there is an isomorphism from $G$ to $H$. Let us remark here that every simple graph is a multigraph.

A directed graph $G$ is a tuple $G=(V(G), E(G))$, where $V(G)$ is a finite set and $E(G) \subseteq$ $V(G)^{2}$. While directed graphs are relational structures, which will be introduced in Section 2.3 in detail, the following concepts are particular for directed graphs. Let $G$ be a directed graph and $v \in V(G)$. We define the set of incoming edges of $v$ to be the set $E_{G}^{-}(v):=\{e \in E(G) \mid$ $e=(w, v)\}$ and the set of outgoing edges of $v$ to be $E_{G}^{+}(v):=\{e \in E(G) \mid e=(v, w)\}$.

### 2.2.3 Expansion and hyperfiniteness

In this section we introduce the concept of expanders and hyperfinite classes of graphs. These two concepts play a central role in property testing. We define expansion for the general case of multigraphs. We need hyperfiniteness only for simple graphs.

Definition 2.2.1 (Class of expanders). Let $G=(V, E, f)$ be a multigraph.

- For any subsets $S, T \subseteq V, S \cap T=\emptyset$ let $\langle S, T\rangle_{G}:=\{e \in E \mid f(e) \cap S \neq \emptyset, f(e) \cap T \neq \emptyset\}$ be the set of edges crossing $S$ and $T$.
- For any set $S \subseteq V$, we let $h(S):=\frac{\left|\langle S, \bar{S}\rangle_{G}\right|}{|S|}$ be the expansion of $S$.
- We let $h(G)$ be the expansion ratio of $G$ defined by

$$
h(G):=\min _{\{S \subseteq V| | S|\leq|V| / 2\}} h(S) .
$$

For any constant $\epsilon>0$ we call a sequence $\left(G_{N}\right)_{N \in \mathbb{N}}$ of graphs a family of $\epsilon$-expanders, if $\left|V\left(G_{N+1}\right)\right|>\left|V\left(G_{N}\right)\right|$ and $h\left(G_{N}\right) \geq \epsilon$ for all $N \in \mathbb{N}$.

We call a class $\mathcal{C}$ a class of expanders if $\mathcal{C}$ contains some sequence of expanders.
Definition 2.2.2 (Hyperfinite class). Let $\delta \in[0,1]$ and $k \in \mathbb{N}_{>0}$. A graph $G$ is called $(\delta, k)$ -hyper-finite if we can remove $\delta \cdot|V(G)|$ edges and obtain a graph whose connected components have size at most $k$.
A class $\mathcal{C}$ of graphs is hyper-finite if for every $\delta \in[0,1]$ there is a $k \in \mathbb{N}_{>0}$ such that every graph in $\mathcal{C}$ is ( $\delta, k$ )-hyper-finite.

Examples of hyperfinite classes of graphs are the class of all planar graphs or the class of graphs of bounded treewidth.

### 2.3 Relational structures

In this section we define all concepts we use for relational structures. Here we dedicate a subsection to bounded degree relational structures.

A (relational) signature is a finite set $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ of relation symbols $R_{i}$. Every relation symbol $R_{i}$ has an arity $\operatorname{ar}\left(R_{i}\right) \in \mathbb{N}_{>0}$. For a relational signature $\sigma$ we denote the maximum arity of its relation symbols by $\operatorname{ar}(\sigma)$. A (relational) $\sigma$-structure is a tuple $\mathcal{A}=$ $\left(A, R_{1}^{\mathcal{A}}, \ldots, R_{\ell}^{\mathcal{A}}\right)$, where $A$ is a finite set called the universe of $\mathcal{A}$ (typically we let $\left.A=[n]\right)$ and $R_{i}^{\mathcal{A}} \subseteq A^{\operatorname{ar}\left(R_{i}\right)}$ is an $\operatorname{ar}\left(R_{i}\right)$-ary relation on $A$ for every $i \in\{1, \ldots, \ell\}$. For $\sigma$-structures $\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots$ we denote their universes by $A, B, C \ldots$ and their respective relations by $R^{\mathcal{A}}, R^{\mathcal{B}}, R^{\mathcal{C}} \ldots$ for every $R \in \sigma$. For a relational signature $\sigma$ and a $\sigma$-structure $\mathcal{A}$ we call $|A|$ the size of $\mathcal{A}$. Note that we define structures to be finite. Let $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ be a signature, $\mathcal{A}=\left(A, R_{1}^{\mathcal{A}}, \ldots, R_{\ell}^{\mathcal{A}}\right)$ and $\mathcal{B}=\left(B, R_{1}^{\mathcal{B}}, \ldots, R_{\ell}^{\mathcal{B}}\right) \sigma$-structures. An isomorphism from $\mathcal{A}$ to $\mathcal{B}$ is a bijective map $f: A \rightarrow B$ which preserves relations, i. e.

$$
\left(a_{1}, \ldots, a_{\operatorname{ar}\left(R_{i}\right)}\right) \in R_{i}^{\mathcal{A}} \Longleftrightarrow\left(f\left(a_{1}\right), \ldots, f\left(a_{\operatorname{ar}\left(R_{i}\right)}\right)\right) \in R_{i}^{\mathcal{B}}
$$

for every $1 \leq i \leq \ell$ and elements $a_{1}, \ldots, a_{\operatorname{ar}\left(R_{i}\right)}$. We call $\mathcal{A}$ and $\mathcal{B}$ isomorphic, denoted $\mathcal{A} \cong \mathcal{B}$, if there is an isomorphism from $\mathcal{A}$ to $\mathcal{B}$. The union of $\mathcal{A}$ and $\mathcal{B}$, denoted $\mathcal{A} \cup \mathcal{B}$, is the $\sigma$-structure

$$
\mathcal{A} \cup \mathcal{B}:=\left(A \cup B, R_{1}^{\mathcal{A}} \cup R_{1}^{\mathcal{B}}, \ldots, R_{\ell}^{\mathcal{A}} \cup R_{\ell}^{\mathcal{B}}\right)
$$

If $A \cap B=\emptyset$ we often denote the union of $\mathcal{A}$ and $\mathcal{B}$ by $\mathcal{A} \sqcup \mathcal{B}$. $\mathcal{B}$ is a substructure of $\mathcal{A}$ if $B \subseteq A$ and $R_{i}^{\mathcal{B}} \subseteq R_{i}^{\mathcal{A}}$ for every $i \in\{1, \ldots, \ell\}$. For a subset $M \subseteq A$, we let

$$
\mathcal{A}[M]:=\left(M, R_{1}^{\mathcal{A}} \cap M^{\operatorname{ar}\left(R_{1}\right)}, \ldots, R_{\ell}^{\mathcal{A}} \cap M^{\operatorname{ar}\left(R_{\ell}\right)}\right)
$$

be the substructure of $\mathcal{A}$ that is induced by $M$. We call a substructure $\mathcal{B}$ an induced substructure of $\mathcal{A}$, if $\mathcal{B}$ is induced by some subset $M \subseteq A$.

There is a natural way of assigning a graph to a relational structure. Let $\sigma$ be a relational signature and $\mathcal{A}$ be a $\sigma$-structure. The Gaifman graph of $\mathcal{A}$ is the graph $G(\mathcal{A})=(A, E)$, where $\{x, y\} \in E$, if there is a tuple $\left(b_{1}, \ldots, b_{\operatorname{ar}\left(R_{i}\right)}\right) \in R_{i}^{\mathcal{A}}$ for some $1 \leq i \leq \ell$, such that $x=b_{j}$ and $y=b_{k}$ for some $1 \leq k, j \leq \operatorname{ar}\left(R_{i}\right)$ and $j \neq k$ (see for instance 101]). While $G(\mathcal{A})$ does not capture all the structural information contained in $\mathcal{A}$, we use $G(\mathcal{A})$ to apply graph theoretic notions to relational structures. For two elements $a, b \in A$ we define the distance between $a$
and $b$ in $\mathcal{A}$, denoted by $\operatorname{dist}_{\mathcal{A}}(a, b)$, to be the graph theoretic distance of $a$ and $b$ in $G(\mathcal{A})$, i. e.

$$
\operatorname{dist}_{\mathcal{A}}(a, b):=\operatorname{dist}_{G(\mathcal{A})}(a, b)
$$

This allows us to define neighbourhoods and neighbourhood types. Let $r \in \mathbb{N}$ and $a \in A$. The $r$-neighbourhood of $a$, denoted $N_{r}^{\mathcal{A}}(a)$, is the set of all elements in $A$ with distance at most $r$ to $a$, i. e.

$$
N_{r}^{\mathcal{A}}(a):=\left\{b \in A \mid \operatorname{dist}_{\mathcal{A}}(a, b) \leq r\right\} .
$$

For a subset of elements $S=\left\{a_{1}, \ldots, a_{k}\right\} \subseteq A$ we define the $r$-neighbourhood of $S$ to be $N_{r}^{\mathcal{A}}(S):=\bigcup_{i=1}^{k} N_{r}^{\mathcal{A}}\left(a_{i}\right)$. We denote the structure induced by the $r$-neighbourhood of $a$ by

$$
\mathcal{N}_{r}^{\mathcal{A}}(a):=\mathcal{A}\left[N_{r}^{\mathcal{A}}(a)\right]
$$

and equivalently we let $\mathcal{N}_{r}^{\mathcal{A}}(S):=\mathcal{A}\left[N_{r}^{\mathcal{A}}(S)\right]$ for any $S \subseteq A$. An $r$-ball is a tuple $(\mathcal{B}, b)$ where $\mathcal{B}$ is a $\sigma$-structure and $b \in B$ such that $N_{r}^{\mathcal{B}}(b)=B$. For an $r$-ball $(\mathcal{B}, b)$ we call $b$ the centre of $(\mathcal{B}, b)$. Two $r$-balls $(\mathcal{B}, b),\left(\mathcal{B}^{\prime}, b^{\prime}\right)$ are isomorphic if there is an isomorphism $f$ from $\mathcal{B}$ to $\mathcal{B}^{\prime}$ such that $f(b)=b^{\prime}$. We call the isomorphism classes of $r$-balls $r$-types. Note that by definition we have that $\left(\mathcal{N}_{r}^{\mathcal{A}}(a), a\right)$ is an $r$-ball for any $\sigma$-structure $\mathcal{A}$ and any $a \in A$. For an $r$-type $\tau$ we say that $a$ has (neighbourhood) type $\tau$ if $\left(\mathcal{N}_{r}^{\mathcal{A}}(a), a\right) \in \tau$.

Let $\sigma$ be a signature. A class of $\sigma$-structures is a set $C$ of $\sigma$-structures, which is closed under isomorphism, i. e. if $\mathcal{A} \in C$ and $\mathcal{B}$ is isomorphic to $\mathcal{A}$ then $\mathcal{B} \in C$. For a class $C$ of relational structures we denote by $C \mid n:=\{\mathcal{A} \in C| | A \mid=n\}$ the subset of all structures on $n$ elements in $C$. A property on $C$ is a class $P \subseteq C$ of structures. We say that a structure $\mathcal{A} \in C$ has property $P$ if $\mathcal{A} \in P$.

Remark 2.3.1. Let $\sigma_{\text {Graph }}:=\{E\}$, where $E$ is a relation symbol of arity 2 . We can define a directed graph $\mathcal{G}=\left(A, E^{\mathcal{G}}\right)$ (or di-graphs) to be a $\sigma_{\text {Graph }}$-structure, where the universe $A$ is the set of vertices and the tuples in $E^{\mathcal{G}}$ define the edges.

We can regard undirected graphs as defined in Section 2.2 as a subclass of directed graphs, where a directed graph is an undirected graph if the edge relation is symmetric and irreflexive. Therefore we get that the notion of neighbourhoods, $r$-balls, $r$-types, properties and classes directly translate to graphs.

### 2.3.1 Bounded-degree structures and neighbourhood distributions

In this section we introduce classes of bounded degree relational structures/graphs which are of particular interest to us. We further point out some particularities for bounded degree which are the basis for our work.

Let $\sigma$ be a relational signature, $\mathcal{A}$ be a $\sigma$-structure and $C$ be a class of $\sigma$-structures. The degree of an element $a \in A$ denoted by $\operatorname{deg}_{\mathcal{A}}(a)$ is defined to be the number of tuples of $\mathcal{A}$ in which $a$ occurs, i.e.

$$
\operatorname{deg}_{\mathcal{A}}(a):=\sum_{R \in \sigma}\left|\left\{\left(a_{1}, \ldots, a_{\operatorname{ar}(R)}\right) \in R^{\mathcal{A}} \mid a \in\left\{a_{1}, \ldots, a_{\operatorname{ar}(R)}\right\}\right\}\right| .
$$

We define the degree of $\mathcal{A}$ denoted by $\operatorname{deg}(\mathcal{A})$ to be the maximum degree of its elements. For an $r$-type $\tau$ we let the degree of $\tau$ be $\operatorname{deg}(\mathcal{B})$ for $(\mathcal{B}, b) \in \tau$. A structure $\mathcal{A}$ is called degree regular if for every element $a \in A$ we have $\operatorname{deg}_{\mathcal{A}}(a)=\operatorname{deg}(\mathcal{A})$, i. e. if every element in $\mathcal{A}$ has the same degree. Let $d \in \mathbb{N}$. We say that $C$ has bounded degree $d$ if $\operatorname{deg}(\mathcal{A}) \leq d$ for all $\mathcal{A} \in C$. For $d \in \mathbb{N}$ we denote the class of all $\sigma$-structures of bounded degree $d$ by $C_{d}$. Note that for simplicity we omit $\sigma$ from the notation. For $d \in \mathbb{N}$ we denote the class of graphs of bounded degree $d$ by $\mathcal{C}_{d}$.

Remark 2.3.2. Note that the degree for undirected graphs defined in Section 2.2 is by a factor two smaller than the degree defined for the corresponding relational structures due to the symmetry of the edge relation.

In the following we will argue that for bounded degree structures/graphs there is a finite number of $r$-types which allows us to define vectors capturing precisely how often a certain neighbourhood type appears in a structure/graph. These vectors play a central role both for first-order logic and property testing and will reoccur throughout the following chapters.

Lemma 2.3.3. Let $\sigma$ be a relational signature, $d \in \mathbb{N}$ and $\mathcal{A}$ be a $\sigma$-structure of bounded degree d. For all $r \in \mathbb{N}$ and $a \in A$

$$
\left|N_{r}^{\mathcal{A}}(a)\right| \leq(2 \cdot d \cdot \operatorname{ar}(\sigma))^{r}
$$

Proof. We can write $N_{r}^{\mathcal{A}}(a)$ as a disjoint union

$$
N_{r}^{\mathcal{A}}(a)=\bigsqcup_{i=0}^{r}\left\{b \in A \mid \operatorname{dist}_{\mathcal{A}}(a, b)=i\right\}
$$

Since every element $b \in A$ can be in no more then $d$ tuples, each of which contains fewer than $\operatorname{ar}(\sigma)$ elements besides $b$, we get that

$$
\left|\left\{b \in A \mid \operatorname{dist}_{\mathcal{A}}(a, b)=i\right\}\right| \leq d \cdot \operatorname{ar}(\sigma) \cdot\left|\left\{b \in A \mid \operatorname{dist}_{\mathcal{A}}(a, b)=i-1\right\}\right|
$$

for $1 \leq i \leq r$. Hence

$$
\begin{aligned}
\left|N_{r}^{\mathcal{A}}(a)\right| & \leq 1+d \cdot \operatorname{ar}(\sigma)+(d \cdot \operatorname{ar}(\sigma))^{2}+\cdots+(d \cdot \operatorname{ar}(\sigma))^{r} \\
& \leq(r+1) \cdot(d \cdot \operatorname{ar}(\sigma))^{r} \\
& \leq(2 \cdot d \cdot \operatorname{ar}(\sigma))^{r}
\end{aligned}
$$

where we use $r+1 \leq 2^{r}$ in the last inequality.

Lemma 2.3.4. Let $\sigma$ be a relational signature and $d \in \mathbb{N}$. Let $r \in \mathbb{N}$. The number of different $r$-types of bounded degree $d$ is finite and depends only on $d, r$ and $\sigma$.

Proof. For any number $n \in \mathbb{N}$, the number of non-isomorphic $\sigma$-structures with at most $n$ elements is finite. This is the case as for every isomorphism class of $\sigma$-structures there is a representative $\mathcal{A}$ such that $A=\{1, \ldots, k\}, k \leq n$. For two non-isomorphic $\sigma$-structure $\mathcal{A}, \mathcal{B}$ with $A=\{1, \ldots, k\}$ and $B=\{1, \ldots, k\}$ there must be $R \in \sigma$ such that $R^{\mathcal{A}} \neq R^{\mathcal{B}}$. But for every $R \in \sigma$ there is a finite number of ways to pick a set of tuples from $\{1, \ldots, t\}^{\operatorname{ar}(R)}$ and since $\sigma$ is finite the total number of non-isomorphic $\sigma$-structure with at most $n$ elements is finite and depends only on $n$ and $\sigma$.

For any $r$-type $\tau$ and $(\mathcal{B}, b) \in \tau$ Lemma 2.3 .3 implies that $\mathcal{B}$ has at most $(2 \cdot d \cdot \operatorname{ar}(\sigma))^{r}$ elements. Furthermore, for any $\sigma$-structure $\mathcal{B}$ on at most $(2 \cdot d \cdot \operatorname{ar}(\sigma))^{r}$ elements and any $b \in B$ there can be only one $r$-type $\tau$ with $(\mathcal{B}, b) \in \tau$. Since there are at most $(2 \cdot d \cdot \operatorname{ar}(\sigma))^{r}$ choices for $b$ the number of $r$-types of bounded degree $d$ is finite and depends only on $d, r$ and $\sigma$.

We can now define the following notions each capturing the appearance of types in a structure. Note that each of the notions defined in the following depends on some fixed ordering of the $r$-types.

Definition 2.3.5 (Histogram vector). Let $\sigma$ be a signature and $d \in \mathbb{N}$. For $\mathcal{A} \in C_{d}$ and $r \in \mathbb{N}$ we define the histogram vector, $\operatorname{denoted}_{\operatorname{hist}_{r}(\mathcal{A}) \text {, of } \mathcal{A} \text { by }}$

$$
\left(\operatorname{hist}_{r}(\mathcal{A})\right)_{i}:=\left|\left\{a \in A \mid\left(\mathcal{N}_{r}^{\mathcal{A}}(a), a\right) \in \tau_{i}\right\}\right|
$$

where $\tau_{1}, \ldots, \tau_{t}$ is a list of all $r$-types of bounded degree $d$.
Definition 2.3.6 (Frequency vector). Let $\sigma$ be a signature and $d \in \mathbb{N}$. For $\mathcal{A} \in C_{d}$ and $r \in \mathbb{N}$ we define the frequency vector, denoted $\operatorname{freq}_{r}(\mathcal{A})$, of $\mathcal{A}$ by

$$
\left(\operatorname{freq}_{r}(\mathcal{A})\right)_{i}:=\frac{\left|\left\{a \in A \mid\left(\mathcal{N}_{r}^{\mathcal{A}}(a), a\right) \in \tau_{i}\right\}\right|}{|A|}
$$

where $\tau_{1}, \ldots, \tau_{t}$ is a list of all $r$-types of bounded degree $d$.
Definition 2.3.7 (Neighbourhood distribution). Let $\sigma$ be a signature and $d \in \mathbb{N}$. For $\mathcal{A} \in C_{d}$ and $r \in \mathbb{N}$ we define the $r$-neighbourhood distribution of $\mathcal{A}$ to be the function $\rho_{\mathcal{A}, r}:\{X \subseteq$ $\left.\left\{\tau_{1}, \ldots, \tau_{t}\right\}\right\} \rightarrow[0,1]$, where $\tau_{1}, \ldots, \tau_{t}$ is a list of all $r$-types of bounded degree $d$, defined by

$$
\rho_{\mathcal{A}, r}(X):=\frac{\sum_{\tau \in X}\left|\left\{a \in A \mid\left(\mathcal{N}_{r}^{\mathcal{A}}(a), a\right) \in \tau\right\}\right|}{|A|}
$$

for any $X \subseteq\left\{\tau_{1}, \ldots, \tau_{t}\right\}$.
Note that we omit $\sigma$ and $d$ from the notation as they will be clear from the context. Furthermore, if $\sigma=\sigma_{\text {graph }}$ then we assume that the list of $r$-types $\tau_{1}, \ldots, \tau_{t}$ does not contain
types $\tau$ for which $\mathcal{B}$ does not have a symmetric and irreflexive edge relation for any $(\mathcal{B}, b) \in \tau$. We essentially omit all $\sigma_{\text {graph }}$-types which do not represent graphs.

While the histogram vector, the frequency vector and the neighbourhood distribution all contain essentially the same information, the respective notions are later used in different context where they are the appropriate notion to look at.

### 2.4 First-order logic

In this section we will introduce first-order logic (FO). A more detailed introduction to relational structures and FO can be found for example in the books [51,52, 101].

Let $\sigma$ be a signature. Let Var be a infinite, countable set of variables. Typically we denote variables by $x, y, z, x_{1}, x_{2}, \ldots, y_{1}, y_{2}, \ldots$ or $z_{1}, z_{2}, \ldots$ The alphabet of first-order logic $A_{\sigma}$ over $\sigma$ is the set

$$
A_{\sigma}:=\operatorname{VAR} \cup \sigma \cup\{=\} \cup\{\forall, \exists\} \cup\{\neg, \wedge, \vee, \rightarrow, \leftrightarrow\} \cup\{(,)\} \cup\{,\}
$$

where $\exists$ is the existential quantifier, $\forall$ is the universal quantifier, $\neg$ is the logical negation, $\wedge$ is the conjunction, $\vee$ is the disjunction, $\rightarrow$ is the logical implication and $\leftrightarrow$ is the logical biimplication. The formulas of first-order logic $\mathrm{FO}[\sigma]$ is the following recursively defined subset of $\left(A_{\sigma}\right)^{*}$
$-x_{1}=x_{2}$ is a formula in $\mathrm{FO}[\sigma]$ for all $x_{1}, x_{2} \in$ VAR.

- If $R \in \sigma$ is a relation symbol and $x_{1}, \ldots, x_{\operatorname{ar}(R)} \in \operatorname{VAR}$, then $R\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right) \in \mathrm{FO}[\sigma]$ is a formula.
- If $\varphi \in \mathrm{FO}[\sigma]$ is a formula, then $\neg \varphi \in \mathrm{FO}[\sigma]$ is a formula.
- If $\varphi, \psi \in \mathrm{FO}[\sigma]$ are formulas, then $(\varphi * \psi) \in \mathrm{FO}[\sigma]$ is a formula for any logical connective $* \in\{\wedge, \vee, \rightarrow, \leftrightarrow\}$.
- If $\varphi \in \mathrm{FO}[\sigma]$ is a formula, then $\forall x \varphi \in \mathrm{FO}[\sigma]$ and $\exists x \varphi \in \mathrm{FO}[\sigma]$ are formulas for any variable $x \in$ VAR.

Formulas of the form $x_{1}=x_{2}$, where $x_{1}, x_{2} \in \operatorname{VAR}$, or $R\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right)$, where $R \in \sigma$ is a relation symbol and $x_{1}, \ldots, x_{\operatorname{ar}(R)} \in \mathrm{VAR}$, are called atomic formulas. The length of a formula $\varphi \in \mathrm{FO}[\sigma]$, denoted by $\|\varphi\|$, is the length of $\varphi$ as a string over the alphabet $A_{\sigma}$.

In a formula of the form $Q x \varphi$, where $Q \in\{\exists, \forall\}, x \in \operatorname{VAR}$ is a variable and $\varphi \in \mathrm{FO}[\sigma]$ is a formula, we say that every occurrence of $x$ in $\varphi$ is in the scope of $Q$. For any formula $\varphi \in \operatorname{FO}[\sigma]$ we call the variables in $\varphi$, that do not occur in the scope of any quantifier, free variables and denote the set of free variables in a formula $\varphi$ by free $(\varphi)$. We write $\varphi\left(x_{1}, \ldots, x_{k}\right)$ to specify that free $(\varphi) \subseteq\left\{x_{1}, \ldots, x_{k}\right\}$. We call a formula $\varphi \in \mathrm{FO}[\sigma]$ an $F O$-sentence if free $(\varphi)=\emptyset$.

We define the semantics of FO recursively as follows. For an atomic formula of the form $R\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right), R \in \sigma$ and $a_{1}, \ldots, a_{\operatorname{ar}(R)} \in A$ we say that $\mathcal{A}$ satisfies $R\left(x_{1}, \ldots, x_{\operatorname{ar}(R)}\right)$ under the assignment of variables $x_{i} \mapsto a_{i}$ if $\left(A_{1}, \ldots, a_{\operatorname{ar}(R)}\right) \in R^{\mathcal{A}}$. For an atomic formula of the form $x_{1}=x_{2}$ and $a_{1}, a_{2} \in A$ we say that $\mathcal{A}$ satisfies $x_{1}=x_{2}$ under the assignment of variables $x_{i} \mapsto a_{i}$ if $a_{1}=a_{2}$. This allows us to define recursively when a $\sigma$-structure $\mathcal{A}$ satisfies a formula $\varphi\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{FO}[\sigma]$ under variable assignment $x_{i} \mapsto a_{i}$ for $a_{1}, \ldots, a_{k} \in A$ where the logical connectives as well as existential and universal quantification have the usual meaning. For a FO-formula $\varphi\left(x_{1}, \ldots, x_{k}\right) \in F O[\sigma], a_{1}, \ldots, a_{k} \in A$ we write $\mathcal{A} \models \varphi\left[a_{1}, \ldots, a_{k}\right]$ if $\varphi$ is satisfied for $\mathcal{A}$ under the variable assignment $x_{i} \mapsto a_{i}$. For an FO-sentence $\varphi$ we say that $\mathcal{A}$ is a model of $\varphi$ if $\mathcal{A} \models \varphi$. We can now define equivalence of FO-formulas. Two formulas $\varphi\left(x_{1}, \ldots, x_{k}\right)$ and $\psi\left(x_{1}, \ldots, x_{k}\right)$ are called equivalent, denoted $\varphi \equiv \psi$, if for all $\sigma$-structures and elements $a_{1}, \ldots, a_{k} \in A$ the following holds

$$
\mathcal{A} \models \varphi\left[a_{1}, \ldots, a_{k}\right] \Longleftrightarrow \mathcal{A} \models \psi\left[a_{1}, \ldots, a_{k}\right] .
$$

The following lemma can be proved by induction over the construction of FO (see e.g. [52]).
Lemma 2.4.1 (Isomorphism Lemma 52 ). Let $\sigma$ be a relational signature and $\mathcal{A}$ and $\mathcal{B}$ isomorphic $\sigma$-structures. Then for every $\mathrm{FO}[\sigma]$-sentence the following holds

$$
\mathcal{A} \models \varphi \Longleftrightarrow \mathcal{B} \models \varphi
$$

The isomorphism lemma (lemma 2.4.1) implies that being a model of an FO-sentence is closed under isomorphism. This allows us to define properties by FO-sentences.

Definition 2.4.2 (Properties defined by FO-sentences). Let $\sigma$ be a relational structure and $C$ a class of $\sigma$-structures. Then every FO-sentence $\varphi \in \mathrm{FO}[\sigma]$ defines a property $P_{\varphi} \subseteq C$ given by

$$
P_{\varphi}:=\{\mathcal{A} \in C \mid \mathcal{A} \models \varphi\} .
$$

We use the following abbreviations.

- We use $x \neq y$ instead of $\neg x=y$.
- For any formula $\varphi(x)$ with free variable $x$ we let $\exists \geq m x \varphi(x)$ be short for

$$
\exists x_{1} \ldots \exists x_{m}\left(\bigwedge_{1 \leq i<j \leq m} x_{i} \neq x_{j} \wedge \bigwedge_{1 \leq i \leq m} \varphi\left(x_{i}\right)\right) .
$$

- For any formula $\varphi(x)$ with free variable $x$ we let $\exists \leq m x \varphi(x)$ be short for $\neg \exists \geq m+1 x \varphi(x)$.
- For any formula $\varphi(x)$ with free variable $x$ we let $\exists=m x \varphi(x)$ be short for $\exists \geq m x \varphi(x) \wedge$ $\exists^{\leq m} x \varphi(x)$.


### 2.4.1 Normal forms of first-order logic

Normal forms for FO play a central role in the analysis of FO-formulas as well as our understanding of the expressive power of FO.

## Disjunctive normal form

In this section we introduce disjunctive normal form for boolean combinations.
Let $\sigma$ be a signature and $\varphi_{1}, \ldots, \varphi_{m}$ be any set of formulas in $\mathrm{FO}[\sigma]$. The boolean combinations of $\varphi_{1}, \ldots, \varphi_{m}$ is the following recursively defined subset of $\mathrm{FO}[\sigma]$.

- $\varphi_{i}$ is a boolean combination of $\varphi_{1}, \ldots, \varphi_{m}$ for every $1 \leq i \leq m$.
- If $\psi$ is a boolean combination of $\varphi_{1}, \ldots, \varphi_{m}$ then so is $\neg \psi$.
- If $\psi$ and $\psi^{\prime}$ are boolean combinations of $\varphi_{1}, \ldots, \varphi_{m}$ then so is $\psi * \psi^{\prime}$ for $* \in\{\wedge, \vee\}$.

We say that a boolean combination $\varphi$ of $\varphi_{1}, \ldots, \varphi_{m}$ is in dijunctive normal form (DNF) if

$$
\varphi=\bigvee_{i=1}^{n}\left(\bigwedge_{j=1}^{\ell_{i}} \psi_{i, j} \wedge \bigwedge_{j=1}^{k_{i}} \neg \chi_{i, j}\right)
$$

for some $n \in \mathbb{N}, \ell_{i}, k_{i} \in \mathbb{N}$ for every $1 \leq i \leq n$ and $\psi_{i, j} \in\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$ for every $i \in\{1, \ldots, n\}$, $j \in\left\{1, \ldots, \ell_{i}\right\}$ and $\chi_{i, j} \in\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$ for every $i \in\{1, \ldots, n\}, j \in\left\{1, \ldots, k_{i}\right\}$. We call the formulas $\bigwedge_{j=1}^{\ell_{i}} \psi_{i, j} \wedge \bigwedge_{j=1}^{k_{i}} \neg \chi_{i, j}$ for $i \in\{1, \ldots, n\}$ clauses of $\varphi$. We further refer to the formulas $\psi_{i, j}$ for every $i \in\{1, \ldots, n\}, j \in\left\{1, \ldots, \ell_{i}\right\}$ and $\neg \chi_{i, j}$ for every $i \in\{1, \ldots, n\}, j \in\left\{1, \ldots, k_{i}\right\}$ as literals of $\varphi$.

The following lemma can be shown with a standard, straight forward argument.
Lemma 2.4.3 (Disjunctive normal form 52]). Let $\sigma$ be a signature and $\varphi_{1}, \ldots, \varphi_{m} \in \mathrm{FO}[\sigma]$. Then any boolean combination $\varphi$ of $\varphi_{1}, \ldots, \varphi_{m}$ is equivalent to a boolean combination of $\varphi_{1}, \ldots, \varphi_{m}$ in DNF.

Note that for any signature $\sigma$ and any two formulas $\psi, \psi^{\prime} \in \mathrm{FO}[\sigma]$ we have that $\psi \leftrightarrow \psi^{\prime} \equiv$ $\left(\psi \rightarrow \psi^{\prime}\right) \wedge\left(\psi^{\prime} \rightarrow \psi\right)$ and $\psi \rightarrow \psi^{\prime} \equiv \neg \psi \vee \psi^{\prime}$. Therefore any quantifier-free formula $\varphi \in \mathrm{FO}[\sigma]$ is equivalent to a boolean combination of atomic formulas. This allows us to define DNF for quantifier-free formulas as follows. Let $\varphi \in \mathrm{FO}[\sigma]$ be a quantifier-free formula. We say that $\varphi$ is in DNF if $\varphi$ is a boolean combination of atomic formulas which is in DNF.

## Prenex normal form and prefix classes

In this section we introduce prenex normal form which gives us a way to classify FO-formulas and properties defined by FO-sentences.

Let $\sigma$ be a relational signature. An $\mathrm{FO}[\sigma]$-formula $\varphi$ is in prenex normal form if $\varphi$ is of the form $Q_{1} x_{1} Q_{2} x_{2} \ldots Q_{k} x_{k} \psi\left(x_{1}, x_{2}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right)$, where $Q_{i} \in\{\exists, \forall\}, x_{i}, y_{j} \in \operatorname{VAR}$ for all $i \in\{1, \ldots, k\}, j \in\{1, \ldots, \ell\}$ and $\psi$ is an FO-formula not containing any quantifiers.

Theorem 2.4.4 (Prenex normal form [52]). Let $\sigma$ be a relational signature. For every formula $\varphi\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{FO}[\sigma]$ there is a formula $\varphi^{\prime}\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{FO}[\sigma]$ in prenex normal form, which is equivalent to $\varphi$.

First-order formulas can be classified by counting the number of alternations between existential and universal quantifiers in a prenex normal form of the formula.

We define $\Sigma_{0}=\Pi_{0}$ to be the set of all quantifier-free FO-formulas. We then define recursively for all $i \in \mathbb{N}_{>0}$.

$$
\begin{aligned}
& -\Sigma_{i}:=\left\{\varphi\left(y_{1}, \ldots, y_{\ell}\right) \in \mathrm{FO}[\sigma] \left\lvert\, \begin{array}{l}
\text { there is } k \in \mathbb{N} \text { and } \psi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right) \in \Pi_{i-1} \\
\text { s.t. } \varphi \equiv \exists x_{1} \ldots \exists x_{k} \psi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right)
\end{array}\right.\right\} . \\
& -\Pi_{i}:=\left\{\varphi\left(y_{1}, \ldots, y_{\ell}\right) \in \mathrm{FO}[\sigma] \left\lvert\, \begin{array}{l}
\text { there is } \ell \in \mathbb{N} \text { and } \psi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right) \in \Sigma_{i-1} \\
\text { s.t. } \varphi \equiv \forall x_{1} \ldots \forall x_{k} \psi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right)
\end{array}\right.\right\} . \\
& -\Delta_{i}:=\Sigma_{i} \cap \Pi_{i} .
\end{aligned}
$$

For a prefix class $\Gamma \in\left\{\Pi_{i}, \Sigma_{i}, \Delta_{i}\right\}$ we say that a property $P$ is a $\Gamma$-property if $P=P_{\varphi}$ for a formula $\varphi \in \Gamma$.

Combining the above definition with Theorem 2.4.4 we get

$$
\mathrm{FO}[\sigma]=\bigcup_{i \in \mathbb{N}}\left(\Sigma_{i} \cup \Pi_{i}\right)
$$

Additionally the following chain of inclusions holds.


## Gaifman normal form

In 1981 Gaifman established that an FO-formula can only define local properties by proving that every FO-formula is equivalent to a formula in Gaifman normal form 63. To introduce Gaifman normal form we need the following concepts of locality of formulas.

For any $r \in \mathbb{N}$ let $\operatorname{dist}_{\leq r}(x, y) \in \mathrm{FO}[\sigma]$ denote the formula, such that $\mathcal{A} \models \operatorname{dist}_{\leq_{r}}[a, b]$ if and only if $\operatorname{dist}_{\mathcal{A}}(a, b) \leq r$ for any $\sigma$-structure $\mathcal{A}$ and $a, b \in A$. Note that we can express $\operatorname{dist}_{\mathcal{A}}(a, b) \leq r$ in FO, since we can express that there is a path in $G(\mathcal{A})$ from $a$ to $b$ of length exactly $k$ for any $k \in \mathbb{N}$ and hence $\operatorname{dist}_{\leq r}(x, y)$ is a disjunction of formulas of that form. Let $\operatorname{dist}_{>r}(x, y)=\neg \operatorname{dist}_{\leq r}(x, y)$.

Let $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$. We define relativised quantifiers $\exists y \in \mathcal{N}_{r}(\bar{x}) \psi(y)$ and $\forall y \in \mathcal{N}_{r}(\bar{x}) \psi(y)$ which are abbreviations for the formulas

$$
\begin{aligned}
& \exists y\left(\bigvee_{i=1}^{k} \operatorname{dist}_{\leq r}\left(y, x_{i}\right) \wedge \psi(y)\right) \text { and } \\
& \forall y\left(\bigvee_{i=1}^{k} \operatorname{dist}_{\leq r}\left(y, x_{i}\right) \rightarrow \psi(y)\right)
\end{aligned}
$$

The formula $\varphi(\bar{x})$ is called $r$-local around $\bar{x}$, if all quantification is of the form $\exists y \in \mathcal{N}_{r}(\bar{x})$ or $\forall y \in \mathcal{N}_{r}(\bar{x}) . \varphi(\bar{x})$ is called local, if there is an $r \in \mathbb{N}$ such that $\varphi(\bar{x})$ is $r$-local.

Let $r, \ell \in \mathbb{N}, \ell \geq 1$. A sentence $\varphi \in \mathrm{FO}[\sigma]$ is called basic local (with parameters $r, \ell$ ) if $\varphi$ is of the form

$$
\varphi=\exists x_{1} \ldots \exists x_{\ell}\left(\left(\bigwedge_{1 \leq i<j \leq \ell} \operatorname{dist}_{>2 r}\left(x_{i}, x_{j}\right)\right) \wedge\left(\bigwedge_{i=0}^{\ell} \psi\left(x_{i}\right)\right)\right)
$$

where $\psi(x) \in \mathrm{FO}[\sigma]$ is $r$-local around $x$.

- A FO[ $\sigma]$-sentence $\varphi$ is in Gaifman normal form (GNF) if $\varphi$ is a boolean combination of basic local sentences.
- A FO[ $\sigma$ ]-formula $\varphi\left(x_{1}, \ldots, x_{k}\right)$ is in GNF if $\varphi$ is a boolean combination of basic local sentences and formulas that are local around $x_{1}, \ldots, x_{k}$.

This allows us to formulate Gaifman's locality Theorem.
Theorem 2.4.5 (Gaifman's Locality Theorem 63). Let $\sigma$ be a relational signature. For every formula $\varphi \in \mathrm{FO}[\sigma]$ there is a formula $\varphi^{\prime} \in \mathrm{FO}[\sigma]$ in Gaifman normal form, that is equivalent to $\varphi$ and free $(\varphi)=\operatorname{free}\left(\varphi^{\prime}\right)$.

Let us remark that there is an algorithm converting a given formula into GNF. However computing a GNF for a given sentence is very complex in the sense that there is no $k \in \mathbb{N}$ such that there is an algorithm with $k$-fold exponential running time for computing a GNF 40 . However, there is an algorithm which computes for a given sentence $\varphi$ a sentence in GNF which is equivalent to $\varphi$ on structures of bounded degree $d$ in triple exponential time 85]. As we consider the problem of testing a property defined by a fixed sentence, this has no immediate consequences for our algorithms.

## Hanf normal form

Hanf's Theorem 83] was proved in 1965 and later improved by Fagin, Stockmeyer and Vardi 54 . It roughly states that two structures $\mathcal{A}, \mathcal{B} \in C_{d}$ are equivalent on all sentences of quantifier rank at most $k$ if there are $r, m \in \mathbb{N}$ such that for every $r$-type $\tau$ either $\tau$ appears the same number
of times in both $\mathcal{A}$ and $\mathcal{B}$ or $\tau$ appears at least $m$ times in both $\mathcal{A}$ and $\mathcal{B}$. Here the quantifier rank of a formula is the maximum number of nested quantifiers in the formula. This implies a strong normal form on structures of bounded degree, called Hanf normal form (HNF). We will define HNF in detail in the following.

Lemma 2.4.6. Let $r \in \mathbb{N}$ and $\tau$ be any $r$-type. There is an $F O$-formula $\phi_{\tau}(x)$ such that $\mathcal{A} \models \phi_{\tau}(a)$ iff $a$ has $r$-type $\tau$ for every $\sigma$-structure $\mathcal{A}$ and every element $a \in A$.

Proof. Let $(\mathcal{B}, b) \in \tau$ be an $r$-ball with centre $b$ in $\tau$. Let further $B:=\left\{b_{0}, b_{1}, \ldots, b_{\ell}, \ldots, b_{k}\right\}$ be the set of elements of $\mathcal{B}$ where $b_{0}:=b$ and $\left\{b_{0}, \ldots, b_{\ell}\right\}$ is the set of all elements in $\mathcal{B}$ of distance less than $r$ to $b . \phi_{\tau}(x)$ has to express that there are $k+1$ pairwise different elements $x=: x_{0}, \ldots, x_{k}$ containing exactly the tuples in $\tau$. Additionally $\phi_{\tau}(x)$ should express that there are no additional elements of distance less or equal than $r$ to $x$. We express this by saying that all elements which are contained in a tuple with any elements from the set $\left\{x_{0}, \ldots, x_{\ell}\right\}$ have to be amongst the elements $x_{0}, \ldots, x_{k}$. We set

$$
\begin{aligned}
& \phi_{\tau}\left(x_{0}\right):=\exists x_{1}, \ldots, x_{k}\left[\bigwedge_{0 \leq i<j \leq k}\left(x_{i} \neq x_{j}\right)\right. \\
& \wedge \bigwedge_{R \in \sigma}\left(\bigwedge_{\left(b_{i_{1}}, \ldots, b_{i_{\operatorname{ar}(R)}}\right) \in R^{\mathcal{B}}} R\left(x_{i_{1}}, \ldots, x_{\left.i_{\operatorname{ar}(R)}\right)}\right) \bigwedge_{\left(b_{i_{1}}, \ldots, b_{\left.i_{\operatorname{ar}(R)}\right)}\right) \in B^{\operatorname{ar}(R) \backslash R^{\mathcal{B}}}}\left(\bigwedge_{R \in \sigma} R\left(x_{i_{1}}, \ldots, x_{\left.i_{\operatorname{ar}(R)}\right)}\right)\right)\right. \\
& \left.\wedge \bigwedge_{R \in \sigma} \forall y_{1}, \ldots, y_{\operatorname{ar}(R)}\left(\left(R\left(y_{1}, \ldots, y_{\operatorname{ar}(R)}\right) \wedge \bigvee_{\substack{0 \leq i \leq \ell, 1 \leq j \leq \operatorname{ar}(R)}} x_{i}=y_{j}\right) \rightarrow \bigwedge_{1 \leq j \leq \operatorname{ar}(R)}\left(\bigvee_{0 \leq i \leq k} x_{i}=y_{j}\right)\right)\right] .
\end{aligned}
$$

A simple argument shows that indeed $\mathcal{A} \models \phi_{\tau}(a)$ iff $a$ has $r$-type $\tau$ for any $\sigma$-structure $\mathcal{A}$ and any element $a \in A$.

This allows us to define Hanf normal form. A Hanf-sentence is a sentence of the form $\exists \geq m x \phi_{\tau}(x)$, for some $m \in \mathbb{N}_{>0}$, where $\tau$ is an $r$-type and $\phi_{\tau}(x)$ is the formula defined in Lemma 2.4.6. Here $r$ is the locality radius of the Hanf-sentence. An FO sentence is in Hanf normal form, if it is a Boolean combination of Hanf sentences.

Two formulas $\phi(\bar{x})$ and $\psi(\bar{x})$ of signature $\sigma$ are called d-equivalent, if they are equivalent on $C_{d}$, i. e. for all $\mathcal{A} \in C_{d}$ and $\bar{a} \in A^{|\bar{x}|}$ we have $\mathcal{A} \models \phi(\bar{a})$ iff $\mathcal{A} \models \psi(\bar{a})$.

The following theorem follows directly form Hanf's Theorem
Theorem 2.4.7 (Hanf normal form 83). Let $d \in \mathbb{N}$. Every FO-sentence is $d$-equivalent to $a$ sentence in Hanf normal form.

We want to remark that there is an algorithm which computes for a given sentence $\varphi$ a $d$-equivalent sentence in HNF in triple exponential time 23].

## Chapter 3

## Background on property testing

In this section we introduce property testing. For a historical background and development of property testing, as well as recent advances in the field we refer to Section 4. We introduce property testing in a general way, focusing on what is in our opinion needed to consider property testing. This generality is needed to consider reductions between property testing problem. While all property testing models considered in this thesis fit the general framework introduced here, we do not claim that this is a full definition of property testing. There are various different settings, which fit the basic description of a probabilistic algorithm of testing an object for a property by looking at a set of samples and hence our definition of property testing might not cover all instances of property testing problems.

We introduce the general setting for property testing in Section 3.1. We introduce the two most important models for this thesis, the bounded-degree model for graphs and the boundeddegree model for relational structures, in Section 3.2. We provide a tester for testing subgraph freeness 69, 73] as an example of a typical property tester and an analysis of correctness in Section 3.3. We introduce proximity oblivious testers, a special type of property testers in Section 3.4. We further introduce some basic tools, i. e. property testing being closed under unions and local reductions, which are used throughout this thesis in Section 3.5 and Section 3.6 .

### 3.1 The general setting

In this thesis we are interested in graph property testing. As property testing was first introduce for functions over finite fields, it is natural to consider graphs as functions representing their adjacency matrix or adjacency list. In the literature, especially when property testing is consider more generally then just for graphs, this is sometimes done. However, as we want to consider structural properties of graphs, we typically want properties to be invariant under graph isomorphisms. In this sense graph property testing deviates from property testing of functions and hence we would like to take a slightly different route of introducing property test-
ing in this section without using the generality needed when relating the complexity of different property testing models via reductions.

Property testing is concerned with solving a relaxed version of the problem of deciding whether a given input has a certain property. In the following we will explain what classes of inputs, which relaxed decision problem and what model of computation we consider. As property testing can be considered in different contexts, we will introduce property testing models.

Input class: The class of inputs of a property tester can be any class of objects where each object of the class has a finite encoding. Therefore, let $C$ be a class of objects and $\cong$ be an equivalence relation on $C$, which we call isomorphism. We call two objects $\mathcal{A}, \mathcal{B} \in C$ isomorphic if they are in the same equivalence class of $\cong$.

In the case of graphs we consider $\cong$ to be the graph isomorphism relation and on the class of functions or strings we let $\cong$ be the equivalence relation in which each equivalence class contains only one object.

We require objects to be finite in the sense that there should exist a finite encoding of the objects in $C$. An encoding is an injective function code : $C \rightarrow \Sigma^{*}$, where $\Sigma$ is a finite alphabet and $\Sigma^{*}$ the Kleene closure of $\Sigma$, having the property that $|\operatorname{code}(\mathcal{A})|=|\operatorname{code}(\mathcal{B})|$ for all isomorphic objects $\mathcal{A}, \mathcal{B} \in C$. We define the size of an object $\mathcal{A} \in C$, denoted $|\mathcal{A}|$, to be the length of its encoding as a string over the alphabet $\Sigma$. We set $C \mid n:=\{\mathcal{A} \in C| | \mathcal{A} \mid=n\}$ to be the subset of $C$ of objects of a certain size $n \in \mathbb{N}$. Note that the existence of an injective encoding code : $C \rightarrow \Sigma^{*}$, where $\Sigma$ is a finite alphabet, implies that the class $C$ is a countable set.

Relaxed decision problem: A property on $C$ is a subset $P$ of $C$ closed under isomorphism. We say that an objects of $C$ has the property $P$ if and only if it is contained in $P$. In classical complexity theory we consider the following decision problem.

| Decision problem for $P$ on $C$ |
| :--- |
| Input: An object $\mathcal{A}$ of $C$. |
| Aim: Decide whether $\mathcal{A}$ has the property $P$. |

In property testing we want to solve a relaxation of this classical decision problem. This requires us to have a distance function dist : $C \times C \rightarrow \mathbb{R} \cup\{\infty\}$ on the set of objects $C$, for which the following properties hold for all objects $\mathcal{A}, \mathcal{B}$ and $\mathcal{C}$ of $C$.
(D1) $\operatorname{dist}(\mathcal{A}, \mathcal{B})=0$ if and only if $\mathcal{A}$ and $\mathcal{B}$ are isomorphic.
(D2) $\operatorname{dist}(\mathcal{A}, \mathcal{B})=\operatorname{dist}(\mathcal{B}, \mathcal{A})$.
(D3) $\operatorname{dist}(\mathcal{A}, \mathcal{C}) \leq \operatorname{dist}(\mathcal{A}, \mathcal{B})+\operatorname{dist}(\mathcal{B}, \mathcal{C})$.
(triangle inequality)

Note that dist can be considered as being a metric, where in addition we allow objects having distance infinity.

Remark 3.1.1. Note that there always exists such a distance function. Since isomorphism is an equivalence relation, we can always pick the trivial distance function for every class of objects $C$, which is defined by

$$
\operatorname{dist}(\mathcal{A}, \mathcal{B}):= \begin{cases}0, & \text { if } \mathcal{A} \text { and } \mathcal{B} \text { are isomorphic } \\ \infty, & \text { otherwise }\end{cases}
$$

The function dist allows us to define how far we consider an object from having a property $P$. For a property $P$ we define the function $\operatorname{dist}_{P}: C \rightarrow \mathbb{R} \cup\{\infty\}$ by

$$
\operatorname{dist}_{P}(\mathcal{A}):=\left\{\begin{array}{ll}
\infty, & \text { if } P=\emptyset \\
\min _{\mathcal{B} \in P}\{\operatorname{dist}(\mathcal{A}, \mathcal{B})\}, & \text { otherwise }
\end{array} .\right.
$$

Let $\epsilon \in(0,1)$. We want to consider an object $\mathcal{A}$ of $C$ as being $\epsilon$-close to the property $P$ if the distance of $\mathcal{A}$ to the property $P$ in relation to its size is smaller than $\epsilon$, i. e. if

$$
\frac{\operatorname{dist}_{P}(\mathcal{A})}{|\mathcal{A}|} \leq \epsilon
$$

We say that the object $\mathcal{A}$ is $\epsilon$-far from having the property $P$, if $\mathcal{A}$ is not $\epsilon$-close to having $P$. For any property $P$ let

$$
\epsilon-\operatorname{far}_{C}(P):=\{\mathcal{A} \in C \mid \mathcal{A} \text { is } \epsilon \text {-far from } P\}
$$

be the set of all structures, that are $\epsilon$-far from $P$.

Fixing two parameters $\epsilon \in(0,1)$, called the proximity parameter, and $\delta \in\left(0, \frac{1}{2}\right)$, called the error probability, we can formulate the following relaxation of the decision problem defined above.

## Relaxation of the decision problem for $P$ on $C$ with parameters $\epsilon, \delta$

Input: An object $\mathcal{A}$ of $C$.
Aim: Make a conjecture on whether $\mathcal{A}$ has the property $P$, where the conjecture has to be correct with probability at least $1-\delta$ if $\mathcal{A}$ is in $P \cup \epsilon-\operatorname{far}_{C}(P)$.

In property testing we are concerned with solving this relaxed decision problem.

Model of computation: In order to define what a property tester is, we have to consider the model of computation used. A property tester is given oracle access to its input object. We can think of oracle access to an object $\mathcal{A}$ as a function ans $\mathcal{A}_{\mathcal{A}}: Q_{\mathcal{A}} \rightarrow A_{\mathcal{A}}$, where the domain $Q_{\mathcal{A}}$ and codomain $A_{\mathcal{A}}$ are finite, dependent on $\mathcal{A}$ and are property testing model specific. We call $Q_{\mathcal{A}}$ the set of permissible queries for $\mathcal{A}, A_{\mathcal{A}}$ the set of possible answers, an element $q \in Q_{\mathcal{A}}$ a query and $\operatorname{ans}_{\mathcal{A}}(q)$ the answer to the query $q$. In order for the property tester to determine the set of permissible queries $Q_{\mathcal{A}}$ it is given some auxiliary information aux $\mathcal{A}_{\mathcal{A}} \in \mathbb{N}^{\ell}$ as input where $\ell \in \mathbb{N}$ depends on the model. Here aux $\mathcal{A}_{\mathcal{A}}$ should not encode the object $\mathcal{A}$ and hence typically the size of $\operatorname{aux}_{\mathcal{A}}$ should be in $o(|\mathcal{A}|)$. Specific to the model there has to be a way to determine the set of permissible queries $Q_{\mathcal{A}}$ from the auxiliary information. Furthermore, the answer to a query typically should be considered to take a constant amount of time. Additionally, we would like the answers to all permissible queries to identify the input object $\mathcal{A} \in C$, that is $\left\{\left(q, \operatorname{ans}_{\mathcal{A}}(q)\right) \mid q \in Q_{\mathcal{A}}\right\} \neq\left\{\left(q, \operatorname{ans}_{\mathcal{B}}(q)\right) \mid q \in Q_{\mathcal{B}}\right\}$ for $\mathcal{A}, \mathcal{B} \in C, \mathcal{A} \neq \mathcal{B}$.

We define a query access model of $C$ to be a tuple

$$
\mathrm{QA}=\left(\ell,\left(\operatorname{aux}_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(Q_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(A_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(\operatorname{ans}_{\mathcal{A}}\right)_{\mathcal{A} \in C}\right)
$$

where $\ell \in \mathbb{N}, \operatorname{aux}_{\mathcal{A}} \in \mathbb{N}^{\ell}$ and $\operatorname{ans}_{\mathcal{A}}: Q_{\mathcal{A}} \rightarrow A_{\mathcal{A}}$ for every $\mathcal{A} \in C$, where $Q_{\mathcal{A}}, A_{\mathcal{A}}$ are finite sets with the properties described above.

Property testing We will first introduce what we understand under a property testing model before we introduce property testing.

Definition 3.1.2 (Property testing model). A property testing model is a tuple

$$
(C, \cong, \Sigma, \text { code }, \text { dist }, \mathrm{QA})
$$

where $C$ is a class of objects, $\cong$ is an equivalence relation on $C$, code : $C \rightarrow \Sigma^{*}$ is an encoding of $C$, dist : $C \times C \rightarrow \mathbb{R} \cup\{\infty\}$ is a distance function with properties (D1) (D2) and (D3) and QA is a query access model of $C$.

From now on, if the property testing model $(C, \cong, \Sigma$, code, dist, QA $)$ is uniquely identified by the class $C$ then we do not explicitly state which property testing model we consider.
Definition 3.1.3 (Property tester). Let $P$ be a property on $C$. Let $\epsilon \in(0,1)$ and $\delta \in\left(0, \frac{1}{2}\right)$. We call a probabilistic algorithm $T$, which is given auxiliary information aux $\mathcal{A}_{\mathcal{A}}$ about the input object $\mathcal{A}$ and has oracle access to $\mathcal{A}$ via queries, an $\epsilon$-tester for $P$ on $C$ with error probability $\delta$, if $T$

- accepts $\mathcal{A}$ with probability $1-\delta$ if $\mathcal{A} \in P$.
- rejects $\mathcal{A}$ with probability $1-\delta$ if $\mathcal{A} \in \epsilon-\operatorname{far}_{C}(P)$.

As is apparent from the definition, a property tester solves the relaxed decision problem defined above. We are also interested in property testers, which always make the correct decision for objects having the property.

Definition 3.1.4 (One-sided error property tester). Let $P$ be a property on $C$. A property tester $T$ is called a one-sided error tester if $T$ accepts every $\mathcal{A}$ of $C$ which has property $P$ with probability 1 . In contrast, we sometimes call property testers two-sided error testers to explicitly express that they are not required to be one-sided error testers.

We consider the complexity of a property testers in terms of the amount of queries it makes.
Definition 3.1.5 (Query complexity). Let $P$ be a property on $C$. Let $\epsilon \in(0,1)$ and $\delta \in\left(0, \frac{1}{2}\right)$. Let $T$ be a property tester for $P$ on $C$ with parameters $\epsilon, \delta$. The query complexity of $T$ is a function $f: \mathbb{N} \rightarrow \mathbb{N}$, where $f(n)$ gives the maximum number of queries $T$ makes when testing any structure $\mathcal{A} \in C$ of size $n$.

Remark 3.1.6. We consider a query to take constant time. Therefore the query complexity of a property tester $T$ only provides a lower bound for the running time of the algorithm but it can also be significantly worse. The query complexity of a tester should therefore be understood as a measure of the portion of the input object we need to look at to be able to make a good conjecture about the object having the property and is therefore an interesting invariant of a property tester.

Next we would like to remark that every given error probability can be improved by repeating the tester and deciding according to the majority of outcomes. We formalise this in the following Lemma.

Lemma 3.1.7. Let $P$ be a property on $C, \epsilon \in(0,1), \delta, \delta^{\prime} \in\left(0, \frac{1}{2}\right), \delta>\delta^{\prime}$ and $f: \mathbb{N} \rightarrow \mathbb{N}$. For every $\epsilon$-tester $T$ with error probability $\delta$ and query complexity $f$ there is $k:=k\left(\delta, \delta^{\prime}\right) \in \mathbb{N}$ and an $\epsilon$-tester $T^{\prime}$ with error probability $\delta^{\prime}$ and query complexity $k \cdot f$.

Proof. Let $T^{\prime}$ be the tester which repeats $T$ exactly $k:=2 \cdot\left\lceil\frac{1}{\delta \cdot \delta^{\prime}}\right\rceil+1$ times and decides whether to accept an input if $T$ accepts the input on more than half of the repetitions.

We say that $T$ or $T^{\prime}$ is successful for input $\mathcal{A} \in P \cup \epsilon-\operatorname{far}_{C}(P)$ if $T$ or $T^{\prime}$ respectively accepts $\mathcal{A}$ if $\mathcal{A} \in P$ and rejects $\mathcal{A}$ otherwise. Let $\mathcal{A} \in P \cup \epsilon-\operatorname{far}_{C}(P)$. We need to argue that $T^{\prime}$ is successful for input $\mathcal{A}$ with probability at least $1-\delta^{\prime}$. Let $X_{i}$ be the indicator random variable which is 1 in the event of the $i$-th repetition of $T$ being successful and -1 otherwise. Let $Y_{i}:=X_{i}-\mathbb{E}\left[X_{i}\right]=X_{i}-\delta$ and $Y:=\sum_{i=1}^{k} Y_{i}$. Using Chernoff bounds (see Theorem A.1.13 in [13]) we get that the probability of more than half of the repetitions of $T$ being successful is

$$
\begin{aligned}
\mathbb{P}\left[T^{\prime} \text { is not successful }\right] & =\mathbb{P}[Y<-k \delta] \\
& <\exp \left(-\frac{k^{2} \delta^{2}}{2 \delta k}\right) \\
& \leq \exp \left(-\frac{1}{\delta^{\prime}}\right) \\
& \leq \delta^{\prime}
\end{aligned}
$$

Hence $T^{\prime}$ is an $\epsilon$-tester with error probability $\delta^{\prime}$ and query complexity $k f$.
The dependency of the query complexity on $\delta$ and $\delta^{\prime}$ in Lemma 3.1.7 may be improved using techniques from approximation algorithms.

The above lemma shows that the precise error probability is in fact not relevant to the asymptotic growth of the query complexity and hence from now on, unless stated otherwise, the error probability is always $\frac{1}{3}$. An error probability of $\frac{1}{3}$ is an arbitrary but widely used choice.

Definition 3.1.8 (Uniform/non-uniform Testability). Let $C$ be a class of objects, $P \subseteq C$ be a property on $C$ and $f: \mathbb{N} \rightarrow \mathbb{N}$ a function.

- $P$ is uniformly testable on $C$ with query complexity $f$, if for every $\epsilon \in(0,1)$ there exist an $\epsilon$-tester for $P$ on $C$ with query complexity $f$.
- $P$ is (non-uniformly) testable on $C$ with query complexity $f$, if for every $\epsilon \in(0,1)$ and $n \in \mathbb{N}$ there exist an $\epsilon$-tester for $P \mid n$ on $C \mid n$ with query complexity $f(n)$.
- We say that $P$ is uniformly/(non-uniformly) testable on $C$ if $P$ is uniformly/(non-uniformly) testable on $C$ with query complexity $f$ and $f$ is a constant function.

As indicated in the definition, by testable we mean non-uniformly testable.
Remark 3.1.9. From the definition it is clear that if a property $P \subseteq C$ is uniformly testable on $C$ then $P$ is also testable on $C$.

For further reading on property testing we refer the reader to the book 69] by Goldreich or one of the surveys 57, 116.

### 3.2 The bounded degree model

In this section we will introduce the bounded degree model for simple, undirected graphs and for relational structures. In both models the key is to encode graphs/structures in an adjacency list, which keeps the size of the encoding linear in the number of vertices as the degree is bounded by a constant. We further assume that every vertex/element can be stored in constant space.

The bounded degree model for graphs: In this section we introduce the bounded degree model for property testing of simple, undirected graphs from 73].

Let $d \in \mathbb{N}$ and $\mathcal{C}_{d}$ be the class of graphs of bounded degree $d$ with graph isomorphism as equivalence relation. We consider $d$ to be a constant which is known to any property tester testing a property on $\mathcal{C}_{d}$.

We will encode a graph into an adjacency list. Note that this encoding depends on the choice of an order on $V(G)$ and an order on the set of all neighbours of any vertex in $V(G)$. We will therefore assume that $V(G)=[n]$ where $n:=|V(G)|$. Since a graph is encoded by an adjacency list and every vertex has at most $d$ neighbours we set the size of the encoding of a graph $G$ to be $d \cdot n$.

The following definition of the distance between graphs satisfies the properties (D1), (D2) and (D3) which can be easily verified using the definition of isomorphisms of graphs.

Definition 3.2.1 (Distance between graphs). Let $G$ and $G^{\prime}$ be two graphs. We allow two types of edge modifications; deleting an edge from $E(G)$ or $E\left(G^{\prime}\right)$ and adding an edge to $E(G)$ or $E\left(G^{\prime}\right)$. We define the distance between $G$ and $G^{\prime}$, denoted $\operatorname{dist}\left(G, G^{\prime}\right)$, to be the minimum number of edge modifications needed to make $G$ isomorphic to $G^{\prime}$ or $\infty$ if we can not make $G$ and $G^{\prime}$ isomorphic by edge modifications, i.e.

$$
\operatorname{dist}\left(G, G^{\prime}\right)=\min \left\{|E| \mid E \subseteq\{e \subseteq V(G)| | e \mid=2\},(V(G), E(G) \triangle E) \cong G^{\prime}\right\} \cup\{\infty\}
$$

Note that $\operatorname{dist}\left(G, G^{\prime}\right)=\infty$ if and only if $|V(G)| \neq\left|V\left(G^{\prime}\right)\right|$. Furthermore, if a graph $G$ is $\epsilon$-far from a property $\mathcal{P} \subseteq \mathcal{C}_{d}$ then by definition it takes more than $\epsilon d n$ edge modifications to make $G$ have the property $\mathcal{P}$. On the other hand, if $G$ is $\epsilon$-close to $\mathcal{P}$ then there is a set $E \subseteq\{x \subseteq V(G)||x|=2\}$ of size at most $\epsilon d n$ such that the graph $(V(G), E(G) \triangle E) \in \mathcal{P}$.

A property tester in this model gets the number of vertices $n:=|V(G)|$ as auxiliary information. This enables the tester to determine the set of permissible queries $Q_{G}:=[n] \times[d]$.

Then $A_{G}:=[n]$ and ans ${ }_{G}: Q_{G} \rightarrow A_{G}$ is defined by

$$
\operatorname{ans}_{G}(i, j):= \begin{cases}k & \text { if } k \in[n] \text { is the } j \text {-th neighbour of } i \\ \perp & \text { if } i \text { has less then } j \text { neighbours }\end{cases}
$$

for $i \in[n], j \in[d]$.

The bounded degree model for relational structures: The following property testing model for bounded degree relational structures was defined in 86 and extends the bounded degree model for simple, undirected graphs from 73 and the bidirectional model for directed graphs from [34].

For the rest of this section, let $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ be a relational signature. Let $d \in \mathbb{N}$ and $C_{d}$ be a class of $\sigma$-structures of bounded degree $d$ with isomorphism of relational structures as equivalence relation. We assume $d$ and $\sigma$ to be known to any property tester operating on $C_{d}$.

We will use an encoding of $\sigma$-structures similar to adjacency lists.
Definition 3.2.2 (Encoding of bounded degree relational structures). Let $\mathcal{A}$ be a $\sigma$-structure and $n:=|A|$. We assume that $A=[n]$. We encode the $\sigma$-structure $\mathcal{A}$ into a tuple $L_{\mathcal{A}}=$ $\left(L_{1}, \ldots, L_{n}\right)$, where $L_{i} \in\left(\{\perp\} \cup \bigcup_{i=1}^{\ell}\left\{R_{i}\right\} \times[n]^{\operatorname{ar}\left(R_{i}\right)}\right)^{d}$ is defined by

$$
\left(L_{i}\right)_{j}:= \begin{cases}\perp & \text { if } \operatorname{deg}_{\mathcal{A}}(i)<j \\ (R, \bar{u}) & \text { if } \bar{u} \text { is the } j \text {-th tuple containing } a_{i} \text { and } \bar{u} \in R^{\mathcal{A}}\end{cases}
$$

for every $i \in[n], j \in[d]$. Note that $L_{\mathcal{A}}$ depends on the choice of an order on $A$ and an order on the set of all tuples containing a specific element of $A$.

Note that for a $\sigma$-structure $\mathcal{A}$ with a degree bounded by $d \in \mathbb{N}$ the size of the encoding is bound by $n d \cdot \operatorname{ar}(\sigma)$. For simplicity we let $|\mathcal{A}|=n d$ which is not a restriction as $\operatorname{ar}(\sigma)$ is a constant and can be "hidden" in $\epsilon$.

Definition 3.2.3 (Distance between relational structures). Let $\mathcal{A}$ and $\mathcal{B}$ be two $\sigma$-structures. We allow two types of tuple modifications; deleting a tuple from $R_{i}^{\mathcal{A}}$ or $R_{i}^{\mathcal{B}}$ and adding a tuple to $R_{i}^{\mathcal{A}}$ or $R_{i}^{\mathcal{B}}$ for any $i \in\{1, \ldots, \ell\}$. We define the distance between $\mathcal{A}$ and $\mathcal{B}$, $\operatorname{denoted} \operatorname{dist}(\mathcal{A}, \mathcal{B})$, to be the minimum number of tuple modifications we need to transform $\mathcal{A}$ into a structure isomorphic to $\mathcal{B}$ or $\infty$ if we can not make $\mathcal{A}$ and $\mathcal{B}$ isomorphic by tuple modifications.

It can be easily seen that this distance satisfies properties (D1) (D2) and (D3). In addition for any two $\sigma$-structures $\mathcal{A}$ and $\mathcal{B}$ we have that $\operatorname{dist}(\mathcal{A}, \mathcal{B})=\infty$ if and only if $|A| \neq|B|$.

A property tester in this model gets the number of elements $n:=|A|$ of the input structure $\mathcal{A}$ as auxiliary information. This enables the tester to determine the set of permissible queries $Q_{\mathcal{A}}:=[n] \times[d]$. The set of query answers $A_{\mathcal{A}}$ is the set $\{\perp\} \cup \bigcup_{i=1}^{\ell}\left\{R_{i}\right\} \times[n]^{\operatorname{ar}\left(R_{i}\right)}$ and $\operatorname{ans}_{\mathcal{A}}: Q_{\mathcal{A}} \rightarrow A_{\mathcal{A}}$ is defined by $\operatorname{ans}_{\mathcal{A}}(i, j):=\left(L_{i}\right)_{j}$ for every $i \in[n]$ and $j \in[d]$, where $L_{\mathcal{A}}=\left(L_{1}, \ldots, L_{n}\right)$ is the encoding of $\mathcal{A}$ defined in Definition 3.2.2.

### 3.3 An example of a property tester: Testing subgraph freeness

The aim of this section is to develop an intuition for the way property testers operate. For this we consider the problem of testing subgraph freeness. This problem is testable and in fact a tester was given in 73 . The tester explained here is similar to the tester for subgraph freeness described in 69.

Let $d \in \mathbb{N}$ be fixed. Consider some graph $F \in \mathcal{C}_{d}$. We say that a graph $G$ is $F$-free if $G$ does not contain an induced subgraph isomorphic to $F$. Let $\mathcal{P}_{F} \subseteq \mathcal{C}_{d}$ be the subset of all graphs that are $F$-free.

Theorem 3.3.1 (Theorem 5.2 from 73 ). For every $F \in \mathcal{C}_{d}$ the property $\mathcal{P}_{F}$ is testable on $\mathcal{C}_{d}$.
Proof. We assume that $F$ contains more than one vertex as testing whether a graph is $K_{1}$-free can be trivially done by rejecting every graph with at least one vertex. For simplified analysis we also assume that $F$ is connected. Generalisation to graphs with more than one connected component is straight forward.

Let $r$ be the radius of $F$. We call a vertex $v \in V(F)$ with $\operatorname{dist}_{F}(v, u) \leq r$ for every $u \in V(F)$ a centre of $F$. To obtain a property tester for $\mathcal{P}_{F}$ let us first consider the following algorithm.

```
Algorithm 1: FIND}
    Query access: }G\in\mp@subsup{\mathcal{C}}{d}{
    Input : n:= |V(G)|
    Sample a vertex v\inV (G) uniformly at random;
    Do a breadth-first search to depth r from v to obtain some subgraph H of G;
    if H contains F as a subgraph then
        Reject G;
    else
        Accept G;
    end
```

Let $\epsilon \in(0,1)$. We now let $T$ be the algorithm that, given query access to a graph $G$, repeats $\operatorname{FIND}_{F} k:=\left\lceil\frac{4}{\epsilon}\right\rceil$ times, accept $G$ if every repetition of $\operatorname{FIND}_{F}$ accepts $G$ and rejects $G$ otherwise.

Let us first observe that if $G \in \mathcal{P}_{F}$ then the above algorithm will accept $G$ ( $T$ is a one-sided error tester). We use the following claim.

Claim 1. If $G$ is $\epsilon$-far from $\mathcal{P}_{F}$ then it contains at least $\epsilon n$ vertices which are the centre of a copy of $F$.

Proof of Claim 1. Assume $G$ contains less than $\epsilon n$ vertices which are the centre of a copy of $F$. Isolating every centre of a copy of $F$ takes at most $\epsilon d n$ edge removals and results in a graph which is $F$-free. Hence $G$ is $\epsilon$-close to $\mathcal{P}_{F}$ which proves the claim by contraposition.

Now assume $G$ is $\epsilon$-far from $\mathcal{P}_{F}$. By Claim 1 we know that $G$ contains at least $\epsilon n$ vertices which are the centre of a copy of $F$. Hence $\operatorname{Find}_{F}$ rejects $G$ with probability $\epsilon$. Let $X_{i}$ be the indicator random variable which is 1 in the event of the $i$-th repetition of $\mathrm{FIND}_{F}$ rejects $G$ and -1 otherwise. Let $Y_{i}:=X_{i}-\mathbb{E}\left[X_{i}\right]=X_{i}-\epsilon$ and $Y:=\sum_{i=1}^{k} Y_{i}$. Using Chernoff bounds (see Theorem A.1.13 in [13) we get that the probability of all repetition of $\operatorname{FIND}_{F}$ accepting $G$ is

$$
\begin{aligned}
\mathbb{P}\left[\sum_{i=1}^{k} X_{i}=-k\right] & =\mathbb{P}[Y<-k] \\
& <\exp \left(-\frac{k^{2}}{2 \epsilon k}\right) \\
& \leq \exp (-2) \\
& \leq \frac{1}{3}
\end{aligned}
$$

Hence $T$ accepts $G$ with probability at least $\frac{2}{3}$.
Furthermore, the query complexity of $T$ is clearly constant since the query complexity of Find $_{F}$ depends only on $r$ and $d$. This proves that $T$ is an $\epsilon$-tester for $\mathcal{P}_{F}$. Hence $\mathcal{P}_{F}$ is testable.

We would like to remark that what is shown in Claim 1 is sometimes referred to as a "removal lemma". Proving the appropriate "removal lemma" is the key part in the analysis of a property tester.

### 3.4 Proximity oblivious testing

In proximity oblivious testing we consider particularly simple property testers where some basic test is repeated a number of times. Here the basic test does not depend on the proximity parameter $\epsilon$ and the probability of rejecting an input behaves like a monotonically non-decreasing function $\eta$ of the distance of the input to the property. We call such a basic test a proximity oblivious tester (POT). Repeating a POT some number in $\Theta\left(\frac{1}{\eta(\epsilon)}\right)$ times yields an $\epsilon$-tester. Proximity oblivious testing intuitively is one-sided considering that the rejection probability
should be proportionate to the distance of an input to the property. Here we will only consider one-sided error POTs and hence sometimes omit stating that a POT is one-sided error. However, one can also consider two-sided error POTs (see e.g. 69]).

Definition 3.4.1 ((One-sided error) POT). Let $C$ be a class of object and $P=\bigcup_{n \in \mathbb{N}} P \mid n$ be a property on $C$. Let $\eta:(0,1] \rightarrow(0,1]$ be a monotonically non-decreasing function. A proximityoblivious tester (POT) with detection probability $\eta$ for $P \mid n$ is a probabilistic algorithm which, given query access to a structure $\mathcal{A} \in C \mid n$

- accepts $\mathcal{A}$ with probability 1 if $\mathcal{A} \in P \mid n$.
- rejects $\mathcal{A}$ with probability at least $\eta\left(\operatorname{dist}_{P \mid n}(\mathcal{A})\right)$ if $\mathcal{A} \notin \mathcal{P}_{n}$.

The query complexity of a POT is the maximum number of queries the POT makes as a function in the size of the input. We say that a property $\mathcal{P}$ is proximity oblivious testable if for every $n \in \mathbb{N}$, there exists a monotonically non-decreasing function $\eta:(0,1] \rightarrow(0,1]$ and a POT for $\mathcal{P} \mid n$ of constant query complexity with detection probability $\eta$.

Example 3.4.2. The algorithm TEST $_{F}$ from Section 3.3 is a POT with detection probability $\eta(\epsilon)=\epsilon$ as if $G$ has distance $\epsilon$ from $\mathcal{P}_{F}$ then $G$ contains at least $\epsilon|V(G)|$ centres of copies of $F$ and hence $\operatorname{FIND}_{F}$ rejects $G$ with probability $\epsilon$. We further demonstrate in the proof of Theorem 3.3.1 how to obtain a property tester from the proximity oblivious tester $\mathrm{FIND}_{F}$ for $\mathcal{P}_{F}$ by repeated application of $\mathrm{FIND}_{F}$.

We refer to 69 for a proof of the statement that repeating a POT $\Theta\left(\frac{1}{\eta(\epsilon)}\right)$ times yields a property tester, which implies the following theorem.

Theorem 3.4.3 (Theorem 1.9 in 69$]$ ). Let $C$ be a class of object and $P$ be a property on $C$. If $P$ has a one-sided error POT with query complexity $f(n)$ and with detection probability $\eta$ then $P$ has a one-sided error $\epsilon$-tester with query complexity $f^{\prime} \in \mathcal{O}\left(\frac{f(n)}{\eta(\epsilon)}\right)$ for every $\epsilon \in(0,1)$.

In particular, if the property $P$ is proximity oblivious testable then $P$ is testable.

### 3.5 Closure properties of testability

In this section we show that property testing is closed under union, but is not closed under intersection nor taking the complement. Union, intersection and complements are of particular interest considering testing properties defined in logic. We obtain that if $P_{\varphi}$ and $P_{\psi}$ are testable properties for two FO-sentences $\varphi$ and $\psi$ then $P_{\varphi \vee \psi}$ is also testable. Let ( $C, \cong, \Sigma$, code, dist, QA ) be any property testing model.

Lemma 3.5.1. Let $P, P^{\prime} \subseteq C$ be properties on $C$. Let $\epsilon \in[0,1]$ and $f, f^{\prime}: \mathbb{N} \rightarrow \mathbb{N}$. If there is an $\epsilon$-tester for $P$ on $C$ with query complexity $f$ and there is an $\epsilon$-tester for $P^{\prime}$ on $C$ with query complexity $f^{\prime}$, then there is an $\epsilon$-tester for the property $P \cup P^{\prime}$ on $C$ with query complexity $7\left(f+f^{\prime}\right)$.

Proof. Let $T$ be an $\epsilon$-tester for $P$ with query complexity $f$ and $T^{\prime}$ an $\epsilon$-tester for $P^{\prime}$ with query complexity $f^{\prime}$. We first obtain an $\epsilon$-tester $\tilde{T}$ which on input $\mathcal{A} \in C$ operates as follows. $\tilde{T}$ repeats the tester $T$ seven times with input $\mathcal{A}$ and decides whether to accept $\mathcal{A}$ depending on the majority of outcomes. If $\mathcal{A} \in P \cup-\operatorname{far}_{C}(P)$ the tester $\tilde{T}$ makes the correct decision with probability

$$
\binom{7}{4}\left(\frac{2}{3}\right)^{4}\left(\frac{1}{3}\right)^{3}+\binom{7}{5}\left(\frac{2}{3}\right)^{5}\left(\frac{1}{3}\right)^{2}+\binom{7}{6}\left(\frac{2}{3}\right)^{6} \frac{1}{3}+\left(\frac{2}{3}\right)^{7} \geq 0.82
$$

Hence $\tilde{T}$ is an $\epsilon$-tester with error probability 0.82 . In the same way we obtain an $\epsilon$-tester $\tilde{T}^{\prime}$ from $T^{\prime}$ with error probability 0.82 . Now we let $T_{\cup}$ be an algorithm that, given oracle access to an object $\mathcal{A} \in C$, operates in the following way; $T_{\cup}$ runs $\tilde{T}$ and $\tilde{T}^{\prime}$ on $\mathcal{A}$ and accepts $\mathcal{A}$ if either $\tilde{T}$ or $\tilde{T}^{\prime}$ accept $\mathcal{A}$.

First confirm that the query complexity of $T_{\cup}$ is indeed $7\left(f+f^{\prime}\right)$. To prove that $T_{\cup}$ is an $\epsilon$-tester let us first assume that $\mathcal{A} \in P \cup P^{\prime}$. Since the decisions of $\tilde{T}$ and $\tilde{T}^{\prime}$ are independent, the probability of $T_{\cup}$ accepting $\mathcal{A}$ satisfies the following inequalities

$$
\begin{aligned}
\mathbb{P}\left[T_{\cup} \text { accepts } \mathcal{A}\right] & \geq \mathbb{P}\left[\begin{array}{l}
\tilde{T} \text { accepts } \mathcal{A} \text { and } \\
\tilde{T}^{\prime} \text { rejects } \mathcal{A}
\end{array}\right]+\mathbb{P}\left[\begin{array}{l}
\tilde{T} \text { rejects } \mathcal{A} \text { and } \\
\tilde{T}^{\prime} \text { accepts } \mathcal{A}
\end{array}\right]+\mathbb{P}\left[\begin{array}{l}
\tilde{T} \text { accepts } \mathcal{A} \text { and } \\
\tilde{T}^{\prime} \text { accepts } \mathcal{A}
\end{array}\right] \\
& \geq \mathbb{P}[\tilde{T} \text { accepts } \mathcal{A}]+\mathbb{P}\left[\tilde{T}^{\prime} \text { accepts } \mathcal{A}\right]-\mathbb{P}[\tilde{T} \text { accepts } \mathcal{A}] \cdot \mathbb{P}\left[\tilde{T}^{\prime} \text { accepts } \mathcal{A}\right] \\
& \geq \frac{2}{3},
\end{aligned}
$$

where the third inequality holds because $\mathbb{P}[\tilde{T}$ accepts $\mathcal{A}] \geq \mathbb{P}[\tilde{T}$ accepts $\mathcal{A}] \cdot \mathbb{P}\left[\tilde{T}^{\prime}\right.$ accepts $\left.\mathcal{A}\right]$, $\mathbb{P}\left[\tilde{T}^{\prime}\right.$ accepts $\left.\mathcal{A}\right] \geq \mathbb{P}[\tilde{T}$ accepts $\mathcal{A}] \cdot \mathbb{P}\left[\tilde{T}^{\prime}\right.$ accepts $\left.\mathcal{A}\right]$ and at least one of the two probabilities $\mathbb{P}[\tilde{T}$ accepts $\mathcal{A}]$ and $\mathbb{P}\left[\tilde{T}^{\prime}\right.$ accepts $\left.\mathcal{A}\right]$ is at least $\frac{2}{3}$ depending on whether $\mathcal{A} \in P \backslash P^{\prime}$ or $\mathcal{A} \in P^{\prime} \backslash P$ or $\mathcal{A} \in P \cap P^{\prime}$.

Now let $\mathcal{A}$ be $\epsilon$-far from having property $P \cup P^{\prime}$. Since $\mathcal{A}$ has distance greater than $\epsilon|\mathcal{A}|$ from any structure in $P$ and any structure in $P^{\prime}, \mathcal{A}$ is $\epsilon$-far from $P$ and $\epsilon$-far from $P^{\prime}$ (see Figure 3.1. Since the decision of $\tilde{T}$ and $\tilde{T}^{\prime}$ are independent this means for the probability of $T_{\cup}$ rejecting $\mathcal{A}$

$$
\begin{aligned}
\mathbb{P}\left[T_{\cup} \text { rejects } \mathcal{A}\right] & \geq \mathbb{P}\left[\begin{array}{l}
\tilde{T} \text { rejects } \mathcal{A} \text { and } \\
\tilde{T}^{\prime} \text { rejects } \mathcal{A}
\end{array}\right] \\
& \geq 0.82^{2} \\
& \geq \frac{2}{3}
\end{aligned}
$$

This proves the existence of a tester with the required properties.


Figure 3.1: Union, intersection and complement of properties.

Corollary 3.5.2. Let $C$ be a class of objects and $P, P^{\prime} \subseteq C$ properties on $C$. If $P$ and $P^{\prime}$ are testable on $C$, then $P \cup P^{\prime}$ is a testable property on $C$.

Proof. Let $\epsilon \in[0,1]$ and $n \in \mathbb{N}$. Since $P$ and $P^{\prime}$ are testable, there exists an $\epsilon$-tester for $P \mid n$ on $C \mid n$ and an $\epsilon$-tester for $P^{\prime} \mid n$ on $C \mid n$ with constant query complexity. By Lemma 3.5.1 this guarantees the existence of a constant time $\epsilon$-tester for $\left(P \cup P^{\prime}\right) \mid n$ and hence $P \cup P^{\prime}$ is testable.

Corollary 3.5 .2 also holds in the case of uniform testability, but is not used in this thesis.
Remark 3.5.3. Figure 3.1 shows why for the boolean operations intersection and complement we can not show closure for property testing using a similar argument as in the proof of Lemma 3.5.1. In the case of the intersection of two properties $P, P^{\prime} \subseteq C$ an object $\mathcal{A}$ can be both $\epsilon$-close to $P$ and $P^{\prime}$ while being $\epsilon$-far from $P \cap P^{\prime}$. The decision of both the tester for $P$ and $P^{\prime}$ is therefore uncertain and hence a tester for $P \cap P^{\prime}$ can not use the decisions made by the testers for $P$ and $P^{\prime}$. In the case of the complement of a property $P \subseteq C$ the property $C \backslash P$ contains objects that are not in $P$ but $\epsilon$-close to $P$ and hence rejection of the tester for $P$ can not be used in deciding property $C \backslash P$. In fact in general property testing is neither closed under intersection nor complement as we will argue in the following.

Lemma 3.5.4. Property testing is not closed under taking complement.
Proof. We consider the bounded degree model for graphs. Let $d \in \mathbb{N}$ and $\mathcal{P} \subseteq \mathcal{C}_{d}$ be the property of graphs of bounded degree $d$, that are not bipartite. Then for every $\epsilon \in(0,1)$ the property $P$ can be tested using the tester which accepts every input graph of large enough size and calculating an exact answer for small graphs. This tester works because every graph (of large enough size) is $\epsilon$-close to being not bipartite, as we only need to ensure one triangle by removing at most 3 edges to ensure that the graph has 3 vertices of degree $<d$ and then adding 3 edges to form a triangle on these 3 vertices. But the complement of $P$, i. e. the property of being a bipartite graph, was shown not to be testable in 73 .

Lemma 3.5.5. Property testing is not closed under intersection.
Proof. We consider the bounded degree model for graphs. Let $d \in \mathbb{N}, d \geq 2$ and $\mathcal{P} \subseteq \mathcal{C}_{d}$ be the property of bipartite graphs. Let further $\mathcal{P} \triangle \subseteq \mathcal{C}_{d}$ be the property of graphs that contain a triangle and $\mathcal{P}_{\neg \triangle} \subseteq \mathcal{C}_{d}$ be the property of all triangle-free graphs. Consider the two properties $\mathcal{P} \cup \mathcal{P}_{\triangle}$ and $\mathcal{P} \cup \mathcal{P}_{\neg \triangle} . \mathcal{P} \cup \mathcal{P}_{\triangle}$ is testable as every large graph is $\epsilon$-close to $\mathcal{P}_{\triangle}$ and hence we can accept all graphs larger than some constant and compute the answer precisely for small graphs. Furthermore, $\mathcal{P} \cup \mathcal{P}_{\neg \Delta}=\mathcal{P}_{\neg \Delta}$ and we know from Section 3.3 that $\mathcal{P}_{\neg \Delta}$ is testable. But since $\left(\mathcal{P} \cup \mathcal{P}_{\triangle}\right) \cap\left(\mathcal{P} \cup \mathcal{P}_{\neg \triangle}\right)=\mathcal{P}$ and $\mathcal{P}$ is not testable (see 73) property testing is not closed under intersection.

### 3.6 Local reductions

In this section we will introduce local reductions. Assume we want to reduce testing a property $P \subseteq C$ in some property testing model to testing property $P^{\prime} \subseteq C^{\prime}$ in some other model and we have a tester $T^{\prime}$ for $P^{\prime}$. This means that, given query access to some input object $\mathcal{A}$, we need to be able to decide whether to accept $\mathcal{A}$ using tester $T^{\prime}$ as a black box. We can do this if for any object $\mathcal{A} \in C$ there is an object $\mathcal{B} \in C^{\prime}$ such that the probability with which $T^{\prime}$ accepts $\mathcal{B}$ coincides with an appropriate acceptance probability for $\mathcal{A}$ and we can simulate query access to $\mathcal{B}$ using query access to $\mathcal{A}$. We will formalise this in the following.

Let $(C, \cong, \Sigma$, code, dist, QA $)$ and $\left(C^{\prime}, \cong^{\prime}, \Sigma^{\prime}\right.$, code $^{\prime}$, dist $\left.^{\prime}, \mathrm{QA}^{\prime}\right)$ be two property testing models with query access models $\mathrm{QA}=\left(\ell,\left(\operatorname{aux}_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(Q_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(A_{\mathcal{A}}\right)_{\mathcal{A} \in C},\left(\operatorname{ans}_{\mathcal{A}}\right)_{\mathcal{A} \in C}\right)$ and $\mathrm{QA}^{\prime}=\left(\ell^{\prime},\left(\mathrm{aux}_{\mathcal{A}}^{\prime}\right)_{\mathcal{A} \in C^{\prime}},\left(Q_{\mathcal{A}}^{\prime}\right)_{\mathcal{A} \in C^{\prime}},\left(A_{\mathcal{A}}^{\prime}\right)_{\mathcal{A} \in C^{\prime}},\left(\mathrm{ans}_{\mathcal{A}}^{\prime}\right)_{\mathcal{A} \in C^{\prime}}\right)$.

Definition 3.6.1. Let $P \subseteq C$ and $P^{\prime} \subseteq C^{\prime}$ be two properties. A local reduction from $P$ to $P^{\prime}$ is a function $f: C \rightarrow C^{\prime}$, for which there exists constants $k, t \in \mathbb{N}$ (independent of $n$ ), a computable function $g:\left\{\operatorname{aux}_{\mathcal{A}} \mid \mathcal{A} \in C\right\} \rightarrow\left\{\operatorname{aux}_{\mathcal{A}} \mid \mathcal{A} \in C^{\prime}\right\}$ and a function $h:(0,1) \rightarrow(0,1)$ such that for every $\mathcal{A} \in C$ the following properties hold, where $\mathcal{B}:=f(\mathcal{A})$.
(LR1) If $|A|=n$ then $|B|=k n$.
$(\operatorname{LR} 2) g\left(\operatorname{aux}_{\mathcal{A}}\right)=\operatorname{aux}_{\mathcal{B}}^{\prime}$.
(LR3) For every query $q \in Q_{\mathcal{B}}^{\prime}$ we can adaptively ${ }^{1}$ compute $t$ queries $q_{1}, \ldots, q_{t} \in Q_{\mathcal{A}}$ such that the answer to the query $q$ can be computed from the answers to the $t$ queries $q_{1}, \ldots, q_{t}$. Formally this means that there are computable functions $S_{i}: Q_{\mathcal{B}}^{\prime} \times\left(Q_{\mathcal{A}} \times\right.$ $\left.A_{\mathcal{A}}\right)^{i} \rightarrow Q_{\mathcal{A}}, i \in[t]$ and $T: Q_{\mathcal{B}}^{\prime} \times\left(Q_{\mathcal{A}} \times A_{\mathcal{A}}\right)^{t} \rightarrow A_{\mathcal{B}}^{\prime}$ such that for every query $q \in Q_{\mathcal{B}}^{\prime}$ the following holds.

$$
\operatorname{ans}_{\mathcal{B}}^{\prime}(q)=T\left(q,\left(q_{1}, a_{1}\right), \ldots,\left(q_{t}, a_{t}\right)\right)
$$

[^0]

Figure 3.2: Simulating a tester using a local reduction.
where

$$
\begin{aligned}
q_{1} & :=S_{0}(q) \\
q_{i} & :=S_{i-1}\left(q,\left(q_{1}, a_{1}\right), \ldots,\left(q_{i-1}, a_{i-1}\right)\right) \text { and } \\
a_{j} & :=\operatorname{ans}_{\mathcal{A}}\left(q_{j}\right)
\end{aligned}
$$

for $i \in\{2, \ldots, t\}, j \in\{1, \ldots, t\}$.
(LR4) If $\mathcal{A} \in P$ then $\mathcal{B} \in P^{\prime}$.
(LR5) If $\mathcal{A}$ is $\epsilon$-far from $P$ then $\mathcal{B}$ is $h(\epsilon)$-far from $P^{\prime}$.

Lemma 3.6.2. Let $P \subseteq C, P^{\prime} \subseteq C^{\prime}$ be two properties. If there is a local reduction from $P$ to $P^{\prime}$ then there is a function $h:(0,1) \rightarrow(0,1)$ and constants $k, t \in \mathbb{N}$ such that if for some $\epsilon \in(0,1)$ and $n \in \mathbb{N}$ there is a $h(\epsilon)$-tester for $P^{\prime} \mid k n$ on $C \mid k n$ with query complexity $f$, then there is an $\epsilon$-tester for $P \mid n$ on $C \mid n$ with query complexity $t \cdot f(n)$.

Proof. Let $\tilde{f}$ be a local reduction from $P$ to $P^{\prime}$ with $k, t, g, h$ as in Definition 3.6.1. Let $\epsilon \in(0,1)$, $n \in \mathbb{N}$ and let $T^{\prime}$ be a $h(\epsilon)$-tester for $P^{\prime} \mid k n$ on $C^{\prime} \mid k n$ with query complexity $f$. We will construct an $\epsilon$-tester $T$ for $P \mid n$ on $C \mid n$ as follows. Given aux $\mathcal{A}_{\mathcal{A}}$ as input and oracle access to an object $\mathcal{A} \in C \mid n$ we will first compute $g\left(\operatorname{aux}_{\mathcal{A}}\right)$. (LR2) implies that $g\left(\operatorname{aux}_{\mathcal{A}}\right)=\operatorname{aux}_{\tilde{f}(\mathcal{A})}^{\prime}$. Since $\tilde{f}(\mathcal{A}) \in C \mid k n$ by property (LR1), we can simulate $T^{\prime}$ on $\tilde{f}(\mathcal{A})$ with input aux $\tilde{f}_{\tilde{f}(\mathcal{A})}^{\prime}$ in the following way. Whenever $T^{\prime}$ makes a query $q \in Q_{\tilde{f}(\mathcal{A})}^{\prime}$ we make $t$ queries $q_{1}:=S_{0}(q)$, $q_{2}:=S_{1}\left(q,\left(q_{1}, \operatorname{ans}_{\mathcal{A}}\left(q_{1}\right)\right)\right), \ldots, q_{t}:=S_{t-1}\left(q,\left(q_{1}, \operatorname{ans}_{\mathcal{A}}\left(q_{1}\right)\right), \ldots,\left(q_{t-1}, \operatorname{ans}_{\mathcal{A}}\left(q_{t-1}\right)\right)\right)$ and answer $q$ with $T\left(q,\left(q_{1}, \operatorname{ans}_{\mathcal{A}}\left(q_{1}\right)\right), \ldots,\left(q_{t}, \operatorname{ans}_{\mathcal{A}}\left(q_{t}\right)\right)\right)$ which is equal to ans $\tilde{f}_{\tilde{f}(\mathcal{A})}^{\prime}(q)$ by (LR3) We then accept $\mathcal{A}$ if $T^{\prime}$ accepts $\tilde{f}(\mathcal{A})$.

Since $T^{\prime}$ is a property tester for $P^{\prime} \mid k n$ the properties (LR4) and (LR5) of local reductions guarantee that $T$ is an $\epsilon$-tester for $P \mid n$. Furthermore since every query of $T^{\prime}$ is simulated by $t$ queries $T$ has query complexity $t \cdot f$.

Lemma 3.6.3. Let $P \subseteq C$ and $P^{\prime} \subseteq C^{\prime}$ be two properties. If there exist a local reduction from $P$ to $P^{\prime}$ and $P$ is not non-uniformly testable with $o(f(n))$ queries for some function $f: \mathbb{N} \rightarrow \mathbb{N}$, then $P^{\prime}$ is not non-uniformly testable with $o(f(n))$ queries.

Proof. Let $\tilde{f}$ be a local reduction from $P$ to $P^{\prime}$ with $t, k, g, h$ as in Definition 3.6.1. Towards a contradiction assume that for every $\epsilon \in(0,1)$ and every $n \in \mathbb{N}$ there is an $\epsilon$-tester for $P^{\prime} \mid n$ on $C^{\prime} \mid n$ with query complexity $f^{\prime}(n) \in o(f(n))$ for some function $f^{\prime}: \mathbb{N} \rightarrow \mathbb{N}$. Hence for every $\epsilon \in(0,1)$ and every $n \in \mathbb{N}$ there is a $h(\epsilon)$-tester for $P^{\prime} \mid k n$ on $C^{\prime} \mid k n$ with query complexity $f^{\prime}(k n)$. Then for every $\epsilon \in(0,1)$ and every $n \in \mathbb{N}$ there is an $\epsilon$-tester for $P \mid n$ on $C \mid n$ with query complexity $t \cdot f^{\prime}(k n) \in o(f(n))$ by Lemma 3.6 .2 . This yields a contradiction to $P$ not being non-uniformly testable with $o(f(n))$ queries.

Example 3.6.4. Let $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ be a relational signature, $d \in \mathbb{N}, d^{\prime}:=d(\operatorname{ar}(\sigma)-1)$ and $P \subseteq C_{d}$ be a property such that $\mathcal{G}(\mathcal{A}) \cong \mathcal{G}(\mathcal{B})$ implies that either $\mathcal{A}, \mathcal{B} \in P$ or $\mathcal{A}, \mathcal{B} \notin P$ for any two structures $\mathcal{A}, \mathcal{B} \in C_{d}$. We will show that for such properties "taking the Gaifman graph" is a local reduction from $P$ in the model of $\sigma$-structure of bounded degree $d$ to the property

$$
\mathcal{P}:=\left\{G \in \mathcal{C}_{d} \mid \text { there is } \mathcal{A} \in P \text { such that } \mathcal{G}(\mathcal{A})=G\right\}
$$

in the model of bounded degree $d^{\prime}$ graphs. For this let us define $g(n)=n, h(\epsilon)=\frac{\epsilon}{2 d \operatorname{ar}(\sigma)}, k=1$ and $f(\mathcal{A})=\mathcal{G}(\mathcal{A})$ for every $n \in \mathbb{N}, \epsilon \in(0,1), \mathcal{A} \in C_{d}$. Then for constant $t=d \cdot \operatorname{ar}(\sigma)$ and any $\mathcal{A} \in C_{d}$ on $n$ elements properties (LR1) to (LR5) hold as explained in the following.
(LR1) Is true as the number of vertices of $\mathcal{G}(\mathcal{A})$ is equal to the number of elements of $\mathcal{A}$.
(LR2) Is true as the number of vertices of $\mathcal{G}(\mathcal{A})$ is equal to the number of elements of $\mathcal{A}$.
(LR3) For $i \in[t]$ let

$$
S_{i}\left((j, k),\left(\left(q_{1}, a_{1}\right), \ldots,\left(q_{i}, a_{i}\right)\right)\right)=(j, i \bmod \operatorname{ar}(\sigma))
$$

where

$$
\begin{aligned}
q_{1} & :=S_{0}(q) \\
q_{i} & :=S_{i-1}\left(q,\left(q_{1}, a_{1}\right), \ldots,\left(q_{i-1}, a_{i-1}\right)\right) \text { and } \\
a_{j} & :=\operatorname{ans}_{\mathcal{A}}\left(q_{j}\right)
\end{aligned}
$$

Then $T\left((j, k),\left(\left(q_{1}, a_{1}\right), \ldots,\left(q_{t}, a_{t}\right)\right)\right)$ gives the $k$-th unique element to appear in the tuples $a_{1}, \ldots, a_{t}$. Obviously $\operatorname{ans}_{\mathcal{G}(\mathcal{A})}((j, k))=T\left((j, k),\left(\left(q_{1}, a_{1}\right), \ldots,\left(q_{t}, a_{t}\right)\right)\right)$ for some adjacency list representation of $\mathcal{G}(\mathcal{A})$.
(LR4) If $\mathcal{A} \in P$ then $f(\mathcal{A}) \in \mathcal{P}$ by definition of $\mathcal{P}$.
(LR5) If $\mathcal{A}$ is $\epsilon$-far from $P$ then we can show that $\mathcal{G}(\mathcal{A})$ is $\frac{\epsilon}{2 d \operatorname{ar}(\sigma))}$-far from $\mathcal{P}$. Assume towards a contradiction that this is not the case. Then there is a graph $G \in \mathcal{P}$ with $\operatorname{dist}(\mathcal{G}(\mathcal{A}), G)<\frac{\epsilon}{2 \operatorname{ar}(\sigma)} \cdot d^{\prime} \cdot n=\frac{\epsilon}{2} \cdot n$. Then we can construct a structure $\mathcal{B}$ such that $\mathcal{G}(\mathcal{B})=G$ by modifying tuples in $\mathcal{A}$ as follows. For every edge $\{u, v\}$ which has to be added to $\mathcal{G}(\mathcal{A})$ to get $G$ we add tuple $(u, v, \ldots, v) \in A^{\operatorname{ar}(\sigma)}$ to $R^{\mathcal{A}}$ for some relation $R$ with $\operatorname{ar}(R)=\operatorname{ar}(\sigma)$. Note that if $\operatorname{ar}(\sigma)<2$ then all graphs in $\mathcal{P}$ are edgeless and hence we do not have to add edges to $\mathcal{G}(\mathcal{A})$. For every edge $\{u, v\}$ which has to be deleted from $\mathcal{G}(\mathcal{A})$ to get $G$ we replace $u$ by $v$ in all tuples containing both $u$ and $v$. For this maximally $d$ tuples have to be added to $\mathcal{A}$ and maximally $d$ tuples have to be deleted from $\mathcal{A}$. Therefore $\mathcal{B}$ is $\left(2 d \times \frac{\epsilon}{2} \cdot n\right)$-close to $\mathcal{A}$. But since $G \in \mathcal{P}$ there is a structure $\mathcal{B}^{\prime} \in C_{d}$ with $\mathcal{G}\left(\mathcal{B}^{\prime}\right)=G$. But then $\mathcal{B} \in P$ since $\mathcal{G}\left(\mathcal{B}^{\prime}\right)=G=\mathcal{G}(\mathcal{B})$ which contradicts the assumption that $\mathcal{A}$ was $\epsilon$-far from $P$.

Using the local reduction from our example we can show the following theorem which was also shown by Adler and Harwath [2, Theorem 5].

Theorem 3.6.5. Let $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ be a relational signature and $d \in \mathbb{N}$ Let $P \subseteq C_{d}$ be a property. Assume that for any two structures $\mathcal{A}, \mathcal{B} \in C_{d}$ the relation $\mathcal{G}(\mathcal{A}) \cong \mathcal{G}(\mathcal{B})$ implies that either $\mathcal{A}, \mathcal{B} \in P$ or $\mathcal{A}, \mathcal{B} \notin P$. Then if the property $\mathcal{P}:=\{\mathcal{G}(\mathcal{A}) \mid \mathcal{A} \in P\}$ is non-uniformly testable on the class of bounded degree $d^{\prime}:=d(\operatorname{ar}(\sigma)-1)$ graphs, then $P$ is non-uniformly testable.

Proof. If $\mathcal{P}$ is non-uniformly testable on the class of graphs of bounded degree $d^{\prime}$ then for every $\epsilon^{\prime} \in(0,1)$ and every $n \in \mathbb{N}$ there is an $\epsilon^{\prime}$-tester for $\mathcal{P} \mid n$ on $\mathcal{C}_{d} \mid n$ with constant query complexity $f$. Using the reduction from Example 3.6.4 and Lemma 3.6.2 we get that for every $\epsilon \in(0,1)$ and every $n \in \mathbb{N}$ there is an $\epsilon$-tester for $P \mid n$ on $C_{d} \mid n$ with constant query complexity $d \cdot \ell \cdot f \in \mathcal{O}(1)$.

## Chapter 4

## Related work

In this Section we will briefly survey related research area. As this thesis combines different areas of research, there is a variety of related work. Here our main focus is on algorithmic meta-theorems, property testing, the intersection of the two and lower-bound techniques for showing non-testability.

### 4.1 Algorithmic meta-theorems

Algorithmic meta-theorems aim for an algorithm for a class of problems and thus solving a wide range of problems simultaneously. The development of algorithmic meta-theorems requires to generalise and unify certain algorithmic techniques, while their negation yields insights into the limitations of certain approaches.

Logic provides us with a tool for the systematic study of algorithmic complexity. In the following we consider algorithmic meta-theorems which are formulated for classes of problems which are definable in some logic. The most well known such algorithmic meta-theorem is Courcelle's theorem which states that any property definable in $\mathrm{MSO}_{2}$ can be decided in linear time on the class of graphs of bounded treewidth 29]. Note that classes of graphs of bounded treewidth are sparse (for a definition of treewidth see Section 9.3). Further note that MSO is the extension of FO allowing quantification over sets of vertices, i. e. MSO is recursively defined in the same way as FO where we extend FO by a collection of set variables, atomic formulas expressing containment of a vertex in a set and also allow quantification over set variables. $\mathrm{MSO}_{2}$ is a further extension of MSO allowing quantification over sets of edges. Deciding some properties defined by an MSO-sentence or $\mathrm{MSO}_{2}$-sentence is computationally hard as many NP-complete problems can be defined in $\mathrm{MSO} / \mathrm{MSO}_{2}$ (e.g. Hamiltonicity can be expressed in $\mathrm{MSO}_{2}$ but not in MSO and 3-colourability is expressible in MSO).

More precisely, Courcelle's theorem considers a more general problem then deciding a property defined by a $\mathrm{MSO}_{2}$-sentence, i. e. the sentence is considered to be part of the input. For a
$\operatorname{logic} \mathcal{L}$ and a class $\mathcal{C}$ of graphs, the model checking problem of $\mathcal{L}$ on $\mathcal{C}$ is defined as the following problem.

## Model checking problem of $\mathcal{L}$ on $\mathcal{C}$

Input: A sentence $\varphi \in \mathcal{L}$ and a graph $G \in \mathcal{C}$.
Aim: Decide whether $G \models \varphi$.

While deciding a property defined in FO can be computed in polynomial time 3, 88], FO model checking is PSPACE-complete in general 125] (PSPACE-hardness follows from the PSPACEcompleteness of QBF satisfiability as QBF satisfiability is equivalent to FO model checking with a suitable fixed input graph). Furthermore, the FO model checking problem is AW[*]-complete and thus not likely to be fixed parameter tractable on general graph classes parametrised by $\|\varphi\|$ [45], i. e. there is no algorithm for the model checking problem of FO with running time $f(\|\varphi\|)|V(G)|^{\mathcal{O}(1)}$ for some function $f: \mathbb{N} \rightarrow \mathbb{N}$. Nonetheless, FO model checking is tractable on certain graph classes. Tractability of FO model checking was gradually extended to more general sparse graph classes by utilising locality of FO. The starting point was Seese's Theorem which shows that FO model checking on classes of graphs of bounded degree is fixed-parameter tractable in linear time 119 . The proof of Seese's theorem uses Hanf's theorem and the boundedness of the number of $r$-types of bounded degree. This was extended by Frick and Grohe to provide a linear time (fixed parameter) algorithm for FO model checking on planar graph classes and classes that are apex-minor free as well as an $\mathcal{O}\left(n^{1+\epsilon}\right)$ algorithm for classes of locally bounded treewidth 62]. Flum and Grohe proved that for classes excluding a minor 60] FO is tractable, which was further extended by Dawar et al. to classes locally excluding a minor 38. Dvořák et al. extended this by proving that there is a linear algorithm for FO model checking on classes of bounded expansion and a $\mathcal{O}\left(n^{1+\epsilon}\right)$ algorithms for classes of locally bounded expansion 50. The most general sparse graph classes known to be tractable for FO model checking are nowhere dense graph classes due to a result by Grohe et al. [79]. The notion of nowhere denseness is a notion of sparsity and was introduced by Nešetřil and Ossona de Mendez 110, 111. Intuitively, proving tractable FO model checking uses Gaifman's locality theorem by checking satisfiability locally on $r$-neighbourhoods and solving an independent set problem.

The result from 79 proving tractability of FO model checking on nowhere dense graph classes is optimal in the sense that FO model checking on somewhere dense classes (classes that are not nowhere dense), which are closed under taking subgraphs, is intractable 41. However, the condition of being closed under taking subgraphs is necessary as there are classes of graphs which are not sparse but allow tractable FO model checking e.g. classes of bounded cliquewidth 30 and for certain subclasses classes of interval graphs 64.

Meta-theorems have also been developed for optimisation problems. Dawar et al. proved that FO definable optimisation problem admits polynomial time approximation scheme on classes forbidding at least one minor [39]. More recently, Dvořák has worked on approximation problems definable in FO on restricted classes of graphs 48, 49.

Logic plays an important role in the context of database queries. We can model relational databases by relational structures, where each table of the database corresponds to a relation in the structure and each row of a table corresponds to a tuple in the corresponding relation. In addition we can model queries to a relational database by formulas (with free variables) of certain logics. Consider a relational structure $\mathcal{A}$ representing a relational database and any formula $\varphi(\bar{x})$, then any tuple of elements $\bar{a}$ for which $\mathcal{A} \models \varphi(\bar{a})$ is considered an answer to the query represented by $\varphi$. A large amount of research has been undertaken considering query evaluation and enumeration in different settings. Here query evaluation relates to the problem of computing the set of all tuples that are answers to a given query and query enumeration refers to the problem of enumerating all answers to a query allowing some delay time between steps, after a preprocessing phase. Evaluating FO queries is well known to be PSPACE-complete 120 . However, on relational structures of bounded treewidth MSO queries can be evaluated in polynomial time [31], which was improved to linear time in the size of the structure and the size of the output 59. The enumeration problems for MSO can be done with delay proportional to the size of the next output and linear preprocessing on structures of bounded treewidth [15 96]. FO query enumeration has been shown to be possible with constant delay and linear preprocessing time for bounded degree relational structures 46, 95, for structures of low degree 47] and for structures of bounded expansion 96 . For nowhere dense structures enumerating FO queries can be done with pseudo linear preprocessing [118].

A recent study by Fomin et al. considers the parametrised complexity of edge/vertex edit distance to satisfying an FO-sentence [61]. It is shown that in general the problem is not tractable, however, for some fragments of FO the problem is fixed parameter tractable parametrised by the number of edits.

### 4.2 Property testing

In computer science we are often faced with the challenge that we need to solve a problem efficiently which in general does not allow an efficient solution. Randomised algorithms have provided some inroads towards providing a solution to this challenge. There are two different varieties of randomised algorithms, exact randomised algorithms with good running time in the average case (Las Vegas algorithm) or randomised approximation algorithm (Monte Carlo algorithm). Property testers are algorithms which use randomness to approximate the solution to a decision problem guaranteeing correctness with high probability. Property testers might
be used in practice in cases where running an exact algorithm is infeasible due to the size of the input considered, when an approximate decision with some accuracy guarantees is sufficient or as a preprocessing heuristic preceding a computationally expensive exact algorithm. Even though property testing research is of a theoretical nature, there are efforts being made towards applicability, i.e. developing new testers with good running times as well as improving the dependency of the query complexity on the proximity parameter $\epsilon$.

Property testing was first introduced by Rubinfeld and Sudan in 1996 117. They introduce property testing for testing properties of functions over finite domains. Motivated by developing program checkers Rubinfeld and Sudan formalized a notion of closeness, where a function $f$ is considered to be $\epsilon$-close to having a property $P$, i. e. a class of functions over a finite domain, if there is a function in $P$ that differs from $f$ only on an $\epsilon$-fraction of all possible inputs. Note that in this setting the distance between functions is therefore the number of inputs on which they differ and a tester is allowed to query the function $f$ by evaluating it for a specific input. The emphasis of the paper is on finding local characterisations of low degree univariate and multivariate polynomials that allow property testers.

Since its introduction 25 years ago property testing has received a lot of research interest. We will survey work considering graph property testing in the following sections. However, there are several other settings in which property testing is considered, including testing algebraic properties of functions (see e. g. [16, 26, 113]) and distribution testing (see the survey 25]).

### 4.2.1 The dense model

The notion of property testing as introduced in 117 was extended to testing graph properties by Goldreich et al. in 1996 in a preliminary version of 71]. In 71 graphs are considered to be boolean functions on pairs of vertices. This corresponds naturally to graphs being encoded in an adjacency matrix. Therefore the size of a graph on $n \in \mathbb{N}$ vertices is considered to be $n^{2}$. A property tester is allowed to query this adjacency function, i. e. for a graph $G$ permissible query are tuples $(u, v) \in V(G) \times V(G)$. The oracle answers the query $(u, v)$ with 1 if there is an edge between $u$ and $v$ and 0 otherwise. In order to determine the set of permissible queries, the property tester gets the number $n:=|V(G)|$ of vertices as auxiliary information. Distance between graphs is defined in the same way as in the bounded degree model, i. e. as the minimum number of edge modifications necessary to make two graphs isomorphic. However due to the different encoding size, a graph is $\epsilon$-close to a property $\mathcal{P}$, if it can be made into a graph in $\mathcal{P}$ with at most $\epsilon n^{2}$ edges modifications. Note that this notion of closeness can not distinguish "sparse" graphs from each other. This is because for a classes of graphs with average degree bound by some function $f \in o(n)$ and for large enough $n \in \mathbb{N}$ all graphs in this class have less then $\epsilon n^{2}$ edges, implying that all large sparse graphs are close to each other. Therefore the model is unsuitable for sparse graph classes. Furthermore, "sparse" properties like planarity are trivial to test in this model. The model of property testing on graphs as introduced in 71 is therefore often referred to as the dense model or the adjacency matrix model.

Property testing on dense graphs is well understood and closely connected to Szemerédi's Regularity Lemma 121. This connection was finally established and formalised by Alon et al. who characterised testable properties in the dense model 7 in 2006. This characterisation result was proceeded by a characterisation of properties testable with a one-sided testers 12 and a characterisation of for which graphs $H, H$ induced subgraph freeness can be tested with very small query complexity i. e. polynomial in $\frac{1}{\epsilon} 11$.

Among the testable properties in the dense model are for example bipartiteness, $k$-colourable (for $k>1$ ) 71, biclique min-bisection, max-clique 69, subgraph freeness (see [4] and citations therein) and induced subgraph freeness (see [11] and citations therein). Whereas, on the other hand there are properties that are not testable with $\Theta(f(n))$ queries for any function $f \in \mathcal{O}\left(n^{2}\right)$ in the dense model 72 . A natural property that can not be tested with $o(n)$ queries is graph isomorphism 58.

### 4.2.2 The bounded degree model

The bounded degree model or adjacency list model was introduced by Goldreich and Ron in 1997 [73. Since their seminal work the bounded degree model received a great amount of attention. There are several specific properties for which testers have been developed. Testable properties in the bounded degree model include connectivity, $k$-edge-connectivity (for $k>$ 1), cycle-freeness, Eulerianity [73], degree regularity [69], outerplanarity 131 and testing $K_{t^{-}}$ subdivision freeness (for $k>1$ ) 94 . Furthermore, there are properties which allow for sublinear (but not constant) query testing, including bipartiteness 74 (lower bound 73]), expansion [36, 75, 91, 109] (lower bound [73]) and testing cluster structure (extends expansion) 33.

While there are several different testability results for very specific graph problems, more general result for property testing were obtained by either restricting the class of bounded degree graphs further, or considering a particular class of properties or restricting testers (to e. g. one-sided error testers or POT's). All of these testing results utilise random walks.

In 2009 Czumaj et al. proved that hereditary properties are testable on certain restricted classes of bounded degree graphs namely hereditary, non-expanding graph classes [35]. Here a class of graphs is non-expanding if the class contains only weak expanders (i.e. $h(G) \in$ $\mathcal{O}\left(1 / \log ^{2}(n)\right)$ for every graph $G$ in the class) and a hereditary class of graphs is a class that is closed under vertex deletion. Non-expanding hereditary graph classes include the class of planar graphs, classes of bounded genus and graphs with forbidden minors. However, hereditary properties are not testable with constant query complexity in general as bipartiteness is a hereditary property and is shown in 73 to take at least $\frac{1}{4} \cdot \sqrt{n}$ queries to test, where $n$ is the size of the input graph.

Partly using ideas from [35, Benjamini et al. showed that every minor-closed graph property is testable on bounded degree graphs with constant query complexity [18. A minor closed property is a set of graphs, which is closed under edge and vertex deletion as well as edge
contraction. The query complexity of testing minor-closed properties was, since the seminal work 18, gradually improved from triple exponential in $\frac{1}{\epsilon}$ to polynomial in $\frac{1}{\epsilon}$ employing new techniques 97, 99. This work relies on minor closed properties being hyperfinite. The testers operate using a partition oracle, which given a vertex $v$ returns the part of the hyperfinite partition of the graph which contains $v$. Such oracles use a constant number of (neighbour) queries to access a part of the hyperfinite partition. Furthermore, all answers of such a partitioning oracles are consistent with one hyperfinite partition of the graph. Since the seminal work of Hassidim et al. 84, partition oracles have been a very useful tool in property testing and have been used and improved gradually (see e.g. 97,99 ).

Finally, this work culminated in testability results for hyperfinite classes and properties. Newman and Sohler proved that properties of hyperfinite graphs (which includes minor-closed properties and planarity) are testable in the bounded degree model and that every property is testable on any class of hyperfinite graphs using similar methods to the work preceding it 112 .

Property testing has also been considered for directed graphs in the bounded degree setting. There are two natural extensions to the bounded degree model for undirected graphs introduced by Bender and Ron in [17]. In the unidirectional model only the outdegree of graphs is bounded and testers can only query outgoing edges. In the bidirectional model both indegree and outdegree are bounded and testers can query both incoming and outgoing edges. Besides the introductory paper considering acyclicity and connectivity in both models further work includes some specific results mainly in the bidirectional model 86, 130. Furthermore, Czumaj et al. considered the relationship between the two models and showed that every property testable in the bidirectional model can be tested with sublinear query complexity in the unidirectional model 34. Furthermore, Connectivity yields an example of a property which is testable in the bidirectional model but requires $\Omega(\sqrt{n})$ queries in the unidirectional model 17 .

### 4.2.3 Characterisation results in the bounded degree model

While there is no full characterisation of which properties are testable in the bounded degree model, there are several partial results making progress towards a characterisation. We will introduce such results in this subsection. The important technical tool used to prove characterisation result is to show that testers operate in a canonical way. Such canonical tester results for the bounded degree model were shown in 34,78 and used (adapted to suit the individual settings) in each of the following results.

In 2009 Goldreich and Ron classified properties admitting a one-sided error constant query POT both in the dense and the bounded degree model 76]. We discuss the bounded degree model characterisation in more detail in Section 8. Properties having a one-sided error POT are precisely generalised subgraph freeness properties which are non-propagating (see Section 8.1 for definitions). While this gives a characterisation for testability of any property testable with
a one sided-error POT, the characterisation depends on the non-propagation condition which is similar to saying that a slightly restricted modification problem as mentioned in the Introduction (Section 1) is solvable. The authors leave the question when this modification problem is solvable open. Hence the strength of this characterisation might lie mostly in the distinction of which testable property admit a one-sided error POT. The notion of one-sided error POT's can be extended to two-sided error POT's, which were studied by Goldreich and Shinkar 77. While they exhibit several natural properties in different models that have a two-sided error POT but no one-sided error POT, a characterisation for two-sided error POT's is not known yet.

Ito et al. gave a characterisation of which monotone properties and which hereditary properties are testable by a one-sided error constant query property tester in bounded degree directed graphs [89]. Here both the unidirectional model and the bidirectional model are considered. Note that a property is called monotone if it is closed under vertex and edge deletion. Their characterisation states that a monotone property is one-sided error testable if and only if it is close to a property that is defined by a set of forbidden subgraphs of constant size. A hereditary property is one-sided error testable if and only if it is close to a property that is defined by a set of forbidden induced subgraphs of constant size. We would like to emphasise here that the characterisation is entirely independent of any removal problem being solvable.

Adler and Harwath give combinatorial classifications of testable properties in the bounded degree model. To obtain this result they introduce a notion of locality of a property $P$ of bounded degree relational structures roughly stating that if the relative frequency vector of a structure $\mathcal{A}$ is "similar" to the relative frequency vector of a structure $\mathcal{A}^{\prime} \in P$ then $\mathcal{A}$ has to be $\epsilon$-close to $P$. In other words, locality means that the modification problem mentioned in the Introduction (Section 1) is solvable. According to their classification a property is testable if and only if it is local (see Section 5 for more details). However, a classification for which properties the modification problem is solvable is unknown. Furthermore, to consider the question of a characterisation of testable properties in the bounded degree model settled, we would like a statement which does not require the modification problem to be solvable.

Fichtenberger et al. prove that every (infinite) property of bounded degree graphs contains an (infinite) hyperfinite subproperty (were a subproperty is simply a subset which is closed under isomorphism) [56]. The result is obtained by repeatedly making use of a result from Alon [102, Proposition 19.10] which roughly states that for every graph $G$ there exists a constant size graph which realises approximately the same neighbourhood distribution as the original large graph $G$ (see Section 5.2 for more details). However, it is not true that every property which contains a hyperfinite subproperty is testable as e.g. bipartiteness is not testable [73. While this result is highly non-trivial and gives us insights into which properties are testable, a characterisation requires additional new ideas.

### 4.2.4 Lower-bound techniques in the bounded degree model

There are three lower bound techniques known for property testing. To obtain lower bounds on the query complexity of property testers, one can employ Yao's principle 126. It states that the query complexity of a randomised algorithm can be lower bounded by the query complexity of a deterministic algorithm solving the problem correctly on average for any distribution of instances. This allows us, to prove a lower bound by showing that there is a distribution of instances for which any deterministic algorithm fails. This lower bound technique has been used for example by Goldreich and Ron to prove a $\Omega(\sqrt{n})$ lower bound for bipartiteness and expansion 73, by Yoshida to provide a $\Omega(n)$ lower bound for testing CSP's 127,128 and by Bogdanov et al. to prove a $\Omega(n)$ lower bound for 3-SAT 22 .

We can reduce testing a property with a known lower bound to testing an other property yielding a lower bound for the other property. In Section 3.6.1 we introduce the notion of local reductions which reduce property testing problems to one another. Lower bounds proved using local reduction can be found in $22,70,129$ which we will discuss further in Section 9.

Another method to prove property testing lower bounds was developed using reductions from known lower bound for communication complexity [21. Roughly, communication complexity refers to the number of bits exchanged in a two party protocol with shared randomness, which aims to decide whether the two parties private inputs have a certain property. While in $[21$ this method was used to prove lower bounds for property testing of functions, recently the method was extended to graphs by Eden and Rosenbaum 53]. Eden and Rosenbaum demonstrated the methods effectiveness by providing simpler proofs of known lower bounds in graph property testing for problems including estimating the number of edges in a graph and estimating the number of triangles in a graph.

Methods for proving non-testability, i.e. proving that a property can not be tested with constant query complexity, also arise from the partial characterisation results from the previous subsection. For example, an easy corollary of the result from Fichtenberg et al. [56] is that every infinite property of expanders can not be tested in the bounded degree model as it can not contain a hyperfinite subproperty.

### 4.2.5 The general model

While most of the research in graph property testing focuses on the dense and the bounded degree model, there have been some efforts made into developing testers, which work well for all graphs. However this is not straight forward and results are very hard to obtain. The most important question to ask in this context is how graphs should be represented and what types of queries should be allowed.

One could consider extending the bounded degree model to more general sparse classes. Parnas and Ron introduced a model in which a graph is represented as an adjacency list and a tester is allowed degree and neighbour queries, which allows the consideration of classes of graphs of unbounded degree $[114$. They show testability results for testing the diameter of a graph. However, results in 114 are mainly aimed at sparse graph classes as query complexities grow proportional to the relation of edges to vertices. Furthermore Czumaj and Sohler characterised which properties of planar graphs can be tested in this model 37 .

Kaufman et al. considered a model in which degree queries, neighbour queries and adjacency queries are allowed and the size of graph is considered to be the number of edges 93. This model is suitable for input graphs of all edge densities and hence we call this model the general model. Kaufman et al. develop a tester for bipartiteness in this model with an almost tight lower bound. Furthermore, Alon et al. considered testing $H$-freeness in the general model especially analysing the query complexity needed dependent on the edge density [8].

Furthermore, Iwama and Yoshida consider parametrised complexity in the general model extended by random edge queries 90 . They show testability for some parametrised graph problems that are trivial on bounded degree graphs as well as dense graphs including $k$-vertex cover, $k$-feedback vertex set, $k$-multicut, $k$-path-freeness and $k$-dominating set for $k \geq 1$. This work applies standard parametrized complexity methods (such as branch and bound) for property testing.

### 4.2.6 Testing properties defined by logical formulas

The study of testing properties defined by logic was first proposed by Alon et al. in 1999 in a preliminary version of 9 . They show that regular languages are testable with constant query complexity (i.e. deciding for a word whether it is in a given regular language) in a property testing model for strings equipped with Hamming distance. Since regular languages can be defined in MSO 24], their result shows testability for a certain class of MSO definable properties. Magniez and Rougemont prove testability of regular (ranked) tree languages in a model considering edit distance with an additional operation called moves 103], extending the methods from [9]. Regular tree languages are also MSO definable 44, 122. Testability of regular (ranked) tree languages considering edit distance is not known and stated as an open problem in 103 .

The study of logically defined properties was further developed by Alon et al. in 1999 [5]. They study testability of FO definable properties in the dense model. Their result states that FO-sentences in $\Sigma_{2}$ define properties that are testable with a constant number of queries, while there is a sentence in $\Pi_{2}$ which defines a non-testable property. The testability result is obtained by showing that satisfying a sentence in $\Sigma_{2}$ is equivalent to some generalised colouring problem. To prove testability of these generalised colouring problems the authors obtain a variation of Szemerédi's Regularity Lemma. The non-testable property defined by a sentence in $\Pi_{2}$ is
indistinguishable to some graph isomorphism problem, which is shown to be hard to test in the dense model. The methods used in 5 are not applicable in the bounded degree model.

Recall that Newman and Sohler's result states that on a hyperfinite class of graphs any property is testable 112. Considering the class $\mathcal{C}_{d, k}^{\mathrm{tw}}$ of graphs of bounded degree $d$ and bounded treewidth $k$, Newman and Sohler's result implies testability of any property on $\mathcal{C}_{d, k}^{\mathrm{tw}}$. This is due to the class of graphs of treewidth at most $k$ being minor-closed, which implies hyperfiniteness of $\mathcal{C}_{d, k}^{\mathrm{tw}}$. However, the testers obtained in 112 are non-uniform. Towards practical applications of property testing, non-uniformity is problematic. Consider the property $\mathcal{P}$ containing precisely all graphs on $n$ vertices for which $n$ is the Gödel number of a Turing machine halting on the empty word. As the halting problem is undecidable 123, property $\mathcal{P}$ is undecidable. However, $\mathcal{P}$ is non-uniformly testable. Recall that non-uniform testability requires the existence of an $\epsilon$-tester for the problem restricted to graphs with $n$ vertices for every $n \in \mathbb{N}$. Hence nonuniform testability of $\mathcal{P}$ follows as for every $n$ a tester exists, i.e. either the tester accepting every graph or the tester rejecting every graph depending on whether the Turing machine with Gödel number $n$ halts on the empty string.

Taking a step towards practical application, Adler and Harwath generalise Newman and Sohler's result to relational structures [2] and show that for properties $\mathcal{P}$ definable in monadic second order logic with counting (CMSO), there is a uniform tester for $\mathcal{P}$ on $\mathcal{C}_{d, k}^{\mathrm{tw}}$ with constant query complexity and poly-logarithmic running time. Here CMSO extends MSO by first-order modular counting quantifiers $\exists^{m}$, where $\exists^{m} \varphi$ is true in a structure if the number of its elements for which $\varphi$ is satisfied is divisible by $m$.

The result from 2 was further extended by Adler and Fahey [1]. They introduce a new model using an alternative distance function, which allows element modification in addition to tuple modification. The main result obtained in (1) states that uniform testability of properties definable in CMSO on $\mathcal{C}_{d, k}^{\mathrm{tw}}$ in this new model is possible with constant query complexity and constant running time.

### 4.2.7 Connection to learning and streaming algorithms

Property testing is closely related to the areas of learning and streaming algorithms. In the PAC-learning (Probably Approximately Correct) model, as introduced in [124, we are given a concept class, i. e. a set of subsets of a universe, and our aim is to identify a target concept by sampling elements of the universe and getting the information, if the elements are in the target concept. We require a PAC-learning algorithm to be able to output with high probability a concept that approximates the target concept well for every target concept in the concept class. Goldreich et al. proved in 117 that PAC-learning with a certain sample complexity implies that the concept class is a testable property with asymptotically similar query complexity. However, the bounded degree model for example does not fit the setting in which we can consider PAC-learning because query access is not a boolean function.

PAC-learning has been considered in connections with logic. In this setting, introduced by

Grohe and Turán [82, a background structure $\mathcal{A}$ and $k \in \mathbb{N}$ are fixed. The universe is $A^{k}$ and the concept class is the set of all sets of tuples, that can be defined by an FO-formula with $k$ free variables and possibly some other properties (like bounded quantifier rank). Here a set of tuples $X \subseteq A^{k}$ is definable by a formula $\varphi(\bar{x})$ if $\mathcal{A} \models \varphi(\bar{a})$ if and only if $\bar{a} \in X$. PAC-learning has been proved to be possible in this setting for different types of background structures and different restrictions on formulas (see e. g. for recent work in this area 19 20.81]).

Another related algorithmic framework are streaming algorithms (see e. g. the survey 105). We consider streaming algorithm which obtains a stream of the edges of a graph and have to solve a problem for the graph represented by the stream using a sublinear (in the size of the graph) amount of space. The algorithm might receive the edges in an arbitrary or a random order and it might be allowed multiple passes over the stream of edges. The challenge for such an algorithm is to decide which edges are important for the algorithmic task at hand. Recently, Monemizadeh et al. proved that testable properties in the bounded degree model can be tested by a streaming algorithm with a single pass of a random order stream of the edges in constant space 106 . This was further extended by Czumaj et al. to the general graph model 32 .

## Chapter 5

## Extending results to relational structures

In this chapter we generalise two existing results for bounded degree undirected graphs to bounded degree relational structures. We would like to note that both generalisations are straight forward but given for the sake of completeness as both results are later used for relational structures.

### 5.1 Canonical tester and a combinatorial characterisation of testable properties in the bounded degree model

The aim of this section is to verify that a theorem, the so called "canonical tester", can be extended to the bounded degree model of relational structures. The canonical tester was proven in [78] for dense graphs and in [34] for bounded degree graphs and states that every testable property can be tested by a property tester of a canonical form. This is a very useful tool for characterisation results in property testing. In [2] Adler and Harwath give a characterisation of the testable properties in the bounded degree model of relational structures. We apply this result in Chapter 6 to show non-testability of a certain property. To prove this characterisation result Adler and Harwath use the canonical tester for relational structures and hence in this section, for the sake of completeness, we fill the gap and generalise the canonical tester to relational structures.

Let $\sigma$ be a signature, $d \in \mathbb{N}$ and $C_{d}$ be the class of $\sigma$-structures of bounded degree $d$. The following notion of repairability of a property was introduced in [2, Definition 7] and was called locality in the original work.

Definition 5.1.1 (Definition 7 in [2]). Let $\epsilon \in(0,1]$. A property $P \subseteq C_{d}$ is $\epsilon$-repairable on $C_{d}$ if there are numbers $r:=r(\epsilon) \in \mathbb{N}, \lambda:=\lambda(\epsilon)>0$ and $n_{0}:=n_{0}(\epsilon) \in \mathbb{N}$ such that for any $\sigma$-structure $\mathcal{A} \in P$ and $\mathcal{B} \in C_{d}$ both on $n \geq n_{0}$ vertices, if $\left\|\operatorname{freq}_{r}(\mathcal{A})-\operatorname{freq}_{r}(\mathcal{B})\right\|_{1}<\lambda$ then $\mathcal{B}$ is $\epsilon$-close to $P$. The property $P$ is repairable on $C_{d}$ if it is $\epsilon$-repairable on $C_{d}$ for every $\epsilon \in(0,1]$.

Note that freq $_{r}(\mathcal{A})$ denotes the frequency vector of a structure $\mathcal{A}$ defined in Definition 2.3.6. The following theorem [2, Theorem 19] characterises testability in the bounded degree model using the notion of repairability.

Theorem 5.1.2 (Theorem 19 in $[2]$ ). For every property $P \in C_{d}, P$ is non-uniformly testable if and only if $P$ is repairable on $C_{d}$.

The proof of Theorem 5.1.2 requires the generalisation of the canonical tester to relational structures (Corollary 5.1.4), which we will prove in the following.

### 5.1.1 Proving the existence of canonical testers in the property testing model for bounded degree relational structures

In this section our aim is to show that we can transform every property tester on bounded degree relational structures into a property tester, that first samples elements, explores their neighbourhood and then proceeds deterministically.
Similar results were shown by Goldreich and Trevisian [78, proving the existence of a canonical tester for testable properties in the dense graph model, and by Czumaj, Peng and Sohler 34, proving the existence of a canonical tester for properties on bounded degree graphs. The proof we provide here for the existence of a canonical tester for testable properties on bounded degree relational structures is very similar to the proofs given in 78 and 34, since most arguments can be used in our model in a similar way.

Let $\sigma=\left\{R_{1}, \ldots, R_{\ell}\right\}$ be a relational signature. Without loss of generality, we will assume in this section that the universe of all input structures is $[n]$.

Lemma 5.1.3 (Canonical Tester). Let $d \in \mathbb{N}$ and $P \subseteq C_{d}$ be a property that is non-uniformly testable with error probability $\delta \in\left[0, \frac{1}{2}\right)$ and constant query complexity $c=c(\epsilon, \delta)$. For every $\epsilon$ there exists a sequence of classes of structures $F=\left(F_{n}\right)_{n \in \mathbb{N}}$ such that for any $n \in \mathbb{N}$

- $F_{n}$ is a set of $\sigma$-structures, each of them being the union of $\operatorname{ar}(\sigma) \cdot q$ (not necessarily disjoint) $q$-balls.
- The property $P \mid n:=\{\mathcal{A} \in P| | A \mid=n\}$ can be tested with error probability at most $2 \cdot \delta$ by a tester that operates as follows.
- Uniformly sample $\operatorname{ar}(\sigma) \cdot c$ elements,
- explore the c-neighbourhoods of the $\operatorname{ar}(\sigma) \cdot c$ sampled elements (deterministically) and
- accept the input structure if and only if the substructure induced by all explored elements is not isomorphic to any $\mathcal{F} \in F_{n}$.

We call testers operating in the way the tester in Lemma 5.1.3 does, i. e. first sampling elements, exploring their $c$-neighbourhoods and then deciding deterministically whether to accept the input, canonical testers.

Corollary 5.1.4. Let $d \in \mathbb{N}, P \subseteq C_{d}$ be a property and $\delta \in\left[0, \frac{1}{2}\right)$. If $P$ is non-uniformly testable with error probability $\delta$ then there exists a canonical tester for $P$ with constant query complexity and error probability $\delta$.

Proof. Since $P$ is non-uniformly testable for every $\epsilon \in(0,1)$ and $n \in \mathbb{N}$ there exist an $\epsilon$-tester $T_{n}$ with error probability $\delta$ for $P \mid n$ on $C_{d} \mid n$ with constant query complexity. By Lemma 3.1.7 we can improve the error probability of $T_{n}$ to $\frac{\delta}{2}$ by repeating $T_{n}$ some number of times, which depends only on $\delta$, and deciding on the majority of outcomes. Now the claim clearly follows from Lemma 5.1.3.

We will prove the existence of a canonical tester (Lemma 5.1.3) by the following Lemmas, each containing one step of transforming an arbitrary tester into a canonical tester, where the steps are the following.

- The first step (Lemma 5.1.6) contains the transformation into a tester, that samples elements, explores their neighbourhood and then queries the structure no further.
- In the second step (Lemma 5.1.7) we make the testers decision isomorphism oblivious. This means that we need to make the decision independent of the identity of the samples, i. e. of the exact location the explored substructure is embedded into the structure, since any isomorphism of structures is basically a renaming of the elements of the structure. Additionally the decision needs to be independent of the order we explore the neighbourhood of the samples in.
- The third step (Lemma 5.1.8) generates a tester, which makes a deterministic decision on the basis of the neighbourhoods of the samples.

We further need the following Lemma stating that classes of structures, that are $\epsilon$-far from having a property, are closed under isomorphism.

Lemma 5.1.5. Let $P \subseteq C_{d}$ be a property on $C_{d}$ and $\epsilon \in(0,1)$. Then $\epsilon$-far ${ }_{C_{d}}(P)$ is closed under isomorphism.

Proof. Let $\mathcal{A}, \mathcal{B} \in C_{d}$ be isomorphic structures, such that $\mathcal{A}$ is $\epsilon$-far from $P$. Let $n:=|\mathcal{B}|$., Assume that $\mathcal{B}$ is $\epsilon$-close to $P$. Therefore, there is a structure $\mathcal{C} \in P$, such that $\operatorname{dist}(\mathcal{B}, \mathcal{C}) \leq \epsilon n$. Then (D1) and (D3) imply that

$$
\operatorname{dist}(\mathcal{A}, \mathcal{C}) \leq \operatorname{dist}(\mathcal{A}, \mathcal{B})+\operatorname{dist}(\mathcal{B}, \mathcal{C}) \leq 0+\epsilon n
$$

This implies that $\frac{\operatorname{dist}(\mathcal{A}, \mathcal{C})}{n} \leq \epsilon$, which contradicts the initial assumption of $\mathcal{A}$ being $\epsilon$-far from $P$. Thus $\mathcal{B}$ is $\epsilon$-far from $P$ and $\epsilon-\operatorname{far}_{C_{d}}(P)$ is closed under isomorphism.

Lemma 5.1.6. Let $d \in \mathbb{N}$ and $P \subseteq C_{d}$ be a property that is non-uniformly testable with error probability $\delta \in\left[0, \frac{1}{2}\right)$ and query complexity $c=c(\epsilon, \delta)$. For every $\epsilon$ there exists an $\epsilon$-tester for $P$ with error probability $\delta$ that operates in the following way.

- Uniformly sample $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$,
- explore the c-neighbourhoods of the $\operatorname{ar}(\sigma) \cdot c$ sampled elements (deterministically) and
- decide probabilistically without making any further oracle queries to $\mathcal{A}$.

Proof. Let $T$ be a tester for $P$ with error probability at most $\delta$ and query complexity $c$. We transform $T$ into an $\epsilon$-tester $\tilde{T}$ that, given access to a structure $\mathcal{A}$, operates as follows:
(1) Sample $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A$ and explore their $c$-neighbourhoods, i.e. for $i=1, \ldots, \operatorname{ar}(\sigma) \cdot c$ we explore the neighbourhood of $s_{i}$ with breadth-first search. We get the structure $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$.
(2) We will emulate the execution of $T$ on the structure $\pi(\mathcal{A})=\left(A, \pi\left(R_{1}^{\mathcal{A}}\right), \ldots, \pi\left(R_{\ell}^{\mathcal{A}}\right)\right)$ as described below, where $\pi: V \rightarrow V$ is a permutation we will select during the emulation of $T$ and $\pi\left(R_{i}^{\mathcal{A}}\right)=\left\{\left(\pi\left(r_{1}\right), \ldots, \pi\left(r_{\operatorname{ar}\left(R_{i}\right)}\right)\right) \mid\left(r_{1}, \ldots, r_{\operatorname{ar}\left(R_{i}\right)}\right) \in R_{i}^{\mathcal{A}}\right\}$.
To emulate $T$ on $\pi(\mathcal{A})$, we run $T$ normally, but answer the queries as follows:
Let $(x, j)$ be the next query $T$ is making.
(2a) If $\pi(x)$ is not defined yet, we choose $a \in\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}$ uniformly out of all elements in $\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}$, that are not selected to be the $\pi$-image of any element yet, and set $\pi(x):=a$.
(2b) We determine the answer to the query $(\pi(x), j)$. If it is $\perp$, we return $\perp$ as the answer to the query $(x, j)$. Otherwise let the answer to $(\pi(x), j)$ be $\left(R, b_{1}, \ldots, b_{\operatorname{ar}(R)}\right) \in$ $\sigma \times[n]^{\operatorname{ar}(R)}$. For all of the $b_{i}$, that are not in the image of $\pi$ yet, we select uniformly a random element $y_{i} \in A$, such that $\pi\left(y_{i}\right)$ is not defined yet and set $\pi\left(y_{i}\right):=b_{i}$. We return $\left(R, \pi^{-1}\left(b_{1}\right), \ldots, \pi^{-1}\left(b_{\operatorname{ar}(R)}\right)\right)$ as the answer to the query $(x, j)$.

After answering all queries, we uniformly allocate $\pi$-images for the remaining elements out of the elements, that are not in the image of $\pi$ yet.
(3) Accept $\mathcal{A}$, if in $22 T$ accepts $\pi(\mathcal{A})$.

First note, that we can answer all queries in 22 by using $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$ from step (1), since we are either querying elements in $\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}$ or neighbours of elements we queried before and thus the radius of $c$ in step (1) suffices. Additionally ar $(\sigma) \cdot c$ elements are sufficient, because we are defining $\pi$-image for no more than $\operatorname{ar}(\sigma)$ elements of $\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}$ per query (note that the element $x$ we assign a $\pi$-image for in step (2a) is always one of the $b_{i}$ ). Therefore
$\tilde{T}$ operates in the way we claimed and we are left with the task to $\operatorname{argue}$ that $\tilde{T}$ is indeed an $\epsilon$-tester for $P$.

To ensure that $\tilde{T}$ is an $\epsilon$-tester for $P$, the choice of the permutation $\pi$ should be independent of the execution of $T$.
Therefore let $\pi^{\prime} \in \mathcal{S}_{n}$ be a arbitrary permutation of the elements of $\mathcal{A}$. We want to prove that $\mathbb{P}\left[\pi=\pi^{\prime}\right]=\frac{1}{\left|\mathcal{S}_{n}\right|}=\frac{1}{n!}$.
Let $a_{i} \in A$ be the $i$-th element $\tilde{T}$ is selecting a $\pi$-image for. We can write

$$
\begin{align*}
& \mathbb{P}\left[\pi=\pi^{\prime}\right]= \mathbb{P}\left[\pi\left(a_{1}\right)=\pi^{\prime}\left(a_{1}\right)\right]  \tag{5.1}\\
& \mathbb{P}\left[\pi\left(a_{2}\right)=\pi^{\prime}\left(a_{2}\right) \mid \pi\left(a_{1}\right)=\pi^{\prime}\left(a_{1}\right)\right] \\
& \vdots \\
& \mathbb{P}\left[\pi\left(a_{n}\right)=\pi^{\prime}\left(a_{n}\right) \mid \pi\left(a_{j}\right)=\pi^{\prime}\left(a_{j}\right) \text { f.a. } j<n\right]
\end{align*}
$$

Let $n_{\pi^{\prime}, i}:=\left|\left\{j \leq i \mid \pi^{\prime}\left(a_{j}\right) \in\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}\right\}\right|$. In case the image of $a_{i+1}$ is selected in (2a) we get:

$$
\begin{aligned}
\mathbb{P}\left[\pi\left(a_{i+1}\right)=\pi^{\prime}\left(a_{i+1}\right) \mid \pi\left(a_{j}\right)=\right. & \left.\pi^{\prime}\left(a_{j}\right) \text { f.a. } j \leq i\right] \\
= & \mathbb{P}\left[\begin{array}{c|c}
\left.\pi^{\prime}\left(a_{i+1}\right) \in\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\} \left\lvert\, \begin{array}{c}
\pi\left(a_{j}\right)=\pi^{\prime}\left(a_{j}\right) \\
\text { f.a. } j \leq i
\end{array}\right.\right] \\
& \mathbb{P}\left[\begin{array}{c}
\pi^{\prime}\left(a_{i+1}\right) \text { is } \\
\text { selected in }(2 \mathrm{a})
\end{array} \left\lvert\, \begin{array}{c}
\pi\left(a_{j}\right)=\pi^{\prime}\left(a_{j}\right) \text { f.a. } j \leq i, \\
\pi^{\prime}\left(a_{i+1}\right) \in\left\{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right\}
\end{array}\right.\right] \\
& =\frac{\binom{n-i-1}{\operatorname{ar}(\sigma) c-n_{\pi^{\prime}, i}-1}}{\binom{n-i}{\operatorname{ar}(\sigma) c-n_{\pi^{\prime}, i}}} \cdot \frac{1}{\operatorname{ar}(\sigma) c-n_{\pi^{\prime}, i}} \\
= & \frac{1}{n-i}
\end{array} . \begin{array}{l}
\end{array},\right.
\end{aligned}
$$

In the case the image of $a_{i+1}$ is selected in (2b) we get

$$
\begin{aligned}
\mathbb{P}\left[\pi\left(a_{i+1}\right)=\pi^{\prime}\left(a_{i+1}\right) \mid \pi\left(a_{j}\right)=\right. & \left.\pi^{\prime}\left(a_{j}\right) \text { f.a. } j \leq i\right] \\
& =\mathbb{P}\left[\begin{array}{l}
a_{i+1} \text { is selected as preimage } \\
\text { of } \pi^{\prime}\left(a_{i+1}\right) \text { in (2b) }
\end{array} \pi\left(a_{j}\right)=\pi^{\prime}\left(a_{j}\right) \text { f.a. } j \leq i\right] \\
& =\frac{1}{n-i}
\end{aligned}
$$

In the case that the image of $a_{i+1}$ is selected after all queries are answered the probability $\mathbb{P}\left[\pi\left(a_{i+1}\right)=\pi^{\prime}\left(a_{i+1}\right) \mid \pi\left(a_{j}\right)=\pi^{\prime}\left(a_{j}\right)\right.$ f.a. $\left.j \leq i\right]=\frac{1}{n-i}$ is given. Combined with equation 5.1) this gives us $\mathbb{P}\left[\pi=\pi^{\prime}\right]=\frac{1}{n!}$.

Since $\mathcal{A}$ is isomorphic to $\pi(\mathcal{A})(\pi: A \rightarrow \pi(A)$ is an isomorphism) and properties are closed under isomorphism, $\mathcal{A} \in P$ if and only if $\pi(\mathcal{A}) \in P$. Assume that $\mathcal{A} \in P$ and therefore $\pi(\mathcal{A}) \in P$. Since $\pi$ is chosen independent of $T, T$ accepts $\pi(\mathcal{A})$ with probability $1-\delta$, since $T$ is an $\epsilon$-tester with error probability $\delta$. Hence $\tilde{T}$ accepts $\mathcal{A}$ with probability $1-\delta$, because $\tilde{T}$ accepts $\mathcal{A}$ whenever $T$ accepts $\pi(\mathcal{A})$.

Now assume that $\mathcal{A}$ is $\epsilon$-far from having property $P$. According to Lemma 5.1.5 $\pi(\mathcal{A})$ is $\epsilon$-far from having property $P$ and thus $T$ rejects $\pi(\mathcal{A})$ with probability $1-\delta$, since $\pi$ is chosen independent of $T$. This implies that $\tilde{T}$ rejects $\mathcal{A}$ with probability $1-\delta$ and therefore $\tilde{T}$ is an $\epsilon$-tester for $P$ with error probability $\delta$, that operates in the way we claimed.

Lemma 5.1.7. Let $d \in \mathbb{N}$ and $P \subseteq C_{d}$ be a property and $T$ an $\epsilon$-tester with error probability $\delta \in$ $\left[0, \frac{1}{2}\right)$, that first samples $\operatorname{ar}(\sigma) \cdot c$ elements, explores their $c$-balls and then decides probabilistically (like the tester we get in Lemma 5.1.6). Then there exists a $\epsilon$-tester for $P$ with error probability $\delta$ that operates in the following way:

- Uniformly sample $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$,
- explore the c-neighbourhoods of the $\operatorname{ar}(\sigma) \cdot c$ sampled elements (deterministically) and
- decide probabilistically only depending on the substructure $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$.

Proof. We will transform $T$ into a tester with the required properties in two steps. We first construct a tester $\hat{T}$, that is independent of the identities of the elements in the explored substructure but depends on an order of the elements in the explored substructure. In the second step, we will construct a tester $\tilde{T}$, that is independent of any order of the elements in the explored substructure in addition.

Construction of $\hat{T}$ : We can encode the exploration of the $c$-neighbourhood of the sampled elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$ into a query sequence, where we consider a query sequence to be a sequence of queries, each of them of the form $(a, j)=\left(R, b_{1}, \ldots, b_{\operatorname{ar}(R)}\right)$, where $R \in \sigma, a \in[n]$, $\left(b_{1}, \ldots, b_{\operatorname{ar}(R)}\right) \in[n]^{\operatorname{ar}(R)} \cup\{\perp\}$ and $1 \leq j \leq d$. We consider query sequences to be oblivious of the identities of the elements, which we can achieve by renaming the elements in the query sequence by some canonical order, i.e. rename the $i$-th element that appears in the query sequence with $i$. Let $Q$ be the set of query sequences we can encounter, when setting $T$ to explore any union of $\operatorname{ar}(\sigma) \cdot c c$-balls. Note that a query sequence is a union of $c$-balls with a total order on its elements.

For a query sequence $\alpha \in Q$ and $\bar{s}=\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$, let $p_{\bar{s}, \alpha}$ be the probability of $T$ accepting when sampling $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$ and producing the query sequence $\alpha$. Note that $\alpha$ is independent of the actual identities of the samples. For $\alpha \in Q$ we set

$$
p_{\alpha}:=\sum_{\bar{s} \in[n] \operatorname{ar}(\sigma) \cdot c} \frac{p_{\bar{s}, \alpha}}{n^{\operatorname{ar}(\sigma) \cdot c}}
$$

to be the expected probability of accepting $\mathcal{A}$, when obtaining the query sequence $\alpha$.

Now let $\hat{T}$ be the tester, that, given access to a $\sigma$-structure $\mathcal{A}$, samples $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, explores there $c$-neighbourhood with query sequence $\alpha$ and accepts $\mathcal{A}$ with probability $p_{\alpha}$.

Claim 1. For any $\sigma$-structure $\mathcal{A}$, the probability of $\hat{T}$ accepting $\mathcal{A}$ equals the probability of $T$ accepting a random isomorphic copy of $\mathcal{A}$.

Proof of Claim 1. We identify every isomorphic copy of a structure $\mathcal{A}$ with a permutation $\pi \in \mathcal{S}_{n}$. The permutation $\pi$ represents the isomorphic copy $\pi(\mathcal{A})$ as defined in the proof of Lemma 5.1.6. For a query sequence $\alpha \in Q$ that is acquired when exploring the neighbourhood of elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}, \pi(\alpha)$ shall denote the query sequence the tester $T$ acquires, when exploring the neighbourhood of $\pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)$ given access to $\pi(\mathcal{A})$.

Let us fix $\bar{s}=\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right) \subseteq[n]^{\operatorname{ar}(\sigma) \cdot c}$ of size $\operatorname{ar}(\sigma) \cdot c$ and the query sequence $\alpha \in Q$, which $T$ acquires exploring the substructure $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c)}\right)$. For any $\pi \in \mathcal{S}_{n}$ and any query $(a, j)=\left(R, b_{1}, \ldots, b_{\operatorname{ar}(R)}\right)$ to the structure $\mathcal{A}$, the answer to the $\pi$-image of the query $(\pi(a), j)$ to the structure $\pi(\mathcal{A})$ will be $\left(R, \pi\left(b_{1}\right), \ldots, \pi\left(b_{\operatorname{ar}(b)}\right)\right)$, which follows directly from the definition of $\pi(\mathcal{A})$. Since we rename the elements appearing in query sequences in a canonical way, this implies, that the query sequence obtained by $T$ exploring the neighbourhood of $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, given access to $\mathcal{A}$, equals the query sequence obtained by $T$ exploring the neighbourhood of $\pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)$, given access to $\pi(\mathcal{A})$. Hence

$$
\mathbb{P}\left[T \text { accepts } \pi(\mathcal{A}) \mid T \text { samples } \pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)\right]=p_{\left(\pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c)}\right), \alpha\right.}
$$

The probability of $T$ accepting a random isomorphic copy of $\mathcal{A}$ is the expected probability of $T$ accepting, when choosing a random $\pi$ and giving $T$ access to $\pi(\mathcal{A})$. Therefore we get the
following:

$$
\begin{aligned}
\mathbb{E}_{\pi}[\mathbb{P}[T \text { accepts } \pi(\mathcal{A}) \mid & \left.\left.T \text { samples } \pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)\right]\right] \\
& =\sum_{\pi \in \mathcal{S}_{n}} \frac{\mathbb{P}\left[T \operatorname{accepts} \pi(\mathcal{A}) \mid T \text { samples } \pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)\right]}{n!} \\
& =\sum_{\pi \in \mathcal{S}_{n}} \frac{p_{\left(\pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)\right), \alpha}}{n!} \\
& =\sum_{\bar{s}^{\prime} \in[n] \operatorname{arr}(\sigma) \cdot c} \frac{p_{s^{\prime}, \cdot,}}{n^{\operatorname{ar}(\sigma) \cdot c}} \\
& =c_{\alpha} \\
& =\mathbb{P}\left[\hat{T} \operatorname{accepts} \mathcal{A} \mid \hat{T} \text { samples } s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right] .
\end{aligned}
$$

Since the probability of sampling either $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$ or $\pi\left(s_{1}\right), \ldots, \pi\left(s_{\operatorname{ar}(\sigma) \cdot c}\right)$ for a fixed $\pi$ is equal to $\frac{1}{n^{\text {ar }(\sigma) \cdot c}}$, the claim follows.

Construction of $\tilde{T}$ : For any $\alpha \in Q$ let $C_{\alpha}$ be the set of all structures that are isomorphic to the structure underlying the query sequence $\alpha$, that is the structure without the order on the elements. For every union $\mathcal{B}$ of (up to) $\operatorname{ar}(\sigma) \cdot c$ different $c$-balls we set

$$
c_{\mathcal{B}}:=\sum_{\substack{\alpha \in Q, C_{\alpha} \ni \mathcal{B}}} \frac{p_{\alpha}}{\left|\left\{\alpha \in Q \mid \mathcal{B} \in C_{\alpha}\right\}\right|}
$$

to be the expected probability of accepting $\mathcal{A}$, when the explored structure is $\mathcal{B}$.

Now let $\tilde{T}$ be the tester which, given access to a $\sigma$-structure $\mathcal{A}$, samples $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, explores their $c$-neighbourhood and accepts $\mathcal{A}$ with probability $c_{\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)}$.

Claim 2. For any $\sigma$-structure $\mathcal{A}$, the probability of $\tilde{T}$ accepting $\mathcal{A}$ equals the probability of $\hat{T}$ accepting a random representation of a random isomorphic copy of $\mathcal{A}$.

Proof of Claim 2. We identify every representation of an isomorphic copy of a structure $\mathcal{A}$ with a tuple $\bar{\pi}=\left(\pi, \pi_{0}, \ldots, \pi_{n-1}\right)$ of $n+1$ permutations, where $\pi \in \mathcal{S}_{n}$ and $\pi_{i} \in \mathcal{S}_{\operatorname{deg}_{\mathcal{A}}(i)}$ for $0 \leq i \leq n-1$. Here the permutation $\pi$ gives us the actual isomorphic copy, namely $\pi(\mathcal{A})$ as defined in the proof of Lemma 5.1.6, and the permutations $\pi_{i}$ account for getting all the equivalent representations of $\pi(\mathcal{A})$ by reordering the tuples containing a certain element $\pi(i)$. We denote the copy of $\mathcal{A}$ identified with a tuple $\bar{\pi}$ by $\bar{\pi}(\mathcal{A})$. Note that when picking a tuple $\bar{\pi}$ uniformly every isomorphic copy $\pi(\mathcal{A})$ of $\mathcal{A}$ is equally likely to appear as the number of tuples $\bar{\pi}$ in which the first entry equals $\pi$ is the same for every permutation $\pi$. For a query sequence $\alpha \in Q$ that is acquired when exploring the neighbourhood of a elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}, \bar{\pi}(\alpha)$
shall denote the query sequence the tester $T$ acquires, when exploring the neighbourhood of $\pi\left(s_{1}\right), \ldots, \pi\left(s_{\mathrm{ar}(\sigma) \cdot c)}\right)$ given access to $\bar{\pi}(\mathcal{A})$.

Let us fix a query sequence $\alpha \in Q$ and the underlying structure $\mathcal{B}$, which is the union of $\operatorname{ar}(\sigma) \cdot c c$-balls. Therefore $\mathcal{B} \in C_{\alpha}$. Letting $\bar{\pi}$ range over all tuples $\left(\pi, \pi_{0}, \ldots, \pi_{n-1}\right) \in$ $\mathcal{S}_{n} \times\left(\mathcal{S}_{\operatorname{deg}_{\mathcal{A}}(i)}\right)_{i=0}^{n-1}$, we get the following:

$$
\begin{aligned}
\mathbb{E}_{\bar{\pi}}[\mathbb{P}[\hat{T} \text { accepts } \bar{\pi}(\mathcal{A}) \mid \hat{T} \text { obtains } \bar{\pi}(\alpha)]] & =\sum_{\bar{\pi}=\left(\pi, \pi_{1}, \ldots, \pi_{n}\right)} \frac{\mathbb{P}[\hat{T} \text { accepts } \bar{\pi}(\mathcal{A}) \mid \hat{T} \text { obtains } \bar{\pi}(\alpha)]}{n!\cdot \prod_{i=0}^{n-1} \operatorname{deg}_{\mathcal{A}}(\pi(i))!} \\
& =\sum_{\substack{\alpha^{\prime} \in Q \\
\mathcal{B} \in C_{\alpha^{\prime}}}} \frac{p_{\alpha^{\prime}}}{\left|\left\{\alpha^{\prime} \in Q \mid \mathcal{B} \in C_{\alpha^{\prime}}\right\}\right|} \\
& =c_{\mathcal{B}} \\
& =\mathbb{P}[\tilde{T} \text { accepts } \mathcal{A} \mid \tilde{T} \text { obtains } \alpha],
\end{aligned}
$$

where in the second equality we use, that $\mathcal{B} \in C_{\alpha}$ implies that $\mathcal{B} \in C_{\bar{\pi}(\alpha)}$, and, that the set of tuples $\bar{\pi}$ fixing a certain query sequence $\alpha^{\prime} \in Q$ is the same for every query sequence and therefore we have to weigh all $\alpha^{\prime}$ equally.

Taking into account that the probability of $\hat{T}$ or $\tilde{T}$ obtaining a certain query sequence is equal (it depends on sampling the right sample set), the claim follows.

To show that $\tilde{T}$ is a $\epsilon$-tester for $P$ with error probability $\delta$, let us first independently choose $\pi \in \mathcal{S}_{n}$ and a tuples $\bar{\pi}^{\prime}=\left(\pi^{\prime}, \pi_{0}^{\prime}, \ldots, \pi_{n-1}^{\prime}\right) \in \mathcal{S}_{n} \times\left(\mathcal{S}_{\operatorname{deg}_{\mathcal{A}}(i)}\right)_{i=0}^{n-1}$ uniformly at random. We observe that the structure $\bar{\pi}^{\prime}(\mathcal{A})$ is a random isomorphic copy of $\mathcal{A}$ and, due to the independence of $\pi$ and $\bar{\pi}^{\prime}$, the structure $\pi \circ \bar{\pi}^{\prime}(\mathcal{A})$ is a random isomorphic copy of $\bar{\pi}^{\prime}(\mathcal{A})$.
Let us now assume that $\mathcal{A} \in C_{d}$ has property $P$. Since properties are closed under isomorphism and isomorphisms are closed under composition, the structure $\pi \circ \bar{\pi}^{\prime}(\mathcal{A})$ has property $P$. Therefore $T$ accepts $\pi \circ \bar{\pi}^{\prime}(\mathcal{A})$ with probability at least $1-\delta$. According to claim 1 this implies that $\hat{T}$ accepts $\bar{\pi}^{\prime}(\mathcal{A})$ with probability at least $1-\delta$. Applying claim 2 we get that $\tilde{T}$ accepts $\mathcal{A}$ with probability at least $1-\delta$.
For any structure $\mathcal{A} \in C_{d}$ that is $\epsilon$-far from having property $P$, Lemma 5.1 .5 implies, that $\pi \circ \bar{\pi}^{\prime}(\mathcal{A}) \in \epsilon-\operatorname{far}_{C_{d}}(P)$. Therefore $T$ rejects $\pi \circ \bar{\pi}^{\prime}(\mathcal{A})$ with probability at least $1-\delta$. Using claim 1 and claim 2 we get that $\tilde{T}$ rejects $\mathcal{A}$ with probability at least $1-\delta$. Therefore $\tilde{T}$ is an $\epsilon$-tester with error probability $\delta$, who's decision depends only on the explored substructure.

Now we are able to carry out the final step of the transformation of any tester into a canonical tester. This step yields a tester, that queries $\mathcal{N}_{c}^{\mathcal{A}}(S)$ and then decides deterministically.

Lemma 5.1.8. Let $C_{d}$ be a class of $\sigma$-structures of bounded degree $d: \mathbb{N} \rightarrow \mathbb{R}_{\geq 0}$. Let $P \subseteq C_{d}$ be a property and $T$ a $\epsilon$-tester with error probability $\delta \in\left[0, \frac{1}{2}\right)$, that first samples $\operatorname{ar}(\sigma) \cdot c$ elements
$s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, explores their c-balls and then decides probabilistically depending only on the substructure $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$ (like the tester we get in Lemma 5.1.7). Then there exists a $\epsilon$-tester for $P$ with error probability $2 \delta$ that operates in the following way:

- Uniformly samples $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$,
- explore the c-neighbourhoods of the $\operatorname{ar}(\sigma) \cdot c$ sampled elements (deterministically) and
- makes a deterministic decision based on $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$.

Proof. For any union of $\operatorname{ar}(\sigma) \cdot c c$-balls $\mathcal{B}$ we define $c_{\mathcal{B}}$ to be the probability of $T$ accepting, when the explored substructure is isomorphic to $\mathcal{B}$, as defined in Lemma 5.1.7.
Let $\tilde{T}$ be the tester, that, given access to a structure $\mathcal{A}$, samples $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, explores the $c$-neighbourhood of $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$ and then accepts $\mathcal{A}$ if $c_{\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)} \geq \frac{1}{2}$.

To show that $\tilde{T}$ is a $\epsilon$-tester we use the following claim.
Claim 1. Let $p_{1}, \ldots, p_{k} \in[0,1]$ for some $k \in \mathbb{N}_{>0}$ and $\sum_{i=1}^{k} \frac{p_{i}}{k} \geq 1-\delta$. Then at least $\lceil(1-2 \delta) k\rceil$ of the $p_{i}$ are larger or equal than $\frac{1}{2}$.

Proof of Claim 1. Assume that the proposition is false, then at least $\lfloor 2 \delta k\rfloor+1$ of the $p_{i}$ are smaller than $\frac{1}{2}$. Therefore, by using $\lfloor 2 \delta k\rfloor+1 \geq\lceil 2 \delta k\rceil \geq 2 \delta k$ and bounding the remaining $p_{i}$ by 1 from above, we get:

$$
\sum_{i=1}^{k} \frac{p_{i}}{k}<\frac{2 \delta k \cdot \frac{1}{2}+(1-2 \delta) k}{k}=1-\delta
$$

which is a contradiction to the assumption.

To show that $\tilde{T}$ is an $\epsilon$-tester with error probability $2 \delta$ for $P$, let us first assume that $\mathcal{A} \in P$. Since $\tilde{T}$ accepts with probability $\left\lfloor p+\frac{1}{2}\right\rfloor=\left\{\begin{array}{l}1, \text { for } p \geq \frac{1}{2} \\ 0, \text { for } p<\frac{1}{2}\end{array}\right.$, if $T$ accepts with probability $p \in[0,1]$, the probability that $\tilde{T}$ accepts $\mathcal{A}$ can be bounded from below as follows:

$$
\begin{aligned}
& \mathbb{P}[\tilde{T} \text { accepts } \mathcal{A}] \\
& =\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \mathbb{P}\left[\tilde{T} \text { samples } s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right] \cdot \mathbb{P}\left[\tilde{T} \text { accepts } \mathcal{A} \mid \tilde{T} \text { samples } s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right] \\
& \left.\left.=\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \frac{1}{n^{\operatorname{ar}(\sigma) \cdot c}} \right\rvert\, c_{\mathcal{N}_{c}^{A}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right.}+\frac{1}{2}\right\rfloor \\
& \geq 1-2 \delta,
\end{aligned}
$$

where the last inequality uses claim 1 and that

$$
\mathbb{P}[T \text { accepts } \mathcal{A}]=\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \frac{1}{n^{\operatorname{ar}(\sigma) \cdot c}} c_{\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)} \geq 1-\delta
$$

since $T$ is a tester and $\mathcal{A} \in P$.
Now assume that the structure $\mathcal{A}$ is $\epsilon$-far from having property $P$. Since $\tilde{T}$ rejects with probability $\left\lceil\frac{1}{2}-p\right\rceil=\left\{\begin{array}{l}1, \text { for } p<\frac{1}{2} \\ 0, \text { for } p \geq \frac{1}{2}\end{array}\right.$, if $T$ accepts with probability $p \in[0,1]$, the probability that $\tilde{T}$ rejects $\mathcal{A}$ can be bound from below as follows:

$$
\begin{aligned}
& \mathbb{P}[\tilde{T} \text { rejects } \mathcal{A}] \\
& =\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \mathbb{P}\left[\tilde{T} \text { samples } s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right] \cdot \mathbb{P}\left[\tilde{T} \text { rejects } \mathcal{A} \mid \tilde{T} \text { samples } s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right] \\
& =\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \frac{1}{n^{\operatorname{ar}(\sigma) \cdot c}}\left[\frac{1}{2}-c_{\mathcal{N}_{c}^{A}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)}\right] \\
& \geq 1-2 \delta,
\end{aligned}
$$

where the last inequality uses, that

$$
\mathbb{P}[T \text { rejects } \mathcal{A}]=\sum_{s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c} \in A} \frac{1}{n^{\operatorname{ar}(\sigma) \cdot c}}\left(1-c_{\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)}\right) \geq 1-\delta,
$$

and therefore, according to claim 1 , at least $\left\lceil(1-2 \delta)\binom{n}{\operatorname{ar}(\sigma) \cdot c}\right\rceil$ of the $c_{\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c)}\right)}$ are larger than or equal to $\frac{1}{2}$.
Hence $\tilde{T}$ is an $\epsilon$-tester with error probability $2 \delta$ for $P$.

We are now able to conclude the existence of a canonical tester as in Lemma 5.1.3.

Proof of Lemma 5.1.3. Let $T$ be any non-uniform $\epsilon$-tester with error probability $\delta$ and query complexity $c=c(\epsilon, \delta)$ for the property $P$ on $C_{d}$.
We first use Lemma 5.1.6. Lemma 5.1.7 and Lemma 5.1.8 to transform $T$ into a $\epsilon$-tester $\tilde{T}$ with error probability $2 \delta$ for $P$ on $C_{d}$, that, given access to a structure $\mathcal{A}$, uniformly samples $\operatorname{ar}(\sigma) \cdot c$ elements $s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}$, explore the $c$-neighbourhoods of the $\operatorname{ar}(\sigma) \cdot c$ sampled elements and makes a deterministic decision based on $\mathcal{N}_{c}^{\mathcal{A}}\left(s_{1}, \ldots, s_{\operatorname{ar}(\sigma) \cdot c}\right)$.
We now define $F_{n}$ to be the set of all structures $\mathcal{B}$, such that $\mathcal{B}$ is the unions of $\operatorname{ar}(\sigma) \cdot c c$-balls and $\hat{T}$ rejects when the explored substructure is $\mathcal{B}$. Therefore $\tilde{T}$ is a tester, that has all the requirements we requested.

### 5.2 Small structures approximating neighbourhood distributions

The aim of this Section is to introduce a result proved by Alon [102, Proposition 19.10] for simple bounded degree graphs which states that for any given precision $\lambda$ there is a constant size $n_{0}$ such that the neighbourhood distribution of any bounded degree graph $G$ can be approximately realised with precision $\lambda$ by a "small" bounded degree graph $H$ with no more than $n_{0}$ vertices. This result gives us insights into the structure of bounded degree properties. And as such it was extensively used in [56] to prove that every testable property of bounded degree graphs has a hyperfinite subproperty. This on the other hand implies that if a property of bounded degree graphs is a class of expanders it can not be testable. To this end we will utilise the result by Alon [102, Proposition 19.10] later when proving non-testability for certain properties. While the existence of such small graphs approximating the neighbourhood distribution of large graphs is unquestionably very useful for property testing, the question of (algorithmically) determining such a small graph $H$ for a given precision $\lambda$ and graph $G$ is also of interest. An answer was determined in the special case of high girth bounded degree graphs 55.

The result proved by Alon [102, Proposition 19.10] for simple graphs holds for relational structures also and can be proven with a very similar argument as for simple graphs given in 102, Proposition 19.10]. For completeness sake we will give a proof for relational structures in the following.

Let $\sigma$ be a signature, $d \in \mathbb{N}$ and $C_{d}$ be the class of $\sigma$-structures of bounded degree $d$. We let $T_{r}$ be the set of all $r$-types of bounded degree $d$ and $\rho_{\mathcal{A}, r}$ the $r$-neighbourhood distribution defined in Definition 2.3.7.

Definition 5.2.1 (Sampling distance). For two $\sigma$-structures $\mathcal{A}, \mathcal{B} \in C_{d}$ we define the sampling distance of depth $r$ as

$$
\delta_{\odot}^{r}(\mathcal{A}, \mathcal{B}):=\max _{X \subseteq T_{r}}\left|\rho_{\mathcal{A}, r}(X)-\rho_{\mathcal{B}, r}(X)\right|
$$

Then the sampling distance of $\mathcal{A}$ and $\mathcal{B}$ is defined as

$$
\delta_{\odot}(\mathcal{A}, \mathcal{B}):=\sum_{r=0}^{\infty} \frac{1}{2^{r}} \cdot \delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})
$$

Note that $\delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})$ is just the total variance distance between the distributions $\rho_{\mathcal{A}, r}, \rho_{\mathcal{B}, r}$, and it holds that $\delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})=\frac{1}{2}\left\|\operatorname{freq}_{r}(\mathcal{A})-\operatorname{freq}_{r}(\mathcal{B})\right\|_{1}$, where $\left\|\operatorname{freq}_{r}(\mathcal{A})-\operatorname{freq}_{r}(\mathcal{B})\right\|_{1}$ is the expression used in Definition 5.1.1.

We can now state a relational structure version of 102, Proposition 19.10].
Theorem 5.2.2. For every $\lambda>0$ there is a positive integer $n_{0}$ such that for every $\sigma$-structure $\mathcal{A} \in C_{d}$ there is a $\sigma$-structure $\mathcal{H} \in C_{d}$ such that $|H| \leq n_{0}$ and $\delta_{\odot}(\mathcal{A}, \mathcal{H}) \leq \lambda$.

Proof. Let $r:=\left\lceil\log \left(\frac{2}{\lambda}\right)\right\rceil$ and $t$ be the number of $r$-types of bounded degree $d$, i. e. $t:=\left|T_{r}\right|$. Let dist : $\mathbb{R}^{t} \times \mathbb{R}^{t} \rightarrow[0, \infty)$ be the metric defined by

$$
\operatorname{dist}(\bar{x}, \bar{y})=\max _{I \subseteq[t]}\left|\sum_{i \in I} \bar{x}_{i}-\sum_{i \in I} \bar{y}_{i}\right| .
$$

Since $[0,1]^{t}$ is a bounded and closed subset of $\mathbb{R}^{t}$ we get by the Heine-Borel Theorem that $[0,1]^{t}$ is compact. Hence there is a finite subset $\mathcal{U}$ of the set of all open $\frac{\lambda}{8}$-balls $\left\{U_{\lambda / 8}(\bar{x}) \mid \bar{x} \in \mathbb{R}^{t}\right\}$ such that $[0,1]^{t} \subseteq \bigcup_{U \in \mathcal{U}} U$, where the open $\frac{\lambda}{8}$ - ball around $\bar{x} \in \mathbb{R}^{t}$ is defined as $U_{\lambda / 8}(\bar{x}):=\{\bar{y} \in$ $\left.\mathbb{R}^{t} \left\lvert\, \operatorname{dist}(\bar{x}, \bar{y})<\frac{\lambda}{8}\right.\right\}$.

Let $P_{r} \subseteq[0,1]^{t}$ be the set of all frequency vectors freq $_{r}(\mathcal{A})$ where $\mathcal{A}$ ranges through all finite $\sigma$-structures of bounded degree $d$. Note that we defined dist in such a way that $\delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})=$ $\operatorname{dist}\left(\right.$ freq $\left._{r}(\mathcal{A}), \operatorname{freq}_{r}(\mathcal{B})\right)$ for any $\mathcal{A}, \mathcal{B} \in C_{d}$. Hence $\operatorname{freq}_{r}(\mathcal{A})$ and $\operatorname{freq}_{r}(\mathcal{B})$ cannot be contained in the same open $\frac{\lambda}{8}$-ball $U \in \mathcal{U}$ for every two $\sigma$-structures $\mathcal{A}, \mathcal{B} \in C_{d}$ with $\delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})>\frac{\lambda}{4}$. Hence any maximal family of $\sigma$-structures $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots$ of bounded degree $d$ with $\delta_{\odot}^{r}\left(\mathcal{A}_{i}, \mathcal{A}_{j}\right)>\frac{\lambda}{4}$ for $i \neq j$ has to be finite. Let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{m}$ be such a maximal family. We need the following claim.

Claim 1. For any two $\sigma$-structures $\mathcal{A}, \mathcal{B} \in C_{d}$ and any $r \in \mathbb{N}_{\geq 1}$ the following equation holds.

$$
\begin{equation*}
\delta_{\odot}(\mathcal{A}, \mathcal{B}) \leq 2 \cdot \delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})+\frac{1}{2^{r}} \tag{5.2}
\end{equation*}
$$

Proof of $\operatorname{Claim} 1$. Note that $\delta_{\odot}^{i}(\mathcal{A}, \mathcal{B}) \leq \delta_{\odot}^{i+1}(\mathcal{A}, \mathcal{B})$ for any $i \in \mathbb{N}$. This is the case as $\rho_{\tilde{\mathcal{A}}, r}(X)=$ $\rho_{\tilde{\mathcal{A}}, r+1}\left(X^{\mathrm{ext}}\right)$ for any $\tilde{\mathcal{A}} \in C_{d}$, any $X \subseteq T_{r}$ and $X^{\mathrm{ext}}:=\left\{\tau \in T_{r+1}|\tau|_{r} \in X\right\}$ the set of extensions of types in $\tau$, where $\left.\tau\right|_{r}$ is the restriction of type $\tau$ to radius $r$, i. e. $\left.\tau\right|_{r}$ is the $r$-type such that $\left.\left(\mathcal{N}_{r}^{\mathcal{B}}(b), b\right) \in \tau\right|_{r}$ for $(\mathcal{B}, b) \in \tau$.

Furthermore note that

$$
\sum_{i=0}^{r} \frac{1}{2^{i}}=2\left(1-\frac{1}{2}\right) \sum_{i=0}^{r} \frac{1}{2^{i}}=2 \sum_{i=0}^{r}\left(\frac{1}{2^{i}}-\frac{1}{2^{i+1}}\right)=2-\frac{1}{2^{r}}
$$

and hence we get, making use of that $\sum_{i=0}^{\infty} \frac{1}{2^{i}}$ is a geometric series

$$
\begin{aligned}
\delta_{\odot}(\mathcal{A}, \mathcal{B}) & =\sum_{i=0}^{r} \frac{1}{2^{i}} \delta_{\odot}^{i}(\mathcal{A}, \mathcal{B})+\sum_{i=r+1}^{\infty} \frac{1}{2^{i}} \delta_{\odot}^{i}(\mathcal{A}, \mathcal{B}) \\
& \leq \delta_{\odot}^{r}(\mathcal{A}, \mathcal{B}) \sum_{i=0}^{r} \frac{1}{2^{i}}-\sum_{i=0}^{r} \frac{1}{2^{i}}+\sum_{i=0}^{\infty} \frac{1}{2^{i}} \\
& \leq 2 \cdot \delta_{\odot}^{r}(\mathcal{A}, \mathcal{B})-\left(2-\frac{1}{2^{r}}\right)+2,
\end{aligned}
$$

where we use that $\delta_{\odot}^{i}(\mathcal{A}, \mathcal{B}) \leq 1$ in the first inequality.

By construction of the family $\mathcal{A}_{1}, \cdots \mathcal{A}_{m}$ we have that for any $\sigma$-structure $\mathcal{A}$ of bounded
degree $d$ there is $i \in[m]$ such that $\delta_{\odot}^{r}\left(\mathcal{A}, \mathcal{A}_{i}\right) \leq \frac{\lambda}{4}$. Then by Claim 1 and choice of $r$

$$
\delta_{\odot}\left(\mathcal{A}, \mathcal{A}_{i}\right) \leq 2 \cdot \delta_{\odot}^{r}\left(\mathcal{A}, \mathcal{A}_{i}\right)+\frac{1}{2^{r}} \leq \frac{\lambda}{2}+\frac{1}{2^{r}} \leq \lambda
$$

Hence by setting $n:=\max _{1 \leq i \leq m}\left|A_{i}\right|$ we have proven the theorem.

### 5.3 Summary

In this section we verified that two results which we require for relational structures can be generalised from simple graphs to relational structures. More specifically, we proved a relational structure version of the canonical tester from 34 and a relational structure version of 102 , Theorem 19.10]. Both generalisations are straight forward using the same argumentation as in the original proofs.

## Chapter 6

## Classifying testability of first-order properties by prefix classes

In this chapter we consider testability of FO definable properties in the bounded degree model according to prefix classes, inspired by a similar study by Alon et al. 6] for the dense graph model. It is easy to observe that properties defined by sentences without quantifier alterations (sentences that are in $\Sigma_{1} \cup \Pi_{1}$ ) are testable. Every sentence $\varphi$ in $\Sigma_{1}$ is equivalent to a sentence of the form $\exists x_{1} \ldots \exists x_{k} \psi\left(x_{1}, \ldots, x_{k}\right)$ where $\psi\left(x_{1}, \ldots, x_{k}\right)$ is a quantifier-free formula. Editing the substructure required by $\psi$ into a structure takes a constant amount of edge modifications implying that every large enough structure is $\epsilon$-close to satisfying $\varphi$. This implies that we can test satisfiability of such a formula by checking precisely for every small structure and by accepting any large enough structure. Conversely, every sentence $\varphi$ in $\Pi_{1}$ is equivalent to a sentence of the form $\neg \exists x_{1} \ldots \exists x_{k} \psi\left(x_{1}, \ldots, x_{k}\right)$ where $\psi\left(x_{1}, \ldots, x_{k}\right)$ is a quantifier-free formula. Therefore testing $\varphi$ amounts to testing absence of a finite set of forbidden induced substructure, which can be done similarly to testing subgraph freeness [73]. For sentences with at least one quantifier alternation testability is less clear. In this chapter we prove the following theorem classifying which prefix classes of FO yield testable properties in the bounded degree model.

Theorem 6.0.1. Every FO-sentence $\varphi \in \Sigma_{2}$ defines a testable property in the bounded degree model. On the other hand, there is a property in $\Pi_{2}$ which is not testable in the bounded degree model.

To simplify the argument we obtain the non-testable property in the relational structure model and argue in Section 6.3 how to obtain the result in the bounded degree model for graphs. Testability for sentences in $\Sigma_{2}$ is obtained for both models.

It is worth taking note that the dividing line in Theorem 6.0.1 is the same as for FO properties in the dense graph model [6]. This is surprising taking into account the very different nature of the two models. Specifically, the dense model characterisation uses a variation of the regularity lemma which cannot be applied in the bounded degree model. In order to prove Theorem 6.0.1 we develop new proof techniques combining graph theory, logic and property testing. Furthermore, Theorem6.0.1 answers the open question whether FO definable properties are testable in the bounded degree model raised by Adler and Harwath in 2 .

Proof outline To prove that there is a property defined by a sentence in $\Pi_{2}$ which is not testable in the bounded degree model we define an FO-sentence $\varphi_{(2)}$ which encodes an elaborate construction of a class of relational structures. The construction uses the zig-zag product which was introduced by Reingold, Vadhan and Wigderson in 115. We give a detailed overview of the construction at the beginning of Section 6.1.2 The sentence $\varphi_{(2)}$ defines a class of edge expanders which we will show in Section 6.1.3. To prove expansion we first show what the structural appearance of the models of $\varphi_{(Z)}$ is (Lemma 6.1.15), for which the core part is proving connectivity (Lemma 6.1.14). We further use the structural appearance of the models of $\varphi_{(Z)}$ to prove expansion using the preservation of edge expansion by the zig-zag product (Proposition 6.1.12). We prove that the property $P_{(2)}$ defined by $\varphi_{(2)}$ is not testable in Section 6.2 (Theorem 6.2.1). We use Theorem 5.2 .2 to show the existence of arbitrarily large structures whose frequency vectors approximately look like the frequency vector of a model of $\varphi_{(Z)}$ but which are far from $P_{(2)}$. These structures being far from $P_{(2)}$ is ensured by the edge expansion of the models of $\varphi_{(2)}$. Non-testability of $P_{(7)}$ follows using Theorem 5.1.2. We further show in Section 6.2 that every sentence which only has $d$-regular models is $d$-equivalent to a sentence in $\Pi_{2}$ (Lemma 6.2.3). Note that this can be applied to our property as $d$-regularity of models of $\varphi_{(2)}$ is ensured in the construction. Combining Theorem 6.2.1 and Lemma 6.2.3 we obtain that there is a sentence in $\Pi_{2}$ which defines a non-testable property (Theorem 6.2.4. Finally, in Section 6.3 we show that we can obtain a sentence in $\Pi_{2}$ which defines a property of simple undirected graphs and is not testable in the bounded degree model for graphs (Theorem 6.3.1). This is shown by carefully replacing tuples by $d$-regular graph gadgets and arguing that edge expansion is maintained (Proposition 6.3.4).

In Section 6.4 we prove that every sentence in $\Sigma_{2}$ defines a testable property (Theorem6.4.1). This applies to both the bounded degree model of relational structures and the bounded degree model for graphs. We obtain Theorem 6.4.1 by proving that every property defined by a sentence in $\Sigma_{2}$ is a union of properties each of which is indistinguishable from a property in $\Pi_{1}$. The notion of indistinguishability of properties was introduced in 6] for the dense model and entails that testability of two indistinguishable properties is equivalent. Since properties defined by sentences in $\Pi_{1}$ are testable and property testing is closed under unions (Corollary 3.5.2) this shows testability of every property defined by a sentence in $\Sigma_{2}$. The main challenge here is to deal with the interactions between existentially quantified variables and universally
quantified variables. Intuitively, the degree bound limits the structure that can be imposed by the universally quantified variables. Using this, we are able to deal with the existential variables together with these interactions. We prove that editing in a required constant size substructure for every structure of a property results in a property which is indistinguishable.

Combining Theorem 6.3.1 and Theorem 6.4.1 proves Theorem 6.0.1

### 6.1 A class of expanders definable in FO

In this section we construct a formula which defines an infinite property consisting of expanders. The construction is based on the zig-zag product of graphs introduced in 115, which maintains expansion as was shown in 115. Since a detailed understanding of the zig-zag product is key for the construction of our formula, we will introduce the zig-zag product and its properties in detail in the following.

### 6.1.1 Expansion and the zig-zag product

In this section we recall a construction of a class of expanders introduced in 87. This class is defined by recursively applying some graph operations (taking the zig-zag product, squaring) which are defined via so called rotation maps. Rotation maps represent graphs similar to adjacency lists. They depend on an ordering on the neighbours of each vertex. Furthermore, fixing an ordering of neighbours for every vertex corresponds to a rotation map and hence in particular for every graph there exists a rotation map. Note that in this subsection all graphs are multigraphs (graphs with parallel edges and self-loops) as in the original work [115].

Definition 6.1.1. Let $D \in \mathbb{N}$ and $G=(V, E, f)$ be a $D$-regular graph on $N$ vertices and $I$ be a set of size $D$. Then a rotation map of $G$ is a function $\operatorname{ROT}_{G}: V \times I \rightarrow V \times I$ such that for every two not necessary different vertices $u, v \in V$

$$
\left|\left\{(i, j) \in I \times I \mid \operatorname{ROT}_{G}(u, i)=(v, j)\right\}\right|=2 \cdot|\{e \in E \mid f(e)=\{u, v\}\}|
$$

and $\operatorname{ROT}_{G}$ is self inverse, i.e. $\operatorname{ROT}_{G}\left(\operatorname{ROT}_{G}(v, i)\right)=(v, i)$ for all $v \in V, i \in I$.
There is a tight connection between certain properties of a graph and the eigenvalues of its adjacency matrix, which we will recall in the following. For a $D$-regular graph $G=(V, E, f)$ we let the normalised adjacency matrix $M$ of $G$ be defined by

$$
M_{u, v}:=\frac{1}{D} \cdot|\{e \mid f(e)=\{u, v\}\}| .
$$

Definition 6.1.2 (Spectrum of a graph). Let $D \in \mathbb{N}, G=(V, E, f)$ be a $D$-regular graph and $M$ the normalised adjacency matrix of $G$. The eigenvalues of $M$ are called the spectrum of $G$. We denote the eigenvalues of $M$ by $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N}$. We define

$$
\lambda(G):=\max \left\{\left|\lambda_{2}\right|,\left|\lambda_{N}\right|\right\}
$$

We say that a graph is an $(N, D, \lambda)$-graph, if $G$ has $N$ vertices, is $D$-regular and $\lambda(G) \leq \lambda$.
Since $M$ is real, symmetric, contains no negative entries and all columns sum up to 1 , all its eigenvalues are in the real interval $[-1,1]$. Furthermore 1 is always an eigenvalue of $M$ corresponding to the eigenvector $\mathbf{1}_{N}:=(1, \ldots, 1)^{t}$ as $G$ is $D$-regular and $M$ is normalised.

The spectrum encodes the following properties of a graph.
Lemma 6.1.3 ( 87$])$. The graph $G$ is connected if and only if $\lambda_{2}<1$. Furthermore, if $G$ is connected, then $G$ is bipartite if and only if $\lambda_{N}=-1$.

There is also the following connection between $h(G)$ and $\lambda(G)$, where $h(G)$ is the expansion ratio defined in Definition 2.2.1

Theorem 6.1.4 ( 10,43$)$. Let $G$ be a $D$-regular graph on $N$ vertices. Then

$$
h(G) \geq \frac{D-D \cdot \lambda(G)}{2}
$$

This implies that for a sequence $\left\{G_{N}\right\}_{N \in \mathbb{N}}$ of graphs of increasing number of vertices, if there is a constant $\epsilon<1$ such that $\lambda\left(G_{N}\right) \leq \epsilon$ for all $N \in \mathbb{N}$, then the sequence $\left\{G_{N}\right\}_{N \in \mathbb{N}}$ is a family of $\frac{D(1-\varepsilon)}{2}$-expanders.

We now define the basic graph operations used to recursively define a class of expanders and their properties.

Definition 6.1.5. Let $G=(V, E, f)$ be a $D$-regular graph on $N$ vertices with rotation map $\operatorname{ROT}_{G}: V \times I \rightarrow V \times I$ where $I$ is a set of size $D$. Then the square of $G$, denoted by $G^{2}$, is a $D^{2}$-regular graph on $V$ with rotation map $\operatorname{ROT}_{G^{2}}\left(u,\left(k_{1}, k_{2}\right)\right):=\left(w,\left(\ell_{2}, \ell_{1}\right)\right)$, where

$$
\begin{aligned}
\operatorname{ROT}_{G}\left(u, k_{1}\right) & =\left(v, \ell_{1}\right) \text { and } \\
\operatorname{ROT}_{G}\left(v, k_{2}\right) & =\left(w, \ell_{2}\right),
\end{aligned}
$$

and $u, v, w \in V, k_{1}, k_{2}, \ell_{1}, \ell_{2} \in I$.
Note that the edges of $G^{2}$ correspond to walks of length 2 in $G$ and the adjacency matrix of $G^{2}$ is the square of the adjacency matrix of $G$. Note here that if $G$ is bipartite then $G^{2}$ is not connected, which can be easily explained by using Lemma 6.1.3.


Figure 6.1: Zig-zag product of a 3-regular grid with a triangle.

Lemma 6.1.6 (115). If $G$ is an $(N, D, \lambda)$-graph then $G^{2}$ is an $\left(N, D^{2}, \lambda^{2}\right)$-graph.
Definition 6.1.7. Let $G_{1}=\left(V_{1}, E_{1}, f_{1}\right)$ be a $D_{1}$-regular graph on $N_{1}$ vertices, $I_{1}$ a set of size $D_{1}$ and $\operatorname{ROT}_{G_{1}}: V_{1} \times I_{1} \rightarrow V_{1} \times I_{1}$ a rotation map of $G_{1}$. Let $G_{2}=\left(I_{1}, E_{2}, f_{2}\right)$ be a $D_{2}$-regular graph, let $I_{2}$ be a set of size $D_{2}$ and $\operatorname{ROT}_{G_{2}}: I_{1} \times I_{2} \rightarrow I_{1} \times I_{2}$ be a rotation map of $G_{2}$. Then the zig-zag product of $G_{1}$ and $G_{2}$, denoted by $G_{1}$ (2) $G_{2}$, is the $D_{2}^{2}$-regular graph on vertex set $V_{1} \times I_{1}$ with rotation map given by $\operatorname{ROT}_{G_{1}(Z) G_{2}}((v, k),(i, j)):=\left((w, \ell),\left(j^{\prime}, i^{\prime}\right)\right)$, where

$$
\begin{aligned}
& \operatorname{ROT}_{G_{2}}(k, i)=\left(k^{\prime}, i^{\prime}\right), \\
& \operatorname{ROT}_{G_{1}}\left(v, k^{\prime}\right)=\left(w, \ell^{\prime}\right), \text { and } \\
& \operatorname{ROT}_{G_{2}}\left(\ell^{\prime}, j\right)=\left(\ell, j^{\prime}\right),
\end{aligned}
$$

and $v, w \in V_{1}, k, k^{\prime}, \ell, \ell^{\prime} \in I_{1}, i, i^{\prime}, j, j^{\prime} \in I_{2}$.
The zig-zag product $G_{1}(2) G_{2}$ can be seen as the result of the following construction. First pick some numbering of the vertices of $G_{2}$. Then replace every vertex in $G_{1}$ by a copy of $G_{2}$ where we colour edges from $G_{1}$, say, red, and edges from $G_{2}$ blue. We do this in such a way that the $i$-th edge in $G_{1}$ of a vertex $v$ will be incident to vertex $i$ of the copy of $G_{2}$ corresponding to $v$. Then for every red edge $(v, w)$ and for every tuple $(i, j) \in I_{2} \times I_{2}$ we add an edge to the zig-zag product $G_{1}(2) G_{2}$ connecting $v^{\prime}$ and $w^{\prime}$ where $v^{\prime}$ is the vertex reached from $v$ by taking its $i$-th blue edge and $w^{\prime}$ can be reached from $w$ by taking its $j$-th blue edge. Figure 6.1 shows an example, wherein the graph on the right hand side we show the 4 edges that are added to the zig-zag product for the highlighted edge of the graph on the left hand side.

Theorem 6.1.8 (115). If $G_{1}$ is an $\left(N_{1}, D_{1}, \lambda_{1}\right)$-graph and $G_{2}$ is a $\left(D_{1}, D_{2}, \lambda_{2}\right)$-graph then $G_{1}$ (2) $G_{2}$ is an $\left(N_{1} \cdot D_{1}, D_{2}^{2}, g\left(\lambda_{1}, \lambda_{2}\right)\right)$-graph, where

$$
g\left(\lambda_{1}, \lambda_{2}\right)=\frac{1}{2}\left(1-\lambda_{2}^{2}\right) \lambda_{1}+\frac{1}{2} \sqrt{\left(1-\lambda_{2}^{2}\right)^{2} \lambda_{1}+4 \lambda_{2}^{2}}
$$

This function has the following properties.

1. If both $\lambda_{1}<1$ and $\lambda_{2}<1$ then $g\left(\lambda_{1}, \lambda_{2}\right)<1$.
2. $g\left(\lambda_{1}, \lambda_{2}\right)<\lambda_{1}+\lambda_{2}$.

We can now recursively define a class of expanders. We use the expander construction from 87.

Definition 6.1.9 ( 87 ). Let $D$ be a sufficiently large prime power (e.g. $D=2^{16}$ ). Let $H$ be a ( $D^{4}, D, 1 / 4$ ) expander (an explicit constructions for $H$ exist, see 115].) We define $\left\{G_{\ell}\right\}_{\ell \in \mathbb{N}_{>0}}$ by

$$
\begin{aligned}
& G_{1}:=H^{2} \text { and } \\
& G_{\ell}:=G_{\ell-1}^{2} \text { (2) } H \text { for } \ell>1 .
\end{aligned}
$$

Proposition 6.1.10 (87). For every $\ell \in \mathbb{N}_{>0}$, the graph $G_{\ell}$ is a $\left(D^{4 \ell}, D^{2}, 1 / 2\right)$-graph.
We further require the following lemma.
Lemma 6.1.11. Let $G$ be a $D$-regular graph and $S$ be the set of vertices of a connected component of $G^{2}$. Then $\lambda\left(G^{2}[S]\right)<1$.

Proof of Lemma 6.1.11. Let $1=\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N}$ be the eigenvalues of $G^{2}[S]$. By definition we have that $G^{2}[S]$ is connected and therefore Lemma 6.1.3 implies that $\lambda_{1}>\lambda_{2}$. Now assume that -1 is an eigenvalue of $G^{2}[S]$ with eigenvector $\bar{v}$. Then the vector $\bar{v}^{\prime}$ defined by $\bar{v}_{s}^{\prime}=\bar{v}_{s}$ for all $s \in S$ and $\bar{v}_{s}^{\prime}=0$ otherwise is the eigenvector for eigenvalue -1 of the graph $G^{2}$. But $G^{2}$ can not have a negative eigenvalue as every eigenvalue of $G^{2}$ is a square of a real number. Therefore $\lambda_{1} \neq \lambda_{N}$ and $\lambda\left(G^{2}[S]\right)<1$ as claimed.

### 6.1.2 Defining the formula $\varphi_{(Z)}$

In this section we construct a formula $\varphi_{(2)}$, that defines a class of relational structures with binary relations only (edge-coloured graphs) whose underlying undirected graphs are expander graphs, arising from the zig-zag product 115. The motivation behind this is that a property tester is not able to decide whether a graph is connected or contains a few large connected components. But a property tester deciding whether a graph is a model of this formula has to be able to distinguish them, as being an expander ensures that we have to delete more than an $\epsilon$-fraction of the edges to disconnect the graph into large connected components for some constant $\epsilon>0$.

We start with a high-level description of the formula. Let $\left\{G_{m}\right\}_{m \in \mathbb{N}>0}$ be as in Definition 6.1.9. Loosely speaking, each model of our formula is a structure which consists of the disjoint union of $G_{1}, \ldots, G_{n}$ for some $n \in \mathbb{N}_{>0}$ with some underlying tree structure connecting


Figure 6.2: Schematic representation of a model of $\varphi_{(\mathbb{Z}}$, where the parts in red (grey) only contain relations from $E$ and relations in $F$ are blue (black). Relation $R$ and $L$ are omitted.
$G_{m-1}$ to $G_{m}$ for all $m \in\{2, \ldots, n\}$. For illustration see Figure 6.2. The tree structure enables us to provide an FO-checkable certificate for the expander construction from Definition 6.1.9. The tree structure is a $D^{4}$-ary tree, that is used to connect a vertex $v$ of $G_{m-1}$ to every vertex of the copy of $H$ which will replace $v$ in $G_{m}$. We use $D^{4}$ relations $\left\{F_{k}\right\}_{k \in\left([D]^{2}\right)^{2}}$ to enforce an ordering on the $D^{4}$ children of each vertex. We use additional relations to encode rotation maps as follows. For $i, j \in[D]^{2}$ let $E_{i, j}$ be a binary relation. For every pair $i, j \in[D]^{2}$ we represent an edge $e$ with $f(e)=\{v, w\}$ for two not necessarily distinct vertices $v, w$ in $G_{m}$ by the two tuples $(v, w) \in E_{i, j}^{\mathcal{A}}$ and $(w, v) \in E_{j, i}^{\mathcal{A}}$. This allows us to encode the relationship $\operatorname{ROT}_{G_{m}}(v, i)=(w, j)$ in FO using the formula ' $E_{i, j}(v, w)$ '.

We use auxiliary relations $R$ and $L_{k}$ for $k \in\left([D]^{2}\right)^{2}$, to force the models to be degree-regular. The relation $R$ contains the tuple $(r, r)$ for the root $r$ of the tree, and $L_{k}$ will contain the tuple $(v, v)$ for every leaf $v$ of the tree.

We now give the precise definition of the formula. Remember that $[n]:=\{0,1, \ldots, n-1\}$ for $n \in \mathbb{N}$. Let

$$
\begin{equation*}
\sigma:=\left\{\left\{E_{i, j}\right\}_{i, j \in[D]^{2}},\left\{F_{k}\right\}_{k \in\left([D]^{2}\right)^{2}}, R,\left\{L_{k}\right\}_{k \in\left([D]^{2}\right)^{2}}\right\} \tag{6.1}
\end{equation*}
$$

where $E_{i, j}, F_{k}, R$ and $L_{k}$ are binary relation symbols for $i, j \in[D]^{2}$ and $k \in\left([D]^{2}\right)^{2}$. For convenience we introduce auxiliary relations $E$ and $F$ with the property that for every $\sigma$-structure we have $E^{\mathcal{A}}:=\bigcup_{i, j \in[D]^{2}} E_{i, j}^{\mathcal{A}}$ and $F^{\mathcal{A}}:=\bigcup_{k \in\left([D]^{2}\right)^{2}} F_{k}^{\mathcal{A}}$. In any formula we can reverse using these auxiliary relations by replacing formulas of the form " $E(x, y)$ " by " $\bigvee_{i, j \in[D]^{2}} E_{i, j}(x, y)$ " and formulas of the form " $F(x, y)$ " by " $\bigvee_{k \in\left([D]^{2}\right)^{2}} F_{k}(x, y)$ " below. We use the following formula to identify the root

$$
\begin{equation*}
\varphi_{\mathrm{root}}(x):=\forall y \neg F(y, x) . \tag{6.2}
\end{equation*}
$$

We now define a formula $\varphi_{\text {tree }}$, which expresses that any model restricted to the relation $F$ locally looks like a $D^{4}$-ary tree. More precisely, the formula defines that the structure has exactly one root, that every vertex apart from the root has exactly one parent and every vertex
has either no children or exactly one child for each of the $D^{4}$ relations $F_{k}$. It also defines the self-loops used to make the structure degree regular. That is the root has an $R$-self-loop replacing the incoming $f$-edge and every leaf has $D^{4} L$-self-loops to replace the $D^{4}$ outgoing $F$-edges.

$$
\begin{align*}
& \varphi_{\text {tree }}:=\exists^{=1} x \varphi_{\text {root }}(x) \wedge \forall x\left(\left(\varphi_{\text {root }}(x) \wedge R(x, x)\right) \vee\left(\exists^{=1} y F(y, x) \wedge \neg \exists y R(x, y) \wedge \neg \exists y R(y, x)\right)\right) \wedge \\
& \forall x\left(\left[\neg \exists y F(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} L_{k}(x, x) \wedge \forall y\left(y \neq x \rightarrow \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(y, x)\right)\right]\right. \\
& \vee\left[\neg \exists y \bigvee_{k \in\left([D]^{2}\right)^{2}}\left(L_{k}(x, y) \vee L_{k}(y, x)\right) \wedge\right. \\
&\left.\left.\bigwedge_{k \in\left([D]^{2}\right)^{2}} \exists y_{k}\left(x \neq y_{k} \wedge F_{k}\left(x, y_{k}\right) \wedge\left(\bigwedge_{k^{\prime} \in\left([D]^{2}\right)^{2}, k^{\prime} \neq k} \neg F_{k^{\prime}}\left(x, y_{k}\right)\right) \wedge \forall y\left(y \neq y_{k} \rightarrow \neg F_{k}(x, y)\right)\right)\right]\right) . \tag{6.3}
\end{align*}
$$

The formula $\varphi_{\text {rotationMap }}$ will define the necessary properties the relations in $E$ need to have in order to encode rotation maps of $D^{2}$-regular graphs. For this we make sure that the edge colours encode a map, i.e. for any pair of a vertex $x$ and index $i \in[D]^{2}$ there is only one pair of vertex $y$ and index $j \in[D]^{2}$ such that $E_{i, j}(x, y)$ holds and that the map is self inverse, i.e. if $E_{i, j}(x, y)$ then $E_{j, i}(y, x)$.

$$
\begin{align*}
\varphi_{\text {rotationMap }}: & \forall x \forall y\left(\bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(x, y) \rightarrow E_{j, i}(y, x)\right)\right) \wedge \\
& \forall x\left(\bigwedge_{i \in[D]^{2}}\left(\bigvee_{j \in[D]^{2}}\left(\exists^{1} y E_{i, j}(x, y) \wedge \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\
j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(x, y)\right)\right)\right) . \tag{6.4}
\end{align*}
$$

We now define a formula $\varphi_{\text {base }}$ which expresses that the root $r$ of the tree has a self-loop $(r, r)$ in each relation $E_{i, j}$ and that the $D^{2}$ children of the root form $G_{1}$. Let $H$ be the $\left(D^{4}, D, 1 / 4\right)$-graph from Definition 6.1.9. We assume that $H$ has vertex set $\left([D]^{2}\right)^{2}$. We then identify vertex $k \in\left([D]^{2}\right)^{2}$ with the element $a \in A$ for which $(r, a) \in F_{k}^{\mathcal{A}}$ for the root $r$. Let $\operatorname{ROT}_{H}:\left([D]^{2}\right)^{2} \times[D] \rightarrow\left([D]^{2}\right)^{2} \times[D]$ be any rotation map of $H$. Fixing a rotation map for $H$ fixes the rotation map for $H^{2}$. Recall that $G_{1}:=H^{2}$. We can define $G_{1}$ by a conjunction over all edges of $G_{1}$.

$$
\begin{align*}
\varphi_{\text {base }}:= & \forall x\left(\varphi _ { \text { root } } ( x ) \rightarrow \left[\bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(x, x) \wedge \forall y\left(x \neq y \rightarrow\left(\neg E_{i, j}(x, y) \wedge \neg E_{i, j}(y, x)\right)\right)\right) \wedge\right.\right. \\
& \left.\left.\bigwedge_{\substack{\operatorname{ROT}_{H^{2}(k, i)=\left(k^{\prime}, i^{\prime}\right)}^{\left.k, k^{\prime} \in\left([D]^{2}\right)^{2}\right)} \\
i, i^{\prime} \in[D]^{2}}} \exists y \exists y^{\prime}\left(F_{k}(x, y) \wedge F_{k^{\prime}}\left(x, y^{\prime}\right) \wedge E_{i, i^{\prime}}\left(y, y^{\prime}\right)\right)\right]\right) . \tag{6.5}
\end{align*}
$$

We will now define a formula $\varphi_{\text {recursion }}$ which will ensure that level $\ell$ of the tree contains $G_{\ell}$.

Recall that $G_{\ell}:=G_{\ell-1}^{2}$ (2) $H$. We therefore express that if there is a path of length two between two vertices $x, z$ then for every pair $i, j \in[D]$ there is an edge connecting the corresponding children of $x$ and $z$ according to the definition of the zig-zag product. Here it is important that $x$ and $z$ either both have no children in the underlying tree structure or they both have children. This will also be encoded in the formula.

$$
\begin{align*}
\varphi_{\text {recursion }}:= & \forall x \forall z\left[( \neg \exists y F ( x , y ) \wedge \neg \exists y F ( z , y ) ) \vee \bigwedge _ { \substack { k _ { 1 } ^ { \prime } , k _ { 2 } ^ { \prime } \in [ D ] ^ { 2 } \\
\ell _ { 1 } ^ { \prime } , \ell _ { 2 } ^ { \prime } \in [ D ] ^ { 2 } } } \left(\exists y\left[E_{k_{1}^{\prime}, \ell_{1}^{\prime}}(x, y) \wedge E_{k_{2}^{\prime}, \ell_{2}^{\prime}}(y, z)\right] \rightarrow\right.\right. \\
& \left.\left.\bigwedge_{\substack{i, j, i^{\prime}, j^{\prime} \in[D], k, \ell \in\left([D]^{2}\right)^{2} \\
\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right) \\
\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)}} \exists x^{\prime} \exists z^{\prime}\left[F_{k}\left(x, x^{\prime}\right) \wedge F_{\ell}\left(z, z^{\prime}\right) \wedge E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}\left(x^{\prime}, z^{\prime}\right)\right]\right)\right] . \tag{6.6}
\end{align*}
$$

We finally let

$$
\begin{equation*}
\varphi_{(Z)}:=\varphi_{\text {tree }} \wedge \varphi_{\text {rotationMap }} \wedge \varphi_{\text {base }} \wedge \varphi_{\text {recursion }} \tag{6.7}
\end{equation*}
$$

This concludes defining the formula.

### 6.1.3 Proving expansion of the property defined by the formula $\varphi_{(Z)}$

We define the following degree bound

$$
\begin{equation*}
d:=2 D^{2}+D^{4}+1, \tag{6.8}
\end{equation*}
$$

where $D$ is the degree of the base expander $H$ used in the construction from Definition 6.1.9. The degree bound $d$ is chosen in such a way to allow for any element of a $\sigma$-structure in $C_{d}$ to be in $2 D^{2} E$-relations ( $G_{m}$ is $D^{2}$ regular and every edge of $G_{m}$ is modelled by two directed edges), to have either $D^{4} F$-children or $D^{4} L$-self-loops and to either have one $F$-parent or be in one $R$-self-loop. Let $I:=\{0\} \sqcup\left([D]^{2}\right)^{2} \sqcup[D]^{2}$ be an index set. We define the underlying graph $U(\mathcal{A})$ of a model $\mathcal{A}$ of $\varphi_{(Z)}$ to be the undirected graph with vertex set $A$ given by rotation map $\operatorname{ROT}_{U(\mathcal{A})}: A \times I \rightarrow A \times I$ defined by

$$
\operatorname{ROT}_{U(\mathcal{A})}(v, i):= \begin{cases}(v, 0) & \text { if } i=0 \text { and }(v, v) \in R^{\mathcal{A}}, \\ (w, j) & \text { if } i=0 \text { and }(w, v) \in F_{j}^{\mathcal{A}}, \\ (w, 0) & \text { if } i \in\left([D]^{2}\right)^{2} \text { and }(v, w) \in F_{i}^{\mathcal{A}}, \\ (v, i) & \text { if } i \in\left([D]^{2}\right)^{2} \text { and }(v, v) \in L_{i}^{\mathcal{A}}, \\ (w, j) & \text { if } i \in[D]^{2} \text { and }(v, w) \in E_{i, j}^{\mathcal{A}} .\end{cases}
$$

We can understand this rotation map as labelling the tuples containing an element $v$ as follows: $(v, v) \in R^{\mathcal{A}}$ or $(w, v) \in F_{k}^{\mathcal{A}}$ respectively will be labelled by $0,(v, w) \in F_{k}^{\mathcal{A}}$ or $(v, v) \in L_{k}^{\mathcal{A}}$
respectively will be labelled by $k$ and $(v, w) \in E_{i, j}^{\mathcal{A}}$ will be labelled by $i$. Note that $U(\mathcal{A})$ is $\left(D^{2}+D^{4}+1\right)$-regular. We chose the notion of an underlying graph here instead of the Gaifman graph as it is more convenient in particular for using results from [115]. However the Gaifman graph can be obtained from the underlying graph by ignoring self-loops and multiple edges. In this section we will show the following.

Proposition 6.1.12. The underlying undirected graphs of models of $\varphi_{(Z)}$ are a family of $\epsilon$-expander for some $\epsilon>0$.

We will show Proposition 6.1.12 in several steps analysing the structure of models of $\varphi_{(2)}$ in detail. For this let $\mathcal{A}$ be a model of $\varphi_{(Z)}$. Let $\left.\mathcal{A}\right|_{F}:=\left(A,\left(F_{k}^{\mathcal{A}}\right)_{k \in\left([D]^{2}\right)^{2}}\right)$ be the $\left\{\left(F_{k}\right)_{k \in\left([D]^{2}\right)^{2}}\right\}-$ structure obtained from $\mathcal{A}$ by forgetting relations $\left\{E_{i, j}\right\}_{i, j \in[D]^{2}}, R$ and $\left\{L_{k}\right\}_{k \in\left([D]^{2}\right)^{2}}$. Recall that we denote the Gaifman graph of $\left.\mathcal{A}\right|_{F}$ by $G\left(\left.\mathcal{A}\right|_{F}\right)$. Let $\left.\mathcal{A}\right|_{E}$ be the $\left\{\left(E_{i, j}\right)_{i, j \in[D]^{2}}\right\}$-structure $\left(A,\left(E_{i, j}^{\mathcal{A}}\right)_{i, j \in[D]^{2}}\right)$ obtained from $\mathcal{A}$ by forgetting relations $\left\{F_{k}^{\mathcal{A}}\right\}_{k \in\left([D]^{2}\right)^{2}}, R$ and $\left\{L_{k}\right\}_{k \in\left([D]^{2}\right)^{2}}$. We further define the underlying graph $U\left(\left.\mathcal{A}\right|_{E}\right)$ of $\left.\mathcal{A}\right|_{E}$ as the undirected graph specified by the rotation map $\operatorname{ROT}_{U\left(\left.\mathcal{A}\right|_{E}\right)}$ defined by $\operatorname{ROT}_{U\left(\left.\mathcal{A}\right|_{E}\right)}(v, i):=(w, j)$ if $(v, w) \in E_{i, j}^{\mathcal{A}}$. This is well defined as $\mathcal{A} \models \varphi_{\text {rotationMap }}$.

We use the substructures $G\left(\left.\mathcal{A}\right|_{F}\right)$ and $U\left(\left.\mathcal{A}\right|_{E}\right)$ to express the structural properties of models of $\varphi_{\text {(Z). }}$. More precisely we want to prove that $G\left(\left.\mathcal{A}\right|_{F}\right)$ is a rooted complete tree and $U\left(\left.\mathcal{A}\right|_{E}\right)$ is the disjoint union of the expanders $G_{1}, \ldots, G_{n}$ for some $n \in \mathbb{N}$ (Lemma 6.1.15). To prove this we use two technical lemmas (Lemma 6.1.13 and Lemma6.1.14). Lemma6.1.13 intuitively shows that the children in $G\left(\left.\mathcal{A}\right|_{F}\right)$ of each connected part of $U\left(\left.\mathcal{A}\right|_{E}\right)$ form the zig-zag product with $H$ of the square of the connected part. Lemma 6.1.14 shows that $G\left(\left.\mathcal{A}\right|_{F}\right)$ is connected. To prove Proposition 6.1.12 we use that a tree with an expander on each level has good expansion. Loosely speaking, this is true because cutting the tree 'horizontally' takes many edge deletions and for cutting the tree 'vertically' we cut many expanders.

Lemma 6.1.13. Let $\mathcal{A}$ be a model of $\varphi_{(Z)}$ and assume $S$ is the set of all vertices belonging to a connected component of $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}$ not containing the root and let $S^{\prime}:=\{w \in A \mid(v, w) \in$ $\left.F^{\mathcal{A}}, v \in S\right\}$. If $S^{\prime} \neq \emptyset$ then $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ and $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right] \cong$ $\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]\right)$ (2) $H$.

We use connected components of $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}$, as the square of a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ may not be connected, in which case the zig-zag product with $H$ of the square of the connected component cannot be connected.

Proof of Lemma 6.1.13. Assume that $S^{\prime} \neq \emptyset$. We first show that

$$
U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right] \cong\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]\right) \text { (2) } H
$$

For this we use the following two claims.

Claim 1. If $\operatorname{ROT}_{(U(\mathcal{A} \mid E))^{2}[S](2) H}((u, k),(i, j))=\left((w, \ell),\left(j^{\prime}, i^{\prime}\right)\right)$ for some $u, w \in S, k, \ell \in$ $\left([D]^{2}\right)^{2}, i, j, i^{\prime}, j^{\prime} \in[D]$ then there is $v \in S$ such that $(u, v) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\mathcal{A}}$ and $(v, w) \in E_{k_{2}^{\prime}, \ell_{2}^{\prime}}^{\mathcal{A}}$ where $\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right)$ and $\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)$.

Proof of Claim 1. By assumption we have $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S](Z) H}((u, k),(i, j))=\left((w, \ell),\left(j^{\prime}, i^{\prime}\right)\right)$. This implies that $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]}\left(u,\left(k_{1}^{\prime}, k_{2}^{\prime}\right)\right)=\left(w,\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right)\right)$ for $\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right)$ and $\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)$ by definition of the zig-zag product. Since $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]}$ is equal to $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}}$ restricted to elements of the set $S$, we have that $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}}\left(u,\left(k_{1}^{\prime}, k_{2}^{\prime}\right)\right)=$ $\left(w,\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right)\right)$. Then by definition of squaring $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}}\left(u,\left(k_{1}^{\prime}, k_{2}^{\prime}\right)\right)=\left(w,\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right)\right)$ implies that there is $v$ such that $\operatorname{ROT}_{U\left(\left.\mathcal{A}\right|_{E}\right)}\left(u, k_{1}^{\prime}\right)=\left(v, \ell_{1}^{\prime}\right)$ and $\operatorname{ROT}_{U\left(\left.\mathcal{A}\right|_{E}\right)}\left(v, k_{2}^{\prime}\right)=\left(w, \ell_{2}^{\prime}\right)$. This implies the claim by the definition of $\operatorname{ROT}_{U\left(\left.\mathcal{A}\right|_{E}\right)}$.
Claim 2. If $(u, v) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\mathcal{A}}$ and $(v, w) \in E_{k_{2}^{\prime}, \ell_{2}^{\prime}}^{\mathcal{A}}$ for some $u, v, w \in A, k_{1}^{\prime}, k_{2}^{\prime}, \ell_{1}^{\prime}, \ell_{2}^{\prime} \in\left([D]^{2}\right)^{2}$ and there is $u^{\prime} \in A$ with $\left(u, u^{\prime}\right) \in F^{\mathcal{A}}$ then there is $w^{\prime} \in A$ such that $\left(w, w^{\prime}\right) \in F^{\mathcal{A}}$. Furthermore for any $i, i^{\prime}, j, j^{\prime} \in[D]$ there are $\tilde{u}, \tilde{w} \in A, k, \ell \in\left([D]^{2}\right)^{2}$ such that $(\tilde{u}, \tilde{w}) \in E_{(i, j),\left(j^{\prime} i^{\prime}\right)}^{\mathcal{A}}$ for $(u, \tilde{u}) \in F_{k}^{\mathcal{A}}$ and $(w, \tilde{w}) \in F_{\ell}^{\mathcal{A}}$ where $\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right)$ and $\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)$.

Proof of $\operatorname{Claim} 2$ We only use that $\mathcal{A} \models \varphi_{\text {recursion }}$. Since $\varphi_{\text {recursion }}$ has the form $\forall x \forall z \psi(x, z)$ for some formula $\psi(x, z)$ we know that $\mathcal{A} \models \psi(u, w)$. Since $\left(u, u^{\prime}\right) \in F^{\mathcal{A}}$ we have

$$
\mathcal{A} \not \models \neg \exists y F(u, y) \wedge \neg \exists y F(w, y) .
$$

Since additionally

$$
\mathcal{A} \models \exists y\left[E_{k_{1}^{\prime}, \ell_{1}^{\prime}}(u, y) \wedge E_{k_{2}^{\prime}, \ell_{2}^{\prime}}(w, z)\right]
$$

this implies that

$$
\mathcal{A}=\bigwedge_{\substack{i, j, i^{\prime}, j^{\prime} \in[D], k, \ell \in\left(\left[D{ }^{2}\right)^{2} \\ \operatorname{ROT}_{H}(k, i)=\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right) \\ \operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)}} \exists x^{\prime} \exists z^{\prime}\left[F_{k}\left(u, x^{\prime}\right) \wedge F_{\ell}\left(w, z^{\prime}\right) \wedge E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}\left(x^{\prime}, z^{\prime}\right)\right] .
$$

Since this conjunction is not empty this implies that there exists an element $w^{\prime}$ such that $\left(w, w^{\prime}\right) \in F^{\mathcal{A}}$. More precisely for any $i, i^{\prime}, j, j^{\prime} \in[D]$ there are $\tilde{u}, \tilde{w}$ as stated.

We will argue that for every element $w \in S$ there is a $w^{\prime} \in S^{\prime}$ such that $\left(w, w^{\prime}\right) \in F^{\mathcal{A}}$. For this pick any $u^{\prime} \in S^{\prime}$. Let $u \in S$ be the element such that $\left(u, u^{\prime}\right) \in F^{\mathcal{A}}$. By combining Lemma 6.1.11 and Theorem 6.1.8 and Lemma 6.1.3 it follows that $\left(U\left(\left.\mathcal{A}\right|_{E}\right)^{2}[S]\right)$ (2) $H$ is a connected graph. Therefore, there is a path $\left(u_{0}^{\prime}, \ldots, u_{m}^{\prime}\right)$ in $\left(U\left(\left.\mathcal{A}\right|_{E}\right)^{2}[S]\right)$ (2) $H$ from $u_{0}^{\prime}=$ $\left(u,\left(k_{1}, k_{2}\right)\right)$ to $u_{m}^{\prime}=\left(w,\left(\ell_{1}, \ell_{2}\right)\right)$ for some $k_{1}, k_{2}, \ell_{1}, \ell_{2} \in[D]^{2}$. By Claim 1 there is a path $\left(u_{0}, v_{0}, u_{1}, v_{1}, \ldots u_{m-1}, v_{m-1}, u_{m}\right)$ in $U\left(\left.\mathcal{A}\right|_{E}\right)$ from $u_{0}=u$ to $u_{m}=w$. By inductively using Claim 2 on the path we find $w^{\prime}$ such that $\left(w, w^{\prime}\right) \in F^{\mathcal{A}}$.

Combining this with $\mathcal{A} \models \varphi_{\text {tree }}$ implies that the map $f: S \times\left([D]^{2}\right)^{2} \rightarrow S^{\prime}$, given by $f(v, k)=u$ if $(v, u) \in F_{k}^{\mathcal{A}}$, is well defined. Furthermore, Claim 1 and Claim 2 imply that
if $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S] \text { (Z) } H}((u, k),(i, j))=\left((w, \ell),\left(j^{\prime}, i^{\prime}\right)\right)$ then $\operatorname{ROT}_{\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)\left[S^{\prime}\right]}(f((u, k)),(i, j))=$ $\left(f((w, \ell)),\left(j^{\prime}, i^{\prime}\right)\right)$. This proves that $f$ maps each edge in $\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]\right)$ (2) $H$ injectively to an edge in $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right]$. Then the map $f$ together with the corresponding edge map is an isomorphism from $\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]\right)$ (2) $H$ to $U\left(\left.\mathcal{A}\right|_{E}\right)$ as both are $D^{2}$-regular.

Moreover, $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right] \cong\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[S]\right)$ (2) $H$ implies that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right]$ is connected and $D^{2}$ regular. Since $\mathcal{A} \models \varphi_{\text {rotationMap }}$ enforces that $U\left(\left.\mathcal{A}\right|_{E}\right)$ is $D^{2}$-regular, no vertex $v \in S^{\prime}$ can have neighbours which are not in $S^{\prime}$ and therefore $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S^{\prime}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$.

Lemma 6.1.14. Let $\mathcal{A} \in C_{d}$ be a model of $\varphi_{(2)}$. Then $G\left(\left.\mathcal{A}\right|_{F}\right)$ is connected.
Proof. Assume that this is false and $G\left(\left.\mathcal{A}\right|_{F}\right)$ has more than one connected component. Since $\mathcal{A} \vDash \varphi_{\text {tree }}$ there is exactly one element $v$ such that $\mathcal{A} \models \varphi_{\text {root }}(v)$. Therefore we can pick $G^{\prime}$ to be a connected component of $G\left(\left.\mathcal{A}\right|_{F}\right)$ which does not contain $v$. For the next claim we should have in mind that $\left(\left.\mathcal{A}\right|_{F}\right)\left[V\left(G^{\prime}\right)\right]$ can be understood as a directed graph in which every vertex has in-degree 1 and the corresponding undirected graph $G^{\prime}$ is connected. Hence $\left(\left.\mathcal{A}\right|_{F}\right)\left[V\left(G^{\prime}\right)\right]$ must consist of a set of disjoint directed trees whose roots form a directed cycle. Consequently $G^{\prime}$ has the structure as given in the following claim.

Claim 1. $G^{\prime}$ contains a cycle $\left(c_{0}, \ldots, c_{\ell-1}\right)$ and for every vertex $v$ of $G^{\prime}$ there is exactly one path $\left(p_{0}, \ldots, p_{m}\right)$ in $G^{\prime}$ with $p_{0}=v, p_{m}$ on the cycle and $p_{i}$ not on the cycle for all $i \in[m]$.

Proof of Claim 11. Let $v_{0}$ be any vertex in $G^{\prime}$ and let $S_{0}=\left\{v_{0}\right\}$. We will now recursively define $v_{i}$ to be the vertex of $G^{\prime}$ such that $\left(v_{i}, v_{i-1}\right) \in F^{\mathcal{A}}$. Such a vertex always exists and is unique by choice of $G^{\prime}$. We also let $S_{i}:=S_{i-1} \cup\left\{v_{i}\right\}$. Since $A$ is finite the chain $S_{0} \subseteq S_{1} \subseteq \cdots \subseteq S_{i} \subseteq \ldots$ must become stationary at some point. Let $i \in \mathbb{N}$ be the minimum index such that $S_{i-1}=S_{i}$ and let $j<i$ be such that $v_{i}=v_{j}$. Then $\left(v_{i}, v_{i-1}, \ldots, v_{j+1}, v_{j}\right)$ is a cycle in $G^{\prime}$ as by construction $\left(v_{k}, v_{k-1}\right) \in F^{\mathcal{A}}$ which implies that $\left\{v_{k}, v_{k-1}\right\}$ is an edge in the Gaifman graph $G\left(\left.\mathcal{A}\right|_{F}\right)$. Let $C=\left\{c_{0}, \ldots, c_{\ell-1}\right\}$ be the vertices of the cycle. Since $G^{\prime}$ is connected a path such as in the claim always exists. So let us argue that such a path is unique. Assume there are two different such path $\left(p_{0}, \ldots, p_{m}\right)$ and $\left(p_{0}^{\prime}, \ldots, p_{m^{\prime}}^{\prime}\right)$ and assume that $p_{m}=c_{i}$ and $p_{m^{\prime}}^{\prime}=c_{j}$. Let $k \leq \min \left\{m, m^{\prime}\right\}$ be the minimum index such that $p_{k} \neq p_{k}^{\prime}$. Such an index must exist as the paths are different and as $p_{0}=p_{0}^{\prime}=v$ we also know that $k \geq 1$. Since $\mathcal{A} \models \varphi_{\text {tree }}$ for every vertex $w$ of $G^{\prime}$ there can only be one vertex $w^{\prime}$ of $G^{\prime}$ such that $\left(w^{\prime}, w\right) \in F^{\mathcal{A}}$. As $p_{m-1} \notin C$ and $\left(c_{(i-1) \bmod \ell}, p_{m}\right) \in F^{\mathcal{A}}$ this means that $\left(p_{m}, p_{m-1}\right) \in F^{\mathcal{A}}$. Applying the argument inductively we get that $\left(p_{k}, p_{k-1}\right) \in F^{\mathcal{A}}$. The same argument works for the path $\left(p_{0}^{\prime}, \ldots, p_{m^{\prime}}^{\prime}\right)$ and therefore $\left(p_{k}^{\prime}, p_{k-1}^{\prime}\right) \in F^{\mathcal{A}}$. By the choice of $k$ we know that $p_{k-1}=p_{k-1}^{\prime}$ and $p_{k} \neq p_{k}^{\prime}$ which contradicts $\mathcal{A} \models \varphi_{\text {tree }}$.

Let $S_{0}$ be the vertex set of the connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ with $c_{0} \in S_{0}$. Note that $S_{0}$ might not be contained in $G^{\prime}$.

We now recursively define the infinite sequence of sets $S_{i}:=\left\{w \in A \mid(v, w) \in F^{\mathcal{A}}, v \in S_{i-1}\right\}$ for every $i \in \mathbb{N}_{>0}$. Let $m_{i}:=\max _{v \in S_{i} \cap V} \min _{j \in\{0, \ldots, \ell-1\}}\left\{\operatorname{dist}_{G^{\prime}}\left(c_{j}, v\right)\right\}$ and let $v_{i} \in S_{i} \cap V$ be a vertex of distance $m_{i}$ from $C$ in $G^{\prime}$. Note here that $m_{i}$ is well defined as $c_{i \bmod \ell} \in S_{i}$.

Claim 2. $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]=\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i-1}\right]\right)^{2}(\mathbb{Z}) H$.

Proof of $\operatorname{Claim}$ 2. We show the stronger statement that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ and $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]\right)^{2}$ (2) $H=U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i+1}\right]$ and $\lambda\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]\right)<1$ for $i \in \mathbb{N}$ by induction.

First observe that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{0}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ by choice of $S_{0}$. To argue that $\lambda\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{0}\right]\right)<1$ let $\tilde{S}:=\left\{w \in A \mid(w, v) \in F^{\mathcal{A}}, v \in S_{0}\right\}$.

We now argue that $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[\tilde{S}]$ is a connected component of $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}$. Assuming the contrary, either a connected component of $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}$ contains vertices from both $\tilde{S}$ and $A \backslash \tilde{S}$ or $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[\tilde{S}]$ splits into more than one connected component. Let $S^{\prime}$ be the vertices of a connected component as in the first case. Then $\left|S^{\prime}\right|>1$ and hence $S^{\prime}$ can not contain the root as the root is not in any $E$-relation with any other elements. Hence by Lemma 6.1.13 we get a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ on the children of $S^{\prime}$ containing vertices both from $S_{0}$ and from $A \backslash S_{0}$, which contradicts $S_{0}$ being a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$. Now let $S^{\prime}$ be a connected component as in the second case, and pick $S^{\prime}$ such that it does not contain the root. Then by Lemma 6.1.13 $S_{0}$ must have a non-empty intersection with at least two connected components of $U\left(\left.\mathcal{A}\right|_{E}\right)$ which is a contradiction.

Thus, by Lemma 6.1.11 we have that $\lambda\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[\tilde{S}]\right)<1$. Additionally by Lemma $6.1 .13 U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{0}\right]=\left(\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}[\tilde{S}]\right)$ (2) $H$. Then Theorem 6.1.8 and $\lambda(H)<1$ ensure that $\lambda\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{0}\right]\right)<1$.

For $i>1$ inductively we assume that $\lambda\left(U(\mathcal{A} \mid E)\left[S_{i-1}\right]\right)<1$ which implies by Lemma 6.1.6 and Lemma 6.1.3 that $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i-1}\right]\right)^{2}$ is a connected component ${ }^{1}$ of $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}$ and that $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\right)^{2}\left[S_{i-1}\right]=\left(U\left(\left.\mathcal{A}\right|_{E}\left[S_{i-1}\right]\right)\right)^{2}$. Since $c_{i \bmod \ell} \in S_{i}$ by Lemma 6.1.13 we have $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$ and $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]=\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i-1}\right]\right)^{2}$ (2) $H$. Additionally this proves $\lambda\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]\right)<1$ using Lemma 6.1.6 and Theorem 6.1.8.

Claim 3. For every $v \in S_{i}$ there is $w \in V$ such that $(v, w) \in F^{\mathcal{A}}$.
Proof of Claim 3. By Claim 2 we have that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i+1}\right]=\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i}\right]\right)^{2}$ (2) $H$. This means that by definition of squaring and the zig-zag product we know that $\left|S_{i+1}\right|=D^{4} \cdot\left|S_{i}\right|$. But because in addition $\mathcal{A} \models \varphi_{\text {tree }}$ we know that every element $v \in S_{i}$ will contribute to no more then $D^{4}$ elements to $S_{i+1}$. This means by construction of $S_{i+1}$ that for every element in $S_{i}$ there must be $w \in V$ such that $(v, w) \in F^{\mathcal{A}}$.

[^1]

Figure 6.3: Illustration of the proof of Lemma 6.1.14
Therefore, for every $i \in \mathbb{N}_{>0}$ there is $w_{i} \in V$ such that $\left(v_{i}, w_{i}\right) \in F^{\mathcal{A}}$ where $v_{i}$ is the vertex of distance $m_{i}$ from $C$ in $G^{\prime}$ picked above. Let $\left(u_{0}, \ldots, u_{m_{i}}\right)$ be the path in $G^{\prime}$ from $u_{0}=v_{i}$ to $u_{m_{i}} \in C$. Note that it is impossible that $w_{i}=u_{1}$. This is true as for the path $\left(u_{0}, \ldots, u_{m_{i}}\right)$, we have that $\left(u_{j+1}, u_{j}\right) \in F^{\mathcal{A}}$ for all $j \in\left[m_{i}\right]$. Furthermore, since $v_{i}=u_{0} \neq u_{1}$, assuming that $w_{i}=u_{1}$ would imply $\left(v_{i}, u_{1}\right),\left(u_{2}, u_{1}\right) \in F^{\mathcal{A}}$, which contradicts $\mathcal{A} \models \varphi_{\text {tree }}$. Then $\left(w_{i}, u_{0}, \ldots, u_{m_{i}}\right)$ is a path in $G^{\prime}$ from $w_{i}$ to $C$. Since $w_{i} \in S_{i+1}$ by construction, Claim 1 implies that $m_{i+1} \geq m_{i}+1$. Therefore $m_{i} \geq i+m_{0}$ inductively. But this yields a contradiction, because $\ell+m_{0} \leq m_{\ell}=m_{0}$ and the length of the cycle $\ell>0$. See Figure 6.3 for an illustration. Therefore $G\left(\left.\mathcal{A}\right|_{F}\right)$ must be connected.

Lemma 6.1.15. Let $\mathcal{A} \in C_{d}$ be a (finite) model of $\varphi_{(2)}$. Then $|A|=\sum_{m=0}^{n} D^{4 m}$ for some $n \in \mathbb{N} ; G\left(\left.\mathcal{A}\right|_{F}\right)$ is a $D^{4}$-ary complete rooted tree, where the root is the unique element $r \in A$ for which $\mathcal{A} \models \varphi_{\text {root }}(r)$; and $U\left(\left.\mathcal{A}\right|_{E}\right)\left[T_{m}\right] \cong G_{m}$ where $G_{m}$ is defined as in Definition 6.1.9 and $T_{m}$ is the set of vertices of distance $m$ to $r$ in the tree $G\left(\left.\mathcal{A}\right|_{F}\right)$ for any $m \in\{1, \ldots, n\}$. Furthermore, for every $n \in \mathbb{N}$ there is a model of $\varphi_{(Z)}$ of size $\sum_{m=0}^{n} D^{4 m}$.
Proof. Lemma 6.1.14 combined with $\mathcal{A} \models \varphi_{\text {tree }}$ proves that $G\left(\left.\mathcal{A}\right|_{F}\right)$ is a rooted tree. Let $n$ be the greatest distance of any vertex in $G\left(\left.\mathcal{A}\right|_{E}\right)$ to the root and let $T_{m}$ be the vertices of distance $m$ to the root for $m \leq n$. Then $U\left(\left.\mathcal{A}\right|_{E}\right)\left[T_{1}\right] \cong G_{1}$ because $\mathcal{A} \models \varphi_{\text {base }}$. Since $\lambda\left(G_{m}\right)<1$ for every $m \in \mathbb{N}_{>0}$ we can use Lemma 6.1.13 to prove by induction that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[T_{m}\right] \cong G_{m}$ for every $m \in\{1, \ldots, n\}$. Since $G_{m}$ has $D^{4 m}$ vertices this proves that $\mathcal{A}$ has $\sum_{m=0}^{n} D^{4 m}$ vertices. Furthermore, for $n \in \mathbb{N}$ the existence of a model of $\varphi_{(2)}$ of size $\sum_{m=0}^{n} D^{4 m}$ is straightforward by the construction of the formula $\varphi_{(2)}$.

Now we are ready to finish the proof of Proposition 6.1.12,

Proof of Proposition 6.1.12. We will prove that the models of $\varphi_{(2)}$ are a class of $\epsilon$-expanders for $\epsilon:=\frac{D^{2}}{12}$. Let $\mathcal{A}$ be the model of $\varphi_{(Z)}$ of size $\sum_{m=0}^{n} D^{4 m}$ and $S \subseteq A$ arbitrary with $|S| \leq$ $\sum_{m=0}^{n} \frac{D^{4 m}}{2}$. Let $T_{m}$ be the vertices of distance $m$ to the root of the tree $G\left(\left.\mathcal{A}\right|_{F}\right)$ and let $S_{m}:=T_{m} \cap S$.

We can assume that $|S|>1$ as every vertex has degree at least $\epsilon$. Let us first assume that $\left|S_{m}\right| \leq \frac{D^{4 m}}{2}$ for all $m \in[n]$. Then because $G_{m}$ is an $\frac{D^{2}}{4}$-expander (this follows directly from Theorem 6.1.4 as $\left.\lambda\left(G_{m}\right) \geq \frac{1}{2}\right)$ and $U\left(\left.\mathcal{A}\right|_{E}\right)\left[T_{m}\right] \cong G_{m}$ we know that

$$
\left|\langle S, \bar{S}\rangle_{U(\mathcal{A})}\right| \geq \sum_{m=1}^{n} \frac{D^{2}}{4}\left|S_{m}\right| \geq \frac{D^{2}}{12} \sum_{m=0}^{n}\left|S_{m}\right|=\frac{D^{2}}{12}|S| .
$$

Now assume the opposite and choose $m^{\prime}$ to be the largest index such that

$$
\begin{equation*}
\left|S_{m^{\prime}}\right|>\frac{\left|T_{m^{\prime}}\right|}{2}=\frac{D^{4 m^{\prime}}}{2} \tag{6.9}
\end{equation*}
$$

We will use the following claim.
Claim 1. $\sum_{m=0}^{\tilde{m}-1}\left|T_{m}\right| \leq \frac{1}{2}\left|T_{\tilde{m}}\right|$ for all $\tilde{m} \leq n$.

Proof of Claim 1. Inductively, we argue that

$$
\sum_{m=0}^{\tilde{m}-1}\left|T_{m}\right|=\sum_{m=0}^{\tilde{m}-2}\left|T_{m}\right|+\left|T_{\tilde{m}-1}\right| \leq \frac{1}{2}\left(3\left|T_{\tilde{m}-1}\right|\right) \leq \frac{1}{2}\left|T_{\tilde{m}}\right|
$$

Claim 1 implies that

$$
\frac{3}{4} \cdot\left|T_{n}\right| \geq \frac{1}{2}\left|T_{n}\right|+\frac{1}{2} \sum_{m=0}^{n-1}\left|T_{m}\right|=\frac{1}{2}|A| \geq|S| \geq\left|S_{n}\right|
$$

In the case that $m^{\prime}=n$, this implies

$$
\left|\langle S, \bar{S}\rangle_{U(\mathcal{A})}\right| \geq \frac{D^{2}}{4}\left(\left|T_{n}\right|-\left|S_{n}\right|\right) \geq \frac{D^{2}}{16}\left|T_{n}\right| \geq \frac{D^{2}}{12} \cdot|S| .
$$

Assume now that $m^{\prime}<n$. Since $S$ is the disjoint union of all $S_{m}$ we know that the set $\langle S, \bar{S}\rangle_{U(\mathcal{A})}$ contains the disjoint sets $\left\langle S_{m}, T_{m} \backslash S_{m}\right\rangle_{U(\mathcal{A})},\left\langle T_{m^{\prime}} \backslash S_{m^{\prime}}, T_{m^{\prime}}\right\rangle_{U(\mathcal{A})}$ and $\left\langle S_{m^{\prime}}, T_{m^{\prime}+1} \backslash S_{m^{\prime}+1}\right\rangle_{U(\mathcal{A})}$ for all $m \in\left\{m^{\prime}+1, \ldots, n\right\}$. For illustration see Figure 6.4. Since every vertex in $T_{m^{\prime}}$ has $D^{4}$ neighbours in $T_{m^{\prime}+1}$ and on the other hand every vertex in $T_{m^{\prime}+1}$ has one neighbour in $T_{m^{\prime}}$ we
know that

$$
\begin{aligned}
\left|\left\langle S_{m^{\prime}}, T_{m^{\prime}+1} \backslash S_{m^{\prime}+1}\right\rangle_{U(\mathcal{A})}\right| & =\left|\left\langle S_{m^{\prime}}, T_{m^{\prime}+1}\right\rangle_{U(\mathcal{A})}\right|-\left|\left\langle S_{m^{\prime}}, S_{m^{\prime}+1}\right\rangle_{U(\mathcal{A})}\right| \\
& \geq D^{4}\left|S_{m^{\prime}}\right|-\left|S_{m^{\prime}+1}\right| \\
& \geq D^{4}\left(\left|S_{m^{\prime}}\right|-\frac{D^{4 m^{\prime}}}{2}\right) .
\end{aligned}
$$

Since additionally

$$
\frac{\left|T_{m^{\prime}}\right|}{2} \geq\left|T_{m^{\prime}} \backslash S_{m^{\prime}}\right|=D^{4 m^{\prime}}-\left|S_{m^{\prime}}\right|
$$

and $G_{m}$ is an $\frac{D^{2}}{4}$-expander for every $m$ we get

$$
\begin{aligned}
& \left|\langle S, \bar{S}\rangle_{U(\mathcal{A})}\right| \geq \sum_{m>m^{\prime}} \frac{D^{2}}{4}\left|S_{m}\right|+\frac{D^{2}}{4}\left|T_{m^{\prime}} \backslash S_{m^{\prime}}\right|+D^{4}\left(\left|S_{m^{\prime}}\right|-\frac{D^{4 m^{\prime}}}{2}\right) \\
& =\frac{D^{2}}{4} \sum_{m>m^{\prime}}\left|S_{m}\right|+\frac{D^{2}}{4}\left(D^{4 m^{\prime}}-\left|S_{m^{\prime}}\right|\right)+D^{4}\left|S_{m^{\prime}}\right|-D^{4} \cdot \frac{D^{4 m^{\prime}}}{2} \\
& +\frac{D^{2}}{4}\left|S_{m^{\prime}}\right|-\frac{D^{2}}{4}\left|S_{m^{\prime}}\right| \\
& =\frac{D^{2}}{4} \sum_{m>m^{\prime}}\left|S_{m}\right|+\left(D^{4}-\frac{D^{2}}{2}\right)\left|S_{m^{\prime}}\right|-\left(D^{4}-\frac{D^{2}}{2}\right) \frac{D^{4 m^{\prime}}}{2}+\frac{D^{2}}{4}\left|S_{m^{\prime}}\right| \\
& \stackrel{\text { Equation }}{\geq} \frac{6.9}{4} \frac{D^{2}}{4>m^{\prime}}\left|S_{m}\right|+\left(D^{4}-\frac{D^{2}}{2}\right) \frac{D^{4 m^{\prime}}}{2}-\left(D^{4}-\frac{D^{2}}{2}\right) \frac{D^{4 m^{\prime}}}{2}+\frac{D^{2}}{4}\left|S_{m^{\prime}}\right| \\
& \stackrel{\text { Equation } 6.9}{\geq} \frac{D^{2}}{4} \sum_{m>m^{\prime}}\left|S_{m}\right|+\frac{D^{2}}{8}\left|S_{m^{\prime}}\right|+\frac{D^{2}}{8}\left(\frac{\left|T_{m^{\prime}}\right|}{2}\right) \\
& \stackrel{\text { Claim }}{\geq} \frac{D^{2}}{4} \sum_{m>m^{\prime}}\left|S_{m}\right|+\frac{D^{2}}{8}\left|S_{m^{\prime}}\right|+\frac{D^{2}}{8} \sum_{m<m^{\prime}}\left|T_{m}\right| \\
& \stackrel{\left|T_{m}\right| \geq\left|S_{m}\right|}{\geq} \frac{D^{2}}{12}|S| .
\end{aligned}
$$

By choice of $\epsilon$ this shows that the models of $\varphi_{(2)}$ are a class of $\epsilon$-expanders.
Hence we have constructed an FO-sentence $\varphi_{(Z)}$ which defines a property of structures, whose underlying undirected graphs are expanders. In the next section we use the expansion property of models of $\varphi_{(\mathrm{Z})}$ to prove that the property defined by $\varphi_{(\mathrm{Z})}$ is not testable.


Figure 6.4: Schematic representation of $S$ crossing edges (orange and blue) in the underlying undirected graph in the case of $m^{\prime}<n$.

### 6.2 On the non-testability of a $\Pi_{2}$-property

We first prove that the property defined by the sentence $\varphi_{(\text {Z }}$ is not testable and then we argue that the sentence $\varphi_{\text {(2) }}$ is $d$-equivalent to a sentence in $\Pi_{2}$ where $d$ is the degree bound defined in Equation 6.8. We let $P_{(2)}:=P_{\varphi_{(2)}}$ for the sentence $\varphi_{(2)}$ from Section 6.1.2. We also let $\sigma$ be the signature from Equation 6.1.

Theorem 6.2.1. $P_{(2)}$ is not testable on $C_{d}$.
Proof. we prove that $P_{(2)}$ is not repairable and get non-testability of $P_{(2)}$ with Theorem 5.1.2, Let $\epsilon:=\frac{1}{144 D^{2}}$ and let $r \in \mathbb{N}, \lambda>0$ and $n_{0} \in \mathbb{N}$ be arbitrary. We set $\lambda^{\prime}:=\frac{\lambda}{t \cdot 2^{r+1}}$, where $t$ denotes the number of $r$-types of bounded degree $d$, and let $n_{0}^{\prime}$ be the positive integer from Theorem 5.2.2 corresponding to $\lambda^{\prime}$. We now pick $n \in \mathbb{N}$ such that $n=\sum_{i=0}^{k} D^{4 i}$ for some $k \in \mathbb{N}, n \geq 4 n_{0}$ and $n \geq \frac{4 n_{0}^{\prime}}{\lambda}$. Let $\mathcal{A} \in C_{d}$ be a model of $\varphi_{(Z)}$ on $n$ elements. By Theorem 5.2.2 there is a structure $\mathcal{H} \in C_{d}$ on $m \leq n_{0}^{\prime}$ elements such that the sampling distance of $\mathcal{A}$ and $\mathcal{B}$ (Definition 5.2.1 satisfies $\delta_{\odot}(\mathcal{A}, \mathcal{H}) \leq \lambda^{\prime}$. Let $\mathcal{B}$ be the structure consisting of $\left\lfloor\frac{n}{m}\right\rfloor$ copies of $\mathcal{H}$ and $n \bmod m$ isolated elements (elements not being contained in any tuple). Note that by choice of $\mathcal{B}$ we have that $|A|=|B|$.

We will first argue that $\mathcal{B}$ is in fact $\epsilon$-far from having the property $P_{(2)}$. First we rename the elements from $B$ in such a way that $A=B$ and the number $\sum_{\tilde{R} \in \sigma}\left|\tilde{R}^{\mathcal{A}} \Delta \tilde{R}^{\mathcal{B}}\right|$ of tuple modifications to turn $\mathcal{A}$ and $\mathcal{B}$ into the same structure is minimal. Let us pick a partition $A=B=S \sqcup S^{\prime}$ in such a way that $\left(S \times S^{\prime}\right) \cap \tilde{R}^{\mathcal{B}}=\emptyset,\left(S^{\prime} \times S\right) \cap \tilde{R}^{\mathcal{B}}=\emptyset$ for any $\tilde{R} \in \sigma$ and $\left||S|-\left|S^{\prime}\right|\right|$ is minimal among all such partitions. Assume that $|S| \leq\left|S^{\prime}\right|$. Since the connected components of the Gaifman graph $G(\mathcal{B})$ are of size at most $m$ we know that $\| S\left|-\left|S^{\prime}\right|\right| \leq m$. This is the case as if $\left\|S\left|-\left|S^{\prime}\right| \|>m\right.\right.$ we can get a partition $B=T \sqcup T^{\prime}$ with $\left\|T\left|-\left|T^{\prime}\|<\| S\right|-\left|S^{\prime}\right| \|\right.\right.$ by picking all elements of any connected component of $G(\mathcal{B})$, which is contained in $S^{\prime}$, and moving these elements from $S^{\prime}$ to $S$. Since $|S| \leq\left|S^{\prime}\right|$ and $m \leq \frac{n}{4}$ we know that $\frac{n}{4} \leq|S| \leq \frac{n}{2}$. Since $\left(S \times S^{\prime}\right) \cap \tilde{R}^{\mathcal{B}}=\emptyset$ we know that $\mathcal{A}$ and $\mathcal{B}$ must differ in at least all tuples that correspond
to an $S$ and $S^{\prime}$ crossing edge in $U(\mathcal{A})$ i. e. an edge in $\left\langle S, S^{\prime}\right\rangle_{U(\mathcal{A})}$. Hence

$$
\begin{aligned}
& \sum_{\tilde{R} \in \sigma}\left|\tilde{R}^{\mathcal{A}} \triangle \tilde{R}^{\mathcal{B}}\right| \geq\left|\left\langle S, S^{\prime}\right\rangle_{U(\mathcal{A})}\right| \\
& \stackrel{\operatorname{Def}[2.2 .1]}{\geq}|S| \cdot h(\mathcal{A}) \\
& \begin{array}{l}
\text { Prop. } \\
\\
\\
\\
\\
=\frac{1}{48.1 .12} D^{2} n \\
\\
\\
\\
\end{array} \frac{1}{4} \cdot \frac{D^{2}}{12} \\
& 144 D^{2}
\end{aligned} n .
$$

Therefore $\mathcal{B}$ is $\epsilon$-far from being in $P_{(Z)}$.
However, the frequency vectors (Definition 2.3.6) of $\mathcal{A}$ and $\mathcal{B}$ are similar as the following shows, proving that $P_{(Z)}$ is not repairable. Let $\tau_{1}, \ldots, \tau_{t}$ be a list of all $r$-types and $T_{r}:=$ $\left\{\tau_{1}, \ldots, \tau_{t}\right\}$. We further denote the $\sigma$-structure containing a single element and no tuples by $\mathcal{K}_{1}$ 。

$$
\begin{aligned}
& \| \operatorname{freq}_{r}(\mathcal{A})- \operatorname{freq}_{r}(\mathcal{B}) \|_{1}=\sum_{i=1}^{r}\left|\rho_{\mathcal{A}, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{\mathcal{B}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
&= \sum_{i=1}^{t}\left|\rho_{\mathcal{A}, r}\left(\left\{\tau_{i}\right\}\right)-\frac{n \bmod m}{n} \cdot \rho_{\mathcal{K}_{1}, r}\left(\left\{\tau_{i}\right\}\right)-\left\lfloor\frac{n}{m}\right\rfloor \cdot \frac{m}{n} \cdot \rho_{\mathcal{H}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
& \leq \sum_{i=1}^{t}\left|\rho_{\mathcal{A}, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{\mathcal{H}, r}\left(\left\{\tau_{i}\right\}\right)\right|+\sum_{i=1}^{t}\left|\frac{n \bmod m}{n} \cdot \rho_{\mathcal{K}_{1}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
& \quad+\sum_{i=1}^{t}\left|\rho_{\mathcal{H}, r}\left(\left\{\tau_{i}\right\}\right)-\left\lfloor\frac{n}{m}\right\rfloor \cdot \frac{m}{n} \cdot \rho_{\mathcal{H}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
& \leq \sum_{i=1}^{t}\left|\rho_{\mathcal{A}, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{\mathcal{H}, r}\left(\left\{\tau_{i}\right\}\right)\right|+\frac{2 m}{n} \\
& \leq t \cdot \sup _{X \subseteq T_{r}}\left|\rho_{\mathcal{A}, r}(X)-\rho_{\mathcal{H}, r}(X)\right|+\frac{2 m}{n} \\
& \leq t \cdot 2^{r} \cdot \delta_{\odot}(\mathcal{A}, \mathcal{H})+\frac{2 m}{n} \\
& \leq \frac{\lambda}{2}+\frac{\lambda}{2} \\
&= \lambda .
\end{aligned}
$$

The last inequality holds by choice of $\lambda^{\prime}$ and Theorem 5.2.2.

We now argue that $\varphi_{(Z)}$ is $d$-equivalent to a sentence in $\Pi_{2}$. Let us first observe the following.
Remark 6.2.2. Any Hanf sentence $\exists \geq m$. $x \phi_{\tau}(x)$ is short for

$$
\exists x_{1} \ldots \exists x_{m}\left(\bigwedge_{1 \leq i, j \leq m, i \neq j} x_{i} \neq x_{j} \wedge \bigwedge_{1 \leq i \leq m} \phi_{\tau}\left(x_{i}\right)\right),
$$

where $\phi_{\tau}\left(x_{i}\right)$ is the formula from Lemma 2.4.6. Observe that $\phi_{\tau}\left(x_{i}\right)$ can be expressed by a formula in $\Sigma_{2}$. Hence any Hanf sentence is in $\Sigma_{2}$.

Lemma 6.2.3. Let $d \in \mathbb{N}$, $\sigma$ any signature and let $\varphi$ be a sentence in $\mathrm{FO}[\sigma]$. If every model of $\varphi$ is d-regular, then $\varphi$ is d-equivalent to a sentence in $\Pi_{2}$.

The lemma can be equivalently stated by the following syntactic formulation. Let $\varphi_{\text {reg }}^{d}$ be the FO-sentence expressing that every element has degree $d$. Then for every FO-sentence $\varphi$ the sentence $\varphi \wedge \varphi^{d}$ reg is $d$-equivalent to a sentence in $\Pi_{2}$.

Proof of Lemma 6.2.3. By Theorem 2.4.7 $\varphi$ is $d$-equivalent to a sentence $\varphi^{\prime}$ in Hanf normal form. We can further assume that $\varphi^{\prime}$ is a DNF of Hanf sentences (Lemma 2.4.3). Let therefore

$$
\varphi^{\prime}=\bigvee_{i=1}^{n}\left(\bigwedge_{j=1}^{\ell_{i}} \psi_{i, j} \wedge \bigwedge_{j=1}^{k_{i}} \neg \chi_{i, j}\right)
$$

where $\psi_{i, j}, \chi_{i, j}$ are Hanf sentences. Since every $\psi_{i, j}$ is of the form $\exists \geq m x \phi_{\tau}(x)$, where $\tau$ is an $r$-type of bounded degree $d$ and $\phi_{\tau}(x)$ is the formula expressing that $x$ has $r$-type $\tau$, we can further assume that for every $r$-ball $(\mathcal{B}, b) \in \tau$ with centre $b$, we have that $\operatorname{deg}_{\mathcal{B}}(\tilde{b})=d$ for every element $\tilde{b} \in B$ with $\operatorname{dist}_{\mathcal{B}}(b, \tilde{b})<r$. This is not a restriction as we assumed that every model of $\varphi$ is $d$-regular.

We already know that every Hanf-sentence is in $\Sigma_{2}$ by Remark 6.2.2. This implies, using De Morgan's law, that every negated Hanf-sentence is equivalent to a sentence in $\Pi_{2}$. We can further show the following claim which relies on every model of $\varphi$ being $d$-regular.

Claim 1. Every $\psi_{i, j}$ is $d$-equivalent to a sentence in $\Pi_{1}$.

Proof of Claim 1. Assume that $\psi_{i, j}=\exists \geq m x \phi_{\tau}(x)$ for some $i, j$. Let $(\mathcal{B}, b) \in \tau$ be an $r$-ball with centre $b$ in $\tau$. Let further $B:=\left\{b_{0}, b_{1}, \ldots, b_{k}\right\}$ be the set of elements of $\mathcal{B}$ where $b_{0}:=b$. We set

$$
\begin{aligned}
& \phi_{\tau}^{\prime}\left(x_{0}\right):=\exists x_{1}, \ldots, \exists x_{k}\left[\bigwedge_{0 \leq i<j \leq k}\left(x_{i} \neq x_{j}\right)\right. \wedge \\
& \bigwedge_{R \in \sigma}\left(\bigwedge_{\left(b_{i_{1}}, \ldots, b_{\left.i_{\operatorname{ar}(R)}\right)}\right) \in R^{\mathcal{B}}} R\left(x_{i_{1}}, \ldots, x_{\left.i_{\operatorname{ar}(R)}\right)}\right)\right. \\
&\left.\left.\wedge \bigwedge_{\left(b_{i_{1}}, \ldots, b_{\left.i_{\operatorname{ar}(R)}\right)}\right) \in B^{\operatorname{ar}(R) \backslash R^{\mathcal{B}}}} \neg R\left(x_{i_{1}}, \ldots, x_{i_{\operatorname{ar}(R)}}\right)\right)\right],
\end{aligned}
$$

and $\psi_{i, j}^{\prime}:=\exists^{\geq m} x_{0} \phi_{\tau}^{\prime}\left(x_{0}\right)$. We now argue that $\psi_{i, j}$ is $d$-equivalent to $\psi_{i, j}^{\prime}$. Let therefore $\mathcal{A} \in C_{d}$ be any $\sigma$-structure. By construction of $\phi_{\tau}^{\prime}\left(x_{0}\right)$ we directly get that if $\mathcal{A} \models \psi_{i, j}$ then $\mathcal{A} \models \psi_{i, j}^{\prime}$. Therefore assume $\mathcal{A} \models \psi_{i, j}^{\prime}$. Then there are $m$ elements $a_{1}, \ldots, a_{m} \in A$ such that $\mathcal{A} \models \phi_{\tau}^{\prime}\left(a_{i}\right)$ for every $i \in\{1, \ldots, m\}$. Fix any $i \in\{1, \ldots, m\}$. By definition of $\phi_{\tau}^{\prime}\left(x_{0}\right)$ there is an injective map $f: \mathcal{B} \rightarrow \mathcal{N}_{r}^{\mathcal{A}}\left(a_{i}\right)$ such that $f(b)=a_{i}$ and $\left(b_{i_{1}}, \ldots, b_{i_{\operatorname{ar}(R)}}\right) \in R^{\mathcal{B}}$ if and only if $\left(f\left(b_{i_{1}}\right), \ldots, f\left(b_{\left.i_{\operatorname{ar}(R)}\right)}\right)\right) \in R^{\mathcal{A}}$ for any tuple $\left(b_{i_{1}}, \ldots, b_{i_{\operatorname{ar}(R)}}\right) \in B^{\operatorname{ar}(R)}$ and any $R \in \sigma$. We will now argue that $f$ is even an isomorphism from $\mathcal{B}$ to $\mathcal{N}_{r}^{\mathcal{A}}\left(a_{i}\right)$. For this to be true we have to argue that the image of the map $f$ is precisely $N_{r}^{\mathcal{A}}\left(a_{i}\right)$. Assume this is false and $a \in N_{r}^{\mathcal{A}}$ is not in the image of $f$. Since $a \in N_{r}^{\mathcal{A}}$ there must be a path $\left(a_{i}, p_{1}, \ldots, p_{\ell-1}, a\right)$ from $a_{i}$ to $a$ of length $\ell \leq r$ in the Gaifman graph of $\mathcal{A}$. Hence there must be a tuple $\bar{t} \in R^{\mathcal{A}}$ for some relation $R \in \sigma$ which contains both $a$ and $p_{\ell-1}$. Since we assumed that $\operatorname{deg}_{\mathcal{B}}(\tilde{b})=d$ for every element $\tilde{b} \in B$ with $\operatorname{dist}_{\mathcal{B}}(b, \tilde{b})<r$ we know that $\operatorname{deg}_{\mathcal{A}[f(B)]}(\tilde{a})=d$ for any $\tilde{a} \in f(B)$ with $\operatorname{dist}\left(a_{i}, \tilde{a}\right)<r$. Hence $p_{\ell-1} \notin f(B)$ as otherwise $\operatorname{deg}_{\mathcal{A}}\left(p_{\ell-1}\right) \geq d+1$ since $a \notin f(B)$. Using this argument inductively proves that $a_{i} \notin f(B)$ which contradicts the assumption that $f(b)=a_{i}$. Hence $\left(\mathcal{N}_{r}^{\mathcal{A}}, a_{i}\right) \in \tau$ and therefore $\mathcal{A} \models \exists \geq m x \phi_{\tau}(x)$. This proves that $\psi_{i, j}$ is $d$-equivalent to $\psi_{i, j}^{\prime}$. Observing that $\psi_{i, j}^{\prime}$ is indeed in $\Pi_{1}$ concludes the proof.

Let $\psi_{i, j}^{\prime} \in \Pi_{1}$ be the sentence from Claim 1 . Then a straightforward argument shows that $\varphi$ is $d$-equivalent to

$$
\varphi^{\prime \prime}:=\bigvee_{i=1}^{n}\left(\bigwedge_{j=1}^{\ell_{i}} \psi_{i, j}^{\prime} \wedge \bigwedge_{j=1}^{k_{i}} \neg \chi_{i, j}\right)
$$

Let $\exists \bar{x}^{i, j} \tilde{\psi}_{i, j}\left(\bar{x}^{i, j}\right)$ be a prenex normal form of $\psi_{i, j}^{\prime}$ where $\tilde{\psi}_{i, j}\left(\bar{x}^{i, j}\right)$ is a quantifier-free formula and $\bar{x}^{i, j}$ is a tuple of variables. Let further $\forall \bar{y}^{i, j} \exists \bar{z}^{i, j} \tilde{\chi}_{i, j}\left(\bar{y}^{i, j}, \bar{z}^{i, j}\right)$ be a prenex normal form of $\neg \chi_{i, j}$ where $\tilde{\chi}_{i, j}\left(\bar{y}^{i, j}, \bar{z}^{i, j}\right)$ is a quantifier-free formula and $\bar{y}^{i, j}, \bar{z}^{i, j}$ are two tuples of variables. Since $\psi_{i, j}$ and $\chi_{i, j}$ are sentences we can assume that the tuples $\bar{x}^{i, j}, \bar{y}^{i, j}, \bar{z}^{i, j}$ contain pairwise different variables. This implies that we can move the quantifiers to the front of the formula as long as $\forall \bar{y}^{i, j}$ appears before $\exists \bar{z}^{i, j}$ in the quantifier prefix for all $i, j$. Therefore a prenex normal form of $\varphi^{\prime \prime}$ is

$$
\begin{aligned}
& \forall \bar{y}^{1,1}, \ldots, \forall \bar{y}^{1, k_{1}}, \ldots, \forall \bar{y}^{n, 1}, \ldots, \forall \bar{y}^{n, k_{n}} \exists \bar{z}^{1,1}, \ldots, \exists \bar{z}^{1, k_{1}}, \ldots, \exists \bar{z}^{n, 1}, \ldots, \exists \bar{z}^{n, k_{n}} \\
& \exists \bar{x}^{1,1}, \ldots, \exists \bar{x}^{1, \ell_{1}}, \ldots, \exists \bar{x}^{n, 1}, \ldots, \exists \bar{x}^{n, \ell_{n}} \bigvee_{i=1}^{n}\left(\bigwedge_{j=1}^{\ell_{i}} \tilde{\psi}_{i, j}\left(\bar{x}^{i, j}\right) \wedge \bigwedge_{j=1}^{k_{i}} \tilde{\chi}_{i, j}\left(\bar{y}^{i, j}, \bar{z}^{i, j}\right)\right)
\end{aligned}
$$

proving that $\varphi^{\prime \prime} \in \Pi_{2}$. Since $\varphi$ is therefore $d$-equivalent to a formula in $\Pi_{2}$ this proves the claimed statement.

Theorem 6.2.4. There is a $d \in \mathbb{N}$ such that there exists a property on $C_{d}$ definable by a formula in $\Pi_{2}$ that is not testable.

Proof. Pick $d=2 D^{2}+D^{4}+1$ for any large prime power $D$. Then using the construction from 115 we can find a $\left(D^{4}, D, 1 / 4\right)$-graph $H$. By Theorem 6.2.1, using this base expander $H$ for the construction of the formula $\varphi_{(Z)}$ we get a property which is not testable on $C_{d}$. Since all models of $\varphi_{(2)}$ are $d$-regular by construction, Lemma 6.2 .3 gives us that $\varphi_{(Z)}$ is $d$-equivalent to a formula in $\Pi_{2}$.

### 6.3 Extension to simple graphs

The construction of a non-testable FO definable property given in the previous Sections relies on edge colours as a tool for modelling. This raises the question of whether FO definable properties are testable on the class $\mathcal{C}_{d}$ of simple undirected graphs of bounded degree $d$. In this Section we give a negative answer to this by interpreting the edge-coloured directed graphs of our previous examples in undirected graphs. We encode $\sigma$-structures by representing each type of directed edge by a constant size graph gadget, maintaining the degree regularity. We then translate the formula $\varphi_{(2)}$ into a formula $\psi_{(Z)}$ of which these converted graphs are models. Therefore we obtain a class of simple undirected degree regular expanders, that is defined by an FO-sentence, and obtain the analogous theorem.

Theorem 6.3.1. There are degree bounds $d \in \mathbb{N}$ such that there exists a property of simple undirected graphs on $\mathcal{C}_{d}$ definable by a formula in $\Pi_{2}$ that is not testable.

We now give the construction to convert $\sigma$-structures into simple undirected graphs in detail. Let $D, d$ and $\sigma$ be as defined in Section 6.1.2. We first construct the following arrow-graph gadgets.

Let $G^{d}(u, v)$ be the simple undirected graph with vertex set

$$
\left\{u, v, u_{0}, \ldots, u_{d-2}\right\}
$$

and edge set

$$
\left\{\left\{u, u_{i}\right\},\left\{v, u_{i}\right\},\left\{u_{i}, u_{j}\right\} \mid i, j \in[d-2], i \neq j\right\}
$$

Let $H^{d}(u, v)$ be the simple graph with vertex set

$$
\left\{u, v, u_{i}, u_{j}^{\prime}, v_{i}, v_{j}^{\prime} \left\lvert\, i \in\left[\left\lfloor\frac{d-1}{2}\right\rfloor\right]\right., j \in\left[\left\lceil\frac{d-1}{2}\right\rceil\right]\right\}
$$



Figure 6.5: Illustration of $P_{3,2}^{6}\left(u_{0}, v_{3}\right)$.
and edge set

$$
\begin{aligned}
& \left\{\left\{u, u_{i}\right\},\left\{v, v_{i}\right\},\left\{u_{i}, v_{i}\right\} \left\lvert\, i \in\left[\left\lfloor\frac{d-1}{2}\right\rfloor\right]\right.\right\} \cup \\
& \left\{\left\{u, u_{j}^{\prime}\right\},\left\{v, v_{j}^{\prime}\right\},\left\{u_{j}^{\prime}, v_{j}^{\prime}\right\}\right\} \left\lvert\, j \in\left[\left\lceil\left.\frac{d-1}{2} \right\rvert\,\right]\right\} \cup\right. \\
& \left.\left\{\left\{u_{i}, u_{k}\right\},\left\{v_{i}, v_{k}\right\} \mid i, k \in\left[\left\lvert\, \frac{d-1}{2}\right.\right\rfloor\right], i \neq k\right\} \cup \\
& \left\{\left\{u_{j}^{\prime}, u_{k}^{\prime}\right\},\left\{v_{j}^{\prime}, v_{k}^{\prime}\right\} \mid j, k \in\left[\left\lceil\frac{d-1}{2}\right\rceil\right], j \neq k\right\} \cup \\
& \left\{\left\{u_{i}, v_{j}^{\prime}\right\},\left\{u_{j}^{\prime}, v_{i}\right\} \left\lvert\, i \in\left[\left\lfloor\frac{d-1}{2}\right\rfloor\right]\right., j \in\left[\left\lceil\frac{d-1}{2}\right\rceil\right]\right\} .
\end{aligned}
$$

Finally, for every $\ell \in \mathbb{N}$ and $0 \leq p \leq \ell$, we let $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ be the simple undirected graph consisting of $\ell$ copies $G^{d}\left(u_{0}, v_{0}\right), \ldots, G^{d}\left(u_{p-1}, v_{p-1}\right), G^{d}\left(u_{p+1}, v_{p+1}\right), \ldots, G^{d}\left(u_{\ell}, v_{\ell}\right)$ of $G^{d}(u, v)$, one copy $H^{d}\left(u_{p}, v_{p}\right)$ of $H^{d}(u, v)$ and additional edges $\left\{v_{i}, u_{i+1}\right\}$ for each $i \in[\ell]$. Note that $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ has $\ell \cdot(d+1)+2 d$ vertices, the vertices $u_{0}$ and $v_{\ell}$ have degree $d-1$ and every other vertex has degree $d$. See Figure 6.5 for an example.

Let $\mathcal{A} \in C_{d}$ be any $\sigma$-structure and let $\ell:=2 \cdot\left(3 D^{4}+1\right)$. We obtain a simple graph $G_{\mathcal{A}}$ with bounded degree $d$ out of $\mathcal{A}$ with the following operations.
(E) For every $i_{0}, i_{1}, i_{2}, i_{3} \in[D]$ we define $p=\sum_{k=0}^{3} i_{k} \cdot D^{k}$ and replace every tuple $(a, b) \in$ $E_{\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)}^{\mathcal{A}}$ by $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ and additional edges $\left\{a, u_{0}\right\}$ and $\left\{v_{\ell}, b\right\}$. Here all vertices of $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $E_{\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)}$-arrow with end-vertices $a$ and $b$.
$(F)$ For every $i_{0}, i_{1}, i_{2}, i_{3} \in[D]$ we define $p=D^{4}+\sum_{k=0}^{3} i_{k} \cdot D^{k}$ and replace every tuple $(a, b) \in F_{\left(\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)\right)}^{\mathcal{A}}$ by $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ and additional edges $\left\{a, u_{0}\right\}$ and $\left\{v_{\ell}, b\right\}$. Here all vertices of $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $F_{\left(\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)\right)}$-arrow with end-vertices $a$ and $b$.
(L) For every $i_{0}, i_{1}, i_{2}, i_{3} \in[D]$ we define $p=2 D^{4}+\sum_{k=0}^{3} i_{k} \cdot D^{k}$ and replace every tuple
$(x, y) \in L_{\left(\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)\right)}^{\mathcal{A}}$ by $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ and additional edges $\left\{a, u_{0}\right\}$ and $\left\{v_{\ell}, b\right\}$. Here all vertices of $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $L_{\left(\left(i_{0}, i_{1}\right),\left(i_{2}, i_{3}\right)\right)}$-arrow with end-vertices a and $b$.
$(R)$ We define $p=3 D^{4}$ and replace every tuple $(a, b) \in R^{\mathcal{A}}$ by $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ and additional edges $\left\{a, u_{0}\right\}$ and $\left\{v_{\ell}, b\right\}$. Here all vertices of $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $R$-arrow with end-vertices $a$ and $b$.

All vertices, that are not auxiliary, are called original vertices. Note that the location $p$ of the gadget $H^{d}\left(v_{0}, v_{\ell}\right)$ uniquely encodes the colour of the original directed coloured edge. Also note that each arrow defined above has a direction as the gadget $H^{d}\left(v_{0}, v_{\ell}\right)$ is always located in the first half of the path $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$.

The following is easy to observe from the construction.
Remark 6.3.2. For every vertex $x$ of $G_{\mathcal{A}}$ the following proposition is true. $x$ is an original vertex if and only if $x$ is contained in no triangle.

We now construct the formula $\psi_{(2)}$. For that we let $\delta(x)$ be a formula in the language of undirected graphs $\sigma_{\text {Graph }}$, saying ' $x$ is an original vertex', which is easy to do by Remark 6.3.2. We further let $\beta(x)$ be a formula saying ' $x$ is an inner vertex of either an $E_{i, j}$-arrow or an $F_{k}$ arrow or an $L_{k}$-arrow or an $R$-arrow for any $i, j \in[D]^{2}, k \in\left([D]^{2}\right)^{2}$. Here an inner vertex of an arrow refers to any vertex but the two end vertices. Let $\alpha_{i, j}^{E}, \alpha_{k}^{F}, \alpha_{k}^{L}$ and $\alpha^{R}$ be the following $\sigma_{\mathrm{Graph}}$-formulas. Let $\alpha_{i, j}^{E}(x, y)$ say ' $x$ and $y$ are the end-vertices of an induced $E_{i, j}$-arrow' for $i, j \in[D]^{2}$, similarly, let $\alpha_{k}^{F}(x, y)$ say ' $x$ and $y$ are the end-vertices of an induced $F_{k}$-arrow' for $k \in\left([D]^{2}\right)^{2}$. Furthermore let $\alpha_{k}^{L}(x, y)$ say ' $x$ and $y$ are the end-vertices of an induced $L_{k}$-arrow' for $k \in\left([D]^{2}\right)^{2}$ and $\alpha^{R}(x, y)$ say ' $x$ and $y$ are the end-vertices of an induced $R$-arrow'. Since the size of all arrow-graph gadgets depends on $d$ the formulas $\beta, \alpha_{i, j}^{E}, \alpha_{k}^{F}, \alpha_{k}^{L}$ and $\alpha^{R}$ are straight forward to construct.

Given $\varphi_{(2)}$, formula $\psi_{(Z)}$ is obtained as follows. In the formula $\varphi_{(Z)}$ we replace each expression $E_{i, j}(x, y)$ by $\alpha_{i, j}^{E}(x, y)$, each $F_{k}(x, y)$ by $\alpha_{k}^{F}(x, y)$, each $L_{k}(x, y)$ by $\alpha_{k}^{L}(x, y)$ and each $R(x, y)$ by $\alpha^{R}(x, y)$. In addition, we relativise all quantifiers to the original vertices by replacing every expression of the form $\exists x \chi$ by $\exists x(\delta(x) \wedge \chi)$ and every expression of the form $\forall x \chi$ by $\forall x(\delta(x) \rightarrow \chi)$. Let us call the resulting formula $\psi_{(Z)}^{\prime}$. Then we set $\psi_{(2)}$ to be the conjunction of the formula $\psi_{(Z)}^{\prime}$ and the formula $\forall x(\neg \delta(x) \rightarrow \beta(x))$. Let

$$
\mathcal{P}_{(2)}:=\left\{G \in \mathcal{C}_{d} \mid G \models \psi_{(2)}\right\} .
$$

The following is clear by the construction of $G_{\mathcal{A}}$ and $\psi_{(2)}$.
Lemma 6.3.3. For any $\mathcal{A} \in C_{d}$ the following proposition is true. $\mathcal{A} \models \varphi_{(2)}$ if and only if $G_{\mathcal{A}} \models \psi_{(2)}$. Additionally we have that if $G \in \mathcal{C}_{d}$ is a model of $\psi_{(2)}$ then $G \cong G_{\mathcal{A}}$ for some $\mathcal{A} \in C_{d}$.

Proof. First assume that $\mathcal{A} \models \varphi_{(Z)}$. Then by the construction of $G_{\mathcal{A}}$ and $\psi_{(\mathbb{Z})}^{\prime}$ we get that $G_{\mathcal{A}} \vDash \psi_{(2)}^{\prime}$. Since in the construction of $G_{\mathcal{A}}$ no auxiliary vertex is added which is not part of an $E_{i, j}$-arrow or an $F_{k}$-arrow or an $L_{k}$-arrow or an $R$-arrow for any $i, j \in[D]^{2}, k \in\left([D]^{2}\right)^{2}$ we additionally get that $G_{\mathcal{A}} \models \forall x(\neg \delta(x) \rightarrow \beta(x))$.

Let us on the other hand assume that $G \models \psi_{(Z)}$. Then $G \models \forall x(\neg \delta(x) \rightarrow \beta(x))$. Hence $G$ consists of a set of original vertices that are connected according to $\psi_{(Z)}^{\prime}$ with $E_{i, j}$-arrow or an $F_{k}$-arrow or an $L_{k}$-arrow or an $R$-arrow. Hence we can reverse the Operations $(E),(F),(L)$ and $(R)$ to obtain $\mathcal{A}_{G}$ the corresponding model of $\varphi_{(Z)}$ for which $G_{\mathcal{A}_{G}}=G$.

In the following, we show that $\mathcal{P}_{(7)}$ is a family of expanders, which allows us to prove non-testability analogously as in the relational structure case. We remark that one could also prove the non-testability of $\mathcal{P}_{(2)}$ by showing that the aforementioned transformation (from $\sigma$ structures to simple graphs) is more or less a local reduction that preserves the testability of properties.

Proposition 6.3.4. The models of $\psi_{(2)}$ is a family of $\xi$-expanders, for some constant $\xi>0$.
The strategy here is to consider different cases dependent on how the number of original vertices relates to the number of auxiliary vertices contained in some set $S \subseteq V(G)$ of size at most $\frac{V(G)}{2}$ for a model $G$ of $\psi_{(2)}$. Since original vertices are only connected to auxiliary vertices, we get well connectedness of $S$ if the number of auxiliary vertices in comparison to the number of original vertices contained in $S$ is small. On the other hand, using a similar argument we obtain well connectedness of $S$ in the case that the amount of auxiliary vertices is large in comparison to the amount of original vertices in $S$. In the case that the number of original and auxiliary vertices differs not too much we can use expansion of the structure $\mathcal{A} \in P_{(Z)}$ corresponding to $G$ to prove that $S$ is well connected to the rest of $G$. We give the formal proof in the following.

Proof of Proposition 6.3.4. Let $G$ be a model of $\psi_{(2)}$ and let $\mathcal{A}$ be the corresponding model of $\varphi_{(Z)}$ which exists due to Lemma 6.3.3. Let $S \subseteq V(G)$ such that $|S| \leq \frac{|V(G)|}{2}$. Let $V_{\text {original }} \sqcup$ $V_{\text {auxiliary }}=V(G)$ be the partition of $V(G)$ into original and auxiliary vertices. Let $S_{\text {original }}:=$ $V_{\text {original }} \cap S$ and $S_{\text {auxiliary }}:=V_{\text {auxiliary }} \cap S$.

First note that by the above definitions every tuple in $\mathcal{A}$ corresponds to a constant number $c:=2 \cdot\left(3 D^{4}+1\right) \cdot(d+1)+2 d$ of auxiliary vertices in $V_{\text {auxiliary }}$ (each of the copies of gadget $P_{\ell, p}^{d}\left(u_{0}, v_{\ell}\right)$ contains $d+1$ vertices and gadget $H^{d}\left(v_{0}, v_{\ell}\right)$ contains $2 d$ vertices), where $d=$ $2 D^{2}+D^{4}+1$ (see Equation 6.8).

Assume $\left|S_{\text {original }}\right|>\frac{2}{d c} \cdot|S|$. Then there are $|S|-\left|S_{\text {original }}\right|<\frac{d c-2}{2} \cdot\left|S_{\text {original }}\right|$ vertices in $S_{\text {auxiliary }}$. This implies that at least $d \cdot\left|S_{\text {original }}\right|-\frac{2}{c} \cdot \frac{d c-2}{2} \cdot\left|S_{\text {original }}\right|$ of the arrows incident to
a vertex in $S_{\text {original }}$ contribute at least one edge to $\langle S, V \backslash S\rangle_{G}$ and therefore

$$
\begin{aligned}
\langle S, V \backslash S\rangle_{G} & \geq d \cdot\left|S_{\text {original }}\right|-\frac{d c-2}{c} \cdot\left|S_{\text {original }}\right| \\
& =\frac{2}{c} \cdot\left|S_{\text {original }}\right| \\
& \geq \frac{4}{d c^{2}} \cdot|S|
\end{aligned}
$$

Assume $\frac{1}{2 d c} \cdot|S|<\left|S_{\text {original }}\right| \leq \frac{2}{d c} \cdot|S|$. Let $\epsilon=\frac{D^{2}}{12}$ as defined in the proof of Proposition 6.1.12 Since each edge in the underlying graph $U(\mathcal{A})$ corresponds to exactly one arrowgraph gadget in $G$ we get that $\langle S, V \backslash S\rangle_{G} \geq\left\langle S_{\text {original }}, V_{\text {original }} \backslash S_{\text {original }}\right\rangle_{U(\mathcal{A})}$. Since $\mathcal{A}$ is $d$-regular and every edge gets replaced by $c$ auxiliary vertices we get $|V(G)|=\left(1+\frac{d c}{2}\right) \cdot|A|$. Hence

$$
\left|S_{\text {original }}\right| \leq \frac{2}{d c} \cdot|S| \leq \frac{1}{d c} \cdot|V(G)|=\frac{2+d c}{2 d c} \cdot|A|
$$

and $\left|A \backslash S_{\text {original }}\right| \geq\left(\frac{2 d c}{2+d c}-1\right) \cdot\left|S_{\text {original }}\right|$. Hence from Proposition 6.1 .12 we directly get

$$
\begin{aligned}
\langle S, V(G) \backslash S\rangle_{G} & \geq\left\langle S_{\text {original }}, V_{\text {original }} \backslash S_{\text {original }}\right\rangle_{U(\mathcal{A})} \\
& =\epsilon \cdot \min \left\{\left|S_{\text {original }}\right|,\left|A \backslash S_{\text {original }}\right|\right\} \\
& \geq \epsilon \cdot \min \left\{\frac{1}{2 d c}, \frac{d c}{2+d c}\right\} \cdot|S| .
\end{aligned}
$$

Now assume $\left|S_{\text {original }}\right| \leq \frac{1}{2 d c} \cdot|S|$. Therefore there are $|S|-\left|S_{\text {original }}\right| \geq|S|-\frac{1}{2 d c} \cdot|S|$ vertices in $S_{\text {auxiliary }}$. Of these at least $\frac{2 d c-1}{2 d c} \cdot|S|-\left|S_{\text {original }}\right| d c \geq \frac{d c-1}{2 d c} \cdot|S|$ vertices in $S_{\text {auxiliary }}$ that are not in a connected component with any element from $S_{\text {original }}$ in the graph $G[S]$. Since any connected component of $G[S]$ with no vertices in $S_{\text {original }}$ contains at most $c$ vertices, we get that

$$
\langle S, V \backslash S\rangle_{G} \geq \frac{d c-1}{2 d c^{2}} \cdot|S|
$$

By setting $\xi=\min \left\{\frac{d c-1}{2 d c^{2}}, \epsilon \frac{1}{2 d c}, \epsilon \frac{d c}{2+d c}, \frac{4}{d c^{2}}\right\}>0$ we proved the claimed.

Now we obtain Theorem 6.3.1 from Proposition 6.3 .4 with the same methods used to prove Theorem 6.2.4 from Proposition 6.1.12. Alternatively, we can use a result by Fichtenberger, Sohler and Peng [56] stating that every testable property contains a hyperfinite subproperty. Since a property consisting of expanders cannot contain a hyperfinite subproperty, which is an almost immediate consequence from the definitions of these concepts, this implies Theorem 6.3.1. The result in 56] is however shown for simple undirected graphs and relies on the result by Alon 102 and the canonical tester which we both generalise in Chapter 5 . Hence confirming validity for the result from $\sqrt{56}$ for relational structures seems more lengthy then the approach we use in Section 6.2.

### 6.4 On the testability of all $\Sigma_{2}$-properties

In this section we let $\sigma=\left\{R_{1}, \ldots, R_{m}\right\}$ be any relational structures and $C_{d}$ the set of $\sigma$-structure of bounded degree $d$. In this section, we prove the following.

Theorem 6.4.1. Every property defined by a sentence in $\Sigma_{2}$ is testable in the bounded degree model.

We adapt the notion of indistinguishability of [6] from the dense model to the bounded degree model for relational structures.

Definition 6.4.2. Two properties $P, Q \subseteq C_{d}$ are called indistinguishable if for every $\epsilon \in(0,1)$ there exists $N=N(\epsilon)$ such that for every structure $\mathcal{A} \in P$ with $|A|>N$ there is a structure $\tilde{\mathcal{A}} \in Q$ with the same universe, that is $\epsilon$-close to $\mathcal{A}$; and for every $\mathcal{B} \in Q$ with $|B|>N$ there is a structure $\tilde{\mathcal{B}} \in P$ with the same universe, that is $\epsilon$-close to $\mathcal{B}$.

The following lemma follows from the definitions, and is similar to 6], though we make use of the canonical testers for bounded degree structures from Section 5.1.

Lemma 6.4.3. If $P, Q \subseteq C_{d}$ are indistinguishable properties, then $P$ is testable on $C_{d}$ if and only if $Q$ is testable on $C_{d}$.

Proof. For any $\epsilon \in(0,1)$ we let $N(\epsilon)$ be the constant from Definition 6.4.2 for $P$ and $Q$.
First assume that $P$ is testable on $C_{d}$ and fix an $\epsilon \in(0,1)$. Let $T$ be an $\frac{\epsilon}{2}$-tester for $P$ on $C_{d}$ with constant query complexity. Repeating $T$ and deciding on the majority of outcomes we can get an $\frac{\epsilon}{2}$-tester $T^{\prime}$ with error probability $\frac{1}{6}$ and constant query complexity as in Lemma 3.1.7. By Corollary 5.1.4 there is a canonical $\frac{\epsilon}{2}$-tester $T^{\prime \prime}$ with error probability $\frac{1}{6}$ and constant query complexity for $P$ on $C_{d}$. Therefore there are $s, r \in \mathbb{N}$ such that $T^{\prime \prime}$ samples $s$ elements at random from the input structure, explores their $r$-neighbourhood and makes a deterministic decision on whether to accept the input structure depending only on the distribution of $r$-neighbourhoods seen.

Let $\epsilon^{\prime}:=\min \left\{\frac{\epsilon}{2}, \frac{1}{16 s r d^{r+1} \operatorname{ar}(\sigma)^{r-1}}\right\}$. Now consider the following algorithm $T^{\prime \prime \prime}$. For any input structure $\mathcal{A} \in C_{d}$ on $n<N\left(\epsilon^{\prime}\right)$ elements we compute precisely whether $\mathcal{A} \in Q$ and answer accordingly. For every input structure on $n \geq N\left(\epsilon^{\prime}\right)$ elements we invoke the tester $T^{\prime \prime}$ and accept $\mathcal{A}$ if and only if $T^{\prime \prime}$ accepts $\mathcal{A}$. The query complexity of this procedure is clearly constant.

Now let us first assume $\mathcal{A} \in Q$ and $|A| \geq N\left(\epsilon^{\prime}\right)$. Then by the definition of indistinguishability there is a structure $\tilde{\mathcal{A}} \in P$ which is $\epsilon^{\prime}$-close to $\mathcal{A}$. Hence $\tilde{\mathcal{A}}$ differs from $\mathcal{A}$ in at most $\epsilon^{\prime} d n$ tuples. Observe that an $r$-neighbourhood contains at most

$$
d+d^{2} \operatorname{ar}(\sigma)+\cdots+d^{r} \operatorname{ar}(\sigma)^{r-1} \leq r d^{r} \operatorname{ar}(\sigma)^{r-1}
$$

tuples. Hence $\mathcal{A}$ and $\tilde{\mathcal{A}}$ differ in at most $\epsilon^{\prime} r d^{r+1} \operatorname{ar}(\sigma)^{r-1} n$ neighbourhoods. Therefore with probability

$$
1-s \cdot \frac{\epsilon^{\prime} r d^{r+1} \operatorname{ar}(\sigma)^{r-1} n}{n} \geq \frac{15}{16}
$$

$T^{\prime \prime \prime}$ picks $s$ elements from $\mathcal{A}$ such that they have the same $r$-neighbourhood in $\mathcal{A}$ and $\tilde{\mathcal{A}}$. Here we want to remark that the probability of $T^{\prime \prime \prime}$ picking $s$ elements which have the same $r$-neighbourhood in $\mathcal{A}$ and $\tilde{\mathcal{A}}$ and the probability of $T^{\prime \prime \prime}$ accepting $\mathcal{A}$ are not independent. But since $T^{\prime \prime \prime}$ picks elements uniformly at random the probability of $T^{\prime \prime \prime}$ accepting $\mathcal{A}$ assuming the $r$-neighbourhoods of the elements sampled are amongst the neighbourhoods on which $\mathcal{A}$ and $\tilde{\mathcal{A}}$ agree is still at least $\frac{5}{6}-\frac{1}{16} \geq \frac{3}{4}$. Hence the probability of $T^{\prime \prime \prime}$ both sampling $s$ vertices which have the same $r$-neighbourhood in $\mathcal{A}$ and $\tilde{\mathcal{A}}$ and accepting is at least $\frac{15}{16} \cdot \frac{3}{4} \geq \frac{2}{3}$. Hence $T^{\prime \prime \prime}$ accepts $\tilde{\mathcal{A}}$ with probability at least $\frac{2}{3}$.

Now assume that $\mathcal{A} \in C_{d}$ with $|A| \geq N\left(\epsilon^{\prime}\right)$ is $\epsilon$-far from being in $Q$. Then $\mathcal{A}$ is at least $\frac{\epsilon}{2}$-far from being in $P$. Since $T^{\prime \prime}$ is an $\frac{\epsilon}{2}$-tester for $P, \mathcal{A}$ must get rejected with probability at least $\frac{5}{6} \geq \frac{2}{3}$. This proves that $T^{\prime \prime \prime}$ is an $\epsilon$-tester for $Q$.

High-level idea of proof of Theorem 6.4.1. Let $\varphi \in \Sigma_{2}$. We prove that the property defined by $\varphi$ can be written as the union of properties, each of which is defined by another formula $\varphi^{\prime}$ in $\Sigma_{2}$ where the structure induced by the existentially quantified variables is a fixed structure $\mathcal{M}$ (see Claim 2). With some further simplification of $\varphi^{\prime}$, we obtain a formula $\varphi^{\prime \prime}$ in $\Sigma_{2}$ which expresses that the structure has to have $\mathcal{M}$ as an induced substructure and every set of elements of fixed size $\ell$ has to induce some structure from a set of structures $\mathfrak{H}$, and depending on the structure from $\mathfrak{H}$ a set of $\ell$ elements induces there might be some connections to the elements of $\mathcal{M}$ (see Claim 3). We now define a formula $\psi$ in $\Pi_{1}$ such that the property defined by $\psi$ is indistinguishable from the property defined by $\varphi^{\prime \prime}$ in the sense that we can transform any structure satisfying $\psi$, into a structure satisfying $\varphi^{\prime \prime}$ by modifying no more then a small fraction of the tuples and vice versa (see Claim 6). The intuition behind this is that every structure satisfying $\varphi^{\prime \prime}$ can be made to satisfy $\psi$ by removing the structure $\mathcal{M}$ while on the other hand for every structure which satisfies $\psi$ we can plant the structure $\mathcal{M}$ to make it satisfy $\varphi^{\prime \prime}$. Since it is a priori unclear how the existentially and universally quantified variables interact, we have to define $\psi$ very carefully. Here it is important to note that the number of occurrences of structures in $\mathfrak{H}$ forcing an interaction with $\mathcal{M}$ is limited because of the degree bound (see Claim (4). Thus such structures can not be allowed to occur for models of $\psi$, as here the number of occurrences can not be limited in any way. Since properties defined by a formula in $\Pi_{1}$ are testable, this implies with the indistinguishability of $\psi$ and $\varphi^{\prime \prime}$ that the property defined by $\varphi^{\prime \prime}$ is testable. Furthermore by the fact that testable properties are closed under union by Lemma 3.5.1, we reach the conclusion that any property defined by a formula in $\Sigma_{2}$ is testable.

As described in the proof outline we will not directly give a tester for the property $P_{\varphi}$ but decompose $\varphi$ into simpler cases. However, every simplification of $\varphi$ used is computable, and therefore (as we do not parametrise by any attribute of the formula) the proof below yields a construction of an $\epsilon$-tester for $P_{\varphi}$ for every $\epsilon \in(0,1)$ and every $\varphi \in \Sigma_{2}$.

For the full proof of Theorem 6.4.1, we use the following definition.
Definition 6.4.4. Let $\mathcal{A}$ be a $\sigma$-structure with $A=\left\{a_{1}, \ldots, a_{t}\right\}$. Let $\bar{z}=\left(z_{1}, \ldots, z_{t}\right)$ be a tuple of variables. Then we define $\iota^{\mathcal{A}}(\bar{z})$ as follows.

$$
\begin{aligned}
\iota^{\mathcal{A}}(\bar{z}):= & \bigwedge_{R \in \sigma}\left(\bigwedge_{\substack{\left(a_{i_{1}}, \ldots, a_{i_{\operatorname{ar}(R)}}\right) \in R^{\mathcal{A}}}} R\left(z_{i_{1}}, \ldots, z_{i_{\operatorname{ar}(R)}}\right) \wedge\right. \\
& \bigwedge_{\left(a_{\left.i_{1}, \ldots, a_{i_{\operatorname{ar}(R)}}\right) \in A^{\operatorname{ar}(R) \backslash R^{\mathcal{A}}}} \neg R\left(z_{i_{1}}, \ldots, z_{\left.i_{\operatorname{ar}(R)}\right)}\right)\right) \wedge} \bigwedge_{\substack{i, j \in[t] \\
i \neq j}}\left(z_{i} \neq z_{j}\right) .
\end{aligned}
$$

Note that for every $\sigma$-structure $\mathcal{A}^{\prime}$ and $\bar{a}^{\prime}=\left(a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right) \in\left(A^{\prime}\right)^{t}$ we have that $\mathcal{A}^{\prime} \models \iota^{\mathcal{A}}\left(\bar{a}^{\prime}\right)$ if and only if $a_{i} \mapsto a_{i}^{\prime}, i \in\{1, \ldots, t\}$ is an isomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}\left[\left\{a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right\}\right]$. In particular, if $\mathcal{A}^{\prime} \models \iota^{\mathcal{A}}\left(\bar{a}^{\prime}\right)$, then $\left\{a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right\}$ induces a substructure isomorphic to $\mathcal{A}$ in $\mathcal{A}^{\prime}$.

Proof of Theorem 6.4.1. Let $\varphi$ be any sentence in $\Sigma_{2}$. Therefore we can assume that $\varphi$ is of the form $\varphi=\exists \bar{x} \forall \bar{y} \chi(\bar{x}, \bar{y})$ where $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$ is a tuple of $k \in \mathbb{N}$ variables, $\bar{y}=\left(y_{1}, \ldots, y_{\ell}\right)$ is a tuple of $\ell \in \mathbb{N}$ variables and $\chi(\bar{x}, \bar{y})$ is a quantifier-free formula. We can further assume that $\chi(\bar{x}, \bar{y})$ is in disjunctive normal form, and that

$$
\begin{equation*}
\varphi=\exists \bar{x} \forall \bar{y} \bigvee_{i \in I}\left(\alpha^{i}(\bar{x}) \wedge \beta^{i}(\bar{y}) \wedge \operatorname{pos}^{i}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{i}(\bar{x}, \bar{y})\right) \tag{6.10}
\end{equation*}
$$

where $\alpha^{i}(\bar{x})$ is a conjunction of literals only containing variables from $\bar{x}, \beta^{i}(\bar{y})$ is a conjunction of literals only containing variables in $\bar{y}, \operatorname{neg}^{i}(\bar{x}, \bar{y})$ is a conjunction of negated atomic formulas containing both variables from $\bar{x}$ and $\bar{y}$ and $\operatorname{pos}^{i}(\bar{x}, \bar{y})$ is a conjunction of atomic formulas containing both variables from $\bar{x}$ and $\bar{y}$. Here a literal is either an atomic formula or a negated atomic formula.

We now write the formula $\varphi$ given in 6.10 as a disjunction over all possible structures in $C_{d}$ the existentially quantified variables could enforce. Since the elements realising the existentially quantified variables will have a certain structure, it is natural to decompose the formula in this way.

Let $\mathfrak{M} \subseteq C_{d}$ be a set of models of $\varphi$, such that every model $\mathcal{A} \in C_{d}$ of $\varphi$ contains an isomorphic copy of some $\mathcal{M} \in \mathfrak{M}$ as an induced substructure, and $\mathfrak{M}$ is minimal with this property.

Claim 1. Every $\mathcal{M} \in \mathfrak{M}$ has at most $k$ elements.

Proof of Claim 1. Towards a contradiction assume there is $\mathcal{M} \in \mathfrak{M}$ with $|M|>k$. Since every structure in $\mathfrak{M}$ is a model of $\varphi$ there must be a tuple $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in M^{k}$ such that $\mathcal{M} \equiv \forall \bar{y} \bigvee_{i \in I}\left(\alpha^{i}(\bar{a}) \wedge \beta^{i}(\bar{y}) \wedge \operatorname{pos}^{i}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{i}(\bar{a}, \bar{y})\right)$. This implies that for every tuple $\bar{b} \in M^{\ell}$ we have $\mathcal{M} \models \bigvee_{i \in I}\left(\alpha^{i}(\bar{a}) \wedge \beta^{i}(\bar{b}) \wedge \operatorname{pos}^{i}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{i}(\bar{a}, \bar{b})\right)$. Furthermore, since $\left\{a_{1}, \ldots, a_{k}\right\}^{\ell} \subseteq M^{\ell}$ we have that $\mathcal{M}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right] \models \forall \bar{y} \bigvee_{i \in I}\left(\alpha^{i}(\bar{a}) \wedge \beta^{i}(\bar{y}) \wedge \operatorname{pos}^{i}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{i}(\bar{a}, \bar{y})\right)$. This means that $\mathcal{M}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right] \models \varphi$. Hence by definition, $\mathfrak{M}$ contains an induced substructure $\mathcal{M}^{\prime}$ of $\mathcal{M}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right]$. Since every model of $\varphi$ containing $\mathcal{M}$ as an induced substructure must also contain $\mathcal{M}^{\prime}$ as an induced substructure $\mathfrak{M} \backslash\{\mathcal{M}\}$ is a strictly smaller set than $\mathfrak{M}$ with all desired properties. This contradicts the minimality of $\mathfrak{M}$.

Therefore $\mathfrak{M}$ is finite. For $\mathcal{M} \in \mathfrak{M}$ let

$$
J_{\mathcal{M}}:=\left\{j \in I \mid \mathcal{M} \models \alpha^{j}(\bar{m}) \text { for some } \bar{m} \in M^{\ell}\right\} \subseteq I
$$

Claim 2. We have $\varphi \equiv_{d} \bigvee_{\mathcal{M} \in \mathfrak{M}}\left(\exists \bar{x} \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right]\right)$.
Proof of Claim 2, Let $\mathcal{A} \in C_{d}$ be a model of $\varphi$. Then there is a tuple $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$ such that $\mathcal{A} \models \forall y \chi(\bar{a}, \bar{y})$. Since $\left\{a_{1}, \ldots, a_{k}\right\}^{\ell} \subseteq A^{\ell}$ this implies that $\mathcal{A}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right] \vDash \forall y \chi(\bar{a}, \bar{y})$ and hence $\mathcal{A}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right] \models \varphi$. In addition, we may assume that we picked $\bar{a}$ in such a way that for any tuple $\bar{a}^{\prime}=\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right) \in\left\{a_{1}, \ldots, a_{k}\right\}^{k}$ with $\left\{a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right\} \subsetneq\left\{a_{1}, \ldots, a_{k}\right\}$ we have that $\mathcal{A} \not \vDash \forall \bar{y} \chi\left(\bar{a}^{\prime}, \bar{y}\right)$. (The reason is that if for some tuple $\bar{a}^{\prime}$ this is not the case then we just replace $\bar{a}$ by $\bar{a}^{\prime}$ and so on until this property holds). Hence $\mathcal{A}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right]$ cannot have a proper induced substructure in $\mathfrak{M}$, and it follows that there is $\mathcal{M} \in \mathfrak{M}$ such that $\mathcal{M} \cong \mathcal{A}\left[\left\{a_{1}, \ldots, a_{k}\right\}\right]$. By choice of $J_{\mathcal{M}}$ we get $\mathcal{A} \models \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{a}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{y})\right)\right]$ and hence

$$
\mathcal{A} \models \bigvee_{\mathcal{M} \in \mathfrak{M}}\left(\exists \bar{x} \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right]\right)
$$

To prove the other direction, we now let the structure $\mathcal{A} \in C_{d}$ be a model of the formula $\bigvee_{\mathcal{M} \in \mathfrak{M}}\left(\exists \bar{x} \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right]\right)$. Consequently there is $\mathcal{M} \in \mathfrak{M}$ and $\bar{a} \in A^{k}$ such that $\mathcal{A} \models \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{a}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{y})\right)\right]$. By choice of $J_{\mathcal{M}}$ this implies $\mathcal{A} \models \forall \bar{y} \bigvee_{j \in J_{\mathcal{M}}}\left(\alpha^{j}(\bar{a}) \wedge \beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{y})\right)$ and hence $\mathcal{A} \models \varphi$.

Since the union of finitely many testable properties is testable by Corollary 3.5.2 it is sufficient to show that the property $P_{\varphi}$ is testable, where $\varphi$ is a sentence of the form

$$
\begin{equation*}
\varphi=\exists \bar{x} \forall \bar{y} \chi(\bar{x}, \bar{y}), \text { where } \chi(\bar{x}, \bar{y})=\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{j \in J_{\mathcal{M}}}\left(\beta^{j}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right] \tag{6.11}
\end{equation*}
$$

for some $\mathcal{M} \in \mathfrak{M}$. In the following, we will enforce that for every conjunctive clause of the big disjunction of $\chi$, the universally quantified variables induce a specific substructure.

For $j \in J_{\mathcal{M}}$ let $\mathfrak{H}_{j} \subseteq C_{d}$ be a maximal set of pairwise non-isomorphic structures $\mathcal{H}$ such that $\mathcal{H} \models \beta^{j}(\bar{b})$ for some $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in H^{\ell}$ with $\left\{b_{1}, \ldots, b_{\ell}\right\}=H$.
Claim 3. We have $\varphi \equiv_{d} \exists \bar{x} \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{\substack{\mathcal{H} \in \mathfrak{S}_{j} \\ j \in J_{\mathcal{M}}}}\left(\iota^{\mathcal{H}}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right]$.
Proof of $\operatorname{Claim}$ 3. Let $\mathcal{A} \in C_{d}$ and $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$. First assume that $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$. Hence for any tuple $\bar{b} \in A^{\ell}$ there is an index $j \in J_{\mathcal{M}}$ such that $\mathcal{A}=\beta^{j}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})$. Then $\mathcal{A} \models \beta^{j}(\bar{b})$ implies that $\mathcal{A}\left[\left\{b_{1}, \ldots, b_{\ell}\right\}\right] \cong \mathcal{H}$ for some $\mathcal{H} \in \mathfrak{H}_{j}$. Hence $\mathcal{A} \models \iota^{\mathcal{H}}(\bar{b})$ and $\mathcal{A} \models\left[\iota^{\mathcal{M}}(\bar{a}) \wedge \bigvee_{\substack{\mathcal{H} \in \mathfrak{S}_{j} j \\ j \in \mathcal{J}_{\mathcal{M}}}},\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)\right]$.

For the other direction, we let $\mathcal{A} \models \forall \bar{y}\left[\iota^{\mathcal{M}}(\bar{a}) \wedge \bigvee_{\substack{\mathcal{H} \in \mathfrak{s}_{j} \\ j \in \mathcal{J}_{\mathcal{M}}}}\left(\iota^{\mathcal{H}}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{y})\right)\right]$. Then for every tuple $\bar{b} \in A^{\ell}$ there is an index $j \in J_{\mathcal{M}}$ and $\mathcal{H} \in \mathfrak{H}_{j}$ such that $\mathcal{H} \models \iota^{\mathcal{H}}(\bar{b}) \wedge$ $\operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})$. Therefore $\mathcal{A}\left[\left\{b_{1}, \ldots, b_{\ell}\right\}\right] \cong \mathcal{H}$ and we know that $\mathcal{A} \models \beta^{j}(\bar{b})$. Therefore $\mathcal{A} \models \beta^{j}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})$ and since this is true for any $\bar{b} \in A^{\ell}$ we get $\mathcal{A} \models \varphi$.

Thus, it suffices to assume that

$$
\begin{equation*}
\varphi=\exists \bar{x} \forall \bar{y} \chi(\bar{x}, \bar{y}), \text { where } \chi(\bar{x}, \bar{y}):=\left[\iota^{\mathcal{M}}(\bar{x}) \wedge \bigvee_{\substack{\mathcal{H} \in \mathfrak{S}_{j}, j \in J_{\mathcal{M}}}}\left(\iota^{\mathcal{H}}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{x}, \bar{y})\right)\right] \tag{6.12}
\end{equation*}
$$

for some $\mathcal{M} \in \mathfrak{M}$.
Next we will define a universally quantified formula $\psi$ and show that $P_{\varphi}$ is indistinguishable from the property $P_{\psi}$. To do so we will need the two claims below. Intuitively, Claim 4 says that models of $\varphi$ of bounded degree do not have many 'interactions' between existential and universal variables - only a constant number of tuples in relations combine both types of variables. Note that for a structure $\mathcal{A}$ and tuples $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}, \bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in A^{\ell}$ the condition $\mathcal{A} \models \iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})$ can force an element of $\bar{b}$ to be in a tuple (of a relation of $\mathcal{A})$ with an element of $\bar{a}$, even if $\operatorname{pos}^{j}(\bar{x}, \bar{y})$ is an empty conjunction. For example, it may be the case that for some tuple $\bar{b}^{\prime} \in\left\{b_{1}, \ldots, b_{\ell}\right\}^{\ell}$, every clause $\iota^{\mathcal{H}^{\prime}}(\bar{y}) \wedge \operatorname{pos}^{j^{\prime}}(\bar{x}, \bar{y}) \wedge \operatorname{neg}^{j^{\prime}}(\bar{x}, \bar{y})$ for which $\mathcal{A} \models \iota^{\mathcal{H}^{\prime}}\left(\bar{b}^{\prime}\right) \wedge \operatorname{pos}^{j^{\prime}}\left(\bar{a}, \bar{b}^{\prime}\right) \wedge \operatorname{neg}^{j^{\prime}}\left(\bar{a}, \bar{b}^{\prime}\right)$ forces a tuple to contain some element of $\bar{b}^{\prime}$ and some element of $\bar{a}$. We will now define a set $J$ to pick out the clauses that do not force a tuple to contain both at least one element from $\left\{a_{1}, \ldots, a_{k}\right\}$ and at least one element from $\left\{b_{1}, \ldots, b_{\ell}\right\} \backslash\left\{a_{1}, \ldots, a_{k}\right\}$. Note that we still allow elements from $\bar{b}$ to be amongst the elements in $\bar{a}$. In Claim 4 we show that for every $\mathcal{A} \in C_{d}, \bar{a} \in A^{k}$ for which $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$ there are a constant number of tuples $\bar{b} \in A^{\ell}$ that only satisfy clauses which force a tuple to contain both an element from $\left\{a_{1}, \ldots, a_{k}\right\}$ and from $\left\{b_{1}, \ldots, b_{\ell}\right\} \backslash\left\{a_{1}, \ldots, a_{k}\right\}$.

Let $j \in J_{\mathcal{M}}, \mathcal{H} \in \mathfrak{H}_{j}$ and $\bar{h}=\left(h_{1}, \ldots, h_{\ell}\right) \in H^{\ell}$ such that $\mathcal{H} \models \iota^{\mathcal{H}}(\bar{h})$. We define the set

$$
P_{j, \mathcal{H}}:=\left\{h_{i} \mid i \in\{1, \ldots, \ell\}, \operatorname{pos}^{j}(\bar{x}, \bar{y}) \text { does not contain } y_{i}=x_{i^{\prime}} \text { for any } i^{\prime} \in\{1, \ldots, k\}\right\}
$$

Now we let $J \subseteq J_{\mathcal{M}} \times C_{d}$ be the set of pairs $(j, \mathcal{H})$, with $\mathcal{H} \in \mathfrak{H}_{j}$ such that the disjoint union $\mathcal{M} \sqcup \mathcal{H}\left[P_{j, \mathcal{H}}\right] \models \varphi$. $J$ now precisely specifies the clauses that can be satisfied by a structure $\mathcal{A}$
and tuple $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$ and $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in A^{\ell}$ where $\mathcal{A}$ does not contain any tuples both containing elements from $\left\{a_{1}, \ldots, a_{k}\right\}$ and from $\left\{b_{1}, \ldots, b_{\ell}\right\} \backslash\left\{a_{1}, \ldots, a_{k}\right\}$.

Claim 4. Let $\mathcal{A} \in C_{d}$ and $\bar{a}=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$. If $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$ then there are at most $k \cdot d$ tuples $\bar{b} \in A^{\ell}$ such that $\mathcal{A} \not \vDash \bigvee_{(j, \mathcal{H}) \in J}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$.

Proof of $\operatorname{Claim} 4$ Assume $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$. First observe that since $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$, it holds that $\mathcal{A} \models \forall \bar{y} \bigvee \underset{\substack{\mathcal{H} \in \mathfrak{S}_{j} j \\ j \in J_{\mathcal{M}}}}{ }\left(\iota^{\mathcal{H}}(\bar{y}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{y}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{y})\right)$ by Equation 6.12. We now let $B$ be the set $B:=\left\{\bar{b} \in A^{\ell} \mid \mathcal{A} \not \vDash \bigvee_{(j, \mathcal{H}) \in J}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)\right\} \subseteq A^{\ell}$. Then every $\bar{b} \in B$ adds at least one to $\sum_{i=1}^{k} \operatorname{deg}_{\mathcal{A}}\left(a_{i}\right)$. Since $\mathcal{A} \in C_{d}$ implies that $\sum_{i=1}^{k} \operatorname{deg}_{\mathcal{A}}\left(a_{i}\right) \leq k \cdot d$ we get that $|B| \leq k \cdot d$.

Claim 5. Let $\psi$ be a formula of the form $\psi=\forall \bar{z} \chi(\bar{z})$ where $\bar{z}=\left(z_{1}, \ldots, z_{t}\right)$ is a tuple of variables and $\chi(\bar{z})$ is a quantifier-free formula. Let $\mathcal{A} \in C_{d}$ with $|A|>d \cdot \operatorname{ar}(\sigma) \cdot t$ and let $b \in A$ be an arbitrary element. Let $\mathcal{A} \models \psi$ and let $\mathcal{A}^{\prime}$ be obtained from $\mathcal{A}$ by 'isolating' $b$, i.e. by deleting all tuples containing $b$ from $R^{\mathcal{A}}$ for every $R \in \sigma$. Then $\mathcal{A}^{\prime} \models \psi$.

Proof of Claim 5. First note that $\mathcal{A}^{\prime} \models \chi(\bar{a})$ for any tuple $\bar{a}=\left(a_{1}, \ldots, a_{t}\right) \in(A \backslash\{b\})^{t}$ as no tuple over the set of elements $\left\{a_{1}, \ldots, a_{t}\right\}$ has been deleted. Let $\bar{a}=\left(a_{1}, \ldots, a_{t}\right) \in A^{t}$ be a tuple containing $b$. Pick $b^{\prime} \in A$ such that $\operatorname{dist}_{\mathcal{A}}\left(a_{j}, b^{\prime}\right)>1$ for every $j \in\{1, \ldots, t\}$. Such an element exists as $|A|>d \cdot \operatorname{ar}(R) \cdot t$. Let $\bar{a}^{\prime}=\left(a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right)$ be the tuple obtained from $\bar{a}$ by replacing any occurrence of $b$ by $b^{\prime}$. Hence $a_{j} \mapsto a_{j}^{\prime}$ defines an isomorphism from $\mathcal{A}^{\prime}\left[\left\{a_{1}, \ldots, a_{t}\right\}\right]$ to $\mathcal{A}\left[\left\{a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right\}\right]$ since $b$ is an isolated element in $\mathcal{A}^{\prime}\left[\left\{a_{1}, \ldots, a_{t}\right\}\right]$ and $b^{\prime}$ is an isolated element in $\mathcal{A}\left[\left\{a_{1}^{\prime}, \ldots, a_{t}^{\prime}\right\}\right]$. Since $\mathcal{A} \models \chi\left(\bar{a}^{\prime}\right)$, it follows that $\mathcal{A}^{\prime} \models \chi(\bar{a})$.

Let $J^{\prime} \subseteq J$ be the set of pairs $(j, \mathcal{H})$, with $\mathcal{H} \in \mathfrak{H}_{j}$, for which $\operatorname{pos}^{j}(\bar{x}, \bar{y})$ is the empty conjunction. $J^{\prime}$ contains $(j, \mathcal{H})$ for which we want to use $\iota^{\mathcal{H}}(\bar{y})$ to define the formula $\psi$.

Claim 6. The property $P_{\varphi}$ with $\varphi$ as in 6.12 is indistinguishable from the property $P_{\psi}$ where $\psi:=\forall \bar{y} \bigvee_{(j, \mathcal{H}) \in J^{\prime}} \iota^{\mathcal{H}}(\bar{y})$.

Proof of Claim 6. Let $\epsilon>0$ and $N(\epsilon)=N:=\frac{k \cdot \ell^{2} \cdot d \cdot a r(R)}{\epsilon}$ and $\mathcal{A} \in C_{d}$ be any structure with $|A|>N$.

First assume that $\mathcal{A} \models \varphi$. The strategy is to isolate any element $b$ by deleting all tuples containing $b$ which is contained in a tuple $\bar{b} \in A^{\ell}$ such that $\mathcal{A} \not \vDash \bigvee_{(j, \mathcal{H}) \in J^{\prime}} \iota^{\mathcal{H}}(\bar{b})$. This will result in a structure which is $\epsilon$-close to $\mathcal{A}$ and a model of $\psi$.

Let $\bar{a} \in A^{k}$ be a tuple such that $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$. Let $B \subseteq A^{\ell}$ be the set of tuples $\bar{b} \in A^{\ell}$ such that $\mathcal{A} \not \vDash \bigvee_{(j, \mathcal{H}) \in J}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$. Then $|B| \leq k \cdot d \cdot \operatorname{ar}(R)$ by Claim 4 . Hence the structure $\mathcal{A}^{\prime}$ obtained from $\mathcal{A}$ by deleting all tuples containing an element of

$$
C:=\left\{a_{1}, \ldots, a_{k}\right\} \cup\left\{b \in A \mid \text { there is }\left(b_{1}, \ldots, b_{\ell}\right) \in B \text { such that } b \in\left\{b_{1}, \ldots, b_{\ell}\right\}\right\}
$$

is $\epsilon$-close to $\mathcal{A}$. Since $\mathcal{A} \models \forall \bar{y} \chi(\bar{a}, \bar{y})$ implies $\mathcal{A} \vDash \forall \bar{y} \bigvee \bigvee_{\substack{\mathcal{H} \in \mathcal{S}_{j} \\ j \in \mathcal{M}}}, \iota^{\mathcal{H}}(\bar{y})$ by Claim 5 we know that $\mathcal{A}^{\prime} \models \forall \bar{y} \bigvee \bigvee_{\substack{\mathcal{H} \in \mathcal{S}_{j} \\ j \in \mathcal{M}}}^{\substack{\mathcal{H} \\ \mathcal{H} \\ \bar{y}\$}}\). For any tuple $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in(A \backslash C)^{\ell}$ we have by definition of $J^{\prime}$ that $\mathcal{A} \models \mathcal{H}^{\mathcal{H}}(\bar{b})$ for some $(j, \mathcal{H}) \in J^{\prime}$. Furthermore $\mathcal{A}\left[\left\{b_{1}, \ldots, b_{\ell}\right\}\right]=\mathcal{A}^{\prime}\left[\left\{b_{1}, \ldots, b_{\ell}\right\}\right]$ and hence $\mathcal{A}^{\prime} \vDash \bigvee_{(j, \mathcal{H}) \in J^{\prime}} \iota^{\mathcal{H}}(\bar{b})$. Let $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in A^{\ell}$ be any tuple containing $t$ elements from $C$ and let $c_{1}, \ldots, c_{t} \in C$ be those elements. Pick $t$ elements $c_{1}^{\prime}, \ldots, c_{t}^{\prime} \in A \backslash C$ such that $\operatorname{dist}_{\mathcal{A}}\left(a_{i}, c_{i^{\prime}}^{\prime}\right)>1, \operatorname{dist}_{\mathcal{A}}\left(c_{i^{\prime}}^{\prime}, b_{i}\right)>1$ and $\operatorname{dist}_{\mathcal{A}}\left(c_{i_{i}^{\prime}}^{\prime}, c_{i}^{\prime}\right)>1$ for suitable $i, i^{\prime}$. This is possible as $|A|>(k+2 \ell) \cdot d \cdot \operatorname{ar}(R)$ which guarantees the existence of $k+2 \ell$ elements of pairwise distance 1 . Let $\bar{b}^{\prime}=\left(b_{1}^{\prime}, \ldots, b_{\ell}^{\prime}\right)$ be the vector obtained from $\bar{b}$ by replacing $c_{i}$ with $c_{i}^{\prime}$. Since $\bar{b}^{\prime} \in A^{\ell}$ there must be $j^{\prime}, \mathcal{H}^{\prime} \in \mathfrak{H}_{j}$ such that $\mathcal{A}=\iota^{\mathcal{H}^{\prime}}\left(\bar{b}^{\prime}\right) \wedge \operatorname{pos}^{j^{\prime}}\left(\bar{a}, \bar{b}^{\prime}\right) \wedge \operatorname{neg}^{j^{\prime}}\left(\bar{a}, \bar{b}^{\prime}\right)$. By choice of $c_{1}^{\prime}, \ldots, c_{t}^{\prime}$ we have that $\operatorname{pos}_{j^{\prime}}(\bar{x}, \bar{y})$ must be the empty conjunction and hence $\left(j^{\prime}, \mathcal{H}^{\prime}\right) \in J^{\prime}$. Since additionally $b_{i} \mapsto b_{i}^{\prime}$ defines an isomorphism of $\mathcal{A}\left[\left\{b_{1}^{\prime}, \ldots, b_{\ell}^{\prime}\right\}\right]$ and $\mathcal{A}^{\prime}\left[\left\{b_{1}, \ldots, b_{\ell}\right\}\right]$ this implies that $\mathcal{A}^{\prime} \models \bigvee_{(j, \mathcal{H}) \in J^{\prime}} \iota^{\mathcal{H}}(\bar{b})$ for all $\bar{b} \in A^{\ell}$ and hence $\mathcal{A}^{\prime} \models \psi$.

Now we prove the other direction. Let $\mathcal{A} \models \psi$ with $|A|>N$. The idea here is to plant the structure $\mathcal{M}$ somewhere in $\mathcal{A}$. While this takes less then an $\epsilon$ fraction of edge modifications the resulting structure will be a model of $\varphi$.

Take any set $B \subseteq A$ of $|M|$ elements. Let $\mathcal{A}^{\prime}$ be the structure obtained from $\mathcal{A}$ by deleting all edges incident to any element contained in $B$. Let $\mathcal{A}^{\prime \prime}$ be the structure obtained from $\mathcal{A}^{\prime}$ by adding all tuples such that the structure induced by $B$ is isomorphic to $\mathcal{M}$. This takes no more then $2 \ell \cdot d \cdot \operatorname{ar}(R)<\epsilon \cdot d \cdot|A|$ edge modifications. Let $\bar{a} \in B^{k}$ be such that $\mathcal{A} \models \iota^{\mathcal{M}}(\bar{a})$. By Claim 5 we get $\mathcal{A}^{\prime} \models \psi$. Therefore pick any tuple $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right) \in(A \backslash B)^{\ell}$. Since by construction we have that all $b_{i}$ 's are of distance at least two from $\bar{a}$ we have that $\mathcal{A}^{\prime \prime} \models \bigvee_{(j, \mathcal{H}) \in J^{\prime}}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge\right.$ $\left.\operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$. By choice of $\mathcal{M}$ we also know that $\mathcal{A}^{\prime \prime} \models \bigvee_{\substack{\mathcal{H} \in \mathfrak{S}_{\mathcal{J}}, j \in \mathcal{M}}}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$ for all $\bar{b} \in B^{\ell}$. Therefore pick $\bar{b}=\left(b_{1}, \ldots, b_{\ell}\right)$ containing both elements from $B$ and from $A \backslash B$. Now pick a tuple $\bar{b}^{\prime}=\left(b_{1}^{\prime}, \ldots, b_{\ell}^{\prime}\right) \in(A \backslash B)^{\ell}$ that equals $\bar{b}$ in all positions containing an element from $A \backslash B$. As noted before there is $(j, \mathcal{H}) \in J^{\prime}$ such that $\mathcal{A}^{\prime \prime} \models\left(\iota^{\mathcal{H}}\left(\bar{b}^{\prime}\right) \wedge \operatorname{neg}^{j}\left(\bar{a}, \bar{b}^{\prime}\right)\right)$. By the definition of $J^{\prime}$ (and since $\left.J^{\prime} \subseteq J\right)$ this means that $\mathcal{A}^{\prime \prime}\left[\left\{a_{1}, \ldots, a_{k}, b_{1}^{\prime} \ldots b_{\ell}^{\prime}\right\}\right] \vDash \varphi$. Since $\bar{b} \in\left\{a_{1}, \ldots, a_{k}, b_{1}^{\prime} \ldots b_{\ell}^{\prime}\right\}^{\ell}$ this implies $\mathcal{A}^{\prime \prime}\left[\left\{a_{1}, \ldots, a_{k}, b_{1}^{\prime} \ldots b_{\ell}^{\prime}\right\}\right] \models \bigvee_{\substack{\mathcal{H} \in \mathcal{S}_{j} \\ j \in \mathcal{M}}}^{\substack{ \\\hline}}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge\right.$ $\left.\operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$. Then $\mathcal{A}^{\prime \prime} \models \bigvee_{\substack{\mathcal{H} \in \mathcal{S}_{j} \\ j \in \mathcal{J}_{\mathcal{M}}}}\left(\iota^{\mathcal{H}}(\bar{b}) \wedge \operatorname{pos}^{j}(\bar{a}, \bar{b}) \wedge \operatorname{neg}^{j}(\bar{a}, \bar{b})\right)$ and hence $\mathcal{A}^{\prime \prime} \models \varphi$.

Since $\psi \in \Pi_{1}$ we have that $P_{\psi}$ is testable, and hence $P_{\varphi}$ is testable by Claim 6 .

### 6.5 Summary

In this Chapter we studied testability of FO in the bounded degree model according to prefix classes of FO. We obtain a classification result of the form that every property defined by a sentence in $\Sigma_{2}$ is testable while there is a sentence in $\Pi_{2}$ which defines a non-testable property. We caution that we do not prove that every sentence in $\Pi_{2}$ defines a property which is not
testable and in fact we show in Chapter 7 that this is not true. Our result gives a bounded degree equivalent to the study of FO definable properties in the dense model 6] and answers an open question from [2]. At the core of our classification result lies a construction of an FO sentence defining a class of expanders. We think that this construction is of independent interest.

## Chapter 7

## An alternative approach: testing properties of neighbourhoods


#### Abstract

In this section we take an alternative approach to testability of properties definable in FO. While in Chapter 6 we identified the maximal prefix class of testable FO definable properties (i.e. $\Sigma_{2}$ ), in this section we are interested in identifying further fragments of FO that yield testable properties. Motivated by Hanf normal form, we study testability of negated Hanf sentences. Note that a Hanf sentence postulates the existence of a fixed number of vertices with a particular neighbourhood type. For large enough graph such neighbourhood types can be edited into any graph using at most a linear fraction of edge modifications. Therefore we can test whether a graph satisfies a given Hanf sentences by precisely determining the answer for small graphs and accepting any large graph. We can further prove testability for negated Hanf sentences under some restriction.

Furthermore, we study the property of neighbourhood regularity which is FO definable. This can be seen as a generalisation of degree regularity which is a testable property 69]. We prove testability for neighbourhood regularity for some restricted 1-types.

Here we should also remark that both these classes of properties (i.e. properties defined by negated Hanf sentences and neighbourhood regularity), even considering the restriction under which we can prove testability, are not in general definable by formulas in $\Sigma_{2}$. Hence the results obtained in this section are not covered by Theorem 6.4.1.


### 7.1 Neighbourhood freeness and neighbourhood regularity

In this section we only consider simple, undirected graphs. Let $d \in \mathbb{N}$ be a degree bound and $\mathcal{C}_{d}$ the class of simple graphs of bounded degree $d$. For any $r \in \mathbb{N}$ we let $T_{r}$ be the set of all
$r$-types of bounded degree $d$.
Definition 7.1.1. Let $r \geq 1$ and let $\tau \in T_{r}$ be an $r$-type and let $\phi_{\tau}(x)$ be an FO formula expressing that $x$ has $r$-type $\tau$ (see Lemma 2.4.6).

- We say that a graph $G \in \mathcal{C}_{d}$ is $\tau$-neighbourhood regular, if $G \models \forall x \phi_{\tau}(x)$.
- We say that a graph $G \in \mathcal{C}_{d}$ is $\tau$-neighbourhood free, if $G \models \neg \exists x \phi_{\tau}(x)$.
- If $\mathcal{F} \subseteq T_{r}$ we say that $G \in \mathcal{C}_{d}$ is $\mathcal{F}$-free, if $G$ is $\tau$-neighbourhood free for all $\tau \in \mathcal{F}$.

We prove the following theorems.
Theorem 7.1.2. Let $\tau$ be an $r$-type, where $r \geq 1$. If $B \subseteq \mathcal{C}_{d^{\prime}}$ for all $(B, b) \in \tau$ and $d^{\prime}<d$ then $\tau$-neighbourhood freeness is uniformly testable on the class $\mathcal{C}_{d}$ with constant running time.

Theorem 7.1.3. For every 1-type $\tau, \tau$-neighbourhood freeness is uniformly testable on the class $\mathcal{C}_{d}$ with constant running time.

Theorem 7.1.4. Let $\tau$ be a 1-type such that $B \backslash\{b\}$ is a union of disjoint cliques for all $(B, b) \in \tau$ then $\tau$-neighbourhood regularity is uniformly testable on $\mathcal{C}_{d}$ in constant time.

Recall that a clique in a graph $G$ is a subset $W \subseteq V(G)$ such that $\left\{w, w^{\prime}\right\} \in E(G)$ for every pair of distinct vertices $w, w^{\prime} \in W$.

Example 7.1.5. Let us look at an example for a property whose testability follows from Theorem 7.1.4 For this let $B$ be the graph

$$
B=\left(\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\},\left\{\left\{v_{1}, v_{2}\right\},\left\{v_{1}, v_{3}\right\},\left\{v_{1}, v_{4}\right\},\left\{v_{3}, v_{4}\right\}\right\}\right)
$$

and $\tau$ be the 1-type for which $\left(B, v_{1}\right) \in \tau$. Since $B \backslash\left\{v_{1}\right\}$ is the disjoint union of a $K_{1}$ and a $K_{2}$, the property of being $\tau$-neighbourhood regular is testable by Theorem 7.1.4 Furthermore, an example of a graph having this property can be constructed by taking a hexagonal grid, embedded on a torus and then taking the replacement product with a triangle (see Figure 7.1).

### 7.2 Prefix classes of neighbourhood regularity and neighbourhood freeness

First observe that both $\tau$-neighbourhood freeness and $\tau$-neighbourhood regularity can be defined by formulas in $\Pi_{2}$ for any neighbourhood type $\tau$. This can be easily argued considering that $\neg \phi_{\tau^{\prime}}(x) \in \Pi_{2}$ for any $\tau^{\prime} \in T_{r}$ (see Lemma 2.4.6 and $\forall x \phi_{\tau}(x) \equiv \forall x \bigwedge_{\tau^{\prime} \in T_{r} \backslash\{\tau\}} \neg \phi_{\tau^{\prime}}$ and $\neg \exists x \phi_{\tau}(x) \equiv \forall x \neg \phi_{\tau}(x)$. Therefore the next Lemma shows that there exist neighbourhood properties that are in $\Pi_{2}$, but not in $\Sigma_{2}$.


Figure 7.1: Example of a neighbourhood regular graph.

Lemma 7.2.1. There exist 1-types $\tau, \tau^{\prime} \in T_{r}$ such that neither $\tau$-neighbourhood freeness nor $\tau^{\prime}$-neighbourhood regularity can be defined by a formula in $\Sigma_{2}$.

Proof. For $n \in \mathbb{N}$, let $C_{n}$ be the cycle on vertex set $[n]:=\{0,1, \ldots, n-1\}$ and $P_{n}$ the path on vertex set $[n]$. We first show the following claim.

Claim 1. Let $\varphi=\exists \bar{x} \forall \bar{y} \chi(\bar{x}, \bar{y})$ where $\bar{x}=\left(x_{1}, \ldots, x_{k}\right), \bar{y}=\left(y_{1}, \ldots, y_{\ell}\right)$ are tuples of variables and $\chi(\bar{x}, \bar{y})$ is a quantifier-free formula. If $C_{n} \models \varphi$ then $P_{n-1} \models \varphi$ for any $n>k$.

Proof of Claim 1. Assume that on the contrary for some $n>k$, it holds that $C_{n} \vDash \varphi$, while $P_{n-1} \not \vDash \varphi$. Since $C_{n} \models \varphi$ there are $k$ vertices $v_{1}, \ldots, v_{k}$ in $C_{n}$ such that $C_{n} \models$ $\forall \bar{y} \chi\left(\left(v_{1}, \ldots, v_{k}\right), \bar{y}\right)$. Since $n>k$, there exists at least one vertex $i \in[n]$ that is not amongst $v_{1}, \ldots, v_{k}$. For $j \in\{1, \ldots, k\}$ let $v_{j}^{\prime}:=\left(v_{j}+n-1-i\right) \bmod n$. Since $P_{n-1} \not \vDash \varphi$ and $v_{j}^{\prime} \in[n-1]$, we have that $P_{n-1} \not \vDash \forall \bar{y} \chi\left(\left(v_{1}^{\prime} \ldots, v_{k}^{\prime}\right), \bar{y}\right)$. Hence there must be vertices $w_{1}^{\prime}, \ldots, w_{\ell}^{\prime}$ in $P_{n-1}$ such that $P_{n-1} \not \vDash \chi\left(\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right),\left(w_{1}^{\prime}, \ldots, w_{\ell}^{\prime}\right)\right)$. Now we let $w_{j}:=\left(w_{j}^{\prime}+i+1\right) \bmod n$. Then $v_{j} \mapsto v_{j}^{\prime}$ and $w_{j} \mapsto w_{j}^{\prime}$ defines an isomorphism from $C_{n}\left[\left\{v_{1}, \ldots, v_{k}, w_{1}, \ldots, w_{\ell}\right\}\right]$ and $P_{n-1}\left[\left\{v_{1}^{\prime}, \ldots, v_{k}^{\prime}, w_{1}^{\prime}, \ldots, w_{\ell}^{\prime}\right\}\right]$. Hence $C_{n} \not \vDash \chi\left(\left(v_{1}, \ldots, v_{k}\right),\left(w_{1}, \ldots, w_{\ell}\right)\right)$ which contradicts that $C_{n} \equiv \varphi$ 。

Now we let $\tau$ be the 1-neighbourhood type saying that the center vertex $x$ has exactly one neighbour. Let $\tau^{\prime}$ be the 1-neighbourhood type saying that the center vertex has two nonadjacent neighbours. Since $C_{n}$ is $\tau$-neighbourhood free and $\tau^{\prime}$-neighbourhood regular, while $P_{n-1}$ is neither, the statement of the lemma follows from Claim 1.

Note that the above lemma implies that we cannot simply invoke the testers for testing $\Sigma_{2}$ properties from Theorem 6.4.1 to prove Theorem 7.1.2, Theorem 7.1.3 and Theorem 7.1.4

### 7.3 Proving testability of neighbourhood freeness and neighbourhood regularity with restrictions

The testers for the properties of Theorem 7.1.2. Theorem 7.1.3 and Theorem 7.1.4 proceed in the same way. Furthermore, the correctness of these testers depends on some removal property. This removal property essentially says that a few "forbidden" neighbourhoods can be removed from a graph by a sub-linear number of edge modifications. We will first describe in general how such a tester works and provide the analysis of correctness assuming this removal property holds (Lemma 7.3.2). We will then prove so called removal lemmas (Lemma 7.3.4 Lemma 7.3.5, Lemma 7.3 .6 and Claim 2 which prove that the removal property holds in all three cases. To describe the tester we use the following algorithms from 112 which estimates the neighbourhood-frequency vector of a graph. Recall that for fixed $r \in \mathbb{N}$ we denote the frequency vector of a graph $G \in \mathcal{C}_{d}$ defined in Definition 2.3.6 by freq ${ }_{r}(G)$.

```
Algorithm 2: EstimateFrequencies \({ }_{r, s}\)
    Query access: \(G \in \mathcal{C}_{d}\)
    Input \(\quad: n:=|V(G)|\)
    Output : A vector freq
    \(\widetilde{\text { freq }}=(0, \ldots, 0)\);
    Sample \(s\) Elements \(u_{1}, \ldots, u_{s} \in V(G)\) uniformly at random;
    for \(i=1, \ldots, s\) do
        Explore the \(r\)-neighbourhood of \(u_{i}\);
        for \(j=1, \ldots, t\) do
            if \(\left(\mathcal{N}_{r}^{G}\left(u_{i}\right), u_{i}\right) \in \tau_{j}\) then
                \(\widetilde{\mathrm{freq}}_{j}={\widetilde{\mathrm{freq}_{j}}}_{j}+\frac{1}{s}\);
            end
        end
    end
```

where $\tau_{1}, \ldots, \tau_{t}$ is a list of all $r$-types of bounded degree $d$.
In the algorithm we mean by exploring the $r$-neighbourhood of a vertex $v \in V(G)$ that the algorithm performs a breadth-first search from $v$ up to depth $r$ using query access to $G$. For any $G \in \mathcal{C}_{d}$ we write EstimateFrequencies $r, s(G)$ to express that we run the algorithm EstimateFrequencies $_{r, s}$ given query access to $G$ with input $n=|V(G)|$. It is easy to observe that the query complexity of EstimateFrequencies $r, s(G)$ depends only on $r$ and $s$ and is independent of $|V(G)|$. Furthermore, the following lemma [112, Lemma 5.1] states that the vector returned by EstimateFrequencies $r, s(G)$ is a good approximation of freq ${ }_{r}(G)$.

Lemma 7.3.1 (Lemma 5.1 in 112 ). Let $r, s \in \mathbb{N}$ and $\lambda \in(0,1]$. Let $G$ be a graph of bounded
degree d. If $s \geq \frac{t^{2}}{2 \lambda^{2}} \cdot \ln (t+40)$ then EstimateFrequencies $_{r, s}(G)$ returns a frequency vector $\widetilde{\text { freq }}$ satisfying the following property with probability at least $\frac{19}{20}$

$$
\left\|\widetilde{\text { freq }}-\operatorname{freq}_{r}(G)\right\|_{1} \leq \lambda
$$

Now we can prove the following lemma which provides a framework that will be used in Theorem 7.1.2, Theorem 7.1.3 and Theorem 7.1.4.

Lemma 7.3.2. Let $\mathcal{F} \subseteq T_{r}$ and let $\mathcal{P} \subseteq \mathcal{C}_{d}$ be the set of all graphs that are $\mathcal{F}$-free. Let $M \subseteq \mathbb{N}$ be a decidable set such that $G \in \mathcal{P}$ implies that $|V(G)| \notin M$. Let $f_{M}: \mathbb{N} \rightarrow \mathbb{N}$ be a function such that $M$ can be decided in time $f_{M}$. Assume for every $\epsilon \in(0,1]$ there exist $\lambda:=\lambda(\epsilon) \in(0,1]$ and $n_{0}:=n_{0}(r, \epsilon) \in \mathbb{N}$ such that every graph $G \in \mathcal{C}_{d}$ on $n \geq n_{0}, n \notin M$ vertices, which is $\epsilon$-far from $\mathcal{P}$, contains more than $\lambda n$ elements $v$ with $\left(\mathcal{N}_{r}^{G}(v), v\right) \in \tau \in \mathcal{F}$. $\mathcal{P}$ is uniformly testable on $\mathcal{C}_{d}$ in time $\mathcal{O}\left(f_{M}\right)$.

Proof. Let $\epsilon \in(0,1]$ be fixed and let $\lambda:=\lambda(\epsilon)$ and $n_{0}:=n_{0}(r, \epsilon) \in \mathbb{N}$. Furthermore, let $s=\left(t^{2} / \lambda^{2}\right) \ln (t+40)$. Consider the following probabilistic algorithm $T$, which is given query access to a graph $G \in \mathcal{C}_{d}$ and gets the number of vertices $n$ as input. In the algorithm $\tau_{1}, \ldots \tau_{t}$ is a list of all $r$-types of bounded degree $d$.

```
Algorithm 3: Tester framework
    Query access: \(G \in \mathcal{C}_{d}\)
    Input \(\quad: n:=|V(G)|\)
    Reject if \(n \in M\);
    if \(n<n_{0}\) then
        Query the entire graph \(G\) and decide exactly if \(G \in \mathcal{P}\);
    else
        Run EstimateFrequencies \(r, s(G)\) to get \(\widetilde{\text { freq }}\) satisfying \(\left\|\widetilde{\text { freq }}-\operatorname{freq}_{r}(G)\right\|_{1} \leq \lambda\)
        with probability at least \(19 / 20\);
        Reject \(G\) if \(\sum_{\tau_{i} \in \mathcal{F}} \widetilde{\operatorname{freq}_{i}}>0\);
        Accept otherwise;
    end
```

Here by querying an entire graph $G$ we mean that we make queries $(v, i)$ for every $v \in V(G)$ and every $i \in\{1, \ldots, d\}$.

The query complexity of $T$ is clearly constant, since $s$ and $n_{0}$ are constant and the number of vertices in any $r$-neighbourhood is bounded by $(4 d)^{r}$ for graphs in $\mathcal{C}_{d}$ by Lemma 2.3.3. The running time of the first step is $f_{M}(n)$ and for the other steps it is constant.

To prove that $T$ is an $\epsilon$-tester, first assume that $G \in \mathcal{P}$. Then $n \notin M$ and $\left(\mathcal{N}_{r}^{G}(v), v\right) \in \tau \notin \mathcal{F}$ for all vertices $v$. Hence $\sum_{\tau_{i} \in \mathcal{F}} \widetilde{\text { freq }_{i}}=0$ and $T$ accepts $G$.

Now consider that $G$ is $\epsilon$-far from $\mathcal{P}$. If $n \in M$ then $G$ is rejected in the first step. Hence let $n \notin M$ and assume $\left\|\widetilde{\text { freq }}-\operatorname{freq}_{r}(G)\right\|_{1} \leq \lambda$, which occurs with probability at least $19 / 20 \geq 2 / 3$. Then

$$
\begin{aligned}
\sum_{\tau_{i} \in \mathcal{F}}{\widetilde{\operatorname{freq}_{i}}}_{i} & =\sum_{\tau_{i} \in \mathcal{F}}\left(\operatorname{freq}_{r}(G)\right)_{i}-\sum_{\tau_{i} \in \mathcal{F}}\left(\left(\operatorname{freq}_{r}(G)\right)_{i}-\widetilde{\operatorname{freq}_{i}}\right) \\
& >\lambda-\left|\sum_{\tau_{i} \in \mathcal{F}}\left(\left(\operatorname{freq}_{r}(G)\right)_{i}-\widetilde{\operatorname{freq}}_{i}\right)\right| \\
& \geq \lambda-\sum_{\tau_{i} \in \mathcal{F}}\left|\left(\left(\operatorname{freq}_{r}(G)\right)_{i}-{\widetilde{\operatorname{freq}_{i}}}_{i}\right)\right| \\
& \geq 0
\end{aligned}
$$

where the first inequality holds by the assumption that in graphs that are $\epsilon$-far from $\mathcal{P}$ there are more than $\lambda n$ vertices of $r$-type in $\mathcal{F}$ made in Lemma 7.3.2. Hence $T$ rejects $G$.

To illustrate the use of the set $M$ in Lemma 7.3 .2 let us consider the following example.
Example 7.3.3. Let $\mathcal{P}$ be the property of being $K_{4}$-neighbourhood regular. Let $G_{m}$ be the graph consisting of $m$ disjoint copies of $K_{4}$ and one isolated vertex. First note that $G_{m}$ contains $4 m+1$ vertices. Being $K_{4}$-regular implies that every vertex has degree 3. But because every graph contains an even number of vertices of odd degree, $G_{m}$ cannot be made $K_{4}$-neighbourhood regular by edge modifications. Therefore $G_{m}$ is $\epsilon$-far from $\mathcal{P}$. But for $m \rightarrow \infty$ the probability of sampling the isolated vertex in $G_{m}$ tends to 0 meaning that with high probability the tester with $M=\emptyset$ will accept $G_{m}$. We will show in Theorem 7.1 .4 that $\mathcal{P}$ is testable if we set $M=N \backslash\{4 m \mid m \in N\}$.

Lemma 7.3.4. For $r \geq 1$, let $\tau$ be an r-type and $(B, b) \in \tau$. Let $\tilde{d}<d, d \neq 1$ be integers and assume that $\mathcal{N}_{r-1}^{B}(b)$ contains a vertex a with $\operatorname{deg}_{B}(a)=\tilde{d}$ and that $\operatorname{deg}_{B}(v) \neq \tilde{d}+1$ for all vertices $v$ in $\mathcal{N}_{r-1}^{B}(b)$. Let $\epsilon \in(0,1]$ be fixed, $n_{0}=2 d^{2} / \epsilon$ and $\lambda=\epsilon d /\left(14(4 d)^{2 r}\right)$. Every graph $G \in \mathcal{C}_{d}$ on $n \geq n_{0}$ vertices which is $\epsilon$-far from being $\tau$-neighbourhood free contains more than $\lambda n$ vertices of r-type $\tau$.

Proof. We proceed by contraposition. Assume $G \in \mathcal{C}_{d}$ is a graph on $n \geq n_{0}$ vertices containing no more than $\lambda n$ vertices $v$ of $r$-type $\tau$.

Case $\tilde{d}=0, d>1$. Then we add one edge to every pair of vertices of degree 0 . If there is only one vertex $v$ of degree 0 left, we add an edge from $v$ to any other vertex of degree $<d$. If there is no such vertex then there must be vertex $u$ contained in two edges and we replace one edge $\{u, w\}$ by $\{v, w\}$. That way we obtain $G^{\prime}$ which is $2 \lambda n \leq \epsilon d n$ close to $G$.

Case $\tilde{d}=1$. We add edges between pairs of degree 1 vertices. If there are two left, connected by an edge, we delete that edge. If there is only one vertex $v$ of degree 1 left, then there is another vertex $u$ of odd degree. By removing an edge $\{u, w\}$ and adding $\{v, w\}$ we get that $\operatorname{deg}_{G}(v), \operatorname{deg}_{G}(w)>1$. We obtain $G^{\prime}$ which is $2 \lambda n \leq \epsilon d n$ close to $G$.

Case $\tilde{d} \geq 2$. Let us pick a set $\left\{v_{1}, \ldots, v_{k}\right\}$ of $k \leq \lambda n$ vertices of degree $\tilde{d}$ such that for every vertex $v$ of $r$-type $\tau$ there is an index $1 \leq i \leq k$ with $v_{i} \in N_{r-1}^{G}(v)$. We will distinguish the following two cases.

First assume that there are less than $\lambda n$ vertices of degree $\tilde{d}$, of pairwise distance greater than $2 r$ and of distance greater than $2 r$ from $\left\{v_{1}, \ldots, v_{k}\right\}$. In this case there are less than $2 \lambda n(4 d)^{2 r}$ vertices of degree $\tilde{d}$ in total. Let $G^{\prime}$ be a graph obtained from $G$ by the following modifications. For every vertex $w$ of degree $\tilde{d}$ we pick edges $\left\{w, w_{1}\right\},\left\{w, w_{2}\right\},\left\{v, v^{\prime}\right\},\left\{u, u^{\prime}\right\}$ such that $v, w, u$ have pairwise distance at least 3 . We delete the edges $\left\{w, w_{1}\right\},\left\{w, w_{2}\right\},\left\{v, v^{\prime}\right\},\left\{u, u^{\prime}\right\}$ and insert the edges $\left\{w_{1}, v\right\},\left\{w_{2}, u\right\},\left\{v^{\prime}, u^{\prime}\right\}$, reducing the degree of $v$ while maintaining the degrees of all other vertices. The resulting graph has no vertex of degree $\tilde{d}$. Note that if such edges do not exist at any point during the iteration the graph contains no more than $2 d^{3} \leq \epsilon d n$ edges, and we delete them all resulting in a graph with no vertex of degree $\tilde{d}$. In total we did no more than $7 \cdot 2 \lambda n(4 d)^{2 r} \leq \epsilon d n$ edge modifications which implies that $G^{\prime}$ is $\epsilon$-close to $G$. In addition, $G^{\prime}$ is $\tau$-neighbourhood free, because a neighbourhood of type $\tau$ would imply having a vertex of degree $\tilde{d}$.

Now assume that there are at least $\lambda n$ vertices of degree $\tilde{d}$, of pairwise distance greater than $2 r$ and of distance greater than $2 r$ from $\left\{v_{1}, \ldots, v_{k}\right\}$. Let $\left\{v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right\}$ be a set of vertices of degree $\tilde{d}$ such that $\operatorname{dist}_{G}\left(v_{i}, v_{j}^{\prime}\right)>2 r$ for all $1 \leq i, j \leq k$ and $\operatorname{dist}\left(v_{i}^{\prime}, v_{j}^{\prime}\right)>2 r$ for all $1 \leq i<j \leq k$. Let $G^{\prime}$ be the graph obtained from $G$ by inserting the edges $\left\{v_{i}, v_{i}^{\prime}\right\}$. First note that this takes no more than $\lambda n \leq \epsilon d n$ edge modifications which implies that $G$ is $\epsilon$-close to $G^{\prime}$. Further assume that $v^{\prime}$ is a vertex in $G^{\prime}$ of $r$-type $\tau$. By choice of the set $\left\{v_{1}, \ldots, v_{k}\right\}$ we altered the isomorphism type of each vertex of type $\tau$ in $G$. Therefore $\mathcal{N}_{r}^{G^{\prime}}\left(v^{\prime}\right) \neq \mathcal{N}_{r}^{G}\left(v^{\prime}\right)$. It follows that $\mathcal{N}_{r}^{G^{\prime}}\left(v^{\prime}\right)$ contains an inserted edges $\left(v_{i}, v_{i}^{\prime}\right)$. First we prove that either $\operatorname{dist}_{G^{\prime}}\left(v^{\prime}, v_{i}\right)<r$ or $\operatorname{dist}_{G^{\prime}}\left(v^{\prime}, v_{i}^{\prime}\right)<r$. Assume towards a contradiction that this is not the case. Then there is a path in $G^{\prime}$ of the form $P=\left(v_{i}=w_{-r}, w_{-r+1}, \ldots, w_{-1}, w_{0}=v^{\prime}, w_{1}, \ldots, w_{r-1}, w_{r}=v_{i}^{\prime}\right)$ where $w_{j} \neq v_{i}$ and $w_{j} \neq v_{i}^{\prime}$ for all $-r<j<r$. Let $-r \leq j<r$ be the largest index such that $w_{j} \in$ $\left\{v_{1}, \ldots, v_{k}, v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right\}$. This implies that the path $\left(w_{j}, \ldots, w_{r}=v_{i}^{\prime}\right)$ is a path in $G$ of length $\leq 2 r$, which contradicts the choice of $v_{1}, \ldots, v_{k}, v_{1}^{\prime}, \ldots, v_{k}^{\prime}$. Since $\operatorname{deg}_{G^{\prime}}\left(v_{i}\right)=\operatorname{deg}_{G^{\prime}}\left(v_{i}^{\prime}\right)=\tilde{d}+1$, this implies that $\mathcal{N}_{r-1}^{G}\left(v^{\prime}\right)$ contains a vertex of degree $\tilde{d}+1$, which contradicts that $v^{\prime}$ has $r$-type $\tau$. Hence $G^{\prime}$ is $\tau$-neighbourhood free.

Lemma 7.3.5. For $r \geq 1$ let $\tau$ be an $r$-type of degree $d$ and $(B, b) \in \tau$. Assume $\operatorname{deg}_{B}(v)=d$ for all vertices $v \in N_{r-1}^{B}(b)$. Let $\epsilon \in(0,1]$ be fixed and let $\lambda=\epsilon$. Every graph $G \in \mathcal{C}_{d}$ on $n \geq 1$ vertices which is $\epsilon$-far from being $\tau$-neighbourhood free contains more than $\lambda n$ vertices of $r$-type $\tau$.

Proof. If $d=0$ then the Lemma holds. Therefore we can assume that $B$ is not just an isolated vertex. We proceed by contraposition. Assume $G \in \mathcal{C}_{d}$ is a graph on $n \geq 1$ vertices containing no more than $\lambda n$ vertices $v$ of $r$-type $\tau$. Let $G^{\prime}$ be the graph obtained from $G$ by isolating all vertices $v$ of $r$-type $\tau$. First note that $G^{\prime}$ is $\epsilon$-close to $G$ since we did no more than $d \lambda n \leq \epsilon d n$
edge modifications. Now assume that $v^{\prime}$ is a vertex of $r$-type $\tau$ in $G^{\prime}$. Since we isolated all vertices having $r$-type $\tau$ we know that $\mathcal{N}_{r}^{G^{\prime}}\left(v^{\prime}\right) \neq \mathcal{N}_{r}^{G}\left(v^{\prime}\right)$. Therefore there must be a vertex $v$ in $N_{r}^{G}\left(v^{\prime}\right)$ such that $v$ has type $\tau$, because otherwise the $r$-ball of $v^{\prime}$ could not witness any of the edge modifications. This means that there is a path $\left(v^{\prime}=v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}=v\right)$ of length $k \leq r$ in $G$. Now pick the maximum index $i$ such that $\operatorname{dist}_{G^{\prime}}\left(v^{\prime}, v_{i}\right)<\infty$. First observe that because $v=v_{k}$ is isolated in $G^{\prime}$ we get that $i<k$ and therefore $\operatorname{dist}_{G^{\prime}}\left(v^{\prime}, v_{i}\right)<r$. Since $\operatorname{dist}_{G^{\prime}}\left(v^{\prime}, v_{i+1}\right)=\infty$ by construction and $\left\{v_{i}, v_{i+1}\right\} \in E(G)$, we get $\operatorname{deg}_{\mathcal{N}_{r}^{G^{\prime}}\left(v^{\prime}\right)}\left(v_{i}\right)=$ $\operatorname{deg}_{G^{\prime}}\left(v_{i}\right)<\operatorname{deg}_{G}\left(v_{i}\right) \leq d$. Since $\left(\mathcal{N}_{r}^{G^{\prime}}\left(v^{\prime}\right), v^{\prime}\right) \in \tau$ this yields a contradiction to our previous assumption that all vertices in $N_{r-1}^{B}(b)$ have degree $d$. Hence the graph $G^{\prime}$ can not contain a vertex $v^{\prime}$ of $r$-type $\tau$ and is therefore $\tau$-neighbourhood free.

The next Lemma follows from Lemmas 7.3.5 and 7.3.4 since for radius $r=1$ the $(r-1)$-ball contains only one vertex.

Lemma 7.3.6. Let $\tau$ be a 1-type. Let $\epsilon \in(0,1]$ be fixed, $n_{0}=2 d^{2} / \epsilon$ and $\lambda=\epsilon d /\left(14(4 d)^{2}\right)$. Every graph $G \in \mathcal{C}_{d}$ on $n \geq n_{0}$ vertices which is $\epsilon$-far from being $\tau$-neighbourhood free contains more than $\lambda n$ vertices of 1-type $\tau$.

Proof of Theorem 7.1.2. Lemma 7.3.2 with $F=\{\tau\}$ and $M=\emptyset$ combined with Lemma 7.3.4 proves Theorem 7.1.2 in all cases apart from when $d=1$. In case $d=1$ we have $\tilde{d}=0$. In this case we set $M:=\{n \in \mathbb{N} \mid n \equiv 1 \bmod 2\}$ and get that for $\epsilon \in(0,1]$ and $\lambda=\epsilon$ we have that every graph $G \in \mathcal{C}_{d}$ on $n \equiv 0 \bmod 2$ vertices which is $\epsilon$-far from being $\tau$-neighbourhood free contains more than $\lambda n$ vertices of $r$-type $\tau$. This is the case as assuming the number of vertices of $r$-type $\tau$ is no more than $\lambda n$ we can add an edge between any pair of vertices of degree 0 , obtaining a graph $G^{\prime}$ which is $\lambda n \leq \epsilon d n$ close to $G$.

Theorem 7.1 .3 follows from Lemma 7.3 .2 and Lemma 7.3 .6 where in Lemma 7.3 .2 we use either $\mathcal{F}=\{\tau\}$ or $\mathcal{F}=\emptyset$ depending on whether $\tau$ has degree bounded by $d$.

Proof of Theorem 7.1.4. Let $\tau$ be a 1-type such that $B \backslash\{b\}$ is a union of disjoint cliques for all $(B, b) \in \tau$ as in the statement of the theorem. We define $\mathcal{P}$ to be the property of being $\tau$-neighbourhood regular and let $\mathcal{K}^{G}$ be the set of maximal cliques in $G$, i.e. the set of all cliques in $G$ which are not properly contained in another clique of $G$. Let us define the function $\operatorname{maxcl}^{G}: V(G) \times \mathbb{N} \rightarrow \mathbb{N}$ where $\operatorname{maxcl}^{G}(v, i):=\left|\left\{K \in \mathcal{K}^{G}| | K \mid=i, v \in K\right\}\right|$ is the number of maximal $i$-cliques containing $v$.

Claim 1. If $G \in \mathcal{P}$ then $\operatorname{maxcl}^{B}(b, i) \cdot n \equiv 0 \bmod i$.
Proof of Claim 1. First note that $G \in \mathcal{P}$ implies that $\left(\mathcal{N}_{1}^{G}(v), v\right) \in \tau$ for all $v \in V(G)$. Therefore $\operatorname{maxcl}^{B}(b, i)=\operatorname{maxcl}^{G}(v, i)$ for all $v \in V(G)$ and

$$
\operatorname{maxcl}^{B}(b, i) \cdot n=\sum_{v \in V(G)} \operatorname{maxcl}^{G}(v, i)=\left|\left\{K \in \mathcal{K}^{G}| | K \mid=i\right\}\right| \cdot i \equiv 0 \bmod i
$$

Let $M:=\left\{n \in \mathbb{N} \mid\right.$ there is $1 \leq i \leq d$ such that $\left.\operatorname{maxcl}^{B}(b, i) \cdot n \not \equiv 0 \bmod i\right\}$. Note that deciding whether $n \in M$ only requires standard arithmetic operations.

Claim 2. For $\epsilon \in(0,1]$ let $\lambda=\epsilon /\left(20 d^{6}\right)$ and $n_{0}=20 d^{8}$. Any graph $G \in \mathcal{C}_{d}$ on $n \geq n_{0}, n \notin M$ vertices, which is $\epsilon$-far from $\mathcal{P}$, contains more than $\lambda n$ vertices $v$ with 1 -type $\tau$.

Proof of Claim 2. We proceed by contraposition. Let $G \in \mathcal{C}_{d}$ be a graph on $n \geq n_{0}, n \notin M$ vertices and assume that $G$ contains no more than $\lambda n$ vertices of 1-type $\tau$. We will now describe an algorithmic procedure which takes less than $\epsilon d n$ edge modifications and transforms $G$ into a graph $G^{(4)} \in \mathcal{P}$, which will prove the claim.

Let $\tilde{E}^{(1)}:=\left\{e \in E(G) \mid\right.$ there are distinct $\left.K, K^{\prime} \in \mathcal{K}^{G},\left|K \cap K^{\prime}\right|>1, e \subseteq K\right\}$. Let $G^{(1)}$ be the graph $G^{(1)}=\left(V(G), E^{(1)}\right)$, where $E^{(1)}=E(G) \backslash \tilde{E}^{(1)}$. First note that $G^{(1)}$ has no distinct maximal cliques $K, K^{\prime}$ with $\left|K \cap K^{\prime}\right|>1$. Furthermore

$$
\left.\left.\left|\tilde{E}^{(1)}\right| \leq\binom{ d}{2} \cdot \right\rvert\,\left\{K \in \mathcal{K}^{G} \mid \text { exists } K^{\prime} \in \mathcal{K}^{G},\left|K \cap K^{\prime}\right|>1\right\} \right\rvert\, \leq \frac{d^{3} \lambda n}{2}
$$

where the second inequality holds because every $K \in \mathcal{K}^{G}$ such that there is $K^{\prime} \in \mathcal{K}^{G}$ with $\left|K \cap K^{\prime}\right|>1$ and $K \neq K^{\prime}$ must contain one of the $\lambda n$ vertices $v$ of 1-type $\tau$ and there are no more than $d \lambda n$ maximal cliques containing such a vertex. In addition, the removal of the edges in $\tilde{E}^{(1)}$ will affect no more than $d^{4} \lambda n$ vertices because there are no more than $d^{3} \lambda n$ vertices contained within an edge of $\tilde{E}^{(1)}$, each of their 1-neighbourhoods contains $d$ vertices and any vertex, whose 1-neighbourhood is affected, must be of distance 1 to one of the vertices contained in an edge in $\tilde{E}^{(1)}$. Hence $G^{(1)}$ contains no more than $\left(d^{4}+1\right) \lambda n<2 d^{4} \lambda n$ vertices $v$ of 1-type $\tau$.

Note that in $G^{(1)}$ for all vertices $v$ the graph $\mathcal{N}_{1}^{G^{(1)}}(v) \backslash\{v\}$ is a disjoint union of cliques but there might be $K \in \mathcal{K}^{G^{(1)}}$ such that $\operatorname{maxcl}^{B}(b,|K|)=0$. We define the edge set $\tilde{E}^{(2)}:=\left\{e \in E^{(1)} \mid\right.$ exists $\left.K \in \mathcal{K}^{G^{(1)}}, e \subseteq K, \operatorname{maxcl}^{B}(b,|K|)=0\right\}$ and let $G^{(2)}$ be the graph $G^{(2)}=\left(V(G), E^{(2)}\right)$, where $E^{(2)}=E^{(1)} \backslash \tilde{E}^{(2)}$. Furthermore

$$
\left|\tilde{E}^{(2)}\right| \leq d \cdot \mid\left\{v \mid \text { exists } K \in \mathcal{K}^{G^{(1)}}, v \in K, \operatorname{maxcl}^{B}(b,|K|)=0\right\} \mid \leq d \cdot 2 d^{4} \lambda n
$$

where the first inequality holds because every clique in $G^{(1)}$ has size $\leq d$ and the second because $\left(\mathcal{N}_{1}^{G^{(1)}}(v), v\right) \notin \tau$ for every $v \in\left\{v \mid\right.$ exists $\left.K \in \mathcal{K}^{G^{(1)}}, v \in K, \operatorname{maxcl}^{B}(b,|K|)=0\right\}$.

Note that $\operatorname{maxcl}^{B}(b,|K|) \neq 0$ for all $K \in \mathcal{K}^{G^{(2)}}$, but there might be $v \in V(G)$ and $i \leq d$ with $\operatorname{maxcl}^{B}(b, i) \neq \operatorname{maxcl}^{G^{(2)}}(v, i)$. Moreover, note that because $n \geq n_{0}$ there are at least $2 d$ balls of radius 4 in $G^{(2)}$ which are completely disjoint from the 4-balls of any vertex $v$ of 1-type $\tau$. $G^{(3)}$ will also have this property. Let $G^{(3)}=\left(V(G), E^{(3)}\right)$ be the graph obtained from $G^{(2)}$ by the following operations. For every pair $v, v^{\prime}$ such that there is $i \leq d$ with $\operatorname{maxcl}^{B}(b, i)>\operatorname{maxcl}^{G^{(2)}}(v, i)$ and $\operatorname{maxcl}^{B}(b, i)<\operatorname{maxcl}^{G^{(2)}}\left(v^{\prime}, i\right)$, let $w$ be a vertex of type
$\tau$ which has at least distance 4 to $v$ and to $v^{\prime}$. Let $K^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{i-1}^{\prime}, v^{\prime}\right\} \in \mathcal{K}^{G^{(2)}}$ and $K=\left\{v_{1}, \ldots, v_{i-1}, w\right\} \in \mathcal{K}^{G^{(2)}}$. Delete the edges $\left\{\left\{v^{\prime}, v_{j}^{\prime}\right\},\left\{w, v_{j}\right\} \mid j \in[i-1]\right\}$ and add the edges $\left\{\left\{v, v_{j}\right\},\left\{w, v_{j}^{\prime}\right\} \mid j \in[i-1]\right\}$. Note that the vertices $v_{1}, \ldots, v_{i-1}, v_{1}^{\prime}, \ldots, v_{i-1}^{\prime}, w$ are still contained in the same number of cliques as before, while $v$ is contained in one additional $i$-clique and $v^{\prime}$ is contained in one less.

Note that in $G^{(3)}$ either $\operatorname{maxcl}^{B}(b, i) \geq \operatorname{maxcl}^{G^{(3)}}(v, i)$ for all vertices $v \in V(G)$ or $\operatorname{maxcl}^{B}(b, i) \leq \operatorname{maxcl}^{G^{(3)}}(v, i)$ for all $v$ for every $i \in[d]$. Let $G^{(4)}$ be the graph obtained from $G^{(3)}$ by the following operations. For every $i$ such that there is a vertex $v \in V(G)$ with $\operatorname{maxcl}^{B}(b, i)<\operatorname{maxcl}^{G^{(3)}}(v, i)$, we pick $i$ not necessarily distinct vertices $v_{1}, \ldots, v_{i}$ with $i \cdot \operatorname{maxcl}^{B}(b, i)<\sum_{v \in\left\{v_{1}, \ldots, v_{i}\right\}} \operatorname{maxcl}^{G^{(3)}}(v, i)$. Note that these choices are possible because $\sum_{v \in V(G)} \operatorname{maxcl}^{G^{(3)}}(v, i) \equiv 0 \bmod i$ and $\operatorname{maxcl}^{B}(b, i) \cdot n \equiv 0 \bmod i$ by assumption $n \notin M$ and hence we have $\sum_{v \in V(G)}\left(\operatorname{maxcl}^{G^{(3)}}(v, i)-\operatorname{maxcl}^{B}(b, i)\right) \equiv 0 \bmod i$. Let $K_{1}, \ldots, K_{i} \in \mathcal{K}^{G^{(3)}}$ be distinct cliques such that $v_{j} \in K_{j}$ for every $1 \leq j \leq i$. Let $K=\left\{w_{1}, \ldots, w_{i}\right\} \in$ $\mathcal{K}^{G^{(3)}}$ such that the distance between any pair $v_{j}, w_{k}$ is at least 4. Remove the set of edges $\left\{\left\{w_{j}, w_{k}\right\},\left\{v_{j}, v\right\} \mid v \in K_{j}, j, k \in[i]\right\}$ and add the set of edges $\left\{\left\{w_{j}, v\right\} \mid v \in K_{j}, j \in[i]\right\}$. Note that this reduces the number of maximal $i$-cliques $v_{1}, \ldots, v_{i}$ are in by one, while leaving the number of cliques $w_{1}, \ldots, w_{i}$ are in the same. Similarly, for every $i$ such that there is a vertex $v$ with $\operatorname{maxcl}^{B}(b, i)>\operatorname{maxcl}^{G^{(3)}}(v, i)$ we pick $i$ not necessarily distinct vertices $v_{1}, \ldots, v_{i}$ with $i \cdot \operatorname{maxcl}^{B}(b, i)>\sum_{v \in\left\{v_{1}, \ldots, v_{i}\right\}} \operatorname{maxcl}^{G^{(3)}}(v, i)$. Let $w_{1}, \ldots, w_{i}$ be vertices with $\operatorname{maxcl}^{B}(b, i)=\operatorname{maxcl}^{G^{(3)}}\left(w_{j}, i\right)$ such that $w_{1}, \ldots, w_{i}$ are of distance at least 4 from every $v_{j}$, $1 \leq j \leq i$, and $w_{1}, \ldots, w_{i}$ are pairwise of distance at least 4 . Let $K_{j} \in \mathcal{K}^{G^{(3)}}$ with $w_{j} \in K_{j}$ for $1 \leq j \leq i$. Remove the set of edges $\left\{\left\{w_{j}, w\right\} \mid w \in K_{j}, 1 \leq j \leq i\right\}$ and add the set of edges $\left\{\left\{v_{j}, w\right\}\left\{w_{j}, w_{k}\right\} \mid w \in K_{j}, j, k \in[i]\right\}$. Note that this adds one to the number of $i$-cliques $v_{1}, \ldots, v_{i}$ are in, while leaving the number of $i$-cliques $w_{1}, \ldots, w_{i}$ are in the same.

By construction $G^{(4)} \in \mathcal{P}$. The number of edge modifications in total is $\left|E^{(1)}\right|+\left|E^{(2)}\right|$ plus the number of modifications it takes to transform $G^{(2)}$ into $G^{(4)}$. First note that

$$
\sum_{i=2}^{d} \sum_{v \in V(G)}\left|\operatorname{maxcl}^{B}(b, i)-\operatorname{maxcl}^{G^{(2)}}(v, i)\right| \leq 2 d \cdot 2 d^{4} \lambda n
$$

since every of the at most $2 d^{4} \lambda n$ vertices $v$ in $G^{(2)}$ of 1-type $\tau$ can contribute at most $2 d$ to the sum above. Since transforming $G^{(2)}$ into $G^{(4)}$ we proceed greedily, meaning we reduce the number $\sum_{i=3}^{d} \sum_{v \in V(G)}\left|\operatorname{maxcl}^{B}(b, i)-\operatorname{maxcl}^{G^{(2)}}(v, i)\right|$ by at least one in every step, and every such reduction takes a maximum of $4 d^{2}$ edge modifications in total we need less than

$$
\left|E^{(1)}\right|+\left|E^{(2)}\right|+4 d^{2} \cdot 2 d \cdot 2 d^{4} \lambda n \leq 20 d^{7} \lambda n=\epsilon d n
$$

edge modifications.

Let $\mathcal{F}:=\left\{\tau^{\prime} \mid \tau\right.$ is a 1-type , $\left.\tau \neq \tau^{\prime}\right\}$. Note that $|\mathcal{F}| \leq\left|T_{r}\right|<\infty$, where equality occurs
when $B \notin \mathcal{C}_{d}$. Then Claim 2 combined with Lemma 7.3 .2 for $M$ and $\mathcal{F}$ defined as above proves the Theorem.

### 7.4 Summary

In this section we have shown that there are certain fragments of FO which yield testable properties. More precisely we consider the fragment of FO sentences expressing that a certain $r$-neighbourhood can not appear in a graph and prove testability under a mild assumption on the degrees. Moreover, we consider the fragment of FO sentences expressing that every vertex has to have the same $r$-neighbourhood and show testability for radius $r=1$ in some special cases. The properties considered in this section are interesting as they are natural extensions of properties that are known to be testable (i. e. properties defined by a Hanf sentence which are trivially testable, degree regularity $[69]$ ). Furthermore, there are sentences defining neighbourhood regularity and neighbourhood freeness which are contained in $\Pi_{2} \backslash \Sigma_{2}$. This implies that there can not be a dichotomy of the form that an FO sentence defines a testable property if and only if it is contained in $\Sigma_{2}$. We believe that the study of the properties in this section enhances our understanding of testability of FO definable properties.

## Chapter 8

## Comparing locality notions and answering an open question

Since Gaifman's locality Theorem [63, it is known that FO can only express local properties, for some notion of locality. And hence in Chapter 6 we proved that locality, as prescribed in Gaifman's locality Theorem, is not sufficient for property testing in the bounded degree model. Since a constant query property tester can only explore a graph locally, locality plays a central role in property testing. Indeed, considering how property testers explore graphs has led to a different notion of locality. With the purpose of characterising properties which have a onesided error POT, Goldreich and Ron in 76 defined local properties as generalised subgraph freeness properties. We refer to this notion of locality as GSF-locality. In 76 Goldreich and Ron show that the graph properties that allow constant query proximity oblivious testing in the bounded degree model are precisely the properties that are GSF-local and satisfy the nonpropagation condition. Whether the non-propagating condition is necessary is formulated as an open question in [76. We answer this question negatively by proving the following Theorem.

Theorem 8.0.1. There exists a GSF-local property that is not testable in the bounded degree graph model. Thus, not all GSF-local properties are non-propagating.

The notion of GSF-locality has also been used by Ito, Khoury and Newman in their recent work [89] which classifies which monotone properties and which hereditary properties are testable by a one-sided error constant query property tester in bounded degree digraphs (in both the unidirectional and the bidirectional model). In monotone GSF-local properties and in hereditary GSF-local properties the non-propagating condition is always satisfied and hence the classification given in 89 is not effected by our result. The authors further prove that every property which is testable by a one-sided error constant query property tester for bounded degree digraphs is close to being a GSF-local property. Whether the converse is true is asked as an open question in [89]. Indeed, if this question could be answered positively we could
characterise properties which are testable by a one-sided error constant query property tester. Our result shows that this is already not possible in the bounded degree model which can be seen as a special case of both bounded degree digraph models considered in 89 .

Proof outline To prove Theorem 8.0.1 we make use of the FO definable property $P_{(Z)}$ from Section 6. Hanf's Theorem [83] implies that we can understand locality of FO as prescribing upper and lower bounds for the occurrence of certain local neighbourhood (isomorphism) types.

On the other hand, a GSF-local property as defined in 76 refers to properties which do not contain embeddings of some constant size marked graphs. Here the markings of graphs signify how the embedded graph interacts with the rest of the graph. This is motivated by the fact that a property tester does not just obtain an induced subgraph of the input graph but also obtains the information how this induced subgraph is connected to the rest of the graph. However, forbidding the embedding of such a marked graph is intuitively similar to excluding certain neighbourhood types, or in other words, limiting the number of occurrences of certain types.

Building upon the above observations, we establish a formal connection between FO properties and GSF-local properties. We first encode the possible bounds on occurrences of local neighbourhood types into what we call neighbourhood profiles, and characterise FO definable properties of bounded degree relational structures as finite unions of properties defined by neighbourhood profiles (Lemma 8.2.3). We then show that every FO formula defined by a non-trivial finite union of properties which in turn is defined by so-called 0-profiles, i.e. the prescribed lower bounds are all 0 , is GSF-local (Theorem 8.2.5). Given the fundamental role of local properties in graph theory, graph limits 102, we believe this new connection is of independent interest.

For technical reasons, we make use of the property $P_{(7)}$ of relational structures instead of directly using the non-testable graph property from Section 6.3. We further prove that a variant of the relational structure property $P_{(2)}$, which we denote by $P_{(Z)}^{\prime}$, can be defined by 0-profiles (Lemma 8.3.2). Finally, we construct a non-testable graph property $\mathcal{P}_{\text {graph }}$ by a local reduction from the $\sigma$-structure property $P_{(Z)}^{\prime}$ (Lemma 8.3.3). In the reduction we maintain being definable by 0 -profiles which proves GSF-locality of the graph property $\mathcal{P}_{\text {graph }}$ (Lemma 8.3.4).

### 8.1 Generalised subgraph freeness

Now we present the formal definition of generalised subgraph freeness, GSF-local properties and the notion of non-propagation, which were introduced in 76.

Definition 8.1.1 (Generalized subgraph freeness (GSF)). A marked graph is a graph with each vertex marked as either 'full' or 'semifull' or 'partial'. An embedding of a marked graph $F$ into a graph $G$ is an injective map $f: V(F) \rightarrow V(G)$ such that for every $v \in V(F)$ the following three conditions hold.

- If $v$ is marked 'full', then $N_{1}^{G}(f(v))=f\left(N_{1}^{F}(v)\right)$.
- If $v$ is marked 'semifull', then $N_{1}^{G}(f(v)) \cap f(V(F))=f\left(N_{1}^{F}(v)\right)$.
- If $v$ is marked 'partial', then $N_{1}^{G}(f(v)) \supseteq f\left(N_{1}^{F}(v)\right)$.

The graph $G$ is called $F$-free if there is no embedding of $F$ into $G$. For a set of marked graphs $\mathcal{F}$, a graph $G$ is called $\mathcal{F}$-free if it is $F$-free for every $F \in \mathcal{F}$.

Based on the above definition of generalised subgraph freeness, we can define GSF-local properties.

Definition 8.1.2 (GSF-local properties). Let $\mathcal{P}=\bigcup_{n \in \mathbb{N}} \mathcal{P}_{n}$ be a graph property where $\mathcal{P}_{n}=$ $\left\{G \in \mathcal{P}||V(G)|=n\}\right.$ and $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ a sequence of sets of marked graphs. $\mathcal{P}$ is called $\overline{\mathcal{F}}$-local if there exists an integer $s$ such that for every $n$ the following conditions hold.
$-\mathcal{F}_{n}$ is a set of marked graphs, each of size at most $s$.

- $\mathcal{P}_{n}$ equals the set of $n$-vertex graphs that are $\mathcal{F}_{n}$-free.
$\mathcal{P}$ is called GSF-local if there is a sequence $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ of sets of marked graphs such that $\mathcal{P}$ is $\overline{\mathcal{F}}$-local.

The following notion of non-propagating condition of a sequence of sets of marked graphs was introduced to study constant query POTs in 76 .

Definition 8.1.3 (Non-propagating). Let $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of sets of marked graphs.

- For a graph $G$, a subset $B \subseteq V(G)$ covers $\mathcal{F}_{n}$ in $G$ if for every marked graph $F \in \mathcal{F}_{n}$ and every embedding of $F$ in $G$, at least one vertex of $F$ is mapped to a vertex in $B$.
- The sequence $\overline{\mathcal{F}}$ is non-propagating if there exists a (monotonically non-decreasing) function $\tau:(0,1] \rightarrow(0,1]$ such that the following two conditions hold.
- For every $\epsilon>0$ there exists $\beta>0$ such that $\tau(\beta)<\epsilon$.
- For every graph $G$ and every $B \subseteq V(G)$ such that $B$ covers $\mathcal{F}_{n}$ in $G$, either $G$ is $\tau\left(\frac{|B|}{n}\right)$-close to being $\mathcal{F}_{n}$-free or there are no graphs with $n$ vertices that are $\mathcal{F}_{n}$-free.

A GSF-local property $\mathcal{P}$ is non-propagating if there exists a non-propagating sequence $\overline{\mathcal{F}}$ such that $\mathcal{P}$ is $\overline{\mathcal{F}}$-local.

In the above definition, the set $B$ can be viewed as the set involving necessary modifications for repairing a graph $G$ that does not satisfy the property $\mathcal{P}$ that is $\overline{\mathcal{F}}$-local, and the second condition says we do not need to modify $G$ "much beyond" $B$. In particular, it implies we can repair $G$ without triggering a global "chain reaction". Note that there are sequences $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ that are propagating as mentioned in 76 .

Goldreich and Ron gave the following characterisation for the proximity-oblivious testable properties in the bounded degree model of graphs.

Theorem 8.1.4 (Theorem 5.5 in [76]). A graph property $\mathcal{P}$ has a constant query POT if and only if $\mathcal{P}$ is GSF-local and non-propagating.

The following open question was raised in 76 .
Question 8.1.5 (Are all GSF-local properties non-propagating?). Is it the case that for every GSF-local property $\mathcal{P}=\bigcup_{n \in \mathbb{N}} \mathcal{P}_{n}$, there is a sequence $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ that is non-propagating and $\mathcal{P}$ is $\overline{\mathcal{F}}$-local?

### 8.2 Relating different notions of locality

In this section we define properties by prescribing upper and lower bounds on the number of occurrence of neighbourhood types. These bounds are given by neighbourhood profiles which we will define formally below. We use these properties to give a natural characterisation of FO properties of bounded degree structures in Lemma 8.2 .3 , which is a straightforward consequence of Hanf's Theorem (Theorem 2.4.7). We use this characterisation to establish links between FO definability and GSF-locality. This connection is the key ingredient in the proof of our main theorem.

Let $\sigma$ be a signature and $d \in \mathbb{N}$. For every $r \in \mathbb{N}$ we assume we fixed an ordering of all $r$-types of bounded degree $d$. We further associate with each $\sigma$-structure $\mathcal{A} \in C_{d}$ its $r$-histogram vector $\operatorname{hist}_{r}(\mathcal{A})$ defined in Definition 2.3 .5 with respect to the chosen ordering of $r$-types. We let

$$
\mathfrak{I}:=\{[k, l],[k, \infty) \mid k \leq l \in \mathbb{N}\}
$$

be the set of all closed or half-closed, infinite intervals with natural lower/upper bounds.
Definition 8.2.1. Let $r \in \mathbb{N}$ and $t$ be the number of $r$-types of bounded degree $d$.

1. An $r$-neighbourhood profile of degree $d$ is a function $\rho:\{1, \ldots, t\} \rightarrow \mathfrak{I}$.
2. For a structure $\mathcal{A} \in C_{d}$, we say $\mathcal{A}$ obeys $\rho$, denoted by $\mathcal{A} \sim \rho$, if

$$
\left(\operatorname{hist}_{r}(\mathcal{A})\right)_{i} \in \rho(i) \text { for all } i \in\{1, \ldots, t\}
$$

Let $P_{\rho}$ be the set of structures $\mathcal{A}$ that obey $\rho$, i.e., $P_{\rho}=\left\{\mathcal{A} \in C_{d} \mid \mathcal{A} \sim \rho\right\}$.
3. We say that a property $P$ is defined by a finite union of neighbourhood profiles if there is $k \in \mathbb{N}$ such that $P=\bigcup_{1 \leq i \leq k} P_{\rho_{i}}$ where $\rho_{i}$ is an $r_{i}$-neighbourhood profile and $r_{i} \in \mathbb{N}$ for every $i \in\{1, \ldots, k\}$.

Let us consider the following example in which we find a representation by neighbourhood profiles for an FO-property.


Figure 8.1: One types of bounded degree 2, where the centres are marked in green.

Example 8.2.2. Let us consider the following FO-sentence.

$$
\begin{aligned}
\varphi:=\forall x \forall y \neg E(x, y) \vee \forall x \exists & y_{1} \exists y_{2}\left(y_{1} \neq y_{2} \wedge E\left(x, y_{1}\right) \wedge E\left(x, y_{2}\right)\right. \\
& \left.\wedge \forall z\left(z \neq y_{1} \wedge z \neq y_{2}\right) \rightarrow \neg E(x, z)\right) .
\end{aligned}
$$

The property $P_{\varphi}$ defined by the sentence $\varphi$ is the property containing all edgeless graphs and all graphs that are disjoint unions of cycles.

For degree bound 2 all 1-types are listed in Figure 8.1. Let $\rho_{1}:\{1, \ldots, 4\} \rightarrow \mathfrak{I}$ be the neighbourhood profile defined by $\rho_{1}(1)=[0, \infty)$ and $\rho_{1}(i)=[0,0]$ for $i \in\{2,3,4\}$. Furthermore, let $\rho_{2}:\{1, \ldots, 4\} \rightarrow \mathfrak{I}$ be the neighbourhood profile defined by $\rho_{2}(i)=[0, \infty)$ for $i \in\{3,4\}$ and $\rho_{2}(j)=[0,0]$ for $j \in\{1,2\}$. It is easy to observe that the properties $P_{\varphi}$ and $P_{\rho_{1}} \cup P_{\rho_{2}}$ are equal.

Indeed representing FO-properties by neighbourhood profiles works in general. The following lemma shows that bounded degree FO properties can be equivalently defined as finite unions of properties defined by neighbourhood profiles. Here the technicalities that arise are due to Hanf normal form not requiring the locality-radius of all Hanf-sentences to be the same.

Lemma 8.2.3. For every non-empty property $P \subseteq C_{d}, P$ is $F O$ definable on $C_{d}$ if and only if $P$ can be obtained as a finite union of properties defined by neighbourhood profiles.

Proof. For the first direction assume $\varphi$ is an FO-sentence. Then by Hanf's Theorem (Theorem 2.4.7 there is a sentence $\psi$ in Hanf normal form such that $P_{\varphi}=P_{\psi}$.

We will first convert $\psi$ into a sentence in Hanf normal form where every Hanf sentence appearing has the same locality radius. Let $r \in \mathbb{N}$ be the maximum locality radius appearing in $\psi$, and let $\varphi_{\bar{\tau}}{ }^{m}:=\exists \geq m$ m $x \phi_{\tau}(x)$ be a Hanf sentence, where $\tau$ is an $r^{\prime}$-type for some $r^{\prime}<r$. Let $\tau_{1}, \ldots, \tau_{k}$ be a list of all $r$-types of bounded degree $d$ for which $\left(\mathcal{N}_{r^{\prime}}^{\mathcal{B}}(b), b\right) \in \tau$ for $(\mathcal{B}, b) \in \tau_{i}$, for every $1 \leq i \leq k$. Let $\Pi$ be the set of all partitions of $m$ into $k$ parts. Let

$$
\tilde{\varphi}_{\bar{\tau}}^{\geq m}:=\bigvee_{\left(m_{1}, \ldots, m_{k}\right) \in \Pi} \bigwedge_{i=1}^{k} \exists \geq m_{i} x \phi_{\tau_{i}}(x)
$$

Claim 1. $\varphi_{\bar{\tau}}^{\geq m}$ is $d$-equivalent to $\tilde{\varphi}_{\bar{\tau}}^{\geq m}$.
Proof of Claim 1. Assume that $\mathcal{A} \in C_{d}$ satisfies $\varphi_{\bar{\tau}}^{\geq m}$, and assume that $a_{1}, \ldots, a_{m}$ are $m$ distinct elements with $\left(\mathcal{\mathcal { N } _ { r ^ { \prime } }} \mathcal{\mathcal { A }}\left(a_{j}\right), a_{j}\right) \in \tau$, for every $1 \leq j \leq m$. Let $\tilde{\tau}_{j}$ be the $r$-type for which
$\left(\mathcal{N}_{r}^{\mathcal{A}}\left(a_{j}\right), a_{j}\right) \in \tilde{\tau}_{j}$. By choice of $\tau_{1}, \ldots, \tau_{k}$, we get that there are indices $i_{1}, \ldots, i_{m}$ such that $\tilde{\tau}_{j}=\tau_{i_{j}}$. For $i \in\{1, \ldots, k\}$ let $m_{i}=\left|\left\{j \in\{1, \ldots, m\} \mid i_{j}=i\right\}\right|$. Hence $\mathcal{A} \models \bigwedge_{i=1}^{k} \exists \geq m_{i} x \phi_{\tau_{i}}(x)$ and since additionally $\left(m_{1}, \ldots, m_{k}\right) \in \Pi$ this implies $\mathcal{A} \models \tilde{\varphi}_{\bar{\tau}}{ }^{m}$.

On the other hand, let $\mathcal{A} \in C_{d}$ satisfy $\tilde{\varphi}_{\tilde{\tau}}^{\geq m}$, and let $\left(m_{1}, \ldots, m_{k}\right) \in \Pi$ be a partition of $m$ such that $\mathcal{A} \models \bigwedge_{i=1}^{k} \exists \geq m_{i} x \phi_{\tau_{i}}(x)$. For every $1 \leq i \leq k$, let $a_{1}^{i}, \ldots, a_{m_{i}}^{i}$ be $m_{i}$ distinct elements such that $\left(\mathcal{N}_{r}^{\mathcal{A}}\left(a_{j}^{i}\right), a_{j}^{i}\right) \in \tau_{i}$, for every $1 \leq j \leq m_{i}$. By choice of $\tau_{1}, \ldots, \tau_{k}$, we get that $\left(\mathcal{N}_{r^{\prime}}^{\mathcal{A}}\left(a_{j}^{i}\right), a_{j}^{i}\right) \in \tau$, for every pair $1 \leq i \leq k, 1 \leq j \leq m_{i}$. But since $m_{1}+\cdots+m_{k}=m$ this implies that $\mathcal{A} \models \varphi_{\bar{\tau}}{ }^{m}$. This proves that $\varphi_{\bar{\tau}}^{\geq m}$ and $\tilde{\varphi}_{\bar{\tau}}{ }^{m}$ are $d$-equivalent.

Let $\psi^{\prime}$ be the formula in which every Hanf-sentence $\varphi_{\tau}^{\geq m}$ for which $\tau$ is an $r^{\prime}$-type for some $r^{\prime}<r$ gets replaced by $\tilde{\varphi}_{\bar{\tau}}^{\geq m}$. By a simple inductive argument using Claim 1, we get that $\psi$ is $d-$ equivalent to $\psi^{\prime}$, and hence $P_{\varphi}=P_{\psi}=P_{\psi^{\prime}}$. Furthermore since $\tilde{\varphi}_{\tau}^{\geq m}$ is a Boolean combination of Hanf-sentences for every $\varphi_{\bar{\tau}}^{\geq m}$, and any Boolean combination of Boolean combinations is a Boolean combination itself, $\psi^{\prime}$ is in Hanf normal form. Furthermore, every Hanf-sentence appearing in $\psi^{\prime}$ has locality radius $r$ by construction.

Since any Boolean combination can be converted into disjunctive normal form (Lemma 2.4.3), we can assume that $\psi^{\prime}$ is a disjunction of sentences $\xi$ of the form

$$
\xi=\bigwedge_{j=1}^{k} \exists \geq m_{j} x \phi_{\tau_{j}}(x) \wedge \bigwedge_{j=k+1}^{\ell} \neg \exists \geq m_{j}+1 \text { x } \phi_{\tau_{j}}(x)
$$

where $\ell \in \mathbb{N}_{\geq 1}, 1 \leq k \leq \ell, m_{i} \in \mathbb{N}_{\geq 1}$ and $\tau_{i}$ is an $r$-type for every $1 \leq i \leq \ell$. We can further assume that every sentence in the disjunction $\psi^{\prime}$ is satisfiable by some $\mathcal{A} \in C_{d}$, as any sentence with no bounded degree $d$ model can be removed from $\psi^{\prime}$.

Let $\tilde{\tau}_{1}, \ldots, \tilde{\tau}_{t}$ be a list of all $r$-types of bounded degree $d$ in the order we fixed. Let $k_{i}:=\max \left(\left\{m_{j} \mid 1 \leq j \leq k, \tau_{j}=\tilde{\tau}_{i}\right\} \cup\{0\}\right)$ and $\ell_{i}:=\min \left(\left\{m_{j} \mid k+1 \leq j \leq \ell, \tau_{j}=\tilde{\tau}_{i}\right\} \cup\{\infty\}\right)$ for every $i \in\{1, \ldots, t\}$. Since $\xi$ has at least one bounded degree model $k_{i} \leq \ell_{i}$ for every $i \in\{1, \ldots, t\}$. Let $\rho:\{1, \ldots, t\} \rightarrow \mathfrak{I}$ be the neighbourhood profile defined by $\rho(i):=\left[k_{i}, \ell_{i}\right]$ if $\ell_{i}<\infty$ and $\rho(i):=\left[k_{i}, \ell_{i}\right)$ otherwise. Then by construction, we get that $P_{\rho}=P_{\xi}$. Since $\psi^{\prime}$ is a disjunction of formulas, each of which defines a property which can be defined by some neighbourhood profile, we get that $P_{\psi^{\prime}}$ must be a finite union of properties defined by some neighbourhood profile.

On the other hand, for every $r$-neighbourhood profile $\rho$ of degree $d, \tau_{1}, \ldots, \tau_{t}$ a list of all $r$-types of bounded degree $d$ in the order fixed and the formula

$$
\varphi_{\rho}:=\bigwedge_{\substack{i \in\{1, \ldots, t\} \\ \rho(i) \equiv\left[k_{i}, \ell_{i}\right]}}\left(\exists \geq k_{i} x \phi_{\tau_{i}}(x) \wedge \neg \exists \geq \ell_{i}+1 x \phi_{\tau_{i}}(x)\right) \wedge \bigwedge_{\substack{i \in\{1, \ldots, t\}, \rho(i)=\left[k_{i}, \infty\right)}} \exists \geq k_{i} x \phi_{\tau_{i}}(x)
$$

it clearly holds that $P_{\rho}=P_{\varphi_{\rho}}$. Hence every finite union of properties defined by neighbourhood profiles can be defined by the disjunction of the formulas $\varphi_{\rho}$ of all $\rho$ in the finite union.

### 8.2.1 Relating FO properties to GSF-local properties

We now prove that FO properties which arise as unions of neighbourhood profiles of a particularly simple form are GSF-local. For this let

$$
\mathfrak{I}_{0}:=\{[0, \infty),[0, k] \mid k \in \mathbb{N}\} \subseteq \mathfrak{I}
$$

We call any neighbourhood profile $\rho$ with codomain $\mathfrak{I}_{0}$ a 0 -profile, as all lower bounds for the occurrence of types are 0 .

Observation 8.2.4. Let $\rho$ be a 0 -profile, $r \in \mathbb{N}$ and $t$ be the number of all $r$-types of bounded
 and $\mathcal{A}^{\prime} \sim \rho$, then $\mathcal{A} \sim \rho$.
In particular, the existence of an $r$-type cannot be expressed by a 0 -profile.
While we need the concept of a 0-profile for relational structures in general the following theorem can only be stated for graphs as the concept of GSF-locality is not defined for structures. Hence for the following theorem we only consider graphs. Let $d \in \mathbb{N}$ and $\mathcal{C}_{d}$ be the class of all graphs of bounded degree $d$.

Theorem 8.2.5. Every finite union of properties defined by 0-profiles is GSF-local.
Proof. We prove this in two parts (Claim 1 and Claim 2). We first argue that every property $P_{\rho}$ defined by some 0-profile $\rho:\{1, \ldots, t\} \rightarrow \mathfrak{I}_{0}$ is GSF-local, where $\tau_{1}, \ldots, \tau_{t}$ denotes a list of all $r$-types of bounded degree $d$ and $r \in \mathbb{N}$ is fixed. For this it is important to note that we can express a forbidden $r$-type $\tau$ by a forbidden generalised subgraph. For $(B, b) \in \tau$, the set of all graphs with no vertex of neighbourhood type $\tau$ is the set of all $B$-free graphs where every vertex in $V(B)$ of distance less than $r$ to $b$ is marked 'full' and every vertex in $V(B)$ of distance $r$ to $b$ is marked 'semifull'. Since a profile of the form $\rho:\{1, \ldots, t\} \rightarrow \mathfrak{I}_{0}$ can express that some neighbourhood type $\tau$ can appear at most $k$ times for some fixed $k \in \mathbb{N}$, we need to forbid all marked graphs in which type $\tau$ appears $k+1$ times. We will formalise this in the following claim.

Claim 1. For the $r$-neighbourhood profile $\rho:\{1, \ldots, t\} \rightarrow \mathfrak{I}_{0}$, there is a finite set $\mathcal{F}$ of marked graphs such that $P_{\rho}$ is exactly the property of $\mathcal{F}$-free graphs.

Proof of Claim 1. Assume $\tau$ is an $r$-type and $k \in \mathbb{N}_{>0}$. Then we say that a marked graph $F$ is a $k$-realisation of $\tau$ if $F$ has the following properties.

- There are $k$ distinct vertices $v_{1}, \ldots, v_{k}$ in $F$ such that $\left(\mathcal{N}_{r}^{F}\left(v_{i}\right), v_{i}\right) \in \tau$ for every $i=$ $1, \ldots, k$.
- Every vertex $v$ in $F$ has distance less or equal to $r$ to at least one vertex $v_{i}$.
- Every vertex $v$ in $F$ of distance less than $k$ to at least one $v_{i}$ is marked as 'full'.
- Every vertex $v$ in $F$ of distance greater or equal to $k$ to every $v_{i}$ is marked as 'semifull'.

We denote by $S^{k}(\tau)$ the set of all $k$-realisations of $\tau$.
Now we can define the set $\mathcal{F}$ of forbidden subgraphs to be

$$
\mathcal{F}:=\bigcup_{\substack{k \in \mathbb{N}, 1 \leq i \leq t \\ \rho(i)=[0, k]}} S^{k+1}\left(\tau_{i}\right) .
$$

Let $\mathcal{P}$ be the property of all $\mathcal{F}$-free graphs. We first prove that the property $\mathcal{P}$ is contained in $P_{\rho}$. Towards a contradiction assume that $G \in \mathcal{C}_{d}$ is $\mathcal{F}$-free but not contained in $P_{\rho}$. As $G$ is not contained in $P_{\rho}$ there must be an index $i \in\{1, \ldots, t\}$ such that $\left(\operatorname{hist}_{r}(G)\right)_{i} \notin \rho(i)$. Since $\rho(i) \in \mathfrak{I}_{0}$ there is $k \in \mathbb{N}$ such that $\rho(i)=[0, k]$ and hence ( hist $\left._{r}(G)\right)_{i}>k$. Hence there must be $k+1$ vertices $v_{1}, \ldots, v_{k+1}$ in $G$ such that $\left(\mathcal{N}_{r}^{G}\left(v_{i}\right), v_{i}\right) \in \tau_{i}$. We define the marked graph $F$ to be the subgraph of $G$ induced by the $r$-neighbourhoods of $v_{1}, \ldots, v_{k+1}$, i. e. $G\left[\cup_{1 \leq i \leq k+1} N_{r}^{G}\left(v_{i}\right)\right]$, in which every vertex of distance less than $k$ to at least one of the $v_{i}$ is marked as 'full' and every other vertex is marked as 'semifull'. Then $F$ is by definition a $(k+1)$-realisation of $\tau_{i}$ and hence $F \in \mathcal{F}$. We now argue that $F$ can be embedded into $G$. Since $F$ is an induced subgraph of $G$ the identity map gives us a natural embedding $f: F \rightarrow G$. Let $v$ be any vertex marked 'full' in $F$. By construction of $F$, there is $i \in\{1, \ldots, k+1\}$ such that $f(v)$ is of distance less than $r$ to $v_{i}$ in $G$. But then $N_{1}^{G}(f(v))$ is a subset of $N_{r}^{G}\left(v_{i}\right)$. As $F$ without the marking is the subgraph of $G$ induced by $\cup_{1 \leq i \leq k+1} N_{r}^{G}\left(v_{i}\right)$ this implies that $f\left(N_{1}^{F}(v)\right)=N_{1}^{G}(f(v))$. Furthermore, assume $v$ is a vertex marked 'semifull' in $F$. Then $f\left(N_{1}^{F}(v)\right)=N_{1}^{G}(f(v)) \cap f(V(F))$ holds as $F$ without the markings is an induced subgraph of $G$. This proves that $G$ is not $F$-free by Definition 8.1.1. This is a contradiction to our assumption that $G$ is $\mathcal{F}$-free and $F \in \mathcal{F}$.

Similarly, we can show that $P_{\rho} \subseteq \mathcal{P}$ by assuming $G \in \mathcal{C}_{d}$ is in $P_{\rho}$ but not $\mathcal{F}$-free, and showing that the embedding of any graph of $\mathcal{F}$ into $G$ yields an amount of vertices of a certain type contradicting containment in $P_{\rho}$.

Next we prove that classes defined by excluding finitely many marked graphs are closed under finite unions. For two marked graphs $F_{1}, F_{2}$ consider the union of the class of all $\left\{F_{1}\right\}$ free graphs with the class of all $\left\{F_{2}\right\}$-free graphs. Every graph in this union excludes $F_{1}$ as a generalised subgraph or excludes $F_{2}$ as a generalised subgraph. Hence we have to forbid any marked graph whose presence in a graph $G$ as a generalised subgraph would imply that both $F_{1}$ and $F_{2}$ are generalised subgraphs of $G$. We formalise this in the following claim.

Claim 2. Let $\mathcal{F}_{1}, \mathcal{F}_{2}$ be two finite sets of marked graphs. For $i \in\{1,2\}$, let $\mathcal{P}_{i}$ be the property of $\mathcal{F}_{i}$-free graphs. Then there is a set $\mathcal{F}$ of generalised subgraphs such that $\mathcal{P}_{1} \cup \mathcal{P}_{2}$ is the property of $\mathcal{F}$-free graphs.

Proof of Claim 2. We say that a marked graph $F$ is a (not necessarily disjoint) union of marked graphs $F_{1}, F_{2}$ if

- there is an embedding $f_{i}$ of $F_{i}$ into the graph $F$ without its markings as in Definition 8.1.1 for every $i \in\{1,2\}$.
- for every vertex $v$ in $F$ there is $i \in\{1,2\}$ and a vertex $w$ in $F_{i}$ such that $f_{i}(w)=v$.
- every vertex $v$ in $F$ is marked 'full', if there is $i \in\{1,2\}$ and a 'full' vertex $w$ in $F_{i}$ such that $f_{i}(w)=v$.
- every vertex $v$ in $F$ is marked 'semifull', if there is $i \in\{1,2\}$ and a 'semifull' vertex $w$ in $F_{i}$ such that $f_{i}(w)=v$ and $f_{i}(u) \neq v$ for every $i \in\{1,2\}$ and every 'full' vertex $u$.
- every vertex $v$ in $F$ is marked 'partial' if $f_{i}(u) \neq v$ for every $i \in\{1,2\}$ and every 'full' or 'semifull' vertex $u$.

We define $S\left(F_{1}, F_{2}\right)$ to be the set of all possible (not necessarily disjoint) unions of $F_{1}, F_{2}$. We can now define the set $\mathcal{F}$ to be

$$
\mathcal{F}:=\bigcup_{F_{1} \in \mathcal{F}_{1}, F_{2} \in \mathcal{F}_{2}} S\left(F_{1}, F_{2}\right) .
$$

Let $\mathcal{P}$ be the property of all $\mathcal{F}$-free graphs. Now we prove $\mathcal{P} \subseteq \mathcal{P}_{1} \cup \mathcal{P}_{2}$. Towards a contradiction assume $G$ is $\mathcal{F}$-free but $G$ is in neither $\mathcal{P}_{1}$ nor in $\mathcal{P}_{2}$. Then for every $i \in\{1,2\}$ there is a graph $F_{i} \in \mathcal{F}_{i}$ such that $G$ is not $F_{i}$-free. It is easy to see that there is a union $F_{\cup}$ of $F_{1}$ and $F_{2}$ such that $G$ is not $F_{\cup}$-free, which contradicts that $G$ is $\mathcal{F}$-free.

Conversely, in order to prove $\mathcal{P}_{1} \cup \mathcal{P}_{2} \subseteq \mathcal{P}$, if $G$ is $\mathcal{F}_{i}$ free for some $i \in\{1,2\}$ then $G$ must be $\mathcal{F}$-free by construction of $\mathcal{F}$.

Combining the two claims above proves the Theorem 8.2.5.

Further discussion of the relation between FO definablility and GSF-locality First let us remark that it is neither true that every FO definable property is GSF-local, nor that every GSF-local property is FO definable.

Example 8.2.6. The property of bounded degree graphs containing a triangle is FO definable but not GSF-local.

Indeed, the existence of a fixed number of vertices of certain neighbourhood types can be expressed in FO, while in general, this cannot be expressed by forbidding generalised subgraphs. If a formula has a 0-profile (and hence does not require the existence of any types) then the property defined by that formula is GSF-local, as shown in Theorem 8.2.5.

Example 8.2.7. The class of all bounded degree graphs with an even number of vertices is GSF-local but not FO definable.


Figure 8.2: Marked graphs for Example 8.2.8

Furthermore, if a GSF-local property $\mathcal{P}$ is not definable in FO then the sequence used to define $\mathcal{P}$ must be non-stabilising. More precisely, if a property $\mathcal{P}$ is $\overline{\mathcal{F}}$-local for a sequence of marked graphs $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ and there is $n_{0} \in \mathbb{N}$ such that $\mathcal{F}_{n}=\mathcal{F}_{n+1}$ for every $n \geq n_{0}$ then $\mathcal{P}$ is FO definable. That is as up to $n_{0}$ we can express in FO exactly which graphs are in $\mathcal{P}$ and we can express in FO that every graph with at least $n_{0}$ vertices is $\mathcal{F}_{n}$-free.

Let us remark that Theorem 8.2 .5 combined with Lemma 8.2 .3 proves that every finite union of properties definable by 0-profiles is both FO definable and GSF-local. Hence it is natural to ask whether the intersection of FO definable properties and GSF-local properties is precisely the set of finite unions of properties definable by 0-profiles. However, this is not the case. The following example shows that there are properties which are both FO definable and GSF-local but cannot be expressed by 0-profiles.

Example 8.2.8. Let $d \geq 2$ and let $B_{1}:=(\{v\},\{ \}), B_{2}=(\{v, w\},\{\{v, w\}\})$ be two graphs. We further let $\tau_{1}, \tau_{2}$ be the 1-types of degree $d$ such that $\left(B_{1}, v\right) \in \tau_{1}$ and $\left(B_{2}, v\right) \in \tau_{2}$. Consider the property $\mathcal{P}$ defined by the following FO-formula

$$
\varphi:=\neg \exists x(x=x) \vee \exists^{=1} x\left(\varphi_{\tau_{1}}(x) \wedge \forall y\left(x \neq y \rightarrow \varphi_{\tau_{2}}(y)\right)\right) .
$$

$\mathcal{P}$ contains, besides the empty graph, unions of an arbitrary amount of disjoint edges and one isolated vertex. To define a sequence of forbidden subgraphs we let $G_{1}, G_{2}, G_{3}$ be the marked graphs in Figure 8.2. Let $\mathcal{F}_{\text {even }}:=\left\{G_{1}\right\}$ and $\mathcal{F}_{\text {odd }}:=\left\{G_{2}, G_{3}\right\}$ and let $\overline{\mathcal{F}}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ where $\mathcal{F}_{i}=\mathcal{F}_{\text {even }}$ if $i$ is even and $\mathcal{F}_{i}=\mathcal{F}_{\text {odd }}$ if $i$ is odd. Note that every graph on more than one vertex with an odd number of vertices which is $\mathcal{F}_{\text {odd }}$-free must contain a vertex of neighbourhood type $\tau_{1}$, and that the set of $\mathcal{F}_{\text {even }}$-free graphs contains only the empty graph. Hence $\mathcal{P}$ is $\overline{\mathcal{F}}$-local. Now assume towards a contradiction that $\mathcal{P}=\bigcup_{1 \leq i \leq k} \mathcal{P}_{\rho_{i}}$ for 0 -profiles $\rho_{i}$. Let $G_{m}$ be the graph consisting of $m$ disjoint edges and one isolated vertex and $H_{m}$ the graph consisting of $m$ disjoint edges. Since $G_{m} \in \mathcal{P}$ there is $i \in\{1, \ldots, k\}$ such that $G_{m} \sim \rho_{i}$. By choice of $G_{m}$ and $H_{m}$ we have $0 \leq\left(\operatorname{hist}_{r}\left(H_{m}\right)\right)_{j} \leq\left(\operatorname{hist}_{r}\left(G_{m}\right)\right)_{j} \in \rho_{i}(j)$ for every $j \in\{1, \ldots, t\}$, where $t$ is the number of 1-types of bounded degree $d$. Since additionally $\rho_{i}(j) \in \mathfrak{I}_{0}$ this implies that


Figure 8.3: Overview of all relevant classes of properties. Here $\mathcal{P}_{i}$ refers to the property from Example $i, \mathcal{C}_{d}$ refers to the property of all graphs of bounded degree $d$ and $\mathcal{P}_{\text {graph }}$ is the property defined in Section 8.3.2
$\left(\operatorname{hist}_{r}\left(H_{m}\right)\right)_{j} \in \rho_{i}(j)$. But then $H_{m} \sim \rho_{i}$ which yields a contradiction as $H_{m} \notin \mathcal{P}$. Hence $\mathcal{P}$ can not be defined as a finite union of 0 -profiles.

Figure 8.3 gives a schematic overview of all classes of properties discussed here and their relationship.

### 8.3 GSF-locality is not sufficient for proximity-oblivious testing

In this section we prove Theorem 8.0.1. We start by describing a property of relational structures, similar to a property in Section 6, which is not testable. We then show that the property can be expressed by a union of 0-profiles. This will be used later to show that a certain graph property, which we obtain from the relational structure property by a local reduction, is GSF-local using Theorem 8.2.5

Let $\sigma$ be the signature from Section 6.1.2 Equation 6.1, $d \in \mathbb{N}$ as in Section 6.1.3 and $P_{\text {(2) }}$ be the property of $\sigma$-structures of bounded degree $d$ from Section 6.2 ,

### 8.3.1 Characterisation by neighbourhood profiles

Our aim in this section is to prove that a minor variation of the property $P_{(Z)}$ of relational structures can be written as a finite union of properties defined by 0 -profiles of radius 2 . As the existence of a certain vertex cannot be expressed with a 0 -profile (see Observation 8.2.4) and $\varphi_{(2)}$ demands the existence of a certain vertex (the root vertex), the property $P_{(Z)}$ cannot be expressed in terms of 0-profiles. However we define a slight variation of the formula $\varphi_{(Z)}$ which, as we will see later, can be expressed by 0-profiles. Let

$$
\varphi_{(\mathrm{Z})}^{\prime}:=\varphi_{\text {tree }}^{\prime} \wedge \varphi_{\text {rotationMap }} \wedge \varphi_{\mathrm{base}} \wedge \varphi_{\mathrm{recursion}}
$$

where we obtain $\varphi_{\text {tree }}^{\prime}$ from $\varphi_{\text {tree }}$ by replacing the subformula $\exists^{=1} x \varphi_{\text {root }}(x)$ by $\exists^{\leq 1} x \varphi_{\text {root }}(x)$, where $\varphi_{\text {root }}(x), \varphi_{\text {tree }}, \varphi_{\text {rotationMap }}, \varphi_{\text {base }}$ and $\varphi_{\text {recursion }}$ are the formulas given in Section 6.1.2 Equations 6.2, 6.3, 6.4, 6.5 and 6.6. We define the property

$$
P_{(Z)}^{\prime}:=\left\{\mathcal{A} \in C_{d} \mid \mathcal{A} \models \varphi_{(Z)}^{\prime}\right\}
$$

We denote the empty structure by $\mathcal{A}_{\emptyset}$ (i.e. $A_{\emptyset}=\emptyset$ ).
Lemma 8.3.1. The properties $P_{(2)}^{\prime}$ and $P_{(Z)} \cup\left\{\mathcal{A}_{\emptyset}\right\}$ are equal.
Proof. We first prove that $P_{\text {(2) }}^{\prime} \subseteq P_{(Z)} \cup\left\{\mathcal{A}_{\emptyset}\right\}$. Consider the formula $\tilde{\varphi}_{(2)}$ which is obtained from $\varphi_{(Z)}$ by removing the subformula $\exists^{=1} x \varphi_{\text {root }}(x)$. We use the following observation which is proved by a simple analysis of the formula.

Claim 1. Satisfying $\tilde{\varphi}_{(2)}$ is closed under disjoint unions on $C_{d}$.
Proof of Claim 1. Let $\mathcal{A}, \mathcal{A}^{\prime} \in C_{d}$ such that $\mathcal{A} \models \tilde{\varphi}_{(Z)}$ and $\mathcal{A}^{\prime} \models \tilde{\varphi}_{(\mathrm{Z})}$. Our aim is to prove that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \tilde{\varphi}_{(Z)}$ where $\mathcal{A} \sqcup \mathcal{A}^{\prime}$ denotes the disjoint union of $\mathcal{A}$ and $\mathcal{A}^{\prime}$. For this we essentially prove that for any two elements $a \in A$ and $b \in A^{\prime}$ the formula $\tilde{\varphi}_{(2)}$ does not require a tuple containing $a$ and $b$.

Let us define the following subformulas of $\varphi_{\text {tree }}$ (see Section 6.1.2 Equation 6.3)
$\varphi:=\forall x\left(\left(\varphi_{\text {root }}(x) \wedge R(x, x)\right) \vee\left(\exists^{=1} y F(y, x) \wedge \neg \exists y R(x, y) \wedge \neg \exists y R(y, x)\right)\right)$,
$\psi(x):=\neg \exists y F(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} L_{k}(x, x) \wedge \forall y\left(y \neq x \rightarrow \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(y, x)\right)$ and
$\chi(x):=\neg \exists y \bigvee_{k \in\left([D]^{2}\right)^{2}}\left(L_{k}(x, y) \vee L_{k}(y, x)\right) \wedge$
$\bigwedge_{k \in\left([D]^{2}\right)^{2}} \exists y_{k}\left(x \neq y_{k} \wedge F_{k}\left(x, y_{k}\right) \wedge\left(\bigwedge_{k^{\prime} \in\left([D]^{2}\right)^{2}, k^{\prime} \neq k} \neg F_{k^{\prime}}\left(x, y_{k}\right)\right) \wedge \forall y\left(y \neq y_{k} \rightarrow \neg F_{k}(x, y)\right)\right)$.
Then $\tilde{\varphi}_{(Z)}:=\varphi \wedge \forall x(\psi(x) \vee \chi(x)) \wedge \varphi_{\text {rotationMap }} \wedge \varphi_{\text {base }} \wedge \varphi_{\text {recursion }}$. Hence it is sufficient to prove that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi, \mathcal{A} \sqcup \mathcal{A}^{\prime} \models \forall x(\psi(x) \vee \chi(x)), \mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {rotationMap }}, \mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {base }}$ and $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {recursion }}$.

We first argue that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi$. Let $a \in A \sqcup A^{\prime}$ be arbitrary and assume without loss of generality that $a \in A$. Assume that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \not \vDash \varphi_{\text {root }}(a) \wedge R(a, a)$. Since $\varphi_{\text {root }}(x):=$ $\forall y \neg F(y, x)$ this implies that $\mathcal{A} \not \vDash \varphi_{\text {root }}(a) \wedge R(a, a)$. Furthermore, since $\mathcal{A} \models \varphi$ we get that $\mathcal{A} \vDash \exists=1 y F(y, a) \wedge \neg \exists y R(a, y) \wedge \neg \exists y R(y, a)$. Hence there is an element $b \in A$ such that $(b, a) \in F^{\mathcal{A}}$. Furthermore, for every $b^{\prime} \in A, b^{\prime} \neq b$ we have $\left(b^{\prime}, a\right) \notin F^{\mathcal{A}},\left(a, b^{\prime}\right) \notin R^{\mathcal{A}}$ and $\left(b^{\prime}, a\right) \notin R^{\mathcal{A}}$. But because $a$ cannot be in a tuple with any element in $A^{\prime}$ we get that
$\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \exists^{=1} y F(y, a) \wedge \neg \exists y R(a, y) \wedge \neg \exists y R(y, a)$. Hence $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi$.

Next we prove that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \forall x(\psi(x) \vee \chi(x))$. Let $a \in A \sqcup A^{\prime}$ be arbitrary and assume without loss of generality that $a \in A$. First assume that $(a, b) \notin F^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ for every $b \in A \sqcup A^{\prime}$. Since $\mathcal{A}$ is an induced substructure of $\mathcal{A} \sqcup \mathcal{A}^{\prime}$ this means that $\mathcal{A} \vDash \neg \exists y F(a, y)$. But then $\mathcal{A} \not \vDash \bigwedge_{k \in\left([D]^{2}\right)^{2}} \exists y_{k}\left(a \neq y_{k} \wedge F_{k}\left(a, y_{k}\right)\right)$ which implies $\mathcal{A} \not \vDash \chi(a)$. since $\mathcal{A} \models \forall x(\psi(x) \vee \chi(x))$ this implies that $\mathcal{A} \models \psi(a)$. Hence for every $k \in\left([D]^{2}\right)^{2}$ we have $(a, a) \in L_{k}^{\mathcal{A}}$ and for every $b \in A, b \neq a$ we have $(a, b),(b, a) \notin F_{k}^{\mathcal{A}}$. Since there are no tuples containing both elements from $\mathcal{A}$ and $\mathcal{A}^{\prime}$ this directly implies that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \psi(a)$.

On the other hand, assume that there is $b \in A \sqcup A^{\prime}$ such that $(a, b) \in F^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$. Since we are considering the disjoint union of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ this implies that $b$ must be an element from $\mathcal{A}$. Hence $\mathcal{A} \not \vDash \psi(a)$. Since $\mathcal{A} \models \forall x(\psi(x) \vee \chi(x))$ this implies that $\mathcal{A} \vDash \chi(a)$. Then for every $k \in\left([D]^{2}\right)^{2}$ there is an element $b \in A$ such that $(a, b) \in F_{k}^{\mathcal{A}},(a, b) \notin F_{k^{\prime}}^{\mathcal{A}}$ for every $k^{\prime} \in\left([D]^{2}\right)^{2}$, $k^{\prime} \neq k$ and $\left(a, b^{\prime}\right) \notin F_{k}^{\mathcal{A}}$ for every $b^{\prime} \in A, b^{\prime} \neq b$. But since in $\mathcal{A} \sqcup \mathcal{A}^{\prime}$ there are no tuples containing both elements from $\mathcal{A}$ and $\mathcal{A}^{\prime}$ this implies that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \chi(a)$. In conclusion we proved that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \forall x(\psi(x) \vee \chi(x))$.

We now prove $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {rotationMap. }}$. Hence assume $a, b \in A \sqcup A^{\prime}$ are arbitrary elements. First consider the case that $a, b$ are either both from $A$ or both from $A^{\prime}$. In this case, if for some $i, j \in[D]^{2}$ we have that $(a, b) \in E_{i, j}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ then $(b, a) \in E_{j, i}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ because $\mathcal{A} \models \varphi_{\text {rotationMap }}$ and $\mathcal{A}^{\prime} \models \varphi_{\text {rotationMap }}$. Now consider the case that $|\{a, b\} \cap A|=1$. Then $(a, b) \notin E_{i, j}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ and $(b, a) \notin E_{j, i}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ and hence we get $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(a, b) \rightarrow E_{j, i}(b, a)\right)$. Therefore $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \forall x \forall y\left(\bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(x, y) \rightarrow E_{j, i}(y, x)\right)\right)$.

Now consider an arbitrary element $a \in A \sqcup A^{\prime}$ and any $i \in[D]^{2}$. Without loss of generality assume $a \in A$. Since $\mathcal{A} \vDash \varphi_{\text {rotationMap }}$ there must be an index $j \in[D]^{2}$ and an element $b \in A$ such that $(a, b) \in E_{i, j}^{\mathcal{A}}$. Furthermore, for every $b^{\prime} \in A, b^{\prime} \neq b$ we have $\left(a, b^{\prime}\right) \notin E_{i, j}^{\mathcal{A}}$ and for every $j^{\prime} \in[D]^{2}, j^{\prime} \neq j$ and every $\tilde{b} \in A$ we have $(a, \tilde{b}) \notin E_{i, j^{\prime}}^{\mathcal{A}}$. But since $a \in A$ it also holds that $\left(a, b^{\prime}\right) \notin E_{i, j^{\prime}}^{\mathcal{A}}$ for every $b^{\prime} \in A^{\prime}$ and every $j^{\prime} \in[D]^{2}$. Hence $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \bigvee_{j \in[D]^{2}}\left(\exists=1 y E_{i, j}(a, y) \wedge \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\ j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(a, y)\right)$. This concludes the proof of $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {rotationMap }}$.

We now prove $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {base }}$. Assume $a \in A \sqcup A^{\prime}$ is an arbitrary element such that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {root }}(a)$. Without loss of generality assume $a \in A$. Since $\varphi_{\text {root }}(x):=\forall y \neg F(y, x)$ and $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {root }}(a)$ we get that $\mathcal{A} \models \varphi_{\text {root }}(a)$. Since $\mathcal{A} \models \varphi_{\text {base }}$ this means that for every $i, j \in[D]^{2}$ we have $(a, a) \in E_{i, j}^{\mathcal{A}}$ and $(a, b),(b, a) \notin E_{i, j}^{\mathcal{A}}$ for every $b \in A, b \neq a$. Since further $(a, b),(b, a) \notin E_{i, j}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ for every $b \in A^{\prime}$ this implies that $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(a, a) \wedge \forall y(a \neq\right.$ $\left.\left.y \rightarrow\left(\neg E_{i, j}(a, y) \wedge \neg E_{i, j}(y, a)\right)\right)\right)$. Furthermore, since $\mathcal{A} \models \varphi_{\text {base }}$ and $\mathcal{A} \models \varphi_{\text {root }}(a)$ for every $k, k^{\prime} \in\left([D]^{2}\right)^{2}, i, i^{\prime} \in[D]^{2}$ for which $\operatorname{ROT}_{H^{2}}(k, i)=\left(k^{\prime}, i^{\prime}\right)$ there are $b, b^{\prime} \in A$ such that
$(a, b) \in F_{k}^{\mathcal{A}},\left(a, b^{\prime}\right) \in F_{k^{\prime}}^{\mathcal{A}}$ and $\left(b, b^{\prime}\right) \in E_{i, i^{\prime}}^{\mathcal{A}}$. Since $\mathcal{A}$ is a substructure of $\mathcal{A} \sqcup \mathcal{A}^{\prime}$ this proves that $\mathcal{A} \sqcup \mathcal{A} \models \varphi_{\text {base }}$.

Finally we prove $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {recursion }}$. Hence assume $a, c \in A \sqcup A^{\prime}$ are arbitrary elements. Assume $\mathcal{A} \sqcup \mathcal{A}^{\prime} \not \vDash \neg \exists y F(a, y) \wedge \neg \exists y F(c, y)$ and assume without loss of generality that there is $\tilde{a} \in A \sqcup A^{\prime}$ such that $(a, \tilde{a}) \in F^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$. Since there are no tuples containing both elements from $\mathcal{A}$ and $\mathcal{A}^{\prime}$ we get that $a, \tilde{a}$ are from the same structure. Without loss of generality assume $a, \tilde{a} \in A$. Assume that for indices $k_{1}^{\prime}, k_{2}^{\prime} \in[D]^{2}, \ell_{1}^{\prime}, \ell_{2}^{\prime} \in[D]^{2}$ and some element $b \in A \sqcup A^{\prime}$ we have $(a, b) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\mathcal{A} \sqcup \mathcal{\mathcal { A } ^ { \prime }}}$ and $(b, c) \in E_{k_{2}^{\prime}, \ell_{2}^{\prime}}^{\mathcal{A}} \dot{\mathcal{A}}$. As $b$ also has to be in $A$ and $\mathcal{A} \models \varphi_{\text {recursion }}$ this implies that for every $i, j, i^{\prime}, j^{\prime} \in[D], k, \ell \in\left([D]^{2}\right)^{2}$ for which $\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right)$ and $\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)$ there are elements $a^{\prime}, c^{\prime} \in A \sqcup A^{\prime}$ such that $\left(a, a^{\prime}\right) \in F_{k}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$, $\left(c, c^{\prime}\right) \in F_{\ell}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$ and $\left(a^{\prime}, c^{\prime}\right) \in E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}^{\mathcal{A} \sqcup \mathcal{A}^{\prime}}$. Hence $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{\text {recursion }}$.

Since $\mathcal{A}_{\emptyset} \in P_{(Z)} \cup\left\{\mathcal{A}_{\emptyset}\right\}$ it is sufficient to consider only non-empty structures in the following. Therefore assume that there exists $\mathcal{A} \in C_{d}$ with $A \neq \emptyset$ such that $\mathcal{A}=\varphi_{(2)}^{\prime}$ and $\mathcal{A}$ contains no element $a$ for which $\mathcal{A} \models \varphi_{\text {root }}(a)$. Let $\mathcal{A}^{\prime} \in C_{d}$ be any model of $\varphi_{(Z)}$ with $A \cap A^{\prime}=\emptyset$. Then $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \tilde{\varphi}_{(\mathrm{Z})}$ by Claim 1 . Furthermore, $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \exists^{=1} x \varphi_{\text {root }}(x)$, which implies $\mathcal{A} \sqcup \mathcal{A}^{\prime} \models \varphi_{(\mathrm{Z})}$. By construction, the Gaifman graph $G\left(\left.\left(\mathcal{A} \sqcup \mathcal{A}^{\prime}\right)\right|_{F}\right)$ of the structure $\left.\mathcal{A}\right|_{F}:=\left(A,\left(F_{k}^{\mathcal{A}}\right)_{k \in\left([D]^{2}\right)^{2}}\right)$ has more than one connected component as both $A \neq \emptyset$ and $A^{\prime} \neq \emptyset$ and $\mathcal{A} \sqcup \mathcal{A}^{\prime}$ is a disjoint union of $\mathcal{A}$ and $\mathcal{A}^{\prime}$. Hence we obtain a contradiction to Lemma 6.1.14. Therefore every non-empty structure satisfying $\varphi_{(Z)}^{\prime}$ must satisfy $\exists^{=1} x \varphi_{\text {root }}(x)$, and hence also $\varphi_{\text {(2) }}$.

Conversely, if $\mathcal{A} \in C_{d}$ is a model of $\varphi_{\text {(2) }}$ then $\mathcal{A} \vDash \exists^{=1} x \varphi_{\text {root }}(x)$. This implies directly that $\mathcal{A} \models \exists \leq 1{ }^{\leq} x \varphi_{\mathrm{root}}(x)$ and hence $\mathcal{A} \models \varphi_{(Z)}^{\prime}$. Furthermore, $\mathcal{A}_{\emptyset} \in P_{(Z)}^{\prime}$ as $\mathcal{A}_{\emptyset} \models \exists \leq 1 x \varphi_{\mathrm{root}}(x)$ and $\mathcal{A}_{\emptyset} \models \tilde{\varphi}_{(Z)}$ as $\tilde{\varphi}_{(Z)}$ is a conjunction of formulas of the form $\forall x \psi(x)$ for some formula $\psi(x)$. Hence $P_{(Z)} \cup\left\{\mathcal{A}_{\emptyset}\right\} \subseteq P_{(Z)}^{\prime}$.

We now define the 0-profiles which express the property $P_{(Z)}^{\prime}$. For all $\sigma$-structures in $P_{(Z)}$ (all $\sigma$-structure in $P_{(Z)}^{\prime}$ but $\mathcal{A}_{\emptyset}$ ) it is crucial that they are allowed to contain precisely one root element. Hence the neighbourhood profile describing $P_{(Z)}^{\prime}$ must restrict the number of occurrences of the 2-type of the root element. But since in $P_{(Z)}$, the root elements in different structures may have different 2-types, we partition $P_{(7)}$ into parts $P_{1}, \ldots, P_{m}$ by the 2-type of the root element. Note that the number $m$ of parts is constant as there are a constant number of 2-types in total. For each of these parts we then define a neighbourhood profile $\rho_{k}$ such that $P_{k} \cup\left\{\mathcal{A}_{\emptyset}\right\}=P_{\rho_{k}}$. We would like to remark here that the roots of all but one structure in $P_{(Z)}$ actually have the same 2 -type. Hence the partition only contains two parts and one of the two parts only contains one structure. We now define the parts and corresponding profiles formally.

Let $\tau_{1}, \ldots, \tau_{t}$ be a list of all 2-types of bounded degree $d$. Assume without loss of generality that the 2 -types $\tau_{1}, \ldots, \tau_{t}$ are ordered in such a way that for $(\mathcal{B}, b) \in \tau_{k}$, it holds that $\mathcal{B} \models$
$\varphi_{\text {root }}(b)$ if and only if $k \in\{1, \ldots, m\}$ for some $m \leq t$. For $k \in\{1, \ldots, m\}$, let

$$
P_{k}:=\left\{\mathcal{A} \in P_{(Z)} \mid \text { there is } a \in A \text { such that }\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{k}\right\} .
$$

Since every $\mathcal{A} \in P_{(Z)}$ satisfies $\exists^{=1} x \varphi_{\text {root }}(x)$ we get that

$$
P_{(Z)}^{\prime}=\bigcup_{1 \leq k \leq m} P_{k} \cup\left\{\mathcal{A}_{\emptyset}\right\}
$$

and this union is disjoint. Furthermore, for $k \in\{1, \ldots, m\}$, let $I_{k} \subseteq\{1, \ldots, t\}$ be the set of indices $j$ such that there is a structure $\mathcal{A} \in P_{k}$ and $a \in A$ with $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{j}$. For every $k \in\{1, \ldots, m\}$ we define the 2-neighbourhood profile $\rho_{k}:\{1, \ldots, t\} \rightarrow \mathfrak{I}_{0}$ by

$$
\rho_{k}(i):= \begin{cases}{[0,1]} & \text { if } i=k \\ {[0, \infty)} & \text { if } i \in I_{k} \backslash\{k\} \\ {[0,0]} & \text { otherwise }\end{cases}
$$

To prove that these 0 -profiles of radius 2 define the property $P_{(\text {(2) }}^{\prime}$, the crucial observation is that for every element $a$ of some structure in $C_{d}$, the FO-formula $\varphi_{(2)}^{\prime}$ only talks about elements of distance at most 2 to $a$ (i.e. $\varphi_{(Z)}^{\prime}$ is 2-local). Hence the 2-histogram vector of a structure already captures whether the structure satisfies $\varphi_{(\mathrm{Z})}^{\prime}$. We will now formally prove this.

Lemma 8.3.2. It holds that $P_{(Z)}^{\prime}=\bigcup_{1 \leq k \leq m} P_{\rho_{k}}$.

Proof. We first prove that $P_{(Z)}^{\prime} \subseteq \bigcup_{1 \leq k \leq m} P_{\rho_{k}}$. First note that trivially $\mathcal{A}_{\emptyset} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}}$. Now assume $\mathcal{A} \in P_{(2)}$. This implies that there is $k \in\{1, \ldots, m\}$ such that $\mathcal{A} \in P_{k}$. By construction we have that for every $a \in \mathcal{A}$, there is $i \in I_{k}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{i}$. Furthermore, since $\mathcal{A} \vDash \varphi_{(2)}$, we have that $\mathcal{A} \models \exists^{=1} x \varphi_{\text {root }}(x)$, and that there can be at most one $a \in A$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{k}$. Therefore $\mathcal{A} \in P_{\rho_{k}}$.

To prove $\bigcup_{1 \leq k \leq m} P_{\rho_{k}} \subseteq P_{(Z)}^{\prime}$, we prove that every structure in $\bigcup_{1 \leq k \leq m} P_{\rho_{k}}$ must satisfy $\varphi_{(Z)}^{\prime}$. We will prove that every $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}}$ satisfies $\varphi_{(Z)}^{\prime}$ in the following four claims. Note that $\mathcal{A}_{\emptyset}=\varphi_{(2)}^{\prime}$ by Lemma 8.3.1 and hence we exclude $\mathcal{A}_{\emptyset}$ in the following.

Claim 1. Every structure $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$ satisfies $\varphi_{\text {tree }}^{\prime}$.

Proof of Claim 1. Let $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$. Then there is $k \in\{1, \ldots, m\}$ such that $\mathcal{A} \in P_{\rho_{k}}$. By definition (see Section 6.1.2 Equation6.3), $\varphi_{\text {tree }}^{\prime}:=\exists \leq 1 x \varphi_{\text {root }}(x) \wedge \varphi \wedge \forall x(\psi(x) \vee \chi(x))$,
where
$\varphi:=\forall x\left(\left(\varphi_{\mathrm{root}}(x) \wedge R(x, x)\right) \vee\left(\exists^{=1} y F(y, x) \wedge \neg \exists y R(x, y) \wedge \neg \exists y R(y, x)\right)\right)$,
$\psi(x):=\neg \exists y F(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} L_{k}(x, x) \wedge \forall y\left(y \neq x \rightarrow \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(x, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(y, x)\right)$ and
$\chi(x):=\neg \exists y \bigvee_{k \in\left([D]^{2}\right)^{2}}\left(L_{k}(x, y) \vee L_{k}(y, x)\right) \wedge$
$\bigwedge_{k \in\left([D]^{2}\right)^{2}} \exists y_{k}\left(x \neq y_{k} \wedge F_{k}\left(x, y_{k}\right) \wedge\left(\bigwedge_{k^{\prime} \in\left([D]^{2}\right)^{2}, k^{\prime} \neq k} \neg F_{k^{\prime}}\left(x, y_{k}\right)\right) \wedge \forall y\left(y \neq y_{k} \rightarrow \neg F_{k}(x, y)\right)\right)$.
Thus, it is sufficient to prove that $\mathcal{A} \vDash \exists \leq 1 x \varphi_{\text {root }}(x), \mathcal{A} \models \varphi$ and $\mathcal{A} \models \forall x(\psi(x) \vee \chi(x))$.
To prove $\mathcal{A} \vDash \exists \leq 1 x \varphi_{\text {root }}(x)$ we note that by construction of $\rho_{k}$ we have $\mathcal{A} \not \vDash \varphi_{\text {root }}(a)$ for any $a \in A$ for which $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \notin \tau_{k}$. Since $\rho_{k}$ restricts the number of occurrences of elements of neighbourhood type $\tau_{k}$ to at most one, this proves that there is at most one $a \in A$ with $\mathcal{A} \models \varphi_{\text {tree }}(a)$ and hence $\mathcal{A} \models \exists \leq 1 x \varphi_{\text {root }}(x)$.

To prove $\mathcal{A} \vDash \varphi$, let $a \in A$ be an arbitrary element. Since $\mathcal{A} \in P_{\rho_{k}}$, there is an $i \in I_{k}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{i}$. But then by definition, there exist $\tilde{\mathcal{A}} \models \varphi_{(2)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Assume $f$ is an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. First consider the case that $\mathcal{A} \models \varphi_{\text {root }}(a):=\forall y \neg F(y, a)$. Assume there is $\tilde{b} \in \tilde{A}$ such that $(\tilde{b}, \tilde{a}) \in F^{\tilde{\mathcal{A}}}$. Since $\tilde{b} \in N_{2}^{\tilde{\mathcal{A}}}(\tilde{a})$, there must be an element $b \in N_{2}^{\mathcal{A}}(a)$ such that $f(b)=\tilde{b}$. Since $f$ is an isomorphism mapping $a$ to $\tilde{a}$, this implies $(b, a) \in F^{\mathcal{A}}$, which contradicts $\mathcal{A} \models$ $\varphi_{\text {root }}(a)$. Hence $\tilde{\mathcal{A}} \models \varphi_{\text {root }}(\tilde{a})$. Since $\tilde{\mathcal{A}} \models \varphi_{\text {tree }}^{\prime}$, it holds that $\tilde{\mathcal{A}} \models \varphi$, which means that $(\tilde{a}, \tilde{a}) \in R^{\tilde{\mathcal{A}}}$. But since $f$ is an isomorphism mapping $a$ onto $\tilde{a}$, this implies $(a, a) \in R^{\mathcal{A}}$. Now consider the case that $\mathcal{A} \not \vDash \varphi_{\text {root }}(a)$. Then there is $b \in A$ with $(b, a) \in F^{\mathcal{A}}$. Since $f$ is an isomorphism, this implies $(f(b), \tilde{a}) \in F^{\tilde{\mathcal{A}}}$. Hence $\tilde{\mathcal{A}} \models \exists=1 y F(y, \tilde{a}) \wedge \neg \exists y R(\tilde{a}, y) \wedge \neg \exists y R(y, \tilde{a})$, as $\tilde{\mathcal{A}} \models \varphi$. Now assume that there is $b^{\prime} \neq b$ such that $\left(b^{\prime}, a\right) \in F^{\mathcal{A}}$. Then $f(b) \neq f\left(b^{\prime}\right)$ and $(f(b), \tilde{a}),\left(f\left(b^{\prime}\right), \tilde{a}\right) \in F^{\tilde{\mathcal{A}}}$. Since this contradicts $\tilde{\mathcal{A}} \models \exists^{=1} y F(y, \tilde{a})$ we have $\mathcal{A} \models \exists^{=1} y F(y, a)$. Furthermore, assume that there is $b^{\prime} \in A$ such that either $\left(a, b^{\prime}\right) \in R^{\mathcal{A}}$ or $\left(b^{\prime}, a\right) \in R^{\mathcal{A}}$. Then either $\left(\tilde{a}, f\left(b^{\prime}\right)\right) \in R^{\tilde{\mathcal{A}}^{\prime}}$ or $\left(f\left(b^{\prime}\right), \tilde{a}\right) \in R^{\tilde{\mathcal{A}}}$, which contradicts $\tilde{\mathcal{A}} \models \neg \exists y R(\tilde{a}, y) \wedge \neg \exists y R(y, \tilde{a})$. Therefore $\mathcal{A} \models \neg \exists y R(a, y) \wedge \neg \exists y R(y, a)$ which completes the proof of $\mathcal{A} \models \varphi$.

We prove $\mathcal{A} \models \forall x(\psi(x) \vee \chi(x))$ by considering the two cases $\mathcal{A} \models \neg \exists y F(a, y)$ and $\mathcal{A} \models$ $\exists y F(a, y)$ for each element $a \in A$. For this, let $a \in A$ be any element. By the construction of $\rho_{k}$ there is $\tilde{\mathcal{A}} \models \varphi_{(2)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Let $f$ be an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. First consider the case that $\mathcal{A} \vDash \neg \exists y F(a, y)$. If there was $\tilde{b} \in \tilde{A}$ with $(\tilde{a}, \tilde{b}) \in F^{\tilde{\mathcal{A}}}$ then $\left(a, f^{-1}(\tilde{b})\right) \in F^{\mathcal{A}}$ contradicting our assumption. Hence $\tilde{\mathcal{A}} \vDash \neg \exists y F(\tilde{a}, y)$ which implies that $\tilde{\mathcal{A}} \not \models \chi(\tilde{a})$. But since $\tilde{\mathcal{A}} \models \varphi_{(\mathbb{Z}}$, it holds that $\tilde{\mathcal{A}} \models \forall x(\psi(x) \vee \chi(x))$, which implies that $\tilde{\mathcal{A}} \models \psi(\tilde{a})$. Hence $(\tilde{a}, \tilde{a}) \in L_{k}^{\tilde{\mathcal{A}}}$ for every $k \in\left([D]^{2}\right)^{2}$. Since $f$ is an isomorphism and $f(a)=\tilde{a}$, it holds that $(a, a) \in L_{k}^{\mathcal{A}}$ for every $k \in\left([D]^{2}\right)^{2}$, and hence $\mathcal{A} \models$ $\bigwedge_{k \in\left([D]^{2}\right)^{2}} L_{k}(a, a)$. Furthermore, assume that there is $b \in A, b \neq a$ and $k \in\left([D]^{2}\right)^{2}$ such
that either $(a, b) \in L_{k}^{\mathcal{A}}$ or $(b, a) \in L_{k}^{\mathcal{A}}$. Since $f$ is an isomorphism this implies that either $(\tilde{a}, f(b)) \in L_{k}^{\tilde{\mathcal{A}}}$ or $(f(b), \tilde{a}) \in L_{k}^{\tilde{\mathcal{A}}}$ which contradicts $\tilde{\mathcal{A}} \models \chi(\tilde{a})$. Hence $\mathcal{A} \models \forall y(y \neq a \rightarrow$ $\left.\bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(a, y) \wedge \bigwedge_{k \in\left([D]^{2}\right)^{2}} \neg L_{k}(y, a)\right)$ proving that $\mathcal{A} \models \psi(a)$.

Now consider the case that there is an element $b \in A$ such that $(a, b) \in F^{\mathcal{A}}$. Since this implies that $(\tilde{a}, f(b)) \in F^{\tilde{\mathcal{A}}}$, we get that $\tilde{\mathcal{A}} \not \vDash \psi(\tilde{a})$, and hence $\tilde{\mathcal{A}} \models \chi(\tilde{a})$. Now assume that there is a $b \in A$ and $k \in\left([D]^{2}\right)^{2}$ such that either $(a, b) \in L_{k}^{\mathcal{A}}$ or $(b, a) \in L_{k}^{\mathcal{A}}$. But then either $(\tilde{a}, f(b)) \in L_{k}^{\tilde{\mathcal{A}}}$ or $(f(b), \tilde{a}) \in L_{k}^{\tilde{\mathcal{A}}}$, which contradicts $\tilde{\mathcal{A}} \models \chi(\tilde{a})$. Hence $\mathcal{A} \models$ $\neg \exists y \bigvee_{k \in\left([D]^{2}\right)^{2}}\left(L_{k}(a, y) \vee L_{k}(y, a)\right)$. For each $k \in\left([D]^{2}\right)^{2}$, let $\tilde{b}_{k} \in \tilde{A}$ be an element such that $\tilde{\mathcal{A}} \models \tilde{a} \neq \tilde{b}_{k} \wedge F_{k}\left(\tilde{a}, \tilde{b}_{k}\right) \wedge\left(\bigwedge_{k^{\prime} \in\left([D]^{2}\right)^{2}, k^{\prime} \neq k} \neg F_{k^{\prime}}\left(\tilde{a}, \tilde{b}_{k}\right)\right) \wedge \forall y\left(y \neq \tilde{b}_{k} \rightarrow \neg F_{k}(\tilde{a}, y)\right)$. Since $f$ is an isomorphism, this implies that $a \neq b_{k}:=f^{-1}\left(\tilde{b}_{k}\right),\left(a, b_{k}\right) \in F_{k}^{\mathcal{A}}$ and $\left(a, b_{k}\right) \notin F_{k^{\prime}}^{\mathcal{A}}$, for each $k^{\prime} \in\left([D]^{2}\right)^{2}, k^{\prime} \neq k$. Furthermore, assume there is $b \in A, b \neq b_{k}$ such that $(a, b) \in$ $F_{k}^{\mathcal{A}}$. Since $f$ is an isomorphism, this implies $f(b) \neq f\left(b_{k}\right)=\tilde{b}_{k}$ and $(\tilde{a}, f(b)) \in F_{k}^{\tilde{\mathcal{A}}}$, which contradicts $\tilde{\mathcal{A}} \models \forall y\left(y \neq \tilde{b}_{k} \rightarrow \neg F_{k}(\tilde{a}, y)\right)$. Hence $\mathcal{A} \models \forall y\left(y \neq b_{k} \rightarrow \neg F_{k}(a, y)\right)$ and therefore concluding that $\mathcal{A} \models \chi(a)$. This proves that in either case $\mathcal{A} \models \psi(a) \vee \chi(a)$ and therefore $\mathcal{A} \vDash \forall x(\psi(x) \vee \chi(x))$.

Claim 2. Every structure $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$ satisfies $\varphi_{\text {rotationMap }}$.
Proof of Claim 国 Let $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$. Then there is a $k \in\{1, \ldots, m\}$ such that $\mathcal{A} \in P_{\rho_{k}}$.

By definition (Section 6.1.2 Equation 6.4, $\varphi_{\text {rotationMap }}=\varphi \wedge \psi$, where

$$
\begin{aligned}
\varphi & :=\forall x \forall y\left(\bigwedge_{i, j \in[D]^{2}}\left(E_{i, j}(x, y) \rightarrow E_{j, i}(y, x)\right)\right) \text { and } \\
\psi & :=\forall x\left(\bigwedge_{i \in[D]^{2}}\left(\bigvee_{j \in[D]^{2}}\left(\exists^{=1} y E_{i, j}(x, y) \wedge \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\
j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(x, y)\right)\right)\right) .
\end{aligned}
$$

Thus, it is sufficient to prove that $\mathcal{A} \models \varphi$ and $\mathcal{A} \models \psi$.
To prove $\mathcal{A} \models \varphi$, assume towards a contradiction that there are $a, b \in A$ such that for some pair $i, j \in[D]^{2}$, we have that $(a, b) \in E_{i, j}^{\mathcal{A}}$, but $(b, a) \notin E_{j, i}^{\mathcal{A}}$. By construction of $P_{\rho_{k}}$, there is a structure $\tilde{\mathcal{A}}=\varphi_{(Z)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Assume $f$ is an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Note that $f(b)$ is defined since $b$ is in the 2-neighbourhood of $a$. Furthermore since $f$ is an isomorphism, $(a, b) \in E_{i, j}^{\mathcal{A}}$ implies $(\tilde{a}, f(b)) \in E_{i, j}^{\tilde{\mathcal{A}}}$, and $(b, a) \notin E_{j, i}^{\mathcal{A}}$ implies $(f(b), \tilde{a}) \notin E_{j, i}^{\tilde{\mathcal{A}}}$. Hence $\tilde{\mathcal{A}} \not \models \varphi$, which contradicts $\tilde{\mathcal{A}} \models \varphi_{\text {rotationMap }}$.

To prove $\mathcal{A} \models \psi$, assume towards a contradiction that there is an $a \in A$ and $i \in[D]^{2}$ such that $\mathcal{A} \not \vDash \exists=1 y E_{i, j}(a, y) \wedge \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\ j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(a, y)$ for every $j \in[D]^{2}$. We know that there is a structure $\tilde{\mathcal{A}} \models \varphi_{(Z)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Let $f$ be an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Since $\tilde{\mathcal{A}} \models \psi$, there must be $j \in[D]^{2}$ such that $\tilde{\mathcal{A}} \models \exists=1 y E_{i, j}(\tilde{a}, y) \wedge \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\ j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(\tilde{a}, y)$. Hence there must be $\tilde{b} \in \tilde{A}$ such that
$(\tilde{a}, \tilde{b}) \in E_{i, j}^{\tilde{\mathcal{A}}}$, which implies that $\left(a, f^{-1}(\tilde{b})\right) \in E_{i, j}^{\mathcal{A}}$. Since we assumed that $\mathcal{A} \not \vDash \exists=1 y E_{i, j}(a, y) \wedge$ $\bigwedge_{j^{\prime} \in[D]^{2}} \neg \exists y E_{i, j^{\prime}}(a, y)$, there must be either $b \neq f^{-1}(\tilde{b})$ with $(a, b) \in E_{i, j}^{\mathcal{A}}$, or there must be $j^{\prime} \neq j$
$j^{\prime} \in[D]^{2}, j^{\prime} \neq j$ and $b^{\prime} \in A$ such that $\left(a, b^{\prime}\right) \in E_{i, j^{\prime}}^{\mathcal{A}}$. In the first case $(\tilde{a}, f(b)) \in E_{i, j}^{\tilde{\mathcal{A}}}$, since $f$ is an isomorphism. But then $\tilde{\mathcal{A}} \not \vDash \exists \exists^{1} y E_{i, j}(\tilde{a}, y)$, which is a contradiction. In the second case, we get that $\left(\tilde{a}, f\left(b^{\prime}\right)\right) \in E_{i, j^{\prime}}^{\tilde{\mathcal{A}}}$. But then $\tilde{\mathcal{A}} \not \vDash \bigwedge_{\substack{j^{\prime} \in[D]^{2} \\ j^{\prime} \neq j}} \neg \exists y E_{i, j^{\prime}}(\tilde{a}, y)$, which is a contradiction. Hence $\mathcal{A} \models \varphi \wedge \psi$.

Claim 3. Every structure $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$ satisfies $\varphi_{\text {base }}$.
Proof of $\operatorname{Claim}$ 3. Let $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$. Then there is a $k \in\{1, \ldots, m\}$ such that $\mathcal{A} \in P_{\rho_{k}}$.

By definition (Section 6.1.2 Equation 6.5, $, \varphi_{\text {base }}:=\forall x\left(\varphi_{\text {root }}(x) \rightarrow(\varphi(x) \wedge \psi(x))\right)$, where

$$
\begin{aligned}
& \varphi(x):=\bigwedge_{\substack{i, j \in[D]^{2}}}\left(E_{i, j}(x, x) \wedge \forall y\left(x \neq y \rightarrow\left(\neg E_{i, j}(x, y) \wedge \neg E_{i, j}(y, x)\right)\right)\right) \text { and } \\
& \psi(x):=\bigwedge_{\substack{\operatorname{RO}_{H^{2}}(k, i)=\left(k^{\prime}, i^{\prime}\right) \\
k, k^{\prime}\left([[D])^{2}\right)^{2} \\
i, i^{\prime} \in[D]^{2}}} \exists y \exists y^{\prime}\left(F_{k}(x, y) \wedge F_{k^{\prime}}\left(x, y^{\prime}\right) \wedge E_{i, i^{\prime}}\left(y, y^{\prime}\right)\right) .
\end{aligned}
$$

Thus, it is sufficient to prove that $\mathcal{A} \models \varphi(a)$ and $\mathcal{A} \models \psi(a)$ for every $a \in A$ for which $\mathcal{A} \vDash \varphi_{\text {root }}(a)$. Therefore assume $a \in A$ is any element such that $\mathcal{A} \models \varphi_{\text {root }}(a)$. Because $\mathcal{A} \in P_{\rho_{k}}$ there is an $i \in I_{k}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{i}$. Then by definition there is a structure $\tilde{\mathcal{A}} \models \varphi_{(Z)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{a}), \tilde{a}\right)$. Let $f$ be an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\mathcal{A}}(\tilde{a}), \tilde{a}\right)$. Assume that there is an element $\tilde{b} \in \tilde{A}$ such that $(\tilde{b}, \tilde{a}) \in F^{\tilde{\mathcal{A}}}$. Since $f$ is an isomorphism and $\tilde{b} \in N_{2}^{\tilde{\mathcal{A}}}(\tilde{a})$ we get that $\left(f^{-1}(\tilde{b}), a\right) \in F^{\mathcal{A}}$ which contradicts that $\mathcal{A} \models \varphi_{\text {root }}(a)$ as $\varphi_{\text {root }}(x):=\forall y \neg F(y, x)$. Hence there is no element $\tilde{b} \in \tilde{A}$ such that $(\tilde{b}, \tilde{a}) \in F^{\tilde{\mathcal{A}}}$ which implies that $\tilde{\mathcal{A}} \models \varphi_{\text {root }}(\tilde{a})$. But since $\tilde{\mathcal{A}} \models \varphi_{(Z)}$ we have that $\tilde{\mathcal{A}} \models \varphi_{\text {base }}$ and hence $\tilde{\mathcal{A}} \models \varphi(\tilde{a})$ and $\tilde{\mathcal{A}} \models \psi(\tilde{a})$.

To prove $\mathcal{A} \models \varphi(a)$ first observe that $(a, a) \in E_{i, j}^{\mathcal{A}}$ for every $i, j \in[D]^{2}$ since $\tilde{\mathcal{A}} \models \varphi(\tilde{a})$ implies that $(\tilde{a}, \tilde{a}) \in E_{i, j}^{\tilde{\mathcal{A}}}$ for every $i, j \in[D]^{2}$ and $f$ is an isomorphism mapping $a$ onto $\tilde{a}$. Assume that there is an element $b \in A, b \neq a$ and indices $i, j \in[D]^{2}$ such that either $(a, b) \in E_{i, j}^{\mathcal{A}}$ or $(b, a) \in E_{i, j}^{\mathcal{A}}$. Since $b \in N_{2}^{\mathcal{A}}(a)$ and $f$ is an isomorphism we get that $f(b) \neq f(a)=\tilde{a}$ and either $(\tilde{a}, f(b)) \in E_{i, j}^{\tilde{\mathcal{A}}}$ or $(f(b), \tilde{a}) \in E_{i, j}^{\tilde{\mathcal{A}}}$. But this contradicts $\tilde{\mathcal{A}} \models \varphi(\tilde{a})$ and hence $\mathcal{A} \models \varphi(a)$.

We now prove $\mathcal{A} \models \psi(a)$. Let $k, k^{\prime} \in\left([D]^{2}\right)^{2}$ and $i, i^{\prime} \in[D]^{2}$ such that $\operatorname{ROT}_{H^{2}}(k, i)=\left(k^{\prime}, i^{\prime}\right)$. Since $\tilde{\mathcal{A}} \models \psi(\tilde{a})$ there must be elements $\tilde{b}, \tilde{b}^{\prime} \in \tilde{A}$ such that $(\tilde{a}, \tilde{b}) \in F_{k}^{\tilde{\mathcal{A}}},\left(\tilde{a}, \tilde{b}^{\prime}\right) \in F_{k^{\prime}}^{\tilde{\mathcal{A}}}$ and $\left(\tilde{b}, \tilde{b}^{\prime}\right) \in E_{i, i^{\prime}}^{\tilde{\mathcal{A}}}$. But since $\tilde{b}, \tilde{b}^{\prime} \in N_{2}^{\tilde{\mathcal{A}}}(\tilde{a})$ we get that $f^{-1}(\tilde{b})$ and $f^{-1}\left(\tilde{b}^{\prime}\right)$ are defined and since $f$ is an isomorphism we get that $\left(a, f^{-1}(\tilde{b})\right) \in F_{k}^{\mathcal{A}},\left(a, f^{-1}\left(\tilde{b}^{\prime}\right)\right) \in F_{k^{\prime}}^{\mathcal{A}}$ and $\left(f^{-1}(\tilde{b}), f^{-1}\left(\tilde{b}^{\prime}\right)\right) \in E_{i, i^{\prime}}^{\mathcal{A}}$. Hence $\mathcal{A} \models \exists y \exists y^{\prime}\left(F_{k}(a, y) \wedge F_{k^{\prime}}\left(a, y^{\prime}\right) \wedge E_{i, i^{\prime}}\left(y, y^{\prime}\right)\right.$ for any $k, k^{\prime} \in\left([D]^{2}\right)^{2}$ and $i, i^{\prime} \in[D]^{2}$ such that $\operatorname{ROT}_{H^{2}}(k, i)=\left(k^{\prime}, i^{\prime}\right)$ which implies that $\mathcal{A} \models \psi(a)$.

Claim 4. Every structure $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$ satisfies $\varphi_{\text {recursion }}$.
Proof of Claim 4 Let $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}} \backslash\left\{\mathcal{A}_{\emptyset}\right\}$. Then there is a $k \in\{1, \ldots, m\}$ such that $\mathcal{A} \in P_{\rho_{k}}$.

By definition (Section 6.1.2 Equation 6.6, $\varphi_{\text {recursion }}:=\forall x \forall z(\varphi(x, z) \vee \psi(x, z))$, where

$$
\begin{aligned}
& \varphi(x, z):=\neg \exists y F(x, y) \wedge \neg \exists y F(z, y) \text { and } \\
& \psi(x, z):=\bigwedge_{\substack{k_{1}^{\prime}, k^{\prime} \in[D]^{2} \\
\ell_{1}^{\prime},,_{2}^{\prime} \in[D]^{2}}}\left(\exists y\left[E_{k_{1}^{\prime}, \ell_{1}^{\prime}}(x, y) \wedge E_{k_{2}^{\prime}, \ell_{2}^{\prime}}(y, z)\right] \rightarrow\right. \\
& \left.\bigwedge \exists x^{\prime} \exists z^{\prime}\left[F_{k}\left(x, x^{\prime}\right) \wedge F_{\ell}\left(z, z^{\prime}\right) \wedge E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}\left(x^{\prime}, z^{\prime}\right)\right]\right) . \\
& i, j, i^{\prime}, j^{\prime} \in[D], k, \ell \in\left([D]^{2}\right)^{2} \\
& \begin{array}{l}
\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right) \\
\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)
\end{array}
\end{aligned}
$$

Let $a, c \in A$. Assume first that there is $b \in A$ with $(a, b) \in F^{\mathcal{A}}$. Hence $\mathcal{A} \not \vDash \varphi(a, c)$. Since $\varphi_{\text {recursion }}:=\forall x \forall z(\varphi(x, z) \vee \psi(x, z))$ we aim to prove $\mathcal{A} \models \psi(a, c)$. By construction of $\rho_{k}$, there is an $i \in I_{k}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{i}$. Therefore there is a structure $\tilde{\mathcal{A}} \vDash \varphi_{(2)}$ and $\tilde{a} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \cong\left(\mathcal{N}_{2}^{\tilde{A}}(\tilde{a}), \tilde{a}\right)$. Let $f$ be an isomorphism from $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right)$ to $\left(\mathcal{N}_{2}^{\tilde{A}}(\tilde{a}), \tilde{a}\right)$. Since $b \in N_{2}^{\mathcal{A}}(a)$, we get that $f(b)$ is defined. Since $f$ is an isomorphism mapping $a$ onto $\tilde{a}$, we have that $(a, b) \in F^{\mathcal{A}}$ implies that $(\tilde{a}, f(b)) \in F^{\tilde{\mathcal{A}}}$. Hence $\tilde{\mathcal{A}} \not \vDash \varphi(\tilde{a}, \tilde{c})$, for every $\tilde{c} \in \tilde{A}$. But since $\tilde{\mathcal{A}}=\varphi_{\text {recursion }}$, as $\tilde{\mathcal{A}} \models \varphi_{(2)}$, this shows that $\tilde{\mathcal{A}} \models \psi(\tilde{a}, \tilde{c})$ for every $\tilde{c} \in \tilde{A}$.

Let $k_{1}^{\prime}, k_{2}^{\prime} \in[D]^{2}$ and $\ell_{1}^{\prime}, \ell_{2}^{\prime} \in[D]^{2}$ be indices such that there is $b^{\prime} \in A$ with $\left(a, b^{\prime}\right) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\mathcal{A}}$ and $\left(b^{\prime}, c\right) \in E_{k_{2}^{\prime}, \ell_{2}^{\prime}}^{\mathcal{A}}$. Since $b^{\prime}, c \in N_{2}^{\mathcal{A}}(a)$, by assumption we get that $f\left(b^{\prime}\right)$ and $f(c)$ are defined. Furthermore, $\left(a, b^{\prime}\right) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\mathcal{A}}$ and $\left(b^{\prime}, c\right) \in E_{k_{k^{\prime}}, \ell_{2}^{\prime}}^{\mathcal{A}}$ imply that $\left(\tilde{a}, f\left(b^{\prime}\right)\right) \in E_{k_{1}^{\prime}, \ell_{1}^{\prime}}^{\tilde{A}}$ and $\left(f\left(b^{\prime}\right), f(c)\right) \in E_{k_{2}^{\prime}}^{\tilde{\sim}}, \ell_{2}^{\prime}$, since $f$ is an isomorphism mapping $a$ onto $\tilde{a}$. We proved in the previous paragraph that $\tilde{\mathcal{A}} \vDash \psi(\tilde{a}, f(c))$. Hence we can conclude that for all indices $i, j, i^{\prime}, j^{\prime} \in[D]$, $k, \ell \in\left([D]^{2}\right)^{2}$ for which $\operatorname{ROT}_{H}(k, i)=\left(\left(k_{1}^{\prime}, k_{2}^{\prime}\right), i^{\prime}\right)$ and $\operatorname{ROT}_{H}\left(\left(\ell_{2}^{\prime}, \ell_{1}^{\prime}\right), j\right)=\left(\ell, j^{\prime}\right)$, there are elements $\tilde{a}^{\prime}, \tilde{c}^{\prime} \in \tilde{A}$ such that $\left(\tilde{a}, \tilde{a}^{\prime}\right) \in F_{k}^{\tilde{\mathcal{A}}},\left(f(c), \tilde{c}^{\prime}\right) \in F_{\ell}^{\tilde{\mathcal{A}}}$, and $\left(\tilde{a}^{\prime}, \tilde{c}^{\prime}\right) \in E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}^{\tilde{A}}$. Since $\tilde{a}^{\prime}, \tilde{c}^{\prime} \in N_{2}^{\tilde{A}}(\tilde{a})$, we get that $a^{\prime}:=f^{-1}\left(\tilde{a}^{\prime}\right)$ and $c^{\prime}:=f^{-1}\left(\tilde{c}^{\prime}\right)$ are defined. Furthermore, we get that $\left(a, a^{\prime}\right) \in F_{k}^{\mathcal{A}},\left(c, c^{\prime}\right) \in F_{\ell}^{\mathcal{A}}$ and $\left(a^{\prime}, c^{\prime}\right) \in E_{(i, j),\left(j^{\prime}, i^{\prime}\right)}^{\mathcal{A}}$. This proves that $\mathcal{A} \models \psi(a, c)$.

In the case that there is $b \in A$ with $(c, b) \in F^{\mathcal{A}}$, we can prove similarly that $\mathcal{A} \models \psi(a, c)$, by considering that there exist $\tilde{\mathcal{A}} \models \varphi_{(2)}$ and $\tilde{c} \in \tilde{A}$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), c\right) \cong\left(\mathcal{N}_{2}^{\tilde{\mathcal{A}}}(\tilde{c}), \tilde{c}\right)$ by construction of $\rho_{k}$. Finally if there is no $b \in A$ such that $(a, b) \in F^{\mathcal{A}}$ or $(c, b) \in F^{\mathcal{A}}$ then $\mathcal{A} \models \varphi(a, c)$. Since this covers every case we get that $\mathcal{A} \models \varphi_{\text {recursion }}$.

Assume $\mathcal{A} \in \bigcup_{1 \leq k \leq m} P_{\rho_{k}}$. As proved in Claims 1. 2, 3 and 4 this implies that $\mathcal{A} \models \varphi_{\text {tree }}^{\prime}$, $\mathcal{A} \vDash \varphi_{\text {rotationMap }}, \mathcal{A} \models \varphi_{\text {base }}$ and $\mathcal{A} \models \varphi_{\text {recursion }}$. Since $\varphi_{(2)}^{\prime}$ is a conjunction of these formulas, we get $\mathcal{A} \models \varphi_{(2)}^{\prime}$ and hence $\mathcal{A} \in P_{(2)}^{\prime}$.

### 8.3.2 A local reduction from relational structures to graphs

In this section we construct a property $\mathcal{P}_{\text {graph }}$ from the property $P_{\text {(Z) }}^{\prime}$. We obtain this graph property as $f\left(P_{(Z)}^{\prime}\right)$ by defining a map $f: C_{d} \rightarrow \mathcal{C}_{d}$. To define $f$ we introduce a distinct arrowgraph gadget for every relation in $\sigma$ (i. e. for every edge colour). The map $f$ then replaces every tuple in a certain relation (every coloured edge) by the respective arrow-graph gadget. We further prove that this replacement operation defines a local reduction $f$ from $P_{(Z)}^{\prime}$ to $\mathcal{P}_{\text {graph }}$. Recall that a local reduction is a function maintaining distance that can be simulated locally by queries. Since by Lemma 3.6 .3 local reductions preserve testability, we use the local reduction from $P_{(Z)}^{\prime}$ to $\mathcal{P}_{\text {graph }}$ to obtain non-testability of the property $\mathcal{P}_{\text {graph }}$ from the non-testability of $P_{(2)}^{\prime}$ which easily follows from the non-testability of $P_{(2)}$. We will now define $f$ formally.

Let $\ell$ be the number of relations (the number of edge colours) in $\sigma$. We first introduce the different types of arrow-graph gadgets we need to define the local reduction. For $1 \leq k \leq \ell$, we let $H_{k}$ be the graph with vertex set $V\left(H_{k}\right):=\left\{a_{1}, \ldots, a_{2 \ell+2}, b_{1}, b_{2}\right\}$ and edge set

$$
E\left(H_{k}\right):=\left\{\left\{a_{i}, a_{i+1}\right\} \mid 1 \leq i \leq 2 \ell+1\right\} \cup\left\{\left\{a_{\ell+1+k}, b_{j}\right\} \mid j \in\{1,2\}\right\} .
$$

We call $H_{k}$ a $k$-arrow. For any graph $G$ and vertices $v, w \in V(G)$, we say that there is a $k$-arrow from $v$ to $w$, denoted $v \xrightarrow{k} w$, if there are $2 \ell+2$ vertices $v_{2}, \ldots, v_{2 \ell+1}, w_{1}, w_{2} \in V(G)$ and an isomorphism $g: H_{k} \rightarrow \mathcal{N}_{1}^{G}\left(v_{2}, \ldots, v_{2 \ell+1}, w_{1}, w_{2}\right)$ such that $g\left(a_{1}\right)=v$ and $g\left(a_{2 \ell+2}\right)=w$. We now define a second arrow gadget. For $1 \leq k \leq \ell$, we let $L_{k}$ be the graph with vertex set $V\left(L_{k}\right):=\left\{a_{1}, \ldots, a_{\ell+1}, b\right\}$ and edge set $E\left(L_{k}\right):=\left\{\left\{a_{i}, a_{i+1}\right\} \mid 1 \leq i \leq \ell\right\} \cup\left\{\left\{a_{k}, b\right\}\right\}$. We call $L_{k}$ a $k$-loop. For any graph $G$ and vertex $v \in V(G)$, we say that there is a $k$-loop at $v$, denoted $v \xrightarrow{k} v$, if there are $\ell+1$ vertices $v_{1}, \ldots, v_{\ell}, w \in V(G)$ and an isomorphism $g: L_{k} \rightarrow \mathcal{N}_{1}^{G}\left(v_{1}, \ldots, v_{\ell}, w\right)$ such that $g\left(a_{\ell+1}\right)=v$. Finally we let $H_{\perp}$ be the graph with vertex set $V\left(H_{\perp}\right):=\left\{a_{1}, \ldots, a_{\ell+1}, b\right\}$ and edge set $E\left(H_{\perp}\right):=\left\{\left\{a_{i}, a_{i+1}\right\} \mid 1 \leq i \leq \ell\right\} \cup\left\{\left\{a_{i}, b\right\} \mid\right.$ $i \in\{1,2\}\}$. We call $H_{\perp}$ a non-arrow. For any graph $G$ and vertex $v \in V(G)$, we say that there is a non-arrow at $v$, denoted $v \nrightarrow$, if there are $\ell+1$ vertices $v_{1}, \ldots, v_{\ell}, w \in V(G)$ and an isomorphism $g: H_{\perp} \rightarrow N_{1}^{G}\left(v_{1}, \ldots, v_{\ell}, w\right)$ such that $g\left(a_{\ell+1}\right)=v$.

We now define a function $f: C_{d} \rightarrow \mathcal{C}_{d}$ by $f(\mathcal{A}):=G_{\mathcal{A}}$, where $G_{\mathcal{A}}$ is the graph on vertex set $V\left(G_{\mathcal{A}}\right):=A \cup\left\{v_{a, i}^{k}, w_{a, i} \mid 1 \leq i \leq d, a \in A, 1 \leq k \leq \ell\right\}$ and edge set

$$
\begin{aligned}
E\left(G_{\mathcal{A}}\right): & =\left\{\left\{a, v_{a, i}^{\ell}\right\} \mid a \in A, 1 \leq i \leq d\right\} \cup\left\{\left\{v_{a, i}^{k}, v_{a, i}^{k+1}\right\} \mid 1 \leq k \leq \ell-1, a \in A, 1 \leq i \leq d\right\} \\
& \cup\left\{\left\{v_{b, j}^{k}, w_{b, j}\right\},\left\{v_{b, j}^{k}, w_{a, i}\right\},\left\{v_{a, i}^{\ell}, v_{b, j}^{\ell}\right\} \mid a \neq b, \operatorname{ans}(a, i)=\operatorname{ans}(b, j)=(k, a, b)\right\} \\
& \cup\left\{\left\{v_{a, i}^{k}, w_{a, i}\right\} \mid \operatorname{ans}(a, i)=(k, a, a)\right\} \cup\left\{\left\{v_{a, i}^{1}, w_{a, i}\right\},\left\{v_{a, i}^{2}, w_{a, i}\right\} \mid \operatorname{ans}(a, i)=\perp\right\}
\end{aligned}
$$

where $\operatorname{ans}(a, i)=(k, a, b)$ denotes that the $i$-th tuple of $a$ is $(a, b)$ and is in the $k$-th relation. Hence $G_{\mathcal{A}}$ is defined in such a way that if $(a, b)$ is a tuple in the $k$-th relation of $\sigma$ in $\mathcal{A}$, then $a \xrightarrow{k} b$ in $G_{\mathcal{A}}$, and $a$ has a non-arrow for every $i$ satisfying that $\operatorname{ans}(a, i)=\perp$ for every $k$. For


Figure 8.4: Different types of arrows in $G_{\mathcal{A}}$.
illustration see Figure 8.4 .
Now we define property $\mathcal{P}_{\text {graph }}:=\left\{f(\mathcal{A}) \mid \mathcal{A} \in P_{(2)}^{\prime}\right\} \subseteq \mathcal{C}_{d}$.
Lemma 8.3.3. The map $f$ is a local reduction from $P_{(Z)}^{\prime}$ to $\mathcal{P}_{\text {graph }}$.
Proof. First note that for any $\mathcal{A} \in P_{(2)}^{\prime}$, we have that $f(\mathcal{A}) \in \mathcal{P}_{\text {graph }}$ by definition and hence property (LR4) of local reductions follows. Furthermore, properties (LR1) and (LR2) are trivially true.

Now let $c:=2 d+2 d^{2} \ell$. We prove that if $\mathcal{A} \in C_{d}$ is $\epsilon$-far from $P_{(Z)}^{\prime}$ then $f(\mathcal{A})$ is $\frac{\epsilon}{c}$-far from $\mathcal{P}_{\text {graph }}$ by contraposition. Therefore assume that $f(\mathcal{A})=: G_{\mathcal{A}}$ is not $\frac{\epsilon}{c}$-far from $\mathcal{P}_{\text {graph }}$ for some $\mathcal{A} \in C_{d}$. Then there is a set $E \subseteq\left\{e \subseteq V\left(G_{\mathcal{A}}\right)||e|=2\}\right.$ of size at most $\frac{\epsilon d\left|V\left(G_{\mathcal{A}}\right)\right|}{c}$, and a graph $G \in \mathcal{P}_{\text {graph }}$ such that $G$ is obtained from $G_{\mathcal{A}}$ by modifying the tuples in $E$. By definition of $\mathcal{P}_{\text {graph }}$, there is a structure $\mathcal{A}_{G} \in P_{(Z)}^{\prime}$ such that $f\left(\mathcal{A}_{G}\right)=G$. First note that $\left|A_{G}\right|=|A|$, as $(1+d \ell)|A|=\left|V\left(G_{\mathcal{A}}\right)\right|=|V(G)|=(1+d \ell)\left|A_{G}\right|$. Hence there must be a set $R$ of tuples that need to be modified to make $\mathcal{A}$ isomorphic to $\mathcal{A}_{G}$. First note that $R$ cannot contain a tuple $(a, b)$ where $\left\{a, v_{a, i}^{k}, w_{a, i}, b, v_{b, i}^{k}, w_{b, i} \mid 1 \leq i \leq d, 1 \leq k \leq \ell\right\} \cap e=\emptyset$ for every $e \in E$. This is because if $(a, b)$ is a tuple in $\mathcal{A}$, then $a \xrightarrow{k} b$ for some $k$ in $G_{\mathcal{A}}$. But since $\left\{a, v_{a, i}^{k}, w_{a, i}, b, v_{b, i}^{k}, w_{b, i} \mid 1 \leq i \leq d, 1 \leq k \leq \ell\right\} \cap e=\emptyset$ for every $e \in E$, we have that $a \xrightarrow{k} b$ in $G$. But then $(a, b)$ must be a tuple in $\mathcal{A}_{G}$, and hence $(a, b)$ cannot be in $R$. The same argument works when assuming that $(a, b)$ is a tuple in $\mathcal{A}_{G}$. Since for every $e \in E$, there are at most $2 d$
tuples $(a, b)$ such that $\left\{a, v_{a, i}^{k}, w_{a, i}, b, v_{b, i}^{k}, w_{b, i} \mid 1 \leq i \leq d, 1 \leq k \leq \ell\right\} \cap e \neq \emptyset$, we get that

$$
|R| \leq \frac{2 d^{2} \epsilon \cdot\left|V\left(G_{\mathcal{A}}\right)\right|}{c}=\frac{2(1+d \ell) \epsilon d^{2} \cdot|A|}{c}=\epsilon d \cdot|A|
$$

Hence $\mathcal{A}$ is not $\epsilon$-far to being in $P_{(Z)}^{\prime}$. This implies property (LR5) of local reductions.
Let $t:=d+1$. Let $\mathcal{A} \in C_{d}$ and $G_{\mathcal{A}}:=f(\mathcal{A})$. Note that any $a \in A$ is adjacent in $G_{\mathcal{A}}$ to $v_{a, i}^{\ell}$, for every $1 \leq i \leq d$. Hence any neighbour query in $G_{\mathcal{A}}$ to $a$ can be answered without querying $\mathcal{A}$. Assume $v \in\left\{v_{a, i}^{k}, w_{a, i} \mid 1 \leq k \leq \ell\right\}$ for some $a \in A$ and some $1 \leq i \leq d$. Then we can determine all neighbours of $v$ by querying $(a, i)$ and further if ans $(a, i) \neq \perp$ and $\operatorname{ans}(a, i)=(k, a, b)$, then we need to query $(b, j)$ for every $1 \leq j \leq d$. Hence we can determine the answer to any query to $G_{\mathcal{A}}$ by making $t$ queries to $\mathcal{A}$ which implies property (LR3) of local reductions. This proves that $f$ is a local reduction from $P_{(Z)}^{\prime}$ to $\mathcal{P}_{\text {graph }}$.

We remark that $\mathcal{P}_{\text {graph }}$ is a simpler version of the simple graph property defined in Section 6.3 where extra care had to be taken to define degree-regular graphs.

### 8.3.3 The graph property is GSF-local

Let $\mathcal{P}_{\text {graph }}$ be the graph property as defined in Section 8.3.2. We now show that $\mathcal{P}_{\text {graph }}$ is GSF-local.

Lemma 8.3.4. The graph property $\mathcal{P}_{\text {graph }}$ is GSF-local.
Proof. For this we will prove that $\mathcal{P}_{\text {graph }}$ is equal to a finite union of properties defined by 0 profiles, and then use Theorem 8.2.5 to prove that $\mathcal{P}_{\text {graph }}$ is GSF-local. We define the 0-profiles for $\mathcal{P}_{\text {graph }}$ in a very similar way to the relational structure case, and then use the description of $P_{(2)}^{\prime}$ by 0 -profiles shown in Lemma 8.3.2. To this end let $\tau_{1}, \ldots, \tau_{t}$ be a list of all 2-types of $\sigma$-structures of bounded degree $d$ and $\hat{\tau}_{1}, \ldots, \hat{\tau}_{s}$ be a list of all $(4 \ell+2)$-types of graphs of bounded degree $d$. Assume that the $(4 \ell+2)$-types $\hat{\tau}_{1}, \ldots, \hat{\tau}_{s}$ are ordered in such a way that $\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{B})}(b), b\right) \in \hat{\tau}_{k}$, for every $k \in\{1, \ldots, m\}$ and $(\mathcal{B}, b) \in \tau_{k}$, where $m$ is the number of parts of the partition of $P_{(2)}$ defined in Subsection 8.3.1. Recall that $P_{k}$ is a part in the partition of $P_{(2)}$ defined in Section 8.3.1 for every $k \in\{1, \ldots, m\}$. For $k \in\{1, \ldots, m\}$, let $\hat{I}_{k}$ be the set of indices $i$ such that there is $\mathcal{A} \in P_{k}$, and $v \in V(f(\mathcal{A}))$ for which $\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(v), v\right) \in \hat{\tau}_{i}$. Let $\hat{\rho_{k}}:\{1, \ldots, s\} \rightarrow \mathfrak{I}_{0}$ be defined by

$$
\hat{\rho_{k}}(i):= \begin{cases}{[0,1]} & \text { if } i=k \\ {[0, \infty)} & \text { if } i \in \hat{I}_{k} \backslash\{k\} \\ {[0,0]} & \text { otherwise }\end{cases}
$$

Claim 1. It holds that $\mathcal{P}_{\text {graph }}=\bigcup_{1 \leq k \leq m} P_{\hat{\rho}_{k}}$.

Proof of Claim 1. First we prove $\mathcal{P}_{\text {graph }} \subseteq \bigcup_{1 \leq k \leq m} P_{\hat{\rho}_{k}}$. Assume $G \in \mathcal{P}_{\text {graph }}$ and let $\mathcal{A} \in P_{(Z)}^{\prime}$ be a structure such that $G=f(\mathcal{A})$. If $\mathcal{A}=\mathcal{A}_{\emptyset}$ then clearly $G \in \bigcup_{1 \leq k \leq m} P_{\hat{\rho}_{k}}$. Hence assume $\mathcal{A} \neq \mathcal{A}_{\emptyset}$. Then $\mathcal{A} \in P_{k}$ for some $k \in\{1, \ldots, m\}$. By the construction of $\hat{I}_{k}$ we know that for every $v \in V(G)$ we have $\left(\mathcal{N}_{4 \ell+2}^{G}(v), v\right) \in \hat{\tau}_{i}$ for some $i \in \hat{I}_{k}$. Furthermore, since $\mathcal{A} \in P_{k}$ there is at most one $a \in A$ with $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{k}$. This implies directly that there can be at most one vertex $v \in V(G)$ with $\left(\mathcal{N}_{4 \ell+2}^{G}(v), v\right) \in \hat{\tau}_{k}$ and hence $G \in P_{\hat{\rho}}$.

Now we prove that $\bigcup_{1 \leq k \leq m} P_{\hat{\rho}_{k}} \subseteq \mathcal{P}_{\text {graph }}$. Let $G \in \bigcup_{1 \leq k \leq m} P_{\hat{\rho}_{k}}$ and let $k \in\{1, \ldots, m\}$ be an index such that $G \in P_{\hat{\rho}_{k}}$.

First note that every model of $\varphi_{\text {(2) }}$ is $d$ regular for some large $d$. Then for any $\mathcal{A} \models \varphi_{\text {(2) }}$, every vertex in $f(\mathcal{A})$ has either degree less or equal to 4 or degree $d$. Since every structure in $P_{(Z)}^{\prime}$ apart from the empty structure $\mathcal{A}_{\emptyset}$ is a model of $\varphi_{(2)}$, this implies that every vertex in any graph $G^{\prime} \in \mathcal{P}_{\text {graph }}$ has degree $\leq 4$ or degree $d$. Since for every $i$ for which $\hat{\rho}(i) \neq[0,0]$, there is a graph $G^{\prime} \in \mathcal{P}_{\text {graph }}$ and $v \in V\left(G^{\prime}\right)$ such that $\left(\mathcal{N}_{4 \ell+2}^{G^{\prime}}(v), v\right) \in \hat{\tau}_{i}$, we get that every vertex in $G$ has to have degree less or equal to 4 or degree $d$. Using this argument further, we get that every vertex $v \in V(G)$ of degree less or equal 4 has to be contained in the $(\ell+1)$-neighbourhood of a vertex of degree $d$, and that the $(2 \ell+1)$-neighbourhood of every vertex $v \in V(G)$ of degree $d$ is the union of $k$-arrows, $k$-loops and non-arrows which are disjoint apart from their endpoints. Hence there is a $\sigma$-structure $\mathcal{A}$ such that $f(\mathcal{A}) \cong G$. Let $g$ be an isomorphism from $f(\mathcal{A})$ to $G$.

Now we argue that $\mathcal{A} \in P_{\rho_{k}}$. First assume that there are two elements $a, b$ in $\mathcal{A}$ with $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{k}$ and $\left(\mathcal{N}_{2}^{\mathcal{A}}(b), b\right) \in \tau_{k}$. By definition, we get that $\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(a), a\right) \in \hat{\tau}_{k}$ and $\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(b), b\right) \in \hat{\tau}_{k}$. Since $g$ is an isomorphism, the restriction of $g$ to $N_{4 \ell+2}^{f(\mathcal{A})}(a)$ must be an isomorphism from $\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(a)$ to $\mathcal{N}_{4 \ell+2}^{G}(g(a))$, and hence $\left(\mathcal{N}_{4 \ell+2}^{G}(g(a)), g(a)\right) \cong\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(a), a\right) \in$ $\hat{\tau}_{k}$. But the same holds for the $(4 \ell+2)$-ball of $g(b)$, and hence we contradict the assumption that $G \in P_{\hat{\rho}_{k}}$ since $\hat{\rho}_{k}(k)=[0,1]$. Let us further assume that there is an $a \in A$ such that $\left(\mathcal{N}_{2}^{\mathcal{A}}(a), a\right) \in \tau_{i}$ for some $i \notin I_{k}$. Let $j$ be the index such that $\left(\mathcal{N}_{4 \ell+2}^{f(\mathcal{A})}(a), a\right) \in \hat{\tau}_{j}$. Additionally note that $a$ must have degree $d$ in $f(\mathcal{A})$ by construction of $f$. As $g$ is an isomorphism, we get that $\left(\mathcal{N}_{4 \ell+2}^{G}(g(a)), g(a)\right) \in \hat{\tau}_{j}$, and $g(a)$ has degree $d$. But then by construction of $\hat{\rho}_{k}$, there must be $G^{\prime} \in \mathcal{P}_{\text {graph }}$ and a vertex $v \in V\left(G^{\prime}\right)$ of degree $d$ such that $\left(\mathcal{N}_{4 \ell+2}^{G^{\prime}}(v), v\right) \in \hat{\tau}_{j}$. By construction of $\mathcal{P}_{\text {graph }}$, there is a structure $\mathcal{A} \in P_{(2)}^{\prime}$ such that $f\left(\mathcal{A}^{\prime}\right)=G^{\prime}$. Since $v$ has degree $d$, it must be an element in $\mathcal{A}^{\prime}$. Furthermore $\left(\mathcal{N}_{2}^{\mathcal{A}^{\prime}}(v), v\right) \in \tau_{i}$ by choice of $i$ and $j$. Hence $\mathcal{A}^{\prime} \notin P_{\rho_{k}}$. But this contradicts Lemma 8.3.2

Hence we have shown that $\mathcal{A} \in P_{\rho_{k}}$. Then by Lemma $8.3 .2 \mathcal{A} \in P_{(2)}^{\prime}$, and by construction $G \in \mathcal{P}_{\text {graph }}$.

Since by Claim 1 we can express $\mathcal{P}_{\text {graph }}$ as a finite union of properties each defined by a 0 -profile, Theorem 8.2.5 implies that $\mathcal{P}_{\text {graph }}$ is GSF-local.

### 8.3.4 Putting everything together

Now we prove the main theorem of this section.
Proof of Theorem 8.0.1. Let the property $P_{(Z)}^{\prime}$ of relational structures be as defined above. Note that $P_{(Z)}^{\prime}$ is not testable, as $P_{(Z)}$ is not testable by Theorem 6.2 .1 and $P_{(Z)}^{\prime}$ only differs from $P_{(Z)}$ by the empty structure. By Lemma 8.3.3 and Lemma 3.6.3 the graph property $\mathcal{P}_{\text {graph }}$ that is locally reduced from $P_{(7)}^{\prime}$ is not testable. Lemma 8.3.4 shows that $\mathcal{P}_{\text {graph }}$ is also a GSFlocal property. Hence there exists a GSF-local property of bounded degree graphs which is not testable. Furthermore, since having a POT implies being testable (Theorem 3.4.3), this proves that there is a GSF-local property which has no POT. By Theorem 8.1.4 this implies that not all GSF-local properties are non-propagating.

### 8.4 Summary

In this chapter we have utilised the construction of an FO definable property, which is not testable, to prove that generalised subgraph freeness properties are not in general testable. This entails that it is not in general possible to modify a graph containing a few copies of forbidden marked graphs without causing a chain reaction of necessary edge modifications. This answers an open question from [76 and provides a missing piece of understanding in the characterisation of properties which allow constant query one-sided error POT's given in [76]. Our result also proves that the characterisation of which monotone properties and which hereditary properties have one-sided error constant query testers can not be extended to nonmonotone, non-hereditary properties, which was asked as an open question in 89. We believe that our result will aid our understanding of which properties are testable and may be useful for the goal of characterising which properties are testable in the bounded degree model.

## Chapter 9

## On testability of NP-hard problems and construction of hard instances for property testing

Since the seminal work of Cook [27] and Karp 92 the study of NP-hard problems plays a central role in Computer Science. Besides identifying such problems, a great deal of research has been conducted into developing exact efficient algorithms for NP-hard problems by restricting the set of inputs in some way and into finding approximation algorithms for NP-hard problems. In most known cases NP-hard problems appear to be hard in the setting of property testing as well. Several problems which remain NP-hard on graphs of bounded degree have query complexity $\Theta(n)$, such as 3-SAT, 3-colourability [22, Hamiltonicity 70, 129], Independent Set [70], 3-edge-colourability, 3-dimensional matching [129]. On the other hand, there are some NP-hard problems which are constant query testable, e. g. Hamiltonicity on bounded degree planar graphs for which NP-hardness was shown in 67 and, as planar graphs are hyperfinite, testability follows from the result of Newman and Sohler [112] which states that every property can be tested for the class of hyperfinite graph of bounded degree. There is a variety of problems which remain NP-hard on bounded degree planar graphs (see e.g. 65]) which therefore yield examples of testable NP-hard problems.

In this chapter we study the complexity of property testing of NP-hard problems with the aim of investigating what constitutes hardness in the context of property testing. Besides showing lower-bounds for two NP-hard problems (i.e. dominating set and treewidth) we also investigate hardness for property testing by providing a deterministic construction of hardinstances for a known hard problem for property testing, i.e. Hamiltonicity. We believe that
this construction advances our understanding of property testing complexity.

Overview of results and techniques In this Section we show three property testing lower bounds for three different NP-hard problems using three different techniques. We want to remark here that graph property testing does not allow an input parameter. We solve this here by considering properties were the parameter is determined by some function of $n$ - the number of vertices. To extend property testing in such a way as to allow an input parameter there should be some consideration of an appropriate extension of the notion of $\epsilon$-farness.

In Section 9.1 we show that testing whether a graph has a dominating set containing at most a quarter of all vertices takes at least a linear amount of queries. We show this via a local reduction from 3-SAT, for which a linear lower-bound on the query complexity has been shown in 22. Showing hardness via a local reduction has been used in this context in 22,70 . 129 . Furthermore, the local reduction presented in this section is a slight variation of a straightforward polynomial time reduction from 3-SAT. We adjust this reduction in such a way as to benefit simplicity of proving that the reduction is local. To our knowledge the result presented in this Section was not previously known. Note that for fixed parameter $k$, considering $k$-dominating set on bounded degree graphs is of no interest as any large enough graph can not contain such a dominating set.

In Section 9.2 we give an explicit deterministic construction of a class of graphs of bounded degree that are locally Hamiltonian, but (globally) far from being Hamiltonian. By locally Hamiltonian we mean that every subgraph induced by the neighbourhood of a small vertex set appears in some Hamiltonian graph. More precisely, we obtain graphs which differ in $\Theta(n)$ edges from any Hamiltonian graph, but non-Hamiltonicity cannot be detected in the neighbourhood of $o(n)$ vertices. Our class of graphs yields a class of hard instances for one-sided error property testers with linear query complexity. It is known that any property tester (even with two-sided error) requires a linear number of queries to test Hamiltonicity 70,129 . This is proved via a randomised construction of hard instances. We hope that studying hard instances will further our understanding of the complexity of property testing. A similar approach was taken in 22 for 3 -colourability, where graphs, which are far from being 3-colourable but locally look 3 -colourable, are implicitly obtained using a reduction from the constraint satisfaction problem (CSP). An explicit construction of a CSP, which is far from being satisfiable but every sublinear subset of constraints is satisfiable, is given. To our knowledge this is the only other known deterministic construction of a similar kind.

In Section 9.3 we discuss the testability of treewidth. First observe that for fixed parameter $k$, testing the property $\mathcal{P}_{\leq k}^{\mathrm{tw}}$ of bounded degree graphs with treewidth at most $k$ can be done with a constant number of queries. This is due to $\mathcal{P}_{\leq k}^{\text {tw }}$ being minor-closed which implies
testability [18]. We show that for every sub-linear, super-constant function $f \in o(n) \cap \omega(n)$ we can not test whether a given bounded degree graph $G$ on $n$ vertices has treewidth at most $f(n)$. Hence we can for example not test the property of all graphs whose treewidth is logarithmic in the number of vertices of the graph. We use a theorem of Grohe and Marx 80] that shows that expanders have linear treewidth and conclude non-testability by using a similar argument as in the proof of Theorem 6.2.1. We argue that any graph with linear treewidth is far from having treewidth $f(n)$ and combine the theorem by Alon introduced in Section 5.2102 , Proposition 19.10] and the theorem by Adler and Harwath introduced in Section 5.1 2, Theorem 19] to prove non-testability.

### 9.1 Lower bound for testing dominating set with twosided error

In this section we prove that testing dominating set size takes at least a linear amount of queries. We first briefly introduce the dominating set problem. Let $G$ be a graph. For any subset $D \subseteq V(G)$ and any vertex $v \in V(G)$ we say that $D$ dominates $v$ if $v \in D$ or there is $w \in D$ such that $\{v, w\} \in E(G)$. A subset $D \subseteq V(G)$ is called a dominating set of $G$ if $D$ dominates every vertex $v \in V(G)$. The minimum size of a dominating set of $G$ is called the domination number of $G$. Let $d \in \mathbb{N}$ and $\mathcal{P}_{d}^{\mathrm{DS}} \subseteq \mathcal{C}_{d}$ be the property of all graphs $G$ of bounded degree $d$ with domination number no more than $\frac{|V(G)|}{4}$.

We show that $\mathcal{P}_{d}^{\mathrm{DS}}$ is hard to test for degree $d=5$ using a local reduction from 3-SAT. The reduction we use is similar to a straightforward approach of reducing 3-SAT to dominating set. We will first introduce the model for testing 3-SAT and then we will give the reduction.

### 9.1.1 Property testing model for bounded degree 3-SAT

We use the model for testing whether a 3-CNF formula is satisfiable or not as in 22 .
Here we consider propositional formulas i.e. quantifier-free formulas over the language $\sigma$ consisting of one unary relation $T$. We denote the set of variables of a propositional formula $\varphi$ by $\operatorname{VAR}(\varphi)$. We say that a propositional formula $\varphi$ is satisfiable if there is an assignment $\alpha: \operatorname{VAR}(\varphi) \rightarrow\{0,1\}$ of the variables of $\varphi$ such that the $\sigma$-structure $\mathcal{A}=\left(\{0,1\}, T^{\mathcal{A}}\right)$, where $T^{\mathcal{A}}=\{(1)\}$, satisfies $\varphi$ under the assignment $\alpha$. We remind the reader that a propositional formula $\varphi$ over the set of variables $\operatorname{VaR}(\varphi)$ is in $3-\mathrm{CNF}$ if it has the form

$$
\varphi=\bigwedge_{i=1}^{m}\left(\ell_{i}^{1} \vee \ell_{i}^{2} \vee \ell_{i}^{3}\right)
$$

where $\ell_{i}^{j} \in\{x, \neg x \mid x \in \operatorname{VAR}(\varphi)\}$ for $i \in\{1, \ldots, m\}, j \in\{1,2,3\}$. We call $\ell_{i}^{j}$ a literal and $\ell_{i}^{1} \vee \ell_{i}^{2} \vee \ell_{i}^{3}$ a clause of the CNF. Note that we can assume that every clause has precisely three
literals, as $\ell \equiv \ell \vee \ell$ for any literal $\ell$. Additionally we assume that all clauses are pairwise distinct.

Let $d \in \mathbb{N}$. We say that a 3-CNF formula has bounded degree $d$ if every variable is contained in at most $d$ clauses, where variable $x$ is contained in a clause if either $x$ or $\neg x$ is a literal of the clause. Note that deciding satisfiability of a bounded degree 3-CNF remains NP-hard for degree bound 3 as we can rename each appearance of a variable $x$ by a different auxiliary variable and then force all auxiliary variables to have to be assigned the same value. Let $\mathrm{CNF}_{d}$ be the set of all 3-CNFs of bounded degree $d$ and let $\mathcal{P}_{\mathrm{SAT}}^{d} \subseteq \mathrm{CNF}_{d}$ be the set of all satisfiable 3-CNFs of bounded degree $d$.

We encode a 3 -CNF $\varphi$ as a membership list $M_{\varphi}$ which contains for each variable $x \in \operatorname{VAR}(\varphi)$ and each $1 \leq j \leq d$ the $j$-th clause $x$ is contained in or $\perp$ if $x$ is contained in fewer than $j$ clauses. Furthermore a property tester is given $n=|\operatorname{VAR}(\varphi)|$ as auxiliary information and we allow queries from $Q_{\varphi}:=[n] \times[d]$ and the property tester obtains the following answer

$$
\operatorname{ans}_{\varphi}(i, j):= \begin{cases}\ell_{k}^{1} \vee \ell_{k}^{2} \vee \ell_{k}^{3} & \text { if } \ell_{k}^{1} \vee \ell_{k}^{2} \vee \ell_{k}^{3} \text { is the } j \text {-th clause of } x_{i} \\ \perp & \text { if } x_{i} \text { is contained in less than } j \text { clauses }\end{cases}
$$

Distance in this model is defined in terms of clause addition or removal. This leads to the following definition.

Definition 9.1.1 (Distance to satisfiability). We say that a 3-CNF $\varphi$ of bounded degree $d$ with $|\operatorname{VaR}(\varphi)|=n$ is $\epsilon$-far from being satisfiable if any formula obtained from $\varphi$ by removing any subset of at most $\frac{\epsilon d n}{3}$ clauses is not satisfiable.

We use the following hardness result for property testing $\mathcal{P}_{\text {SAT }}^{d}$.
Lemma 9.1.2 (Lemma 20 in 22 ). For every $\epsilon \in\left(0, \frac{1}{8}\right)$ there are constants $d \in \mathbb{N}, c>0$ such that every algorithm that distinguishes satisfiable instances of $\mathrm{CNF}_{d}$ with $n$ variables from instances that are $\epsilon$-far from satisfiable must have query complexity at least cn.

### 9.1.2 Local reduction from 3-SAT to dominating set

In this section we show the following theorem using a local reduction from 3-SAT.
Theorem 9.1.3. The property $\mathcal{P}_{d}^{\mathrm{DS}}$ is not testable with $o(n)$ queries on the class $\mathcal{C}_{d}$ for $d \geq 5$.
Proof. We prove this theorem by defining a local reduction from $\mathcal{P}_{\text {SAT }}^{d^{\prime}}$ to $\mathcal{P}_{d}^{\mathrm{DS}}$, where $d^{\prime}$ is the degree bound from Lemma 9.1.2. The theorem then follows from Lemma 9.1.2 and Lemma 3.6.3. We define $f: \mathrm{CNF}_{d^{\prime}} \rightarrow \mathcal{C}_{d}$ as follows. For a $\operatorname{CNF} \varphi=\bigwedge_{i=1}^{m}\left(\ell_{i}^{1} \vee \ell_{i}^{2} \vee \ell_{i}^{3}\right) \in \operatorname{CNF}_{d^{\prime}}$ with


Figure 9.1: Illustration of the dominating set reduction.
$|\operatorname{VAR}(\varphi)|=n$ we let $f(\varphi)=G_{\varphi}$, where

$$
\begin{aligned}
& V\left(G_{\varphi}\right):=\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c} \mid\right.\left.x \in \operatorname{VAR}(\varphi), i \in\left\{1, \ldots, d^{\prime}\right\}\right\} \text { and } \\
& E\left(G_{\varphi}\right):=\left\{\left\{\tilde{x}_{i}, \neg x_{i}\right\},\left\{\neg x_{i}, x_{i}\right\},\left\{x_{i}, \tilde{x}_{j}\right\} \mid i \in\left\{1, \ldots, d^{\prime}\right\}, j=i+1 \text { if } i<3 d^{\prime}, j=1 \text { otherwise }\right\} \\
& \cup\left\{\left\{\ell_{i}, y_{j}^{c}\right\} \mid \ell \in\{x, \neg x\}, i, j \in\left\{1, \ldots, d^{\prime}\right\}, \operatorname{ans}_{\varphi}(x, i)=\operatorname{ans}_{\varphi}(y, j)\right\} \\
& \cup\left\{\left\{x_{i}, y_{i}^{c}\right\},\left\{\neg x_{i}, y_{i}^{c}\right\} \mid i \in\left\{1, \ldots, d^{\prime}\right\}, \operatorname{ans}_{\varphi}(x, i)=\perp\right\} .
\end{aligned}
$$

Hence $G_{\varphi}$ consists of a cycle of length $3 d^{\prime}$ and $d^{\prime}$ extra vertices, which we refer to as clause vertices, for every variable. Clauses get encoded into edges between cycle and clause vertices. For illustration see Figure 9.1. Note that a 3-CNF on $n$ variables gets mapped to a graph on $4 d^{\prime} n$ vertices which implies property (LR1). This also implies we can compute the auxiliary information for graph $G_{\varphi}$ from the auxiliary information for $\varphi$ showing property (LR2).

In order to prove that $f$ defines a local reduction we need to prove that $f$ can be computed locally (LR3), that if $\varphi$ is satisfiable then $G_{\varphi}$ has a dominating set of size at most $\frac{\left|V\left(G_{\varphi}\right)\right|}{4}$ (LR4) and that there is a function $h:(0,1) \rightarrow(0,1)$ such that if $\varphi$ is $\epsilon$-far from satisfiable, then $G_{\varphi}$ is $h(\epsilon)$-far from $\mathcal{P}_{d}^{\mathrm{DS}}$ (LR5).

In order to prove (LR3), we first define a sequence of functions which, given a query $(v, j)$ to $G_{\varphi}$, determine adaptively the appropriate sequence of queries to $\varphi$ needed to answer query $(v, j)$. By construction of $G_{\varphi}$ we can determine all neighbours of any vertex in $v \in\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c}\right\}$ by knowing that $\operatorname{ans}_{\varphi}(x, i)=\ell^{1} \vee \ell^{2} \vee \ell^{3}$ and knowing for every other variable $y$ contained in $\ell^{1} \vee \ell^{2} \vee \ell^{3}$ for which $j \in\left\{1, \ldots, d^{\prime}\right\}$ we have that $\operatorname{ans}_{\varphi}(x, i)=\operatorname{ans}_{\varphi}(y, j)$. Hence the sequence of queries required to answer $(v, i)$ for $v \in\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c}\right\}$ is to first query $(x, i)$ and then query $(y, j)$ for every variable $y$ contained in $\operatorname{ans}_{\varphi}(x, i)$ and every $j \in\left\{1, \ldots, d^{\prime}\right\}$. On the other hand we can now define a function which, given a query $(v, i)$ to $G_{\varphi}$ and given this sequence of queries and their respective answers, provides the answer to query $(v, i)$. Since the number of queries to $\varphi$ needed to answer a query to $G_{\varphi}$ is $2 d^{\prime}+1$ which is independent of $n$ we get that (LR3) holds.

To prove (LR4) we assume that $\varphi$ is satisfiable and that $\alpha: \operatorname{VAR}(\varphi) \rightarrow\{0,1\}$ is a satisfying assignment of the variables of $\varphi$. Now we define set $D \subseteq V\left(G_{\varphi}\right)$ as follows. Let

$$
D:=\left\{x_{i} \mid i \in\left\{1, \ldots, d^{\prime}\right\}, \alpha(x)=1\right\} \cup\left\{\neg x_{i} \mid i \in\left\{1, \ldots, d^{\prime}\right\}, \alpha(x)=0\right\} .
$$

As $G_{\varphi}$ has $4 d^{\prime} n$ vertices and $D$ contains $d^{\prime}$ vertices for each of the $n$ variables of $\varphi$ we get that $|D|=\frac{\left|V\left(G_{\varphi}\right)\right|}{4}$. We now argue that $D$ is a dominating set of $G_{\varphi}$. Since for each of the cycles of $G_{\varphi}$ the set $D$ contains every third vertex of the cycle, clearly every vertex on any of the cycles is dominated by $D$. Now let $x$ be any variable of $\varphi$ and $1 \leq i \leq d^{\prime}$. If $\operatorname{ans}(x, i)=\ell^{1} \vee \ell^{2} \vee \ell^{3}$ then there must be one literal $\ell \in\left\{\ell^{1}, \ell^{2}, \ell^{3}\right\}$ such that $\ell$ evaluates to true under the assignment $\alpha$. Assume $\ell \in\{y, \neg y\}$ for some variable $y$ and let $1 \leq j \leq d^{\prime}$ be the index such that $\operatorname{ans}_{\varphi}(y, j)=\operatorname{ans}_{\varphi}(x, i)$. Since $\ell$ evaluates to true under the assignment $\alpha$ we get that $\ell_{j} \in D$ by construction of $D$. Since additionally $\left\{\ell_{j}, x_{i}^{c}\right\} \in E\left(G_{\varphi}\right)$ the vertex $x_{i}^{c}$ is dominated by $D$. On the other hand if $\operatorname{ans}(x, i)=\perp$ then $x_{i}^{c}$ is dominated by $D$ as $\left\{x_{i}, x_{i}^{c}\right\},\left\{\neg x_{i}, x_{i}^{c}\right\} \in E\left(G_{\varphi}\right)$ and either $x_{i}$ or $\neg x_{i}$ is in $D$. Therefore all clause vertices are dominated by $D$ and $D$ is a dominating set of $G_{\varphi}$.

To prove (LR5) let $\epsilon^{\prime}:=g(\epsilon):=\frac{\epsilon}{12\left(d^{\prime}\right)^{2}}$. We argue by contraposition. Therefore assume $G_{\varphi}$ is $\epsilon^{\prime}$-close to having a dominating set containing no more than $\frac{1}{4}$ of the vertices. Hence there is a set $E^{\prime} \subseteq\left\{e \subseteq V\left(G_{\varphi}\right)| | e \mid=2\right\}$ with $\left|E^{\prime}\right| \leq \epsilon^{\prime} d\left|V\left(G_{\varphi}\right)\right|$ such that the graph $\left(V\left(G_{\varphi}\right), E\left(G_{\varphi}\right) \triangle E^{\prime}\right)$ has a dominating set $D$ with $|D| \leq \frac{\left|V\left(G_{\varphi}\right)\right|}{4}$. Let $B$ be the set of all variables $x \in \operatorname{VAR}(\varphi)$ which satisfy the following two conditions

1. $\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c} \mid 1 \leq i \leq d^{\prime}\right\} \cap e \neq \emptyset$ for some $e \in E^{\prime}$,
2. $\left|\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c} \mid 1 \leq i \leq d^{\prime}\right\} \cap D\right| \neq d^{\prime}$.

As $\left|E^{\prime}\right| \leq \epsilon^{\prime} d\left|V\left(G_{\varphi}\right)\right|$ there can be at most $2 \epsilon^{\prime} d\left|V\left(G_{\varphi}\right)\right|$ variables with the first property. Fur-
thermore, since the minimum size of a dominating set of any cycle with $3 d^{\prime}$ vertices is $d^{\prime}$, any edge in $E^{\prime}$ can produce at most one variable for which the first condition does not hold and the second condition holds. Hence in total $|B| \leq 3 \epsilon^{\prime} d^{\prime}\left|V\left(G_{\varphi}\right)\right|$. Now let $\varphi^{\prime}$ be the formula obtained from $\varphi$ by removing every clause containing at least one variable from $B$. Now we define the following assignment $\alpha: \operatorname{VAR}(\varphi) \rightarrow\{0,1\}$ by

$$
\alpha(x):= \begin{cases}0 & \text { if } x \in B \\ 1 & \text { if } x \notin B \text { and } x_{1} \in D \\ 0 & \text { if } x \notin B \text { and } x_{1} \notin D\end{cases}
$$

Now assume that $\ell^{1} \vee \ell^{2} \vee \ell^{3}$ is any clause in $\varphi^{\prime}$ and assume that $\operatorname{ans}_{\varphi}(x, i)=\operatorname{ans}_{\varphi}(y, j)=$ $\operatorname{ans}_{\varphi}(z, k)=\ell^{1} \vee \ell^{2} \vee \ell^{3}$. Hence $x, y$ and $z$ are not contained in $B$ by construction of $\varphi^{\prime}$ and therefore $\left\{x_{i}, \neg x_{i}, \tilde{x}_{i}, x_{i}^{c} \mid 1 \leq i \leq d^{\prime}\right\} \cap D$ must be either $\left\{x_{i} \mid 1 \leq i \leq d^{\prime}\right\}$ or $\left\{\neg x_{i} \mid 1 \leq i \leq d^{\prime}\right\}$ or $\left\{\tilde{x}_{i} \mid 1 \leq i \leq d^{\prime}\right\}$. Since $D$ therefore cannot contain $x_{i}^{c}$ and $D$ is a dominating set the intersection of the set of neighbours of $x_{i}^{c}$ with $D$ must be not empty, i. e. $\left\{\ell_{i}^{1}, \ell_{j}^{2}, \ell_{k}^{3}\right\} \cap D \neq \emptyset$. Assume without loss of generality that $\ell_{i}^{1} \in D$. Then if $\ell^{1}=x$ then $x_{i} \in D$ which implies that $x_{1} \in D$ and hence $\alpha$ satisfies $\ell^{1} \vee \ell^{2} \vee \ell^{3}$. On the other hand if $\ell^{1}=\neg x$ then $\neg x_{i} \in D$ which implies that $x_{1}$ can not be in $D$ and hence $\alpha$ satisfies $\ell^{1} \vee \ell^{2} \vee \ell^{3}$. Therefore $\alpha$ satisfies every clause of $\varphi^{\prime}$ and hence $\varphi^{\prime}$ is satisfiable. As we obtained $\varphi^{\prime}$ by removing no more than $d^{\prime}|B| \leq 12\left(d^{\prime}\right)^{2} \epsilon^{\prime} d^{\prime} n$ clauses from $\varphi$ we get that $\varphi$ is $\epsilon$-close to being satisfiable.

### 9.2 Lower bound for testing Hamiltonicity with one-sided error and an explicit construction of hard instances

In this section we study graphs that are far from being Hamiltonian, with the aim of finding hard instances for property testing Hamiltonicity in the bounded degree model. Here we call a graph $G$ Hamiltonian if $G$ has a Hamiltonian cycle, i. e. a cycle which contains every vertex of $G$. For fixed $d \in \mathbb{N}$ the property Hamiltonicity on $\mathcal{C}_{d}$ contains all Hamiltonian graphs of bounded degree $d$.

First note that it is easy to find graphs that are far from being Hamiltonian. For example, let $G$ be a caterpillar graph on $n=2 k$ vertices as shown in Figure 9.2 for $k=10$ (i. e. $G$ is a path of length $k$ where every vertex has a pendant edge). With a degree bound of at most 3 , $G$ is $\frac{1}{13}$-far from being Hamiltonian, because $\frac{n}{4}$ edges need to be added to make $G 2$-connected. As another example, consider the graph $H$ consisting of $k 4$-cycles ( $C_{4}$ 's) arranged in a cycle as shown in Figure 9.2 for $k=9$. Assume $k>1$. The graph $H$ has $n=4 k$ vertices and, with a degree bound of $3, H$ is $\frac{1}{25}$-far from being Hamiltonian. This is because any Hamiltonian cycle in a graph has to traverse both edges incident to any vertex of degree 2. Hence in $H$ a Hamiltonian cycle would have to traverse all four edges of every $C_{4}$. To avoid this we have to increase the degree of at least one of the degree 2 vertices for every $C_{4}$ and hence we have to

(a) Caterpillar

(b) $C_{4}$ 's arranged in a cycle.

Figure 9.2: Example graphs which are far from being Hamiltonian but are not locally Hamiltonian
add at least $\frac{n}{8}$ edges to make $H$ Hamiltonian.
In both examples it is possible to see locally, in the neighbourhood of a constant number of vertices, that the graphs are not Hamiltonian. We ask whether there exist graphs that locally look as if they might be Hamiltonian, but globally they are far from being Hamiltonian, and we give a positive answer to this. More precisely, we construct a sequence of graphs $\left(G_{N}\right)_{N \in \mathbb{N}}$ of increasing order such that there are constants $\epsilon, \delta \in(0,1)$ for which every $G_{N}$ is $\epsilon$-far from being Hamiltonian but the 1-neighbourhood of any $\delta$-fraction of vertices of $G_{N}$ appears in some Hamiltonian graph. Hence non-Hamiltonicity can not be observed locally, even looking at a large portion of $G_{N}$. We call this notion local Hamiltonicity and define it formally below. The existence of the sequence $\left(G_{N}\right)_{N \in \mathbb{N}}$ has implications in property testing. We can show the known linear lower bound for property testing Hamiltonicity in the case of one-sided error testers for which our constructed sequence $\left(G_{N}\right)_{N \in \mathbb{N}}$ yields a sequence of hard instances.

Definition 9.2.1 (Locally Hamiltonian). Let $\mathcal{C}$ be a class of graphs and let $\delta \in(0,1]$. A graph $G \in \mathcal{C}$ is called $\delta$-locally Hamiltonian on $\mathcal{C}$ if for every set $S \subseteq V(G)$ of at most $\delta \cdot|V(G)|$ vertices there is a Hamiltonian graph $H:=H_{S} \in \mathcal{C}$ with $|V(H)|=|V(G)|$, a subset $T:=T_{S} \subseteq V(H)$ and an isomorphism from $G\left[N_{1}^{G}(S)\right]$ to $H\left[N_{1}^{H}(T)\right]$ which maps $S$ onto $T$.

Note that by relaxing $|V(G)|=|V(H)|$ to $|V(H)|>\delta|V(G)|$ we get an equivalent definition in the sense that the same graphs are $\delta$-locally Hamiltonian.

Remark 9.2.2. Let $\mathcal{C}$ be a graph class. Every Hamiltonian graph in $\mathcal{C}$ is $\delta$-locally Hamiltonian for every $\delta \in(0,1]$. And every graph $G \in \mathcal{C}$ is 1-locally Hamiltonian iff $G$ is Hamiltonian.

Let $d \geq 2$. A graph on $n$ vertices is $\frac{1}{n}$-locally Hamiltonian on $\mathcal{C}_{d}$ iff the minimum degree of $G$ is greater than 1.


Figure 9.3: Illustration of $P\left(v_{1}, \ldots, v_{31}\right)$.


Figure 9.4: A link from $P\left(u_{1}, \ldots, u_{31}\right)$ to $P\left(v_{1}, \ldots, v_{31}\right)$ via $w_{1}, \ldots, w_{6}$.

### 9.2.1 Construction

In this section we introduce the main step of our construction of graphs which are locally Hamiltonian and far from being Hamiltonian. At a high level, we construct a graph $G_{\mathcal{E}}$ by choosing a $d$-regular base graph $\mathcal{E}$ and building $G_{\mathcal{E}}$ by introducing a path-gadget for every edge of $\mathcal{E}$, connecting these path-gadgets into a large cycle and linking path gadgets together if the edges of $\mathcal{E}$ corresponding to the path gadgets are incident to the same vertex. We give the precise construction in the following.

First we create a gadget (see Figure 9.3 for illustration). Let $\left\{v_{1}, \ldots, v_{31}\right\}$ be a set of vertices. Then we let $P\left(v_{1}, \ldots, v_{31}\right)$ be the graph with vertex set $\left\{v_{1}, \ldots, v_{31}\right\}$ and edge set

$$
\left\{\left\{v_{i}, v_{i+1}\right\},\left\{v_{j}, v_{j+3}\right\},\left\{v_{k}, v_{k+5}\right\} \mid i \in\{1, \ldots, 30\}, j \in\{2,30\}, k \in\{6,12,15,21\}\right\} .
$$

For a graph $G$ for which $\left\{u_{1}, \ldots, u_{31}, v_{1}, \ldots, v_{31}, w_{1}, \ldots, w_{6}\right\} \subseteq V(G)$ and it holds that $G\left[u_{1}, \ldots, u_{31}\right]=P\left(u_{1}, \ldots, u_{31}\right)$ and $G\left[v_{1}, \ldots, v_{31}\right]=P\left(v_{1}, \ldots, v_{31}\right)$ we say that $G$ contains a link from $P\left(u_{1}, \ldots, u_{31}\right)$ to $P\left(v_{1}, \ldots, v_{31}\right)$ via $w_{1}, \ldots, w_{6}$ (see Figure 9.4 for illustration), if $E(G)$ contains

$$
\begin{aligned}
&\left\{\left\{u_{3}, v_{23}\right\},\left\{v_{18}, u_{8}\right\},\left\{u_{9}, v_{29}\right\},\left\{v_{24}, u_{14}\right\},\left\{u_{5}, w_{1}\right\},\left\{w_{1}, w_{2}\right\},\left\{w_{2}, w_{3}\right\},\left\{w_{3}, v_{23}\right\}\right. \\
&\left.\left\{v_{24}, w_{4}\right\},\left\{w_{4}, w_{5}\right\},\left\{w_{5}, w_{6}\right\},\left\{w_{6}, u_{12}\right\}\right\} .
\end{aligned}
$$

Finally to any graph $G$ we associate a directed graph $\vec{G}$ which is the graph that is obtained from $G$ by replacing every edge $\{u, v\} \in E(G)$ by the two directed edges $(u, v)$ and $(v, u)$. We can now define the graph construction.

Definition 9.2.3. Let $\mathcal{E}$ be a $d$-regular graph (the base graph) and $f: E(\overrightarrow{\mathcal{E}}) \rightarrow\{1, \ldots,|E(\overrightarrow{\mathcal{E}})|\}$ be any linear order on $E(\overrightarrow{\mathcal{E}})$. We define the graph $G_{\mathcal{E}}$ as follows.

$$
V\left(G_{\mathcal{E}}\right):=\left\{a_{1}^{e}, \ldots, a_{31}^{e} \mid e \in E(\overrightarrow{\mathcal{E}})\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v} \mid v \in V(\overrightarrow{\mathcal{E}})\right\} .
$$

$E\left(G_{\mathcal{E}}\right)$ consists of the minimum set of edges such that
$-G_{\mathcal{E}}\left[a_{1}^{e}, \ldots, a_{31}^{e}\right]=P\left(a_{1}^{e}, \ldots, a_{31}^{e}\right)$ for every $e \in E(\overrightarrow{\mathcal{E}})$,
$-a_{31}^{f^{-1}(i)}$ is adjacent to $a_{1}^{f^{-1}(j)}$ for every $i \in[|E(\overrightarrow{\mathcal{E}})|], j:=1$ if $i=|E(\overrightarrow{\mathcal{E}})|$ and $j:=i+1$ otherwise and

- $G_{\mathcal{E}}$ contains a link from $P\left(a_{1}^{(v, w)}, \ldots, a_{31}^{(v, w)}\right)$ to $P\left(a_{1}^{(u, v)}, \ldots, a_{31}^{(u, v)}\right)$ via $b_{1}^{v}, \ldots, b_{6}^{v}$ for every triple of vertices $u, v, w \in V(\overrightarrow{\mathcal{E}})$ with $(u, v),(v, w) \in E(\overrightarrow{\mathcal{E}})$.

See Figure 9.5 for an illustration. Note that the construction of $G_{\mathcal{E}}$ depends on $f$ as well as $\mathcal{E}$, but since the properties of $G_{\mathcal{E}}$ are independent of which linear order $f$ we use, we omit the dependency on $f$.

Remark 9.2.4. If $\mathcal{E}$ is $d$-regular, for $d \geq 1$, and $|V(\mathcal{E})|=n$, then the degree of $G_{\mathcal{E}}$ is at most $d+3$ and $\left|V\left(G_{\mathcal{E}}\right)\right|=(6+31 d) n$.

Note 9.2.5. $G_{\mathcal{E}}$ contains a large cycle of length $31 d n$, i. e., the cycle

$$
\left(\ldots \ldots, a_{31}^{f^{-1}(i-1)}, a_{1}^{f^{-1}(i)}, a_{2}^{f^{-1}(i)}, \ldots, a_{31}^{f^{-1}(i)}, a_{1}^{f^{-1}(i+1)}, \ldots \ldots\right)
$$

However $G_{\mathcal{E}}$ also contains $6 n$ vertices which are not part of this cycle.

### 9.2.2 The construction is far from being Hamiltonian

In this section we prove the following.
Theorem 9.2.6. For every $d \in \mathbb{N}_{>1}$ there is $\epsilon=\epsilon(d) \in(0,1)$ such that for any d-regular graph $\mathcal{E}$ the graph $G_{\mathcal{E}}$ constructed in Definition 9.2 .3 is $\epsilon$-far from being Hamiltonian.

For technical reasons we use this slightly unusual definition of a subpath of a cycle in which it does not matter whether the subpath appears in the cycle or the reversed cycle. Let $G$ be an undirected graph. A path $\left(s_{0}, \ldots, s_{k}\right)$ in $G$ is a subpath of a cycle $\left(c_{0}, \ldots, c_{\ell}\right)$ in $G$ if there is an index $0 \leq i \leq \ell$ such that $\left(s_{0}, \ldots, s_{k}\right)$ is either a subpath of the path $\left(c_{i}, \ldots, c_{\ell}, c_{1}, \ldots, c_{i-1}\right)$ or of the path $\left(c_{i-1}, \ldots, c_{1}, c_{\ell}, \ldots, c_{i}\right)$. Here a subpath of a path is defined in the usual way (see Section 2).

To prove Theorem 9.2 .6 we require the two technical Lemmas below (Lemma 9.2.8 and Lemma 9.2 .9 . They will be applied to graphs $G$ obtained from $G_{\mathcal{E}}$ by modifying a small fraction of the edges of $G_{\mathcal{E}}$. Therefore they are stated for graphs $G$ which share certain induced


Figure 9.5: Close-up of $G_{\mathcal{E}}$ with vertices of high degree $(d+1, d+2$ or $d+3)$ indicated by 'fans'.
subgraphs with $G_{\mathcal{E}}$. The first of the two Lemmas (Lemma 9.2.8) states that if $G$ has a Hamiltonian cycle and a certain induced subgraph, which also appears in $G_{\mathcal{E}}$, then the Hamiltonian cycle has certain subpaths. The proof of Lemma 9.2 .8 is illustrated in Figure 9.5 We will use the following easy observation in the proof of Lemma 9.2.8.

Remark 9.2.7. Let $G$ be a graph, $u \in V(G)$ a vertex of degree 2 and $v, w$ the two neighbours of $u$. Then any cycle $C$ containing the vertices $u, v$ and $w$ must contain $(v, u, w)$ as a subpath.

Lemma 9.2.8. Let $\mathcal{E}$ be any d-regular graph and $G_{\mathcal{E}}$ as defined in Definition 9.2.3. Pick $v \in V(\overrightarrow{\mathcal{E}})$ and let $S_{v}:=\left\{a_{i}^{e} \mid e \in E(\overrightarrow{\mathcal{E}}), e\right.$ is incident to $\left.v\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$. Let $G$ be a graph with $S_{v} \subseteq V(G)$. Assume $G_{\mathcal{E}}\left[N_{1}^{G \varepsilon}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ and $f: S_{v} \rightarrow S_{v}$ defined by $f(v)=v$ for $v \in S_{v}$ is an isomorphism from $G_{\mathcal{E}}\left[S_{v}\right]$ to $G\left[S_{v}\right]$. Then for every Hamiltonian cycle $C$ in $G$ and every edge $e \in V(\overrightarrow{\mathcal{E}})$ incident to $v$ the following properties hold.

1. Either $\left(a_{1}^{e}, \ldots, a_{5}^{e}\right)$ or $\left(a_{1}^{e}, a_{2}^{e}, a_{5}^{e}, a_{4}^{e}, a_{3}^{e}\right)$ is a subpath of $C$.
2. Either $\left(a_{27}^{e}, \ldots, a_{31}^{e}\right)$ or $\left(a_{29}^{e}, a_{28}^{e}, a_{27}^{e}, a_{30}^{e}, a_{31}^{e}\right)$ is a subpath of $C$.
3. Either $\left(a_{12}^{e}, \ldots, a_{20}^{e}\right)$ or $\left(a_{14}^{e}, a_{13}^{e}, a_{12}^{e}, a_{17}^{e}, a_{16}^{e}, a_{15}^{e}, a_{20}^{e}, a_{19}^{e}, a_{18}^{e}\right)$ is a subpath of $C$.
4. If $e \in E_{G}^{+}(v)$ then either $\left(a_{6}^{e}, \ldots, a_{11}^{e}\right)$ or $\left(a_{8}^{e}, a_{7}^{e}, a_{6}^{e}, a_{11}^{e}, a_{10}^{e}, a_{9}^{e}\right)$ is a subpath of $C$.
5. If $e \in E_{G}^{-}(v)$ then either $\left(a_{21}^{e}, \ldots, a_{36}^{e}\right)$ or $\left(a_{23}^{e}, a_{22}^{e}, a_{21}^{e}, a_{26}^{e}, a_{25}^{e}, a_{24}^{e}\right)$ is a subpath of $C$.

Proof. To prove 11 let us observe that $a_{1}^{e}$ and $a_{4}^{e}$ have degree 2 in $G$, as $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}\left(S_{v}\right)\right] \cong$ $G\left[N_{1}^{G}\left(S_{v}\right)\right]$ and $a_{1}^{e}$ and $a_{4}^{e}$ have degree 2 in $G_{\mathcal{E}}$. Hence $\left(a_{1}^{e}, a_{2}^{e}\right)$ and $\left(a_{3}^{e}, a_{4}^{e}, a_{5}^{e}\right)$ have to be subpaths of $C$ as in Remark 9.2.7. Since $a_{2}^{e}$ has exactly three neighbours $a_{1}^{e}, a_{3}^{e}$ and $a_{5}^{e}$ in $G_{\mathcal{E}}$ and $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ we get that either $\left(a_{1}^{e}, \ldots, a_{5}^{e}\right)$ is a subpath of $C$ or $\left(a_{1}^{e}, a_{2}^{e}, a_{5}^{e}, a_{4}^{e}, a_{3}^{e}\right)$ is a subpath of $C$. Property (2) follows with a similar argumentation.

For (3) let us assume that neither $\left(a_{12}^{e}, \ldots, a_{17}^{e}\right)$ nor $\left(a_{14}^{e}, a_{13}^{e}, a_{12}^{e}, a_{17}^{e}, a_{16}^{e}, a_{15}^{e}\right)$ appear in $C$ as a subpath. Since both $a_{13}^{e}$ and $a_{16}^{e}$ have degree 2 in $G$, we know that $\left(a_{12}^{e}, a_{13}^{e}, a_{14}^{e}\right)$ and $\left(a_{15}^{e}, a_{16}^{e}, a_{17}^{e}\right)$ are subpaths of $C$. Hence neither $\left(a_{14}^{e}, a_{15}^{e}\right)$ nor $\left(a_{12}^{e}, a_{17}^{e}\right)$ are subpaths of $C$. Since both $a_{15}^{e}$ and $a_{17}^{e}$ have degree 3 in $G$, this implies that $\left(a_{20}^{e}, a_{15}^{e}, a_{16}^{e}, a_{17}^{e}, a_{18}^{e}\right)$ is a subpath
of $C$. Since $a_{19}^{e}$ has degree 2, then $\left(a_{20}^{e}, a_{15}^{e}, a_{16}^{e}, a_{17}^{e}, a_{18}^{e}, a_{19}^{e}, a_{20}^{e}\right)$ has to be a subpath of $C$. Since this is a cycle, $C$ must be equal to $\left(a_{20}^{e}, a_{15}^{e}, a_{16}^{e}, a_{17}^{e}, a_{18}^{e}, a_{19}^{e}, a_{20}^{e}\right)$ which contradicts the assumption that $S_{v}$ is contained in $C$. A symmetric argument shows that either $\left(a_{15}^{e}, \ldots, a_{20}^{e}\right)$ or ( $a_{17}^{e}, a_{16}^{e}, a_{15}^{e}, a_{20}^{e}, a_{19}^{e}, a_{18}^{e}$ ) has to be a subpath of $C$, proving (3).

We will prove (4) and (5) simultaneously using a counting argument. Let us first observe that for every edge $e \in E(\overrightarrow{\mathcal{E}})$ incident to $v$ we know that $\left(a_{6}^{e}, a_{7}^{e}, a_{8}^{e}\right),\left(a_{9}^{e}, a_{10}^{e}, a_{11}^{e}\right)$, $\left(a_{21}^{e}, a_{22}^{e}, a_{23}^{e}\right)$ and $\left(a_{24}^{e}, a_{25}^{e}, a_{26}^{e}\right)$ are subpaths of $C$, because $a_{7}^{e}, a_{10}^{e}, a_{22}^{e}$ and $a_{25}^{e}$ have degree 2 in $G$. Let $S$ be the set of all maximal subpaths of $C$ which only contain vertices from $\left\{a_{21}^{e}, \ldots, a_{26}^{e}, a_{6}^{\tilde{e}}, \ldots, a_{11}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}$. Since there are no edges of the form $\left\{a_{i}^{e}, a_{j}^{\tilde{e}}\right\}$ for $i, j \in\{6, \ldots, 11,21, \ldots, 26\}, e \neq \tilde{e} \in E(\overrightarrow{\mathcal{E}})$, every subpath in $S$ is either of length 3 or length 6. For every path $P=\left(p_{1}, \ldots, p_{\ell}\right) \in S$, we define the vertices $u_{P}, w_{P}$ to be the neighbours of $P$ on $C$, i.e. $\left(u_{P}, p_{1}, \ldots, p_{\ell}, w_{P}\right)$ is a subpath of $C$. Since $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ and every path $P \in S$ is maximal, we know that $u_{P}, w_{P} \in\left\{a_{18}^{e}, a_{20}^{e}, a_{27}^{e}, a_{29}^{e}, a_{3}^{\tilde{e}}, a_{5}^{\tilde{e}}, a_{12}^{\tilde{e}}, a_{14}^{\tilde{e}} \mid e \in\right.$ $\left.E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\} \cup\left\{b_{3}^{v}, b_{4}^{v}\right\}$. Properties $\sqrt[1]{1}, \sqrt[3]{3}$ imply that for every edge $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v)$, only one of the two vertices $a_{18}^{e}, a_{20}^{e}$ and only one of the two vertices $a_{27}^{e}, a_{29}^{e}$ can be in the set $\left\{u_{P}, w_{P} \mid P \in S\right\}$. Similarly, $\sqrt[2]{2},(3)$ imply that for every edge $e \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)$ only one of the two vertices $a_{3}^{e}, a_{5}^{e}$ and only one of the two vertices $a_{12}^{e}, a_{14}^{e}$ can be in the set $\left\{u_{P}, w_{P} \mid P \in S\right\}$. Furthermore there are two not necessarily distinct edges $e, \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)$ such that $\left(a_{1}^{e}, \ldots, a_{5}^{e}, b_{1}^{v}\right)$ and $\left(b_{6}^{v}, a_{12}^{\tilde{e}}, \ldots, a_{20}^{\tilde{e}}\right)$ are subpaths of $C$ and hence the vertices $a_{3}^{e}, a_{5}^{e}, a_{12}^{\tilde{e}}, a_{14}^{\tilde{e}}$ cannot be in $\left\{u_{P}, w_{P} \mid P \in S\right\}$. Hence $\left|\left\{u_{P}, w_{P} \mid P \in S\right\}\right| \leq 2\left|E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right|-2+2\left|E_{\overrightarrow{\mathcal{E}}}^{-}(v)\right|+2=4 d$. In addition, note that (1), (2), (3) and $\operatorname{deg}_{G}\left(b_{2}^{v}\right)=2$ and $\operatorname{deg}_{G}\left(b_{5}^{v}\right)=2$ imply that no maximal subpath of $C$ only containing vertices in $S_{v} \backslash\left\{a_{21}^{e}, \ldots, a_{26}^{e}, a_{6}^{\tilde{e}}, \ldots, a_{11}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}$ has length at most 1 and hence $\left|\left\{u_{P}, w_{P} \mid P \in S\right\}\right|=2|S|$. Therefore $|S| \leq 2 d$. If any path in $S$ has length 3 then $|S|>2 d$, since $\left|\left\{a_{21}^{e}, \ldots, a_{26}^{e}, a_{6}^{\tilde{e}}, \ldots, a_{11}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), e^{\prime} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}\right|=12 d$. This yields a contradiction and hence (4) and (5) are true.

Let $G$ be a graph with $a_{i}^{e}, \ldots, a_{j}^{e} \in V(G)$ for some edge $e \in E(\overrightarrow{\mathcal{E}})$ and $1 \leq i \leq j \leq 31$. Assume $C$ is a cycle in $G$ which contains $a_{i}^{e}, \ldots, a_{j}^{e}$. We say that $C$ traverses the vertices $a_{i}^{e}, \ldots, a_{j}^{e}$ in order if $\left(a_{i}^{e} \ldots, a_{j}^{e}\right)$ is a subpath of $C$ and we say that $C$ traverses $a_{i}^{e}, \ldots, a_{j}^{e}$ out of order otherwise. Note that for certain $1 \leq i \leq j \leq 31$ and $e \in E(\overrightarrow{\mathcal{E}})$ there is only one way in which a cycle $C$ can traverse $a_{i}^{e}, \ldots, a_{j}^{e}$ out of order (as specified in Lemma 9.2.8).

The next lemma shows that for every vertex $v \in V(\overrightarrow{\mathcal{E}})$ and every Hamiltonian cycle $C$ in $G_{\mathcal{E}}$ the number of edges $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v)$ for which $C$ traverses $a_{12}^{e}, \ldots, a_{20}^{e}$ out of order is exactly one larger than the number of edges $\tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)$ for which $C$ traverses $a_{12}^{\tilde{e}}, \ldots, a_{20}^{\tilde{e}}$ out of order. This still holds for every graph $G$ which contains a certain induced subgraph of $G_{\mathcal{E}}$.

Lemma 9.2.9. Let $\mathcal{E}$ be any d-regular graph and $G_{\mathcal{E}}$ as defined in Definition 9.2.3. Let $S_{v}:=$ $\left\{a_{i}^{e} \mid e \in E(\overrightarrow{\mathcal{E}}), e\right.$ is incident to $\left.v\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$ for some $v \in V(\overrightarrow{\mathcal{E}})$. Let $G$ be a graph with $S_{v} \subseteq V(G)$. Assume $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ and $f: S_{v} \rightarrow S_{v}$ defined by $f(v)=v$ for $v \in S_{v}$ is an isomorphism from $G_{\mathcal{E}}\left[S_{v}\right]$ to $G\left[S_{v}\right]$. Then for every Hamiltonian cycle $C$ in $G$ the cardinalities of the two sets

$$
\begin{align*}
T_{v, C}^{\mathrm{in}} & :=\left\{e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v) \mid\left(a_{12}^{e}, a_{17}^{e}\right) \text { is a subpath of } C\right\} \text { and }  \tag{9.1}\\
T_{v, C}^{\text {out }} & :=\left\{e \in E_{\overrightarrow{\mathcal{E}}}^{+}(v) \mid\left(a_{12}^{e}, a_{17}^{e}\right) \text { or }\left(a_{12}^{e}, b_{6}^{v}\right) \text { is a subpath of } C\right\} \tag{9.2}
\end{align*}
$$

are equal.
Proof. Note that the condition $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ implies that no vertex in the set $\left\{a_{15}^{e}, \ldots, a_{30}^{e}, a_{2}^{\tilde{e}}, \ldots, a_{17}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$ has neighbours in $G \backslash S_{v}$. This will implicitly be used in the following argument whenever we exhaustively consider neighbours of vertices in $G$ as successors on $C$.

Let us first define a map $F_{v, C}: T_{v, C}^{\text {in }} \rightarrow T_{v, C}^{\text {out }}$, given by $F_{v, C}(e):=\tilde{e}$, where $\tilde{e} \in T_{v, C}^{\text {out }}$ is the edge such that $\left(a_{18}^{e}, a_{8}^{\tilde{e}}\right)$ is a subpath of $C$. We first have to argue that $F_{v, C}$ is well defined.

By Lemma 9.2.8 33, $e \in T_{v, C}^{\text {in }}$ implies that $\left(a_{14}^{e}, a_{13}^{e}, a_{12}^{e}, a_{17}^{e}, a_{16}^{e}, a_{15}^{e}, a_{20}^{e}, a_{19}^{e}, a_{18}^{e}\right)$ is a subpath of $C$. Since the two neighbours $a_{17}^{e}$ and $a_{19}^{e}$ of $a_{18}^{e}$ are already part of this subpath this implies that $\left(a_{18}^{e}, a_{8}^{\tilde{e}}\right)$ has to be a subpath of $C$ for some edge $\tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)$. This implies that $\left(a_{6}^{\tilde{e}}, \ldots, a_{11}^{\tilde{e}}\right)$ cannot be a subpath of $C$ and hence, by Lemma 9.2 .8 4,$\left(a_{8}^{\tilde{e}}, a_{7}^{\tilde{e}}, a_{6}^{\tilde{e}}, a_{11}^{\tilde{e}}, a_{10}^{\tilde{e}}, a_{9}^{\tilde{e}}\right)$ has to be a subpath of $C$. This further implies that ( $a_{11}^{\tilde{e}}, a_{12}^{\tilde{e}}$ ) cannot be a subpath of $C$. If $\left(a_{12}^{\tilde{e}}, \ldots, a_{20}^{\tilde{e}}\right)$ is a subpath of $C$ then $\left(a_{12}^{\tilde{e}}, b_{6}^{v}\right)$ has to be a subpath of $C$ by excluding all possible other neighbours of $a_{12}^{\tilde{e}}$. On the other hand, if $\left(a_{12}^{\tilde{e}}, \ldots, a_{20}^{\tilde{e}}\right)$ is not a subpath of $C$ then, by Lemma 9.2.8 (3), $\left(a_{14}^{\tilde{e}}, a_{13}^{\tilde{e}}, a_{12}^{\tilde{e}}, a_{17}^{\tilde{e}}, a_{16}^{\tilde{e}}, a_{15}^{\tilde{e}}, a_{20}^{\tilde{e}}, a_{19}^{\tilde{e}}, a_{18}^{\tilde{e}}\right)$ is a subpath of $C$ and hence $\left(a_{12}^{\tilde{e}}, a_{17}^{\tilde{e}}\right)$ is a subpath of $C$. Therefore $\tilde{e} \in T_{v, C}^{\text {out }}$. This shows that $F_{v, C}$ is well defined.

Furthermore $F_{v, C}$ is injective since if $\left(a_{18}^{e}, a_{8}^{\tilde{e}}\right)$ and $\left(a_{18}^{e}, a_{8}^{e^{\prime}}\right)$ are subpaths of $C$ then $\tilde{e}=e^{\prime}$ because $\left(a_{19}^{e}, a_{18}^{e}\right)$ is also a subpath of $C . F_{v, C}$ is surjective as for $\tilde{e} \in T_{v, C}^{\text {out }}$ both $\left(a_{12}^{\tilde{e}}, a_{17}^{\tilde{e}}\right)$ or $\left(a_{12}^{\tilde{e}}, b_{6}^{v}\right)$ being a subpath of $C$ together with Lemma 9.2.8 (3) implies that ( $a_{12}^{\tilde{e}}, a_{11}^{\tilde{e}_{1}}$ ) cannot be a subpath of $C$. This further implies that $\left(a_{8}^{\tilde{e}}, a_{7}^{\tilde{e}}, a_{6}^{\tilde{e}}, a_{11}^{\tilde{e}}, a_{10}^{\tilde{e}}, a_{9}^{\tilde{e}}\right)$ is a subpath of $C$ by Lemma 9.2.8 (4) and hence there is an edge $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v)$ such that $\left(a_{18}^{e}, a_{8}^{\tilde{e}}\right)$ is a subpath of $C$. Then with the same argument as before $\left(a_{12}^{e}, a_{17}^{e}\right)$ is a subpath of $C$ and hence $e \in T_{v, C}^{\mathrm{in}}$ and $F_{v, C}(e)=\tilde{e}$. Therefore $F_{v, C}$ is bijective which implies the statement of the lemma.

As a direct consequence from Lemma 9.2 .9 we get that $G_{\mathcal{E}}$ cannot be Hamilonian for any base graph $\mathcal{E}$. That is true because if there is a Hamiltonian cycle $C$ in $G_{\mathcal{E}}$ then by Lemma 9.2.9 the equation $\sum_{v \in V(\overrightarrow{\mathcal{E}})}\left|T_{v, C}^{\text {in }}\right|=\sum_{v \in V(\overrightarrow{\mathcal{E}})}\left|T_{v, C}^{\text {out }}\right|$ must hold. But since every edge in $T_{v, C}^{\text {in }}$ is also contained in $T_{v, C}^{\text {out }}$ and $T_{v, C}^{\text {out }}$ must contain some edges (all the edges $(v, w)$ for which $\left(a_{12}^{(v, w)}, b_{6}^{v}\right)$ is a subpath of $C$ ) that are not contained in $T_{v, C}^{\mathrm{in}}$, the equation cannot hold and hence $G_{\mathcal{E}}$ cannot be Hamiltonian. This argument works similarly if a small number of edges in $G_{\mathcal{E}}$ have
been altered and the equality from Lemma 9.2 .9 still has to hold for many vertices. This will be our proof strategy for Theorem 9.2.6.

Proof of Theorem 9.2.6. Let $\epsilon:=\frac{1}{\left(8(d+3)^{2}(6+31 d)\right)}$. Assume $\mathcal{E}$ is $d$-regular and $n:=|V(\mathcal{E})|$. Let $n^{\prime}:=V\left(G_{\mathcal{E}}\right)=(6+31 d) n$ and $d^{\prime}:=d+3$ the degree of $G_{\mathcal{E}}$.

Towards a contradiction let us assume that $G_{\mathcal{E}}$ is not $\epsilon$-far to being Hamiltonian and let $E$ be a set of edges such that $|E| \leq \epsilon d^{\prime} n^{\prime}$ and the graph $G:=\left(V\left(G_{\mathcal{E}}\right), E\left(G_{\mathcal{E}}\right) \triangle E\right)$ is Hamiltonian. Let $B \subseteq V(\overrightarrow{\mathcal{E}})$ be the set of vertices defined by

$$
\begin{aligned}
B:= & \left\{v \in V(\overrightarrow{\mathcal{E}}) \mid \text { there is } e \in E, i \in\{1, \ldots, 31\}, \tilde{e} \in E_{G}^{-}(v) \cup E_{G}^{+}(v) \text { such that } a_{i}^{\tilde{e}} \in e\right\} \\
& \cup\left\{v \in V(\overrightarrow{\mathcal{E}}) \mid \text { there is } e \in E, i \in\{1, \ldots, 6\} \text { such that } b_{i}^{v} \in e\right\} .
\end{aligned}
$$

Note that $|B| \leq 4 \cdot \epsilon d^{\prime} n^{\prime}$, because every edge $e \in E$ contributes at most 4 vertices to $B$, and hence $|V(\overrightarrow{\mathcal{E}}) \backslash B| \geq n-4 \epsilon d^{\prime} n^{\prime}>\frac{n}{2}$.

Let $C$ be a Hamiltonian cycle in $G$. Then for every vertex $v \in V(\overrightarrow{\mathcal{E}}) \backslash B$ we have that $S_{v} \subseteq V(G), G_{\mathcal{E}}\left[N_{1}^{G \mathcal{E}}\left(S_{v}\right)\right] \cong G\left[N_{1}^{G}\left(S_{v}\right)\right]$ and $f: S_{v} \rightarrow S_{v}$ defined by $f(v)=v$ for $v \in S_{v}$ is an isomorphism from $G_{\mathcal{E}}\left[S_{v}\right]$ to $G\left[S_{v}\right]$ where $S_{v}:=\left\{a_{i}^{e} \mid e \in E(\overrightarrow{\mathcal{E}}), e\right.$ is incident to $\left.v\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$. Since $C$ is Hamiltonian, $C$ contains all vertices in $S_{v}$ for every $v \in V(\overrightarrow{\mathcal{E}}) \backslash B$ (amongst others). Hence by Lemma 9.2.9 we have $\left|T_{v, C}^{\text {in }}\right|=\left|T_{v, C}^{\text {out }}\right|$ for every $v \in V(\overrightarrow{\mathcal{E}}) \backslash B$ where $T_{v, C}^{\text {in }}$ and $T_{v, C}^{\text {out }}$ are as defined in Equation 9.1 and Equation 9.2 . Therefore

$$
\begin{equation*}
\sum_{v \in V(\overrightarrow{\mathcal{E}}) \backslash B}\left|T_{v, C}^{\text {in }}\right|=\sum_{v \in V(\overrightarrow{\mathcal{E}}) \backslash B}\left|T_{v, C}^{\text {out }}\right| . \tag{9.3}
\end{equation*}
$$

As $b_{6}^{v}$ has precisely one neighbour in $G$ for every $v \in V(\overrightarrow{\mathcal{E}}) \backslash B$, which is not of the form $a_{12}^{e}$ for some $e \in E_{G}^{+}(v)$ and this neighbour has degree 2 in $G$, we know that for precisely one edge $e \in E_{G}^{+}(v)$ the sequence $\left(b_{6}^{v}, a_{12}^{e}\right)$ is a subpath of $C$. Hence

$$
\begin{equation*}
\sum_{v \in V(\overrightarrow{\mathcal{E}}) \backslash B} \left\lvert\,\left\{e \in E_{G}^{+}(v) \mid\left(a_{12}^{e}, b_{6}^{v}\right) \text { is a subpath of } C\right\}\left|=|E(\overrightarrow{\mathcal{E}}) \backslash B|>\frac{n}{2}\right.\right. \tag{9.4}
\end{equation*}
$$

Since every edge $(u, v) \in E(\overrightarrow{\mathcal{E}})$ such that $u, v \in V(\overrightarrow{\mathcal{E}}) \backslash B$ contributes 1 to both sides of Equation 9.3 Equation 9.3 and Equation 9.4 imply that

$$
\sum_{v \in V(\overrightarrow{\mathcal{E}}) \backslash B} \mid\left\{(u, v) \in E(\overrightarrow{\mathcal{E}}) \mid u \in B,\left(a_{12}^{(u, v)}, a_{17}^{(u, v)}\right) \text { is a subpath of } C\right\} \left\lvert\,>\frac{n}{2}\right.
$$

But this is a contradiction as the number of edges $(u, v) \in E(\overrightarrow{\mathcal{E}})$ for which $u \in B$ is bounded from above by $d^{\prime}|B| \leq \frac{n}{2}$.

### 9.2.3 Ensuring local Hamiltonicity

In this Section we prove the following Theorem.
Theorem 9.2.10. For any d-regular graph $\mathcal{E}$ with expansion ratio $h(\mathcal{E}) \geq 1$ the graph $G_{\mathcal{E}}$ constructed in Definition 9.2.3 is $\delta$-locally Hamiltonian for some constant $\delta=\delta(d) \in(0,1]$.

Our proof strategy for Theorem 9.2.10 is to add edges to $G_{\mathcal{E}}$ which are incident to at most one vertex in $N_{1}^{G_{\mathcal{E}}}(S)$ to obtain a graph $H$ which is Hamiltonian, for any given $S \subseteq V\left(G_{\mathcal{E}}\right)$ of size at most $\delta|V(G)|$. We prove the Hamiltonicity of $H$ by dividing the vertex set of $H$ into pairwise disjoint small sets. For each of these sets we obtain a set of vertex disjoint paths which cover the entire small set and start and end in prescribed vertices. To conclude the proof of the Hamiltonicity of $H$ we find a Hamiltonian cycle by patching together these paths. The next Lemma will be used to show the existence of such paths for all those subsets of vertices of $H$ which contain a vertex from $S$.

Lemma 9.2.11. Let $\mathcal{E}$ be any d-regular graph and $G_{\mathcal{E}}$ as defined in Definition 9.2.3. Let $v \in V(\overrightarrow{\mathcal{E}})$ and $S_{v}:=\left\{a_{18}^{e}, \ldots, a_{31}^{e}, a_{1}^{\tilde{e}}, \ldots, a_{17}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\tilde{\mathcal{E}}}^{+}(v)\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$. Let $G$ be a graph such that $G_{\mathcal{E}}\left[S_{v}\right]$ is a subgraph of $G$. Then for any two sets $T_{v}^{\text {in }} \subseteq E_{\overrightarrow{\mathcal{E}}}^{-}(v)$ and $T_{v}^{\text {out }} \subseteq E_{\mathcal{\varepsilon}}^{+}(v)$ with $\left|T_{v}^{\text {in }}\right|-1=\left|T_{v}^{\text {out }}\right|$ there is a set of $2 d$ pairwise vertex disjoint simple paths $\left\{P_{e}^{\text {in }}, P_{\tilde{e}}^{\text {out }} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}$ in $G$ with the following properties.

- If $e \in T_{v}^{\text {in }}$ then $P_{e}^{\text {in }}$ is a path from $a_{20}^{e}$ to $a_{31}^{e}$.
- If $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v) \backslash T_{v}^{\mathrm{in}}$ then $P_{e}^{\text {in }}$ is a path from $a_{18}^{e}$ to $a_{31}^{e}$.
- If $e \in T_{v}^{\text {out }}$ then $P_{e}^{\text {out }}$ is a path from $a_{1}^{e}$ to $a_{15}^{e}$.
- If $e \in E_{\mathcal{E}}^{+}(v) \backslash T_{v}^{\text {out }}$ then $P_{e}^{\text {out }}$ is a path from $a_{1}^{e}$ to $a_{17}^{e}$.
- The set $\left\{x \in V(G) \mid x\right.$ is contained in $P_{e}^{\text {in }}$ or $P_{e}^{\text {out }}$ for some e $\}$ is equal to $S_{v}$.

Proof. First we pick a vertex $n(v) \in V(\overrightarrow{\mathcal{E}})$ such that $(v, n(v)) \notin T_{v}^{\text {out. This is possible because }}$ $v$ has the same number of incoming and outgoing edges and $\left|T_{v}^{\text {in }}\right|-1=\left|T_{v}^{\text {out }}\right|$. Then $\left|T_{v}^{\text {in }}\right|=$ $\left|T_{v}^{\text {out }} \cup\{(v, n(v))\}\right|$, and hence we can find a bijection $g: T_{v}^{\text {in }} \rightarrow T_{v}^{\text {out }} \cup\{(v, n(v))\}$. Then we can define the paths as follows. For $e \in T_{v}^{\text {in }}$ we let

$$
\begin{gathered}
P_{e}^{\mathrm{in}}:=\left(a_{20}^{e}, a_{19}^{e}, a_{18}^{e}, a_{8}^{g(e)}, a_{7}^{g(e)}, a_{6}^{g(e)}, a_{11}^{g(e)}, a_{10}^{g(e)}, a_{9}^{g(e)}, a_{29}^{e}, a_{28}^{e}, a_{27}^{e}, a_{30}^{e}, a_{31}^{e}\right), \\
P_{g(e)}^{\text {out }}:=\left(g_{1}^{g(e)}, \ldots, a_{5}^{g(e)}, b_{1}^{v}, b_{2}^{v}, b_{3}^{v}, a_{23}^{e}, a_{22}^{e}, a_{21}^{e}, a_{26}^{e}, a_{25}^{e}, a_{24}^{e}, b_{4}^{v}, b_{5}^{v}, b_{6}^{v}, a_{12}^{g(e)}, \ldots, a_{17}^{g(e)}\right)
\end{gathered}
$$

if $g(e)=(v, n(v))$ and
$P_{g(e)}^{\text {out }}:=\left(a_{1}^{g(e)}, a_{2}^{g(e)}, a_{5}^{g(e)}, a_{4}^{g(e)}, a_{3}^{g(e)}, a_{23}^{e}, a_{22}^{e}, a_{21}^{e}, a_{26}^{e}, a_{25}^{e}, a_{24}^{e}, a_{14}^{g(e)}, a_{13}^{g(e)}, a_{12}^{g(e)}, a_{17}^{g(e)}, a_{16}^{g(e)}, a_{15}^{g(e)}\right)$
if $g(e) \neq(v, n(v))$.


Figure 9.6: Set of edge disjoint path as in Claim 1.

Furthermore, for $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v) \backslash T_{v}^{\text {in }}$, we let $P_{e}^{\text {in }}:=\left(a_{18}^{e}, \ldots, a_{31}^{e}\right)$ and for $e \in\{(v, w) \in$ $E_{\mathcal{E}}^{+}(v) \backslash T_{v}^{\text {out }}$, we let $P_{e}^{\text {out }}:=\left(a_{1}^{e}, \ldots, a_{17}^{e}\right)$. These paths clearly satisfy all conditions.

Proof of Theorem 9.2.10. Let $\delta:=\frac{1}{(2 \cdot(6+31 d))}$ and let $S \subseteq V\left(G_{\mathcal{E}}\right)$ be any set of vertices with $|S| \leq \delta \cdot\left|V\left(G_{\mathcal{E}}\right)\right|$. We will find a Hamiltonian graph $H$ by modifying $G_{\mathcal{E}}$ in such a way that $G_{\mathcal{E}}\left[N_{1}^{G_{\mathcal{E}}}(S)\right]$ is not affected by any modifications.

Let $S_{v}:=\left\{a_{18}^{e}, \ldots, a_{31}^{e}, a_{1}^{\tilde{e}}, \ldots, a_{17}^{\tilde{e}} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\} \cup\left\{b_{1}^{v}, \ldots, b_{6}^{v}\right\}$ for every $v \in V(\overrightarrow{\mathcal{E}})$. Let $S^{\prime}:=\left\{v \in V(\overrightarrow{\mathcal{E}}) \mid S_{v} \cap S \neq \emptyset\right\}$. By Remark $9.2 .4\left|V\left(G_{\mathcal{E}}\right)\right|=(6+31 d) \cdot|V(\mathcal{E})|$. Since the sets $S_{v}$ are pairwise disjoint this implies that $\left|S^{\prime}\right| \leq|S| \leq \delta \cdot\left|V\left(G_{\mathcal{E}}\right)\right|=\frac{1}{2} \cdot|V(\mathcal{E})|$. Let $S^{\prime}=\left\{s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right\}$ where $m:=\left|S^{\prime}\right|$.

Claim 1. There are pairwise edge disjoint paths $Q_{1}, \ldots, Q_{m}$ in $\mathcal{E}$ such that $Q_{i}$ is of the form $Q_{i}=\left(q_{i}^{1}, \ldots, q_{i}^{\ell_{i}}\right)$ for some $\ell_{i} \in \mathbb{N}$ and $q_{i}^{\ell_{i}}=s_{i}, q_{i}^{j} \in S^{\prime}$ for all $j>1$ and $q_{i}^{1} \in V(\mathcal{E}) \backslash S^{\prime}$.

For illustration at an example, see Figure 9.6 .
Proof of Claim 1. By induction on the size of $S^{\prime}$. If $\left|S^{\prime}\right|=1$ then this is trivially true. If $\left|S^{\prime}\right|=n$ then $h(\mathcal{E}) \geq 1$ implies that there must be a vertex $v$ with at least as many neighbours in $V(\mathcal{E}) \backslash S^{\prime}$ as neighbours in $S^{\prime}$. Then $S \backslash\{v\}$ has $n-1$ vertices. Hence by induction hypothesis there is such a set of paths for $S^{\prime} \backslash\{v\}$. But then we can extend every path which starts in $v$ by a different edge so it starts in $V(\mathcal{E}) \backslash S$.

Let $Q_{1}, \ldots, Q_{m}$ be as in Claim1. Further, for every vertex $v \in V(\mathcal{E}) \backslash S^{\prime}$ we pick one vertex $u \in V(\mathcal{E})$ with $(v, u) \in E(\overrightarrow{\mathcal{E}})$ and define $n(v):=u$. Now let $E$ be the set

$$
\left.\left\{\left\{b_{3}^{v}, a_{4}^{(v, n(v))}\right\},\left\{b_{4}^{v}, a_{13}^{(v, n(v))}\right\} \mid v \in V(\mathcal{E}) \backslash S^{\prime}\right\} \cup\left\{\left\{a_{14}^{\left(q_{i}^{1}, q_{i}^{2}\right)}, a_{17}^{\left(q_{i}^{1}, q_{i}^{2}\right)}\right\}\right\} \mid 1 \leq i \leq m\right\}
$$

We now define the graph $H$ by setting $V(H):=V\left(G_{\mathcal{E}}\right)$ and $E(H):=E\left(G_{\mathcal{E}}\right) \cup E$. Note that $H$
has degree $d+3$, as we only added at most one edge to vertices of degree at most $d+1$. Further note that by definition of $S^{\prime}$ we have that $S \subseteq \bigcup_{v \in S^{\prime}} S_{v}$. Since every edge in $E$ is incident to at most one vertex in $N_{1}^{G}\left(\bigcup_{v \in S^{\prime}} S_{v}\right)$ it follows that if $H$ is Hamiltonian then it fulfils the conditions from Definition 9.2.1. Therefore, if we prove that $H$ has a Hamiltonian cycle then $G_{\mathcal{E}}$ must be locally Hamiltonian.

Claim 2. There is a set of $2 d$ pairwise vertex disjoint simple paths $\left\{P_{e}^{\text {in }}, P_{\tilde{e}}^{\text {out }} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in\right.$ $\left.E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}$ for every $v \in V(\overrightarrow{\mathcal{E}}) \backslash S^{\prime}$ with the following properties.

- If $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v)$ then $P_{e}^{\text {in }}$ is a path from $a_{18}^{e}$ to $a_{31}^{e}$.
- If $e=\left(q_{i}^{1}, q_{i}^{2}\right)$ for some $i \in\{1, \ldots, m\}$ then $P_{e}^{\text {out }}$ is a path from $a_{1}^{e}$ to $a_{15}^{e}$.
- If $e \in E_{\overrightarrow{\mathcal{E}}}^{+}(v) \backslash\left\{\left(q_{i}^{1}, q_{i}^{2}\right) \mid 1 \leq i \leq m\right\}$ then $P_{e}^{\text {out }}$ is a path from $a_{1}^{e}$ to $a_{17}^{e}$.
- The set $\left\{x \in V(G) \mid x\right.$ is contained in $P_{e}^{\text {in }}$ or $P_{e}^{\text {out }}$ for some $\left.e\right\}$ is equal to $S_{v}$.

Proof of Claim 2. This can be achieved by letting $P_{e}^{\text {in }}:=\left(a_{18}^{e}, \ldots, a_{31}^{e}\right)$ for $e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v)$. Additionally, for every edge $e=\left(q_{i}^{1}, q_{i}^{2}\right)$ we let $P_{e}^{\text {out }}:=\left(a_{1}^{e}, \ldots, a_{14}^{e}, a_{17}^{e}, a_{16}^{e}, a_{15}^{e}\right)$ if $q_{i}^{2} \neq n\left(q_{i}^{1}\right)$ and $P_{e}^{\text {out }}=\left(a_{1}^{e}, \ldots, a_{4}^{e}, b_{3}^{v}, b_{2}^{v}, b_{1}^{v}, a_{5}^{e}, \ldots, a_{12}^{e}, b_{4}^{v}, b_{5}^{v}, b_{6}^{v}, a_{13}^{e}, a_{14}^{e}, a_{17}^{e}, a_{16}^{e}, a_{15}^{e}\right)$ otherwise. Finally for $e \in E_{\overrightarrow{\mathcal{E}}}^{+}(v) \backslash\left\{\left(q_{i}^{1}, q_{i}^{2}\right) \mid 1 \leq i \leq m\right\}$ we set $P_{e}^{\text {out }}:=\left(a_{1}^{e}, \ldots, a_{17}^{e}\right)$ for $e=(v, w), w \neq n(v)$ and $P_{e}^{\text {out }}:=\left(a_{1}^{e}, \ldots, a_{4}^{e}, b_{3}^{v}, b_{2}^{v}, b_{1}^{v}, a_{5}^{e}, \ldots, a_{12}^{e}, b_{4}^{v}, b_{5}^{v}, b_{6}^{v}, a_{13}^{e}, \ldots, a_{17}^{e}\right)$ for $e=(v, n(v))$.

For $v \in S^{\prime}$ we define the sets $T_{v}^{\text {in }}:=\left\{\left(q_{i}^{j-1}, q_{i}^{j}\right) \mid 1 \leq i \leq m, 2 \leq j \leq \ell_{i}, q_{i}^{j}=v\right\}$ and $T_{v}^{\text {out }}:=$ $\left\{\left(q_{i}^{j}, q_{i}^{j+1}\right) \mid 1 \leq i \leq m, 2 \leq j \leq \ell_{i}-1, q_{i}^{j}=v\right\}$. Since for every $v \in S^{\prime}$ there is exactly one path out of $Q_{1}, \ldots, Q_{m}$ that ends in $v$, we get that $\left|T_{v}^{\text {in }}\right|-1=\left|T_{v}^{\text {out }}\right|$ and hence the preconditions for Lemma 9.2 .11 are met. Therefore we obtain a set of paths $\left\{P_{e}^{\text {in }}, P_{\tilde{e}}^{\text {out }} \mid e \in E_{\overrightarrow{\mathcal{E}}}^{-}(v), \tilde{e} \in E_{\overrightarrow{\mathcal{E}}}^{+}(v)\right\}$ for every $v \in S^{\prime}$ as in Lemma 9.2.11.

Since $S_{v} \cap S_{w}=\emptyset$ for every pair $v, w \in V(\overrightarrow{\mathcal{E}})$ with $v \neq w$, we now have a set of pairwise vertex disjoint simple paths $\left\{P_{e}^{\text {in }}, P_{e}^{\text {out }} \mid e \in E(\overrightarrow{\mathcal{E}})\right\}$ such that every vertex of $H$ is contained in one of the paths. For every edge $e \in E(\overrightarrow{\mathcal{E}})$ we now concatenate $P_{e}^{\text {out }}$ with $P_{e}^{\text {in }}$ to a path $P_{e}$. This is possible as for every edge $e \in E(\overrightarrow{\mathcal{E}})$ the end vertex of $P_{e}^{\text {out }}$ and the start vertex of $P_{e}^{\text {in }}$ are adjacent. Finally we concatenate all paths $P_{e}$ in the order given by the ordering $f: E(\overrightarrow{\mathcal{E}}) \rightarrow\{1, \ldots,|E(\overrightarrow{\mathcal{E}})|\}$ used in the construction of $G_{\mathcal{E}}$. This gives us a cycle which contains every vertex in $H$ precisely once. Hence $H$ is Hamiltonian.

Theorem 9.2.12. There are $d \in \mathbb{N}$ and constants $\delta:=\delta(d), \epsilon:=\epsilon(d) \in(0,1)$ and a sequence of graphs $\left(G_{N}\right)_{N \in \mathbb{N}}$ of bounded degree d and increasing order such that $G_{N}$ is $\delta$-locally Hamiltonian and $\epsilon$-far from being Hamiltonian for every $N \in \mathbb{N}$.

Proof. Let $D \in \mathbb{N}$ and $\left(\mathcal{E}_{N}\right)_{N \in \mathbb{N}}$ a sequence of $D$-bounded degree expanders of increasing order. Such expanders exist and there are even some known explicit constructions (see for example 104
or 115 ). Then for every $N \in \mathbb{N}$ we set $G_{N}:=G_{\mathcal{E}_{N}}$ be the graph constructed in Definition 9.2 .3 By Theorem 9.2 .6 and Theorem 9.2 .10 there is a degree bound $d$ and constants $\delta, \epsilon \in(0,1)$, whose size only depends on $D$, such that $G_{N}$ has degree bounded by $d$ and $G_{N}$ is $\delta$-locally Hamiltonian and $\epsilon$-far from being Hamiltonian.

### 9.2.4 Deriving the lower bound

We now obtain the following result as a corollary of Theorem 9.2.12.
Corollary 9.2.13. Hamiltonicity is not testable with one-sided error and query complexity $o(n)$ in the bounded degree model.

Proof. Pick $d$ as in Theorem 9.2 .12 and let $\mathcal{P} \subseteq \mathcal{C}_{d}$ be the class of all Hamiltonian graphs of degree at most $d$. Towards a contradiction, assume that for every $\epsilon \in(0,1]$ and $n \in \mathbb{N}$ there is a one-sided error $\epsilon$-tester for $\mathcal{P} \cap\left\{G \in \mathcal{C}_{d}| | V(G) \mid=n\right\}$ with query complexity o(n). Let $\delta, \epsilon \in(0,1)$ be constants such that there is a sequence of $d$-bounded degree graphs $\left(G_{N}\right)_{N \in \mathbb{N}}$ of increasing order such that $G_{N}$ is $\delta$-locally Hamiltonian and $\epsilon$-far from being Hamiltonian for every $N \in \mathbb{N}$. Note that $\delta$ and $\epsilon$ exist by Theorem 9.2 .12 . Let $T$ be an $\epsilon$-tester for $\mathcal{P}$ with query complexity $f(n) \in o(n)$. Since $f(n) \in o(n)$ there must be $n_{0} \in \mathbb{N}$ such that $f(n) \leq \delta n$ for all $n \geq n_{0}$. Let $N \in \mathbb{N}$ such that $\left|V\left(G_{N}\right)\right| \geq n_{0}$. Since $G_{N}$ is $\epsilon$-far from $\mathcal{P}$ there must be a sequence of queries $\left(q_{1}, \ldots, q_{m}\right)$ with $m \leq \delta n$ such that $T$ queries the sequence $\left(q_{1}, \ldots, q_{m}\right)$ with non-zero probability and rejects $G_{N}$ with non-zero probability after performing the queries $\left(q_{1}, \ldots, q_{m}\right)$. Let $S$ be the set of vertices $v \in V\left(G_{N}\right)$ such that there is a query $q_{i}=(v, j)$ for $i \in[m]$. Because $G_{N}$ is $\delta$-locally Hamiltonian and $|S| \leq \delta n$ there is a graph $H \in \mathcal{P}$ on $n$ vertices and $T \subseteq V(H)$ such that there is an isomorphism $G_{N}\left[N_{1}^{G_{N}}(S)\right]$ to $H\left[N_{1}^{H}(T)\right]$ which maps $S$ to $T$. Hence, after renaming the vertices in $N_{1}^{H}(T)$, the tester $T$ gets exactly the same answers for queries in $q_{1}, \ldots, q_{m}$ for $G_{N}$ and $H$. This implies that $T$ queries the sequence $\left(q_{1}, \ldots, q_{m}\right)$ in $H$ with non-zero probability and hence must reject $H$ with non-zero probability. This contradicts the assumption that $T$ was a one-sided error tester for Hamiltonicity.

Note 9.2.14. Note that the above argument is not sufficient for two-sided error testers, because a two-sided error tester would be allowed to reject $H$ with probability less than $\frac{1}{3}$.

### 9.3 Lower bound for testing treewidth

In this section we show that treewidth is not constant query testable. Let us first recall the concept of treewidth. A tree decomposition of a graph $G$ is a pair $(T, B)$ where $T$ is a tree and $B$ is a function $B: V(T) \rightarrow\{X \mid X \subseteq V(G)\}$ with the following properties.
(TW1) For every $v \in V(G)$ there is $t \in V(T)$ such that $v \in B(t)$.
(TW2) For every $e \in E(G)$ there is $t \in V(T)$ such that $e \subseteq B(t)$.
(TW3) The graph $T[\{t \in V(T) \mid v \in B(t)\}]$ is connected for every $v \in V(G)$.
The width of a tree decomposition $(T, B)$ of a graph $G$ is the size of the largest bag reduced by 1 , i. e. $\max _{t \in V(T)}|B(t)|-1$. The treewidth of a graph $G$, denoted by $\operatorname{tw}(G)$ is the minimum width of any tree decomposition of $G$. For the rest of the section we let $d \in \mathbb{N}$ be a fixed degree bound. For any function $f: \mathbb{N} \rightarrow \mathbb{N}$ we define the property $\mathcal{P}_{\leq f}^{\mathrm{tw}}:=\left\{G \in \mathcal{C}_{d} \mid \operatorname{tw}(G) \leq f(|V(G)|)\right\}$ on the class $\mathcal{C}_{d}$ of graphs of bounded degree $d$. We show the following theorem.

Theorem 9.3.1. The property $\mathcal{P}_{\leq f}^{\mathrm{tw}}$ is not constant query testable for every $f \in o(n) \cap \omega(1)$.
To prove this we use a theorem from Grohe and Marx showing that (vertex) expanders have treewidth linear in the amount of vertices 80. This enables us to argue similarly as in the proof of Theorem 6.2.1 using both Theorem 5.2 .2 from 102 and Theorem 5.1 .2 from 2 .

We first show that edge expanders have linear treewidth which is a straight forward consequence of 80 .

Corollary 9.3.2 (Edge expansion version of Theorem 3 in 80 ). Let $d \in \mathbb{N}$ and $\mathcal{E}$ be a class of expanders of bounded degree $d$. There is a constant $\beta>0$ such that $\operatorname{tw}(G) \geq \beta \cdot|V(G)|$ for every $G \in \mathcal{E}$.

Proof. Since $\mathcal{E}$ is a class of edge expanders we know that there is a constant $\epsilon>0$ such that the edge expansion $h(G)>\epsilon$ for every $G \in \mathcal{E}$, where

$$
h(G):=\min _{\substack{\{S \subseteq V(G)| \\0 \leq|S| \leq|V(G)| / 2\}}} \frac{\left|\langle S, \bar{S}\rangle_{G}\right|}{|S|} .
$$

Additionally, since every $G \in \mathcal{E}$ has bounded degree $d$, every vertex in the open neighbourhood $N_{1}^{G}(S) \backslash S$ of any set $S \subseteq V(G)$ can contribute at most $d$ edges to the set of $S$-crossing edges $\langle S, \bar{S}\rangle_{G}$. Hence we get for the vertex expansion of any graph $G \in \mathcal{E}$

$$
\operatorname{vx}(G):=\min _{\substack{\{S \subseteq V(G)| \\0 \leq|S| \leq|V(G)| 2\}}} \frac{\left|N_{1}^{G}(S) \backslash S\right|}{|S|} \geq \frac{h(G)}{d}>\frac{\epsilon}{d}=: \epsilon^{\prime}>0 .
$$

Now 80, Theorem 3] implies that there is a constant $\beta>0$ such that $\operatorname{tw}(G) \geq \beta \cdot|V(G)|$ for every $G \in \mathcal{E}$.

In the following lemma we argue that reducing the treewidth of a class of expanders to some sublinear function takes at least a linear amount of edge deletions.

Lemma 9.3.3. Let $\mathcal{E}$ be a class of expanders and $\beta>0$ the constant from 9.3.2. For every $f \in o(n)$ and every $\epsilon \in\left(0, \frac{\beta}{2 d}\right)$ there is a constant $n_{0} \in \mathbb{N}$ such that every $G \in \mathcal{E}$ with $|V(G)| \geq n_{0}$ is $\epsilon$-far from $\mathcal{P}_{\leq f}^{\mathrm{tw}}$.

Proof. Let $f \in o(n)$ and $\epsilon \in\left(0, \frac{\beta}{2 d}\right)$ be arbitrary. Since $f \in o(n)$ there is a constant $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
f(n)<\frac{\beta}{2} \cdot n \tag{9.5}
\end{equation*}
$$

for every $n \geq n_{0}$.
Assume that the assertion is not true. Hence there must be a graph $G \in \mathcal{E}$ with $|V(G)| \geq n_{0}$ which is $\epsilon$-close to $\mathcal{P}_{\leq f}^{\mathrm{tw}}$. Hence there is a graph $G^{\prime}$ with $\operatorname{tw}\left(G^{\prime}\right) \leq f\left(\left|V\left(G^{\prime}\right)\right|\right)$ which can be obtained from $G$ by adding/deleting no more than $\epsilon d n$ edges. Let $\left(T^{\prime}, B^{\prime}\right)$ be a tree decomposition of $G^{\prime}$ with $\left|B^{\prime}(t)\right| \leq f\left(\left|V\left(G^{\prime}\right)\right|\right)$ for every $t \in V\left(T^{\prime}\right)$. We now pick $S$ to be a minimal set containing at least one vertex of every edge in $E(G) \backslash E\left(G^{\prime}\right)$. Then $(T, B)$ where $T:=T^{\prime}$ and $B(t):=B^{\prime}(t) \cup S$ for every $t \in T^{\prime}$ is a tree decomposition of $G$. Furthermore, for every $t \in T$ we have

$$
|B(t)|=\left|B^{\prime}(t)\right|+|S| \leq f(|V(G)|)+\epsilon d n<\beta n
$$

where the last inequality follows by choice of $\epsilon$ and $n_{0}$. This contradicts that $\operatorname{tw}(G) \geq \beta n$.

We can now prove Theorem 9.3.1.

Proof of Theorem 9.3.1. Let $\left(G_{i}\right)_{i \in \mathbb{N}}$ be a family of expanders of bounded degree $d$ and $\mathcal{E}:=$ $\left\{G_{i} \mid i \in \mathbb{N}\right\}$. Let $\beta>0$ be the constant from Corollary 9.3 .2 and $\tilde{n}_{0}$ be the constant from Lemma 9.3.3.

To prove that $\mathcal{P}_{\leq f}^{\mathrm{tw}}$ is not testable we prove $\mathcal{P}_{\leq f}^{\mathrm{tw}}$ is not repairable and then apply Theorem 5.1.2. Let $\epsilon \in\left(0, \frac{\bar{\beta}}{2 d}\right)$ and let $r \in \mathbb{N}, \lambda>0$ and $n_{0} \in \mathbb{N}$ be arbitrary. We set $\lambda^{\prime}:=\frac{\lambda}{\left(t \cdot 2^{r+1}\right)}$, where $t$ is the number of $r$-types of bounded degree $d$, and let $n_{0}^{\prime}$ be the positive integer from Theorem 5.2 .2 corresponding to $\lambda^{\prime}$. Let $i \in \mathbb{N}$ be any fixed index such that for $G:=G_{i}$ we have $n:=|V(G)| \geq n_{0}, f(n) \geq n_{0}^{\prime}, n \geq \frac{4 n_{0}^{\prime}}{\lambda}$ and $n \geq \tilde{n}_{0}$. Choosing $i$ in such a way is always possible as $\left(G_{i}\right)_{i \in \mathbb{N}}$ is a family of expanders, implying that there are arbitrarily large expanders in $\mathcal{E}$ and $f \in \omega(1)$. By Theorem 5.2.2 there is a graph $H$ with $m:=|V(H)| \leq n_{0}^{\prime}$ such that the sampling distance $\delta_{\odot}(G, H)$ (see Definition 5.2.1) is less than or equal to $\lambda^{\prime}$. Let $G^{\prime}$ be the graph consisting of $\left\lfloor\frac{n}{m}\right\rfloor$ copies of $H$ and $n \bmod m$ isolated vertices. Note that we picked $G^{\prime}$ such that $|V(G)|=\left|V\left(G^{\prime}\right)\right|$. Furthermore, the treewidth of $H$ is less than $m$ and therefore

$$
\operatorname{tw}\left(G^{\prime}\right) \leq m \leq n_{0}^{\prime} \leq f(n)=f\left(\left|V\left(G^{\prime}\right)\right|\right)
$$

Hence $G^{\prime} \in \mathcal{P}_{\leq f}^{\mathrm{tw}}$. On the other hand, we know that $G$ is $\epsilon$-far from $\mathcal{P}_{\leq f}^{\mathrm{tw}}$ by Lemma 9.3.3 as $|V(G)| \geq \tilde{n}_{0}$.

Let $\tau_{1}, \ldots, \tau_{t}$ be a list of all $r$-types and $T_{r}:=\left\{\tau_{1}, \ldots, \tau_{t}\right\}$. Similarly to the argument in the
proof of Theorem 6.2.1 we have

$$
\begin{aligned}
& \| \operatorname{freq}_{r}(G)- \operatorname{freq}_{r}\left(G^{\prime}\right) \|_{1}=\sum_{i=1}^{t}\left|\rho_{G, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{G^{\prime}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
&=\sum_{i=1}^{t} \left\lvert\, \rho_{G, r}\left(\left\{\tau_{i}\right\}\right)-\frac{n \bmod m}{n} \cdot \rho_{K_{1}, r}\left(\left\{\tau_{i}\right\}\right)-\left\lfloor\frac{n}{m}\left|\cdot \frac{m}{n} \cdot \rho_{H, r}\left(\left\{\tau_{i}\right\}\right)\right|\right.\right. \\
& \leq \sum_{i=1}^{t}\left|\rho_{G, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{H, r}\left(\left\{\tau_{i}\right\}\right)\right|+\sum_{i=1}^{t}\left|\frac{n \bmod m}{n} \cdot \rho_{K_{1}, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
& \quad+\sum_{i=1}^{t}\left|\rho_{H, r}\left(\left\{\tau_{i}\right\}\right)-\left\lfloor\frac{n}{m}\right\rfloor \cdot \frac{m}{n} \cdot \rho_{H, r}\left(\left\{\tau_{i}\right\}\right)\right| \\
& \leq \sum_{i=1}^{t}\left|\rho_{G, r}\left(\left\{\tau_{i}\right\}\right)-\rho_{H, r}\left(\left\{\tau_{i}\right\}\right)\right|+\frac{2 m}{n} \\
& \leq t \cdot \sup _{X \subseteq T_{r}}\left|\rho_{G, r}(X)-\rho_{H, r}(X)\right|+\frac{2 m}{n} \\
& \leq t \cdot 2^{r} \cdot \delta_{\odot}(G, H)+\frac{2 m}{n} \\
& \leq \frac{\lambda}{2}+\frac{\lambda}{2} \\
&=\lambda .
\end{aligned}
$$

This proves that $\mathcal{P}_{\leq f}^{\mathrm{tw}}$ is not repairable.

### 9.4 Summary

In this section we studied property testing for some NP-hard problems. Utilising a standard approach of showing hardness for property testing, we use a local reduction to show that testing dominating set size is NP-hard, where the local reduction is derived from a standard polynomial time reduction. Motivated by understanding non-testable properties we constructed a sequence of hard instances for Hamiltonicity, a problem which is known to have no tester of query complexity $o(n)$ 70, 129. At the core of the construction we use expanders to guarantee local Hamiltonicity, while farness from Hamiltonicity is enforced by using gadgets to encode a condition which can not be satisfied for too many vertices at once. Finally, we show that treewidth is not testable which is a consequence of expanders having linear treewidth. This result is partial in the sense that we currently do not know what the query complexity of testing treewidth is. We elaborate on this open question in the Conclusions.

## Chapter 10

## Conclusions

In this thesis we have tackled the question of whether FO definable properties are testable in the bounded degree model, raised by Adler and Harwath in [2]. We take a first step towards a full logical characterisation of testable graph properties in the bounded degree model by showing that all properties defined by a sentence in the prefix class $\Sigma_{2}$ are testable while there exist a sentence in the prefix class $\Pi_{2}$ which is not testable. This yields the first study of testability of properties defined in FO in the bounded degree model without restrictions and provides a missing equivalent to a study of FO definable properties in the dense model by Alon et al. 6. Our negative result is furthermore interesting from a model theoretic point of view providing insights into the expressive power of FO. Specifically, it proves the existence of a class of bounded degree expanders which is definable in FO. We further prove testability for properties defined by specific classes of FO definable properties expressing that the frequency vector capturing which neighbourhood types appear in a graph are of a particular form.

Utilising the FO counter example we answer an open question asked by Goldreich in the context of characterising properties testable by a one-sided error POT in [76. More precisely, we showed that there exists a GSF-local property which is not testable. Since every GSF-local property which is non-propagating admits a POT (see 76]) and hence is testable, our result specifically implies that there is a property which is GSF-local and non-propagating. This is a valuable realisation concerning the search for a characterisation of testable properties in the bounded degree model. Ito et al. suggest in 89 that properties which are close to being GSFlocal might characterise testability, which we disproved.

In the later part of this thesis we have drawn inspiration from classical complexity theory and studied problems which are NP-hard. We gave a local reduction to prove that testing dominating set size is not possible with $o(n)$ queries, which was unknown to our knowledge. We further gave a construction of hard instances for testing Hamiltonicity with one-sided error
with the goal of understanding structural connections to hardness for property testing. We have further given a partial result into the direction of determining the complexity of testing treewidth in the bounded degree model.

### 10.1 Future Work

One of the major open questions in the field of graph property testing is the question of how to characterise testable properties in the bounded degree model. The crucial piece of understanding we are missing here, is the question of when GSF-local properties are propagating. Understanding this connection is therefore a very interesting goal. The following more approachable questions of interest are left open in this thesis.

- Can we find other, possibly smaller or simpler, counter examples, i. e. properties that are GSF-local and are propagating?
- Are there any other applications of the class of expanders which is FO definable and GSF-local?
- Can sentences in $\Sigma_{2}$ be tested uniformly?
- Can neighbourhood regularity be tested in general?
- Can we characterise which FO-definable properties are testable?
- Can we characterise which FO definable properties are GSF-local?

Regarding the last question we would like to remark that example 8.2.8 shows that it is not true that FO definable properties are GSF-local if and only if they are definable by 0-profiles. Hence the connection between FO definability and GSF-locality is complicated. An answer to this question would yield a characterisation of FO properties having a one-sided error POT dependent on the non-propagating condition building on the characterisation from 76 .

An effort worth while would also be to put some effort into gearing results towards application. We could consider and try to improve the dependency of the query complexity on $\epsilon$ and $d$ and the running times for the testers developed in this thesis.

We think that the question of the relationship between classical polynomial time reductions and local reductions yields interesting research questions. In general, it is not true that NPhard problems are not testable as there are testable problems which are NP-hard. On the other hand, when the reduction uses gadgets, which interact depending on single edges, polynomial time reductions are local. Hence, it is interesting to study problems like treewidth, for which the classical reduction is not of this form. Furthermore, we are interested in the question of
whether linear time reductions yields local reductions.

A further research direction of interest is to extend results from the bounded degree model to more general sparse graph classes. There is a rich variety of structure of sparse graph classes being exploited for algorithmic result and it would be interesting to explore what can be achieved in the property testing setting. For example, in 100 the authors show sublinear testability of Hamiltonicity in the general model for minor-free classes of graphs.
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[^0]:    ${ }^{1}$ By adaptively computing queries we mean that the selection of the next query may depend on the answer to the previous query.

[^1]:    ${ }^{1}$ We remark that the statement that $\left(U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i-1}\right]\right)^{2}$ is a connected component does not directly follow from the fact that $U\left(\left.\mathcal{A}\right|_{E}\right)\left[S_{i-1}\right]$ is a connected component of $U\left(\left.\mathcal{A}\right|_{E}\right)$, as the square of a connected bipartite graph is not necessarily connected.

