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Abstract

This thesis is focused upon spin and thermal transport in lateral spin valves (LSVs) composed of the technologically relevant pairing Cu/Co$_{70}$Fe$_{30}$. Spin injection and diffusion was examined in shadow deposited LSVs with different CoFe thicknesses. High spin polarisations were obtained compared to previous CoFe/Cu LSVs fabricated with a two-step method. It was found that the spin diffusion length was strongly affected by the amount of CoFe deposited, as a result of magnetic impurities introduced during the deposition procedure.

Thermal background voltages always accompany spin transport in an electrical spin injection technique. In the second part of this thesis the sources of thermal voltages arising in LSVs and their dependence on temperature and length are reported.

Finally, measurements of the spin diffusion lengths of ferromagnets are lacking in the literature, particularly those in nanowire structures as a function of temperature. In the final part of this thesis, a spin absorption technique is used to extract the spin diffusion length of Co$_{70}$Fe$_{30}$ as a function of temperature, confirming that Elliott-Yafet spin relaxation is the dominant mechanism in this alloy.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM</td>
<td>Ferromagnet</td>
</tr>
<tr>
<td>NM</td>
<td>Non-magnetic</td>
</tr>
<tr>
<td>GMR</td>
<td>Giant Magnetoresistance</td>
</tr>
<tr>
<td>NLIV</td>
<td>Non-Local IV</td>
</tr>
<tr>
<td>TMR</td>
<td>Tunneling Magnetoresistance</td>
</tr>
<tr>
<td>LSV</td>
<td>Lateral Spin Valve</td>
</tr>
<tr>
<td>MI</td>
<td>Magnetic Impurity</td>
</tr>
<tr>
<td>EBL</td>
<td>Electron Beam Lithography</td>
</tr>
<tr>
<td>MMA</td>
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</tr>
<tr>
<td>PMMA</td>
<td>Poly Methyl Methacrylate</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscopy</td>
</tr>
<tr>
<td>PVD</td>
<td>Physical Vapour Deposition</td>
</tr>
<tr>
<td>SAD</td>
<td>Spin Absorption Device</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic Force Microscopy</td>
</tr>
<tr>
<td>RFI</td>
<td>Radio Frequency Interference</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>CPP</td>
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</tr>
<tr>
<td>P</td>
<td>Parallel</td>
</tr>
<tr>
<td>AP</td>
<td>Anti-Parallel</td>
</tr>
<tr>
<td>EY</td>
<td>Elliott-Yafet</td>
</tr>
<tr>
<td>SOC</td>
<td>Spin-Orbit Coupling</td>
</tr>
<tr>
<td>BG</td>
<td>Bloch-Grüneisen</td>
</tr>
<tr>
<td>VBS</td>
<td>Virtual Bound State</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra High Vacuum</td>
</tr>
<tr>
<td>HV</td>
<td>High Vacuum</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropyl Alcohol</td>
</tr>
<tr>
<td>LOR</td>
<td>Lift Off Resist</td>
</tr>
<tr>
<td>VTI</td>
<td>Variable Temperature Insert</td>
</tr>
<tr>
<td>NMP</td>
<td>Micro Deposit Remover 1165</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>EI</td>
<td>Electromagnetic Interference</td>
</tr>
<tr>
<td>XRR</td>
<td>X-Ray Reflectivity</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction
While the electronic charge has been widely exploited over the last century to revolutionise our everyday lives, it was not until much more recently that the other fundamental property of the electron, its spin, was realised to be much more useful than just a quantum mechanical ‘quirk’ of matter. Even prior to the 1897 discovery of the electron itself, spin-dependent transport had already been observed in ferromagnets (FM); most notably, the 1857 discovery of anisotropic magnetoresistance (AMR) by Lord Kelvin [17] and the anomalous Hall effect by E. H. Hall in 1881 [18]. However, it was not until the 1980s with the advent of thin film growth techniques, that discoveries of larger spin-dependent effects emerged and interest in spin related phenomena began to gain traction. Perhaps the most important milestone, widely acknowledged to be the genesis of contemporary spin related research, was the 1988 discovery of giant magnetoresistance (GMR) by Albert Fert and Peter Grünberg [19, 20]. In metallic thin film multilayers with alternating FM and non-magnetic (NM) layers a large magnetoresistance ($\approx 10\%$) was observed upon reversing the magnetisation of the FM layers between the parallel (P) and anti-parallel (AP) states. In the P state, only minority spin electrons were scattered and the total resistance was low, whereas in the AP state scattering of both majority and minority spins led to a high resistance. These multilayer structures, otherwise known as GMR spin valves, quickly found commercial applications as magnetic sensors in the car industry and as read heads in hard disk drives [21, 22].

Inspired by this early commercial success, an explosion in experimental and theoretical work ensued and birthed the field of spin electronics, dubbed ‘spintronics’, which aims to harness the power of the electron’s spin to create powerful devices with novel functionalities and improved power consumption. All spintronic devices that have found commercial success so far utilise the spin polarised charge current. Although successful, these devices still suffer from the detrimental effects of Joule heating that lies at the root of the recent slowing in Moore’s law. Looking forward, the next generation of spintronic devices are conceived to harness the pure diffusive spin current; a diffusion of spin without charge, theoretically free from Joule heating [23–25]. The cornerstone of pure spin current study is the lateral spin valve (LSV), which generally consists of two spatially separated FM electrodes bridged by a relatively long ($\approx \mu m$) NM transport channel. The lateral geometry provides a unique opportunity to study spin injection and the evolution of pure spin currents over long length scales without spurious signals
from charge currents.

In an initial proof of concept in 1985, Johnson and Silsbee [26] successfully demonstrated non-local spin injection from an FM into a 50 µm thick Al bar; although, owing to the relatively large dimensions of the device, the output spin signals were small (≈ 10pV). By 2001, advancements in lithographic techniques allowed for the fabrication of nanoscale LSVs, which showed a dramatic signal enhancement to a few µV at room temperature [27] and led to a cascade of LSV research in the following decades. Since then, spin injection into different metals [12, 28–31], semiconductors [32, 33] and superconductors [34–36] has been achieved. Novel methods of spin injection such as thermal spin injection [37–39] and spin pumping [40] have also been demonstrated. Fabrication methods have also improved; most notably, the development of the shadow deposition technique enables deposition of the entire LSV in a single vacuum cycle - presenting clear advantages over multi-step techniques. The broad aims of LSV research are twofold: the optimization of spin injection and transport.

This thesis focuses on spin and thermal transport metallic LSVs. All devices were fabricated through a shadow deposition method to achieve high-quality transparent FM/NM interfaces. Cu was used throughout as the NM transport channel due to its low resistivity, low spin-orbit coupling and consequently long spin diffusion length. CoFe was an ideal candidate for the FM given its soft magnetic properties, high Curie temperature and high intrinsic spin polarisation ($\alpha_{\text{FM}}$). For metallic LSVs with transparent interfaces, the spin injection efficiency for a particular FM is determined by its spin and charge transport parameters, namely, the spin diffusion length ($\lambda_{\text{FM}}$), resistivity ($\rho_{\text{FM}}$) and $\alpha_{\text{FM}}$ [41, 42]. Compared to the most widely used FM, Py, all three transport parameters tend to be higher in CoFe, indicating superior spin injection properties. This was demonstrated experimentally in Co$_{60}$Fe$_{40}$/Cu LSVs, where the spin signals were increased four-fold compared to equivalent Py devices [43]. Although CoFe alloys are perfect candidates for future device applications, very few LSV studies have employed CoFe thus far. The three completed CoFe studies [42–44] only presented results at either room or low temperatures, so limited information is available on the temperature dependence of spin transport. This information, however, is vital to understand the sources of spin relaxation. In this work, we employ a slightly different alloy composition to previous studies, specifically Co$_{70}$Fe$_{30}$, based on the observation that in magnetic tunnel junctions (MTJs) slightly more Co-rich electrodes were found...
to exhibit higher magnetoresistances [45].

In Chapter 4, spin transport in two sets of Co$_{70}$Fe$_{30}$/Cu LSVs with different Co$_{70}$Fe$_{30}$ thicknesses are compared, with a view to maximising spin diffusion and spin injection. Shadow evaporated Co$_{70}$Fe$_{30}$/Cu LSVs have not been investigated thus far, and no measurements of the temperature dependence of spin transport in these devices exist. Furthermore, in other CoFe/Cu LSVs (with similar CoFe compositions) fabricated via a two-step technique reported spin polarisations were low (0.2-0.5)[43, 44]; this may be improved through the use of a shadow evaporation technique. However, previous research [46] has suggested that shadow evaporated devices suffer from shorter spin diffusion lengths in the NM ($\lambda_{NM}$) due to magnetic impurity contamination during deposition. Any improvement in the spin signal due to a higher spin polarisation may therefore be counterbalanced by a decrease in $\lambda_{NM}$. In this chapter, the competing factors of spin injection and contamination effects on spin diffusion are investigated.

Whilst the original concept behind the LSV envisaged a device largely free of spurious signals, in reality, several thermal background voltages arise as a consequence of the injecting charge current. An offshoot of spintronics called ‘spin caloritronics’ focuses upon the interaction of spin and thermal currents [47, 48]. Even whilst thermal phenomena are not exploited to create spin-dependent effects, large and often complex thermal signals arise which can be entangled with the spin voltages. In Chapter 5, we examine and attempt to explain the temperature and length dependent behaviour of the thermal voltages arising in Co$_{70}$Fe$_{30}$/Cu LSVs for the first time.

Finally, in Chapter 6, the temperature dependence of the spin diffusion length of Co$_{70}$Fe$_{30}$ is determined through a spin absorption technique. Gap dependent LSV measurements are frequently employed to extract $\alpha_{FM}$ and $\lambda_{NM}$. However, this requires an estimation of $\lambda_{FM}$ upon which the magnitude and temperature dependence of $\alpha_{FM}$ extracted is directly dependent. Unfortunately, measurements of $\lambda_{FM}$ are lacking in the literature even though they play a fundamental role in spintronic devices. Our work sought to begin to address this lack of data.

Prior to the experimental chapters discussed above, Chapter 2 details the relevant theory underlying spin currents, spin injection and the spintronic devices used. Additionally, we discuss the theories of spin relaxation in metals and the relevant thermal effects. In Chapter 3, a detailed outline of the device design, fabrication and measurement techniques are presented.
CHAPTER 2

Theory
2.1 Introduction

A pure spin current is the net flow of spin without charge; in metals, it can simply be visualised as an equal number of spin-up and spin-down electrons diffusing in opposite directions. The absence of net charge flow is the key difference between the pure spin current and its counterparts and theoretically negates the possibility of Joule heating; a major contributor to the recent slowing in Moore’s Law [49]. This, and the possibility of more sophisticated technologies, are the driving forces behind the study and future implementation of pure spin currents. To achieve this goal there are three central technological challenges to be addressed: the ability to inject information as a pure diffusive spin current into an otherwise unpolarised transport medium; transmission of this information over a sufficient distance without detrimental loss; and, to read the output in a predictable manner. Generally, the task of injection and detection of pure spin currents has fallen to the ferromagnets (FM) due to a naturally occurring spin asymmetry [30, 50–52]. For the transport medium, materials with a weak interaction between electron spin and the lattice are required, specifically non-magnetic (NM) materials with low spin-orbit coupling (SOC) [49, 53, 54]. For metallic spintronics, the light elements Cu, Ag and Al are the most commonly used with pure spin currents persisting over many hundreds of nanometres [14, 55, 56]. The first five sections in this chapter provide a brief overview of the basic concepts relevant to spin injection, transport and detection in metallic structures. Since the pure diffusive spin currents in this work (and most other) are generated by charge currents, several thermoelectric phenomena arise. Thermal effects lead to a number of secondary, but important, voltages which in certain instances interfere with spin transport [38, 39, 50, 57, 58]. The relevant thermal phenomena are discussed in the final section of this chapter.
2.2 Spin and Ferromagnetism

2.2.1 Spin

Spin is an intrinsic internal angular momentum with no true classical analogue. Particles can be classified by their spin (s); those with half-integer spin, such as electrons \( s = \frac{1}{2} \), are fermions which order themselves according to the Fermi–Dirac distribution and are subject to the Pauli exclusion principle. For an electron, the spin angular momentum \( \mathbf{S} \) can be expressed as an operator using the Pauli spin matrices:

\[
\mathbf{S} = \frac{1}{2} \hbar \sigma
\]  

(2.1)

where, \( \sigma_x, \sigma_y, \sigma_z = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \)

where, \( S_x, S_y \) and \( S_z \) are the components of spin in the x, y and z axes respectively.  

The observed values of spin are restricted to \( +\frac{\hbar}{2} \) or \( -\frac{\hbar}{2} \) along any quantisation axis; better known as ‘spin-up’ or ‘spin-down’. For an electron in an atom, there is a magnetic moment associated with the orbital angular momentum \( \mathbf{L} \) given by \( \mu_o = -\frac{\mu_B}{g} \hbar \mathbf{L} \), where \( \mu_B = \frac{e \hbar}{2m_e} \) is the Bohr magneton, \( m_e \) is the electron mass and \( e \) is the electron charge. Analogously, there is a magnetic moment arising from the spin angular momentum given by \( \mu_s = -\frac{g}{2} \hbar \mathbf{S} \), where \( g \) is the spin g-factor which close to 2. Due to the much greater mass of the nucleus, the magnetic moment produced by nuclear spin is negligible compared to that of the electron. It is, therefore, the electrons that are responsible for the magnetic properties of many solids [59, 60]. In some cases, such as bulk 3d transition metals, the orbital contributions are quenched by the crystal field and the unpaired electron spins are the dominant contributors to magnetism [61].

2.2.2 Ferromagnetism

FM perform a crucial role in spintronics as the most commonly used sources and detectors of spin polarised carriers. Within an FM, there exists long-range magnetic order that tends to align the unpaired electron spins parallel to one another. The origin of this magnetic order depends on the electronic structure of the material. Relevant to this work are the itinerant 3d FMs, whose magnetism arises as a result of the competition between exchange and kinetic energy within the 3d bands; this concept is explained below [60].
Exchange

The total wavefunction of an electron can be expressed as the product of the spatial ($\psi$) and spin ($\chi$) parts as $\Psi = \psi \chi$. As electrons are fermions, the total wavefunction must be anti-symmetric. Consider two electrons (1,2) in different orbitals (p,q) of the same atom with spatial wavefunctions $\psi_p(1)$ and $\psi_q(2)$. From the constraints outlined above, and that electrons are indistinguishable, the allowed two-particle total wavefunctions are:

$$\Psi_S = \frac{1}{\sqrt{2}} [\psi_p(1)\psi_q(2) + \psi_p(2)\psi_q(1)]\chi_S$$

$$\Psi_T = \frac{1}{\sqrt{2}} [\psi_p(1)\psi_q(2) - \psi_p(2)\psi_q(1)]\chi_T$$

$\Psi_S$ is the spin singlet state, consisting of a symmetric combination of the spatial wavefunctions and, to maintain an overall anti-symmetric $\Psi_S$, an anti-symmetric spin state $\chi_S$. In this instance, the electrons may occupy the same orbital but must have their spins aligned anti-parallel ($S = 0$). Conversely, $\Psi_T$ is the spin triplet state which contains an anti-symmetric combination of spatial states and a symmetric spin state $\chi_T$.

Here, there are three possible spin orientations ($S = 1$, $S = -1$ or $S = 0$) and the electrons cannot occupy the same orbital. Therefore, the spatial separation of the electrons and thus the Coulomb repulsion experienced depends on the alignment of their spins. As a result, there is a difference in electrostatic energy for the triplet ($E_T$) and singlet ($E_S$) states from which the exchange constant ($J$) can be defined as $J = \frac{E_S - E_T}{2}$ [59]. This is the exchange interaction. It is a consequence of the symmetry constraints imposed on the electron wavefunctions by the Pauli principle and the subsequent modification of the electrostatic energy depending on spin. When $J$ is negative ($E_S < E_T$), the singlet state is of lower energy leading to an anti-parallel alignment of spins. If $J$ is positive, the triplet state is energetically favourable leading to a parallel alignment of spins.

Stoner Ferromagnetism

In the 3d bands of the itinerant metals, it can be energetically favourable for the bands to spontaneously spin split if the reduction in Coulomb energy (gain in exchange energy $E_{ex}$) is greater than the price in kinetic energy required to promote electrons to higher energies. As shown in Figure 2.1(a), this exchange splitting leads to an imbalance in
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the spin-up and spin-down electron populations and consequently net magnetism. The criterion for this phenomenon to occur was neatly summed up by Stoner: spontaneous ferromagnetism will arise if \( N(\epsilon_F)J > 1 \), where \( N(\epsilon_F) \) is the density of states at the Fermi energy and \( J \) is the exchange constant [61]. The Stoner criterion demonstrates why exchange splitting of this type is not observed in the \( s \) bands (which are broad with a low \( N(\epsilon_F) \)), nor in the \( d \) bands of many materials as shown in Figure 2.1(b).

Figure 2.1: (a) Simplified band diagram illustrating the exchange splitting of the \( d \) bands in an itinerant FM. A proportion of one spin species (in this case spin-down) are promoted to higher energies, resulting in a net spin-up polarisation. (b) The condition set by the Stoner criterion for spontaneous magnetism \( N(\epsilon_F) > J^{-1} \) (\( J \) is equivalent to \( I \) across the 3d transition metal series. There are only three elements (Fe, Co and Ni) in this series where \( N(\epsilon_F) \) (solid line) exceeds \( J^{-1} \) (dotted line) and ferromagnetism occurs. Alloying these materials together retains and can improve the ferromagnetism, taken from [1].

Transport and Polarisation

The exchange splitting of the \( d \) bands has important consequences in charge transport. The most obvious effect is that as \( N(\epsilon_F)^+ \neq N(\epsilon_F)^- \) in the \( d \) bands, the \( d \) electrons have different conductivities depending on their spin. The high mobility \( s \) electrons also contribute to the charge current in itinerant FMs. Although the \( s \) states experience no exchange splitting, they acquire a small degree of spin polarisation through \( s-d \) hybridisation [62]. Additionally, \( s-d \) scattering events provide additional spin polarisation to
2.2 Spin and Ferromagnetism

the net conductivity. Scattering by phonons, electrons and defects can take an electron from an s state to a d state whilst conserving spin. The density of available d states to scatter into at some temperature T is given by $N(\epsilon_F \pm k_B T)$, where $k_B$ is the Boltzmann constant. Due to the exchange splitting, $N(\epsilon_F \pm k_B T)$ is higher for one spin species so, according to Fermi’s golden rule, the s–d scattering rate will be greater for s electrons with spins parallel to the high $N(\epsilon)$ d band [59, 61]. Consequently, the conductivity of both s and d electrons are spin-dependent and the charge current in an FM is naturally spin polarised; providing a convenient source of spin polarised electrons for spintronics.

In a spintronic device, it is generally favourable to maximise spin dependent effects to improve the signal to noise ratio. In part, this can be achieved by choosing an FM with a high degree of spin asymmetry. The degree of spin polarisation ($\alpha$) is a useful indicator; it takes a value between 0 and 1, where 1 indicates 100% spin asymmetry. As identified by I.I. Mazin [63], $\alpha$ can be defined in several different ways depending on the measurement setup. Given that the spin asymmetry in an itinerant FM arises from the exchange splitting of the d bands, quite simply the spin polarisation can be defined as the difference in the density of states for each spin type, $\alpha = \frac{N(\epsilon_F)^\uparrow - N(\epsilon_F)^\downarrow}{N(\epsilon_F)^\uparrow + N(\epsilon_F)^\downarrow}$. In practice though, this definition is of little use. As outlined in the previous paragraph, the difference in the density of states is not the only factor determining the spin polarisation of the charge current ($\alpha_{FM}$). Given that $\alpha_{FM}$ arises from a multitude of interconnected factors, a detailed formulation is challenging; but, through the use of the Mott two-channel model, a rough definition can be obtained [64]. Mott postulated that if the occurrence of a spin-flip was far rarer than a normal scattering event, the transport phenomena for each spin type could be lumped into two families with different conductivities ($\sigma^\uparrow, \sigma^\downarrow$). Thereby, the spin polarisation of the charge current can be defined as: $\alpha_{FM} = \frac{\sigma^\uparrow - \sigma^\downarrow}{\sigma^\uparrow + \sigma^\downarrow}$, where $\sigma^\uparrow$ and $\sigma^\downarrow$ are the conductivities of the spin-up and spin-down electron populations respectively.
2.3 Length Scales of Interest

Having discussed the source of our spin polarised electrons, the next step is to inject the spin polarised current into the NM medium and derive the equations that describe the subsequent spin diffusion. Prior to this, we define the characteristic spin and charge transport length scales which simplify the descriptions and allow for different transport regimes to be distinguished. Firstly, neglecting spin and considering the electron population as a whole we can define three relevant length scales:

- **Elastic Mean Free Path**
  
The elastic mean free path ($l_e$) is defined as the average distance an electron travels between elastic scattering events. These scattering events stem from the imperfections present within the crystal (or surfaces) which distort the otherwise periodic potential of the lattice and can produce large changes in momentum without a change in energy. Therefore, the structure and the presence of impurities are the largest contributors to this length scale.

- **Inelastic Mean Free Path**
  
  Alternatively, an electron may scatter and change its energy in an inelastic event. One example is electron-phonon scattering, where an electron may lose (or gain) energy if a phonon is emitted (or absorbed) during the scattering event. Additionally, electron-electron scattering events may also produce inelastic scattering. The characteristic length scale for these events is termed the inelastic mean free path ($l_{ie}$), which is defined as the average distance an electron travels between inelastic scattering events.

- **Electronic Mean Free Path**
  
The electronic mean free path ($\lambda_e$) is defined as the average distance an electron travels between scattering events which impart large changes in momentum. This is the length scale relevant to measured resistivity ($\rho$) and is a combination of $l_e$ and $l_{ie}$. At very low temperatures, where impurity and residual defect scattering dominates, it is comparable to $l_e$. At high temperatures, where electron-phonon scattering dominates, it is comparable to $l_{ie}$. $\lambda_e$ can be calculated from the momentum relaxation time ($\tau_e$), which is the average time between momentum scattering events. Assuming nearly free conduction electrons, the Drude model
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can be used to calculate $\tau_e$ from the measured resistivity as $\frac{1}{\rho} = \frac{ne^2\tau_e}{m}$, where $m$ is the free electron mass and $n$ is the conduction electron density. The electronic mean free path can then be calculated from $\lambda_e = \tau_e v_F$, where $v_F$ is the Fermi velocity.

Comparing $\lambda_e$ with a suitable transport length scale, for example the wire length ($L$), two transport regimes can be defined: the diffusive regime ($\lambda_e < L$), where electrons experience many scattering events as they traverse a sample; and, a ballistic regime ($\lambda_e > L$), where electrons move ballistically through the sample only scattering from the boundaries. In this work, we focus upon diffusive transport only. For spin transport another two length scales can be defined:

- **Spin-Flip Length**
  The spin-flip length ($l_{sf}$) is defined as the mean distance between sequential spin-flipping events.

- **Spin Diffusion Length**
  The spin diffusion length ($\lambda_s$) is the mean distance an electron will diffuse between spin-flipping events and is the geometric mean of $l_{sf}$ and $\lambda_e$, given by $\lambda_s = \sqrt{\frac{1}{3}\lambda_e l_{sf}}$. This is perhaps the most important length scale for spintronic devices, as it dictates the length scale over which non-equilibrium spin polarisations will persist.

Considering the above we can effectively design and understand device transport properties. The importance of these length scales will become clear as they feature frequently in the equations in the following sections.
2.4 Spin Currents and Spin Injection

2.4.1 Spin Currents

Diffusive transport of the electron population can be understood by considering the electrochemical potential \( \mu \), which is the sum of the Fermi level \( \epsilon_F \) and the electrical potential \( \phi \) as \( \mu = \epsilon_F - e\phi \). A local gradient in \( \mu \) acts as a driving force for electron transport and can arise due to a spatial variation in \( \epsilon_F \), which is related to local electron density \( n \), or an electric field. Following the assumptions of the Mott two-channel model, the behaviour of the spin-up and spin-down electrons can be described separately using a spin-dependent electrochemical potential \( \mu_\sigma = \epsilon_F^\sigma - e\phi \), where \( \sigma \) denotes the electron spin. The current density \( j \) in a conductor is the combination of the electric field \( E \) induced drift current \( \sigma E \) and diffusion current \( eD\nabla n \).

\[
j = \sigma E + eD\nabla n \tag{2.4}
\]

Considering the form of the Fermi-Dirac distribution for a free electron gas where \( T \ll T_F \), \( \nabla \epsilon_F^\sigma \) may be expressed as \( N(\epsilon_F^\sigma)\nabla \epsilon_F^\sigma = \nabla n_\sigma \) [59]. Combining this, equation 2.4, and the Einstein equation for conductivity \( \sigma_\sigma = e^2N(\epsilon_F)^\sigma D_\sigma \), the current density in each spin channel can be written as:

\[
j_\uparrow = -\sigma_\uparrow \nabla \mu_\uparrow \tag{2.5}
\]
\[
j_\downarrow = -\sigma_\downarrow \nabla \mu_\downarrow \tag{2.6}
\]

Defining the spin and charge currents as \( j_s = j_\uparrow - j_\downarrow \) and \( j_c = j_\uparrow + j_\downarrow \) respectively, we obtain:

\[
j_s = \frac{1}{e} \nabla (\sigma_\uparrow \mu_\uparrow - \sigma_\downarrow \mu_\downarrow) \tag{2.7}
\]
\[
j_c = \frac{1}{e} \nabla (\sigma_\uparrow \mu_\uparrow + \sigma_\downarrow \mu_\downarrow) \tag{2.8}
\]

Through conservation laws the steady state continuity equations for the charge and spin currents are given by:
2.4 Spin Currents and Spin Injection

\[ \nabla \cdot \mathbf{j}_c = 0 \] (2.9)

\[ \nabla \cdot \mathbf{j}_s = -e\frac{\delta n_\uparrow}{\tau_{\uparrow\downarrow}} + e\frac{\delta n_\downarrow}{\tau_{\downarrow\uparrow}} \] (2.10)

where, \( \delta n_\sigma = n_\sigma - n_\sigma^0 \) is the deviation from equilibrium carrier density \( (n_\sigma^0) \) for each spin and \( \tau_{\uparrow\downarrow} \) \( (\tau_{\downarrow\uparrow}) \) is the characteristic spin scattering time between \( \uparrow \) to \( \downarrow \) \((\downarrow \) to \( \uparrow \)). At equilibrium, there should be no net spin relaxation which requires that \( \frac{N(\epsilon_F)_{\uparrow}}{\tau_{\uparrow\downarrow}} = \frac{N(\epsilon_F)_{\downarrow}}{\tau_{\downarrow\uparrow}} \).

From the above, we obtain the key equations for charge (2.11) and spin current (2.12) evolution in the steady state:

\[ \nabla^2 (\sigma_\uparrow \mu_\uparrow + \sigma_\downarrow \mu_\downarrow) = 0 \] (2.11)

\[ \nabla^2 (\mu_\uparrow - \mu_\downarrow) = \frac{1}{\lambda_s^2} (\mu_\uparrow - \mu_\downarrow) \] (2.12)

The difference in the spin-dependent electrochemical potentials \( (\mu_\uparrow - \mu_\downarrow) \) represents a non-equilibrium spin population and is called the spin accumulation. Equation 2.12, the spin diffusion equation, demonstrates that the key ingredients to generate a diffusive spin current are a net spin accumulation and a spatial gradient in that spin accumulation. Furthermore, it demonstrates that the non-equilibrium spin population will persist over a length scale determined by the spin diffusion length in the material \( (\lambda_s) \). The above equations can be solved for a specific device geometry to obtain the spatial dependence of the spin-dependent electrochemical potentials.

2.4.2 Spin Injection

One method to generate a spin accumulation is to drive a charge current across a metallic FM/NM interface, in what is commonly known as electrical spin injection. As stated previously, in an FM the conductivity of spin-up and spin-down electrons are not equal \( (\sigma_\uparrow \neq \sigma_\downarrow) \). Therefore, when a current flows from the FM into an NM, where \( \sigma_\uparrow = \sigma_\downarrow \), there must be a redistribution of the current carrying electrons across the two spin channels. For example, if \( \sigma_\uparrow > \sigma_\downarrow \) in the FM, there will be an excess of spin-up electrons injected into the NM and, to maintain charge neutrality, there must be a corresponding loss of spin-down carriers. The net result is an increase in the population...
of spin-up and depletion of spin-down electrons at the interface, which yields the local spin accumulation required to drive a diffusive spin current.

This problem was initially outlined by van Son et al. [65], who considered a simplified 1D interface with the FM at x<0, NM at x>0 and a transparent interface (no spin-flipping) at x=0. Equation 2.12 was solved to obtain the spatial variation of the spin-dependent electrochemical potentials with the following boundary conditions:

- \( \mu_\uparrow \) and \( \mu_\downarrow \) are continuous across the interface
- \( j_\uparrow \) and \( j_\downarrow \) are conserved at the interface
- \( j_c \) is spatially homogenous
- as \( x \to \infty \) there is no spin accumulation and \( \mu_\uparrow = \mu_\downarrow \)

Firstly, the current conversion process between the NM and FM led to a spin accumulation at the interface. This is shown schematically in Figure 2.2, where \( \mu_\uparrow > \mu_\downarrow \) in the regions with an excess of spin-up electrons and net spin accumulation. The local spin accumulation drove a diffusive spin current into the NM, which decayed over the spin diffusion length of the NM (\( \lambda_{\text{NM}} \)). Moreover, there was a backflow of the diffusive spin current into the FM over the spin diffusion length of the FM (\( \lambda_{\text{FM}} \)). As a result, the spin polarisation of the injected current at the interface (\( \alpha_i \)) was reduced from the bulk spin current polarisation of the FM (\( \alpha_{\text{FM}} \)), and was found to be:

\[
\alpha_i = \alpha_{\text{FM}} \frac{1}{1 + \left(1 - \alpha_{\text{FM}}^2 \right) \frac{\sigma_{\text{NM}}}{\sigma_{\text{FM}} \lambda_{\text{NM}}}} \tag{2.13}
\]

where, \( \sigma_{\text{FM}} \) and \( \sigma_{\text{NM}} \) are the total conductivities of the FM and NM respectively.

Secondly, even though the spin-dependent electrochemical potentials were continuous across the interface, the average electrochemical potential (\( \mu = \frac{\mu_\uparrow + \mu_\downarrow}{2} \)) was not. The magnitude of the discontinuity at the interface is \( \Delta \mu \), and for metallic transparent interfaces is related to the spin accumulation through \( \Delta \mu = \frac{\sigma_{\text{FM}} (\mu_\uparrow + \mu_\downarrow)}{2} \) [66]. This led to a potential difference (\( \Delta V = \frac{\Delta \mu}{e} \)) between the FM and NM, which can be expressed as a spin-dependent interface resistance (\( R_s \)):

\[
R_s = \frac{\Delta V}{I_c} = \alpha_{\text{FM}}^2 \frac{\lambda_{\text{NM}} \sigma_{\text{NM}}^{-1} \lambda_{\text{FM}}}{1 + \left(1 - \alpha_{\text{FM}}^2 \right) \frac{\sigma_{\text{FM}} \lambda_{\text{NM}}}{\sigma_{\text{NM}} \lambda_{\text{FM}}}} \tag{2.14}
\]
Figure 2.2: Schematic of an FM/NM interface with $j_c$ through it. The plot depicts the spatial variation of $\mu_\uparrow$ (red), $\mu_\downarrow$ (blue) and the average electrochemical potential $\mu$ (black dashes). In the regions close to the interface, where $\mu_\uparrow > \mu_\downarrow$, there is a net spin-up accumulation. This spin accumulation is largest at the interface and decays either side over $\lambda_s$ in each material to the equilibrium value; zero in the NM and to a value in the FM determined by $\alpha_{FM}$. There is a discontinuity in the average electrochemical potential at the interface ($\Delta \mu$), which gives rise to a potential difference between the NM and FM.
Of note, the term \((\frac{\sigma_{FM}\lambda_{NM}}{\sigma_{NM}\lambda_{FM}})^{-1}\) is a limiting factor for the magnitude of \(\alpha_i\) and \(R_s\). This is a consequence of the difference in the spin resistances of the NM and FM. The spin resistance is defined as \(R_S = \frac{\lambda_S}{\sigma A}\), where \(A\) is the element area perpendicular to the direction of spin current flow. Materials with low spin resistances act as spin sinks, where the spin current is preferentially relaxed \[67\]. In this simplified model, both the FM and NM are of unit area so the limiting factor is equivalent to the ratio of the spin resistances \(\frac{R_{FM}}{R_{NM}}\). When \(R_{FM}\) is small compared to \(R_{NM}\), there is a large backflow of spins into the FM, which reduces both \(\alpha_i\) and \(R_s\). In all metallic devices, the much shorter spin diffusion length in the FM \((\lambda_{FM} \ll \lambda_{NM})\) is the primary contributor to the spin backflow \[10, 11, 42, 68\].

### 2.5 Spintronic Devices

#### 2.5.1 Lateral Spin Valves

In order to probe spin transport in the NM without the accompanying charge current, a lateral spin valve (LSV) may be used. Figure 2.3 depicts a typical two terminal LSV composed of an FM injector (FM\(_1\)), NM transport channel and detecting FM (FM\(_2\)). Passing a charge current through the FM\(_1\)/NM interface and draining the current out the left side of the device generates a spin accumulation at this interface. The local spin accumulation drives a diffusive spin current in both directions of the NM channel; the spin current diffusing to the right of the injecting interface is free from the charge current and is, therefore, a pure diffusive spin current. The spin current will decay over \(\lambda_{NM}\) due to spin scattering as it diffuses along the NM channel. Any remaining spin accumulation at the detecting FM\(_2\)/NM interface produces a discontinuity in the average electrochemical potential, as outlined in the previous section, that is proportional to the spin accumulation at that point \[26\]. This discontinuity produces a voltage between the NM channel and FM\(_2\) detector, as indicated in Figure 2.3. The sign of this voltage depends on the relative alignment of the FM\(_1\) and FM\(_2\) magnetisations and the direction of the current.

For a positive current (FM\(_1\) to NM) one spin type, in this case spin-up, will be accumulated in the NM channel. As illustrated in Figure 2.4, when the FM magnetisations are aligned parallel (P) the chemical potential in the detector will align with \(\mu_\uparrow\) in the NM, leading to a positive \(\Delta\mu\). Whereas, in the anti-parallel (AP) alignment, the spin-
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Figure 2.3: (a) Schematic of a typical LSV with an NM transport channel bridging the injecting electrode FM$_1$ and detecting electrode FM$_2$. A spin current is generated by passing a charge current through the FM$_1$/NM interface and detected as a non-local voltage across the FM$_2$/NM interface. (b) Side view of LSV. (c) 1D representation of the evolution of spin-dependent electrochemical potentials across the device. A net spin-up accumulation is injected into the NM at the FM$_1$/NM interface (point a), decays exponentially due to spin scattering in the NM channel and the remaining spin accumulation at the FM$_2$/NM interface (point b) produces a discontinuity in the average electrochemical potential ($\Delta \mu$) that is equal and opposite in sign in the P (solid lines) and AP (dashed lines) states.

...down chemical potentials align and $\Delta \mu$ is negative; $\Delta \mu$ is equal and opposite in sign in the P and AP magnetisation states. If the direction of the current is reversed (NM to FM$_1$), spin-down electrons accumulate in the NM channel and $\Delta \mu$ is negative in the P state and positive in the AP state. The spin injection mechanism upon reversing the current is unchanged, therefore $\Delta \mu$ is equal and opposite in sign for opposite polarity currents [50]. Generally, the voltage induced by the spin accumulation is normalised by the injection current to obtain the non-local spin resistance; which is positive in the P state ($R_P$) and negative in the AP state ($R_{AP}$). The device magnetoresistance, or the ‘spin signal’, is the difference between the non-local spin resistance in the P and AP states and given by $\Delta R_S = R_P - R_{AP} = \frac{2\Delta \mu}{eI}$. Analogous to the approach taken by van Son et al. [65], the 1D spin diffusion model for transparent interfaces can be used to describe the spin diffusion properties of an LSV. With appropriate boundary...
Figure 2.4: Simplified band diagram of the NM (with a net spin-up accumulation) at the detecting interface and the detecting electrode (FM$_2$) in the P and AP states; adapted from [26].

In these conditions, an expression for $\Delta R_S$ can be obtained as:

$$\Delta R_S = \frac{2 \Delta V}{I_c} = \frac{4 \alpha^2_{FM} R_{FM}^2}{(1 - \alpha^2_{FM})^2 R_{NM}} \left( 1 + \frac{2 R_{FM}}{(1 - \alpha^2_{FM}) R_{NM}} \right)^2 e^{-L/\lambda_{NM}} - e^{-2L/\lambda_{NM}}$$

(2.15)

where, $\alpha_{FM}$ is the bulk FM current polarisation we defined earlier, $L$ is the separation between the FM electrodes, and $R_{FM}$ and $R_{NM}$ are the spin resistances of the FM and NM respectively. The spin resistances here are defined as: $R_{NM} = \frac{\rho_{NM} \lambda_{NM}}{A_{NM}}$ and $R_{FM} = \frac{\rho_{FM} \lambda_{FM}}{A_{FM}}$, where $A_{NM} = w_{NM} t_{NM}$ and $A_{FM} = w_{NM} w_{FM}$ are the element areas perpendicular to the direction of spin current flow. Varying $L$ and measuring $\Delta R_S$ in otherwise geometrically identical LSVs allows for the key spintronic material parameters $\alpha_{FM}$ and $\lambda_{NM}$ to be extracted from equation 2.15.
2.5 Spintronic Devices

2.5.2 Spin Absorption Devices

![Diagram of a typical spin absorption device](image)

Figure 2.5: (a) Schematic of a typical spin absorption device from above with current and voltage probes in the non-local configuration; FM$_1$ is used as the injector, FM$_2$ is the detector and the central wire (A) is composed of the material in which the spin diffusion length is to be determined. (b) Side view of the spin absorption device. The charge current (red) driven through the FM$_1$/NM interface drives a diffusive spin current (yellow) in the NM channel. As the central wire has a low spin resistance, some of the spin current is absorbed by A and reduces the spin accumulation that reaches the detecting FM$_2$/NM interface.

LSV measurements are an effective tool to study spin transport in materials with relatively long spin diffusion lengths about which $L$ can be varied. For those shorter than a few hundred nanometres, such as FM materials or heavy metals like Pt, LSV measurements are unviable due to the limits on minimum feature size and current spreading effects. An alternative is the spin absorption method, which has been demonstrated to effectively determine short $\lambda_s$ for both heavy metals and FMs [10, 11, 69–71]. In a spin absorption device (SAD), a central floating wire (A) of which $\lambda_s$ is to be determined is introduced between the electrodes of an LSV; a schematic is depicted in Figure 2.5. As in a regular LSV measurement, a charge current through the FM$_1$/NM interface generates a local spin accumulation and drives a pure diffusive spin current in the NM channel. Depending on the relative spin resistances of the NM and A, some of the spin current will be absorbed by A. Spin absorption by the central wire reduces the spin accumulation that reaches the FM$_2$/NM interface and thus the measured $\Delta R_S$. Provided that the assumption of a point contact is valid (i.e. the width of the absorber
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is less than the spin diffusion length in the channel, \( w_A < \lambda_{NM} \) [70] we can compare \( \Delta R_S \) for the SAD device (\( \Delta R^{\text{abs}}_S \)) with that of a reference LSV (\( \Delta R^{\text{ref}}_S \)), which is a geometrically identical LSV without an absorbing wire. Using the 1D model from the previous sections the ratio of the spin signals \( \eta = \frac{\Delta R^{\text{abs}}_S}{\Delta R^{\text{ref}}_S} \) can be written as [10]:

\[
\eta = \frac{2 \frac{R_A}{R_{NM}} \left( \sinh \left( \frac{L}{\lambda_{NM}} \right) + 2 \frac{R_{FM}}{R_{NM}} e^{\frac{L}{\lambda_{NM}}} \right)}{\cosh \left( \frac{L}{\lambda_{NM}} \right) - 1 + 2 \frac{R_A}{R_{NM}} \sinh \left( \frac{L}{\lambda_{NM}} \right) + 2 \frac{R_{FM}}{R_{NM}} \left( e^{\frac{L}{\lambda_{NM}}} (1 + 2 \frac{R_{FM}}{R_{NM}}) (1 + 2 \frac{R_A}{R_{NM}}) - 1 \right)}
\]

(2.16)

When \( FM_1, FM_2 \) and \( A \) are composed of the same material \( R_A = R_{FM} \). In this instance, \( \lambda_{FM} \) can be extracted from equation 2.16 by substituting in known values and an estimate of \( \alpha_{FM} \) from complimentary LSV measurements. This value can be refined by refitting equations 2.16 and 2.15 until the parameters converge.

2.6 Spin Scattering

The average distance over which the non-equilibrium spin population persists is determined by spin relaxation and dephasing processes within the material. The precession, diffusion and decay of a spin ensemble in an applied field is determined by two relaxation times, \( T_1 \) and \( T_2 \), which feature in the Bloch-Torrey equations [54, 72, 73]. The spin relaxation time (or longitudinal relaxation time) \( T_1 \) is the characteristic time for spins aligned collinear to the field to equilibrate through the exchange of energy from the spin system to the lattice. \( T_2 \), the spin dephasing time (or transverse/ coherence time), is the time scale over which transverse spins that initially precess in phase about the longitudinal field lose coherence through fluctuations in the precession frequencies. For a NM isotropic cubic material (in an applied field up to several tesla) these two relaxation times are equal, allowing for a single spin relaxation time \( \tau_{sf} \) to be defined as \( T_1 = T_2 = \tau_{sf} \). This situation should apply to Cu which is employed as the NM transport medium throughout this thesis. In a FM metal the situation is slightly more complex due to the internal magnetic field. Recent reports have indicated that in some cases \( T_1 >> T_2 \), as the relaxation mechanisms for longitudinal and transverse spins are different [74, 75]. In this thesis we probe only collinear spin relaxation characterised by
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$T_1$, which we denote as $\tau_{sf}$ henceforth.

In diffusive spin transport, $\tau_{sf}$ is related to the spin diffusion length $\lambda_s = \sqrt{D\tau_{sf}}$, where $D$ is the spin averaged diffusion coefficient given by $D = \frac{D_\uparrow D_\downarrow (N_\uparrow + N_\downarrow)}{D_\uparrow N_\uparrow + D_\downarrow N_\downarrow}$ with $D_\uparrow$ and $D_\downarrow$ as the spin-dependent diffusion coefficients. For spintronics to be viable, we must have $\tau_{sf} > \tau_e$ in the transport medium due to weak coupling between the electron spin and the environment. This coupling is a relativistic effect called SOC; in the rest frame of a moving electron it perceives an electrical potential (such as a lattice ion) as a magnetic field that can interact with its spin. In addition to the intrinsic crystal potential there are surfaces, interfaces, impurities, grain boundaries and vacancies all of which may contribute to the SOC of a material creating an incredibly complex situation which is highly sensitive to dimensionality, doping and alloying. In metals, there are two prevailing theories of spin relaxation: Elliott-Yafet (EY) and Dyakonov-Perel mechanisms. The former is the dominant process of spin relaxation in the low resistance metals with inversion symmetry studied in this work.

2.6.1 Elliott-Yafet

The EY mechanism contains two contributions which are usually combined into a single EY theory. The Elliott component arises from the inclusion of the SOC interaction from the periodic lattice potential in the Hamiltonian of the conduction electrons as [76]:

$$V_{SOC} = \frac{\hbar}{4m^2c^2} \nabla V_{sc} \times \hat{p} \cdot \hat{\sigma} \quad (2.17)$$

where, $V_{sc}$ is the spin independent periodic lattice potential, $\hat{p} = -i\hbar\nabla$ is the linear momentum operator, $m$ is the free electron mass, $c$ is the speed of light and $\hat{\sigma}$ are the Pauli spin matrices. As a consequence of this interaction, the electron Bloch states are no longer pure spin eigenstates and are instead a linear combination of the Pauli spin-up $|\uparrow\rangle$ and spin-down $|\downarrow\rangle$ states. For the specific case of metals with inversion symmetry the new degenerate Bloch states become:

$$\psi_{k,n}^{\uparrow}(r) = [a_{k,n}(r)|\uparrow\rangle + b_{k,n}(r)|\downarrow\rangle]e^{ikr} \quad (2.18)$$

$$\psi_{k,n}^{\downarrow}(r) = [a_{k,n}^*(r)|\downarrow\rangle - b_{k,n}^*(r)|\uparrow\rangle]e^{ikr} \quad (2.19)$$

where, $n$ is the band index, $k$ is the wave vector, $r$ is the radius vector and $a$, $b$ are the
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coupling coefficients. Generally, SOC is a weak effect compared to the other terms in the Hamiltonian so it can be treated as a perturbation. In this instance, $a$ is close to unity and $b << 1$, so $\psi_{k,n}^\uparrow$ is a predominantly spin-up state and $\psi_{k,n}^\downarrow$ is spin-down. For states with a non-vanishing $b$, ordinarily spin conserving momentum scattering events (such as those with phonons) can induce a transition between $\psi_{k,n}^\uparrow$ and $\psi_{k,n}^\downarrow$ and result in a spin-flip.

Later, Yafet suggested that an additional contribution arose from the modulation of the spin-orbit interaction between electrons and the lattice by phonons [77]. He demonstrated that the temperature dependence of the spin relaxation rate should mirror that of the momentum relaxation rate as $\frac{1}{\tau_{sf}} = \frac{\alpha}{\tau_e}$, where $\alpha$ is a temperature independent constant. Here, $\alpha$ is the spin-flip probability which dictates the probability per momentum scattering event that it will result in a spin-flip. The spin-flip probability depends on the particular scattering mechanism due to the combined effects of the spin-orbit interaction from the scattering potential and that of the host [78–81]. For example, spin-orbit effects in the vicinity of an impurity are strongly affected by the difference in valence ($\Delta Z$) between the impurity and the host. For large $\Delta Z$, strong spin-orbit effects will lead to a higher $\alpha$ than for small $\Delta Z$ [82, 83]. Fortunately for spintronics, most scattering mechanisms have low spin-flip probabilities ($\alpha << 1$) and the spin relaxation time is much longer than the momentum relaxation time. In the presence of multiple scattering sources, the general approach is to assume that they are independent and apply Matthiessen’s rule to yield the generalised EY relationship [84]:

$$\frac{1}{\tau_{sf}} = \sum_i \frac{1}{\tau_{sf,i}} = \sum_i \frac{\alpha_i}{\tau_{e,i}}$$

(2.20)

where, $\tau_{e,i}$, $\tau_{sf,i}$ and $\alpha_i$ are the momentum relaxation time, spin relaxation time and probability of a spin-flip for the i-th scattering mechanism [85]. From measurements of $\tau_{sf}$ and $\tau_e$, equation 2.20 can be applied to separate $\tau_{sf}$ into its constituent spin scattering contributions and extract $\alpha_i$ for each. This is incredibly useful as it allows for comparison between the efficiency of spin relaxation for different scattering mechanisms.
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Figure 2.6: Simplified illustration of the EY mechanism. The electron changes direction during momentum scattering events, some of which result in a spin-flip. The average number of momentum scattering events required for a spin-flip to occur is determined by the spin-flip probability for that particular scattering mechanism.

2.6.2 Kondo Scattering

When some transition metal impurities are diluted in certain host metals they retain their magnetism. The condition for this to occur is most easily understood from the perspective of the Anderson or virtual bound state (VBS) model [86]. A localised d impurity level lying below the Fermi energy ($\epsilon_F$) in the s bands of a host will hybridise with the itinerant s states. Hybridisation broadens and shifts the impurity level to a VBS with a width of $2\Gamma \approx 2\pi N(\epsilon_F)|V_{sd}|^2$ and an energy of $\epsilon_d \approx \frac{2N(\epsilon_F)|V_{sd}|^2}{D}$, where $V_{sd}$ is the strength of the s-d hybridisation, $D$ is the s bandwidth and $N(\epsilon_F)$ is the density of states of the host at $\epsilon_F$. The intra-atomic Coulomb repulsion between opposite spin electrons in the d impurity splits the VBS into spin-up and spin-down states by $U_{dd}$. For the impurity to retain a net magnetic moment, the occupancy of the spin-up and spin-down VBS must not be equal. The first factor to consider is whether the impurity states remain split; if the broadening and shifting of the VBS are stronger than the Coulomb repulsion, then the VBS will overlap in energy and the magnetic state collapses. If the VBS remain split, the position of the spin-split VBS relative to $\epsilon_F$ dictates whether or not the impurity retains a net moment. For example, if both the spin-down and spin-up VBS lie entirely below (or above) $\epsilon_F$, the impurity will have no net moment. If not, the impurity will have a net moment, the magnitude of which
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Figure 2.7: Simplified spin-dependent density of states for a free electron host metal. The impurity state has shifted and broadened due to s-d hybridisation, and then split due to the Coulomb interaction. This schematic shows the case for a well-defined impurity spin where one VBS (at $\epsilon_d$) lies well below $\epsilon_F$, thus is fully occupied, whereas the other VBS (at $\epsilon_d + U_{dd}$) lies above $\epsilon_F$ and is unoccupied.

depends on the position of each VBS relative to $\epsilon_F$. This condition is satisfied for Fe or Mn impurities in a Cu host [87, 88], whereas not for Fe in Al as both impurity states lie below $\epsilon_F$ [89, 90]. A schematic of a well-defined local moment is depicted in Figure 2.7, where the spin-up VBS is fully occupied and the spin-down VBS is unoccupied.

The interaction between this local impurity moment and the conduction electrons of the host leads to a number of peculiar phenomena, notably a logarithmic increase in the resistivity at low temperatures. The first successful theoretical treatment of this feature was by Kondo in 1964 [87], from whom the ‘Kondo effect’ took its name. Kondo realised that unlike scattering from a NM impurity, which is a first-order process with four possible routes to take an electron from a state $k$ to $k'$, the internal degrees of freedom of the magnetic VBS introduces an intermediate state $q$ in the scattering process. Therefore, for each of the four first-order routes there are a further four scattering routes (two exchange and two direct) which differ in their intermediate states, but achieve the same end result. Due to the exclusion principle each path has a different probability and thus a different scattering amplitude [61]; the sum of which leads to a net contribution to the resistivity of:
\[ \rho_m = \rho_k \ln(T) \quad (2.21) \]

\[ \rho_k = c \left[ 1 + \frac{3zJ}{\epsilon_F} \right] \frac{3\pi m J^2 S(S+1)(V/N_T)}{2e^2 h \epsilon_F} \quad (2.22) \]

where, \( c \) is the concentration of magnetic impurities, \( z \) is the number of conduction electrons per atom, \( V \) is the total volume of the crystal, \( N_T \) is the number of atoms in the crystal and \( S \) is the impurity spin. \( J \) is the direct exchange constant between the conduction electrons and impurity spin, which can be either positive (ferromagnetic coupling) or negative (antiferromagnetic coupling). Importantly, a negative \( J \) leads a logarithmic resistivity increase that has been experimentally observed at low temperatures. This logarithmic approximation breaks down as the temperature approaches the Kondo temperature:

\[ T_K \approx \frac{\epsilon_F}{k_B} e^{-\frac{1}{|J|N}} \quad (2.23) \]

where, \( k_B \) is the Boltzmann constant and \( N \) is the conduction electron density of states at the impurity [90]. The exponential dependence on \( J \) means that \( T_K \) can vary from a few mK up to thousands of degrees [91]. Whilst \( T >> T_K \), conduction electrons are weakly scattered by the impurity spin. As \( T \) approaches \( T_K \), \( \rho_m \propto \ln(T) \) as in Kondo’s original work. Once \( T < T_K \), conduction electrons start to screen the impurity spin and \( \rho_m \propto T^2 \), before finally reaching a plateau for \( T << T_K \) where the impurity spin is screened entirely by the conduction electrons.

Manifestations of the Kondo effect are not exclusive to the resistivity. In the specific heat [92, 93] and thermopower [94–96] Kondo peaks appear at \( \frac{1}{2} T_K \) and \( T_K \) respectively. Furthermore, about two thirds of the Kondo resistivity involves spin-flipping events so it is a highly effective source of spin relaxation [89]. Manifestations of this ‘spin Kondo effect’ have been widely observed in measurements of \( \Delta R_s \) in LSVs [30, 78, 97, 98].
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The use of a charge current to generate a pure diffusive spin current inevitably leads to a number of thermoelectric effects. Perhaps the most obvious is the Joule heat, where collisions between the electrons constituting the current and the ionic lattice result in a degree of energy loss according to \( P = I^2R \). The Joule heat is conducted into the substrate and throughout the device creating temperature gradients between the device, substrate and at the FM/NM interfaces. In this section we outline the relevant thermoelectric concepts.

2.7.1 Thermal Conductivity

The thermal conductivity of a material \((k)\) defines the amount of heat flow \((Q)\) generated by a temperature gradient \((dt)\) across its length \((dx)\) in the absence of current flow. Fourier’s law of conduction states:

\[
Q = -k \frac{dt}{dx} \tag{2.24}
\]

In a metal, the total thermal conductivity is the sum of the electron \((k_e)\) and phonon contributions \((k_p)\). Each contribution is roughly determined by the number of carriers, average velocity and mean free paths. In good metallic conductors, the thermal conductivity is dominated by the electronic contribution due to the high density of conduction electrons \([99]\). In these instances, \( k \approx k_e \) and the thermal conductivity can be estimated from the electrical conductivity \((\sigma)\) using the Wiedemann-Franz Law:

\[
k = \sigma LT \tag{2.25}
\]

where, \( L \) is the Lorenz number and \( T \) is the absolute temperature. The Sommerfield theory for a highly degenerate electron gas, which experiences only elastic scattering, proposes that \( L \) has a universal value for metals of \( L_0 = \frac{\pi^2}{3} \left( \frac{h^2}{m^2e^2} \right)^2 = 2.44 \times 10^{-8} V^2/K^2 \). Measurements of \( L \) have shown that it is in fact both material, purity and temperature dependent; with values measured well above and below \( L_0 \). At very high \((T > \Theta_D)\) and low temperatures, where the scattering is primarily elastic, this law is well obeyed with \( L \approx L_0 \). At intermediate temperatures, however, deviations from \( L_0 \) arise as a
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consequence of inelastic scattering or additional phonon contributions. The widely used equation for a temperature dependent $L(T)$ which includes impurity and phonon scattering is given in equation 2.26 [94]. Although closer to reality than the Sommerfield model, it is based on a number of simplifying assumptions which dictate its validity for any particular material namely: an equilibrium phonon distribution; only normal electron-phonon scattering (no Umklapp); and, a spherical Fermi surface [94, 100].

\[
\frac{L(T)}{L_0} = \frac{\rho_0}{K_{el-ph}} + \left(\frac{T}{\Theta_D}\right)^5 J_5 \frac{\Theta_D}{T} \left[1 + \frac{3}{\pi^2} \left(\frac{k_F}{q_D}\right)^2 \left(\frac{\Theta_D}{T}\right)^2 - \frac{1}{2\pi^2} \frac{J_5}{J_5(\Theta_D)}\right] \tag{2.26}
\]

Here, $\Theta_D$ is the Debye temperature; $\rho_0$ is the residual resistivity; $K_{el-ph}$ is the electron-phonon contribution to the resistivity; $k_F$ is the Fermi wave-vector, given by $k_F = (3\pi^2 n_e)^{1/3}$ ($n_e$ is the number density of free electrons); and, $q_D$ is the Debye wave-vector calculated from $q_D = \frac{\Theta_D k_B}{v_s}$ ($v_s$ is the weighted average of the transverse and longitudinal sound velocities in the material). The integrals $J_n$ are given by:

\[
J_n(\frac{\Theta}{T}) = \int_0^\infty x^n e^x \left(\frac{e^x - 1}{(e^x - 1)^2}\right) dx \tag{2.27}
\]

2.7.2 Seebeck and Peltier Effects

As inferred by the Wiedemann-Franz Law, there is an intrinsic link between electrical and thermal conduction, so temperature gradients ($\nabla T$) can be generated by potential differences ($\nabla V$) and vice versa. The relationship between charge and thermal transport within a metal can be represented by the coupled matrix:

\[
\begin{pmatrix}
J \\
Q
\end{pmatrix} = \sigma \begin{pmatrix}
1 & S \\
\Pi & \frac{k}{\sigma}
\end{pmatrix} \begin{pmatrix}
\nabla V \\
-\nabla T
\end{pmatrix} \tag{2.28}
\]

where, $Q$ is the heat current density, $J$ is the electrical current density, $\sigma$ is the electrical conductivity, $S$ is the Seebeck coefficient (or thermopower) and $\Pi$ is the Peltier coefficient. Considering first a $\nabla T$ across a metal, electrons at the hot end will have more energy resulting in a net migration of charge towards the cold end. As a result, an
electric field builds until a dynamic equilibrium is reached which ensures the transfer of heat continues without a net movement of charge. With \( \mathbf{J} = 0 \) in equation 2.28 the potential difference formed is given by \( \nabla V = S \nabla T \). This is the Seebeck effect - the magnitude and sign of the Seebeck voltage depends upon \( S \) which is an intrinsic property of the material. To measure the Seebeck voltage a junction of two dissimilar metals (A and B) is required with different Seebeck coefficients \( S_A \) and \( S_B \) to prevent the thermal voltages from cancelling. A temperature gradient across the junction will produce a Seebeck voltage proportional to the effective Seebeck coefficient of the pair given by \( S_{\text{eff}} = S_A - S_B \).

The reverse effect - the generation of \( \nabla T \) in response to \( \nabla V \) - is called the Peltier effect. The Peltier effect produces a local heating/cooling at the interface between two dissimilar metals when an electrical current passes through it. This arises due to the difference in the heat currents associated with the electrical current within each metal, such that heat is either absorbed or emitted at the interface. It is linear to the current and completely reversible – which distinguishes it from Joule heating. Using \( \nabla T = 0 \) in equation 2.28 the Peltier coefficient can be defined as \( \Pi = \frac{\Delta Q}{I} \), so it is the heat absorbed (or emitted) per unit current. Due to Onsager reciprocity the Peltier and Seebeck effects are related to one another through the Kelvin relation: \( \Pi = ST \), where \( T \) is the absolute temperature \([7]\).
Chapter 3

Methods
3.1 Introduction

This chapter outlines the techniques required to create and measure a functioning device. Device creation begins with lithography; the process of transferring a pattern onto a polymer coated substrate to form a device template. Following this, metallic elements are deposited into the template to form the device. The chosen deposition method depends on the required characteristics of the metallic elements, such as purity, roughness, step coverage and thickness. The first sections of this chapter detail the device design, lithographic techniques and deposition methods used in this work. In the latter sections the techniques used for device characterisation are presented, with particular attention placed upon the magnetotransport measurements that form the bulk of the results presented later in this thesis.

3.2 Fabrication

Fabrication is a challenging aspect of research focussed upon spin dependent effects, which are most easily observed as the dimensions of the device elements reach the nanoscale. Fabricating a device with such feature sizes requires a multi-step fabrication process. There are two aspects to the fabrication procedure: forming a working device; and, making electrical contact to that device. For the latter, contact is made to the device with well aligned microscopic wires that broaden to a macroscopic bonding pad allowing for a wire bond connection to be made to the measurement equipment. When patterning large areas, as for the bonding pads, optical lithography is favourable due to its high patterning speed and relatively low cost. However, optical methods are limited by the wavelength of the light and ergo incapable of the high resolution and alignment accuracy required to form the device (inner) contacts. Electron Beam Lithography (EBL) has a much higher resolution and is therefore ideal for the inner contacts; however, the cost and slow speed prevent the use of EBL for the entire contact area. Therefore, bridging this size gap requires breaking the contact into two separate lithography steps. First, a thin inner contact patterned with EBL and deposited by thermal evaporation, followed by a thicker outer contact patterned with optical lithography and deposited by sputtering. For the active device, if a transparent metallic interface between two different materials (as in lateral spin valves (LSV) and spin absorption devices (SAD)) was required an electron beam shadow lithography technique
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was used. Other devices, such as nanowires, where the active region consists of a single material were fabricated using conventional EBL. A schematic of a typical device chip with inner contacts, outer contacts and the device (in this instance an LSV) is shown in Figure 3.1. A general outline of the multi-step fabrication procedure for all the devices in this work is outlined below:

1. Patterning and deposition of inner contacts.
2. Bonding pads and outer contacts.
3. Active device patterning and deposition.

3.2.1 Device Design

To create a successful device there are two key considerations:

- How can the amount of spin current injected and detected by the ferromagnets (FM) be maximised?
- How may the reduction of the spin signal ($\Delta R_S$) due to scattering within the non-magnetic (NM) transport channel be reduced?

These issues can partially be addressed through clever device design. For the latter, the inverse scalability of $\Delta R_S$ with the volume of transport channel in LSVs has been demonstrated in a number of earlier experiments [101, 102]. However, this is only true to a certain limit. Once the channel dimensions approach the electronic mean free path ($\lambda_e$), electrons begin to ‘see’ the wire surface and experience additional scattering which is detrimental to the magnitude of $\Delta R_S$. Both theoretical and experimental work on thermally evaporated Cu have shown that this limit lies around 100 nm [51, 101]. Therefore, the patterned width ($w_{NM}$) and thickness ($t_{NM}$) of all the NM channels were 100 nm. The efficiency of spin injection and detection in metallic devices with transparent interfaces can be manipulated by varying the relative spin resistances ($R_S$) of the device elements. A device element with a low $R_S$ acts as an efficient spin sink, and is a preferred path for spin relaxation. At the injecting interface, the low spin resistance of the FM ($R_{FM}$) compared to the NM channel ($R_{NM}$) reduces the efficiency of spin injection as spins backflow into the FM. Through geometrical means this can be partially alleviated. As $R_{FM} \propto \frac{1}{w_{NWFM}}$, reducing $w_{FM}$ can increase $R_{FM}$, without
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Figure 3.1: Schematic of a typical LSV chip. The outer contacts (blue) overlap with inner contacts (red), decreasing in size as they move toward the centre of the chip where they contact one of the four devices at the centre. This chip is one of a grid of nine on the same substrate, all of which are fabricated and deposited together, and then diced into separate smaller chips at the end of the process.

affecting $R_{NM}$, and reduce the severity of the spin backflow [51, 69]. This technique has proved successful, exponentially increasing the injected spin polarisation in Py/Cu LSVs [103]. Conversely, to improve the detection efficiency, spin absorption into the detecting FM must be maximised so a larger interface is preferred. Based on the above, the injecting and detecting FM widths were chosen to be 80 and 100 nm respectively. Additionally, to measure $\Delta R_S$, the electrodes were designed to have different switching fields such that the magnetisations could be aligned both parallel (P) and anti-parallel (AP) to one another. To achieve this, a nucleation pad was added to the wider detecting electrode ($FM_2$) to induce a clean, fast magnetisation reversal through the injection of a single domain wall. The addition of this pad also further lowered the coercivity of
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Figure 3.2: Scanning Electron Microscopy (SEM) image of a typical LSV; the active device is in the central region of the image. The positions of the injector (FM₁), detector (FM₂), the NM transport channel and the nucleation pad on FM₂ are labelled.

FM₂ and increased the field window of the AP state. A typical example of a fabricated LSV is shown in Figure 3.2. K-Layout software was used to design the patterns for all the devices and contacts.

3.2.2 Lithography

A general lithographic procedure is as follows: a resist is spin coated onto a substrate, exposure to a stimulus (light/electrons) alters the chemistry of the exposed region, the exposed/unexposed areas for positive/negative resists are then removed using a developer solution leaving behind the desired pattern ready for material deposition. After deposition in a ‘lift off’ step, the resist is removed by submerging the sample in resist remover; hopefully leaving behind the desired structure. In this section, the preparation of resists and the patterning techniques used in this thesis are outlined.

Resists

The first step in any lithography process is to spin coat a resist onto the substrate. A resist is a viscous solution comprised of a polymer, that is sensitive to either light or
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electrons, and a solvent to adjust the viscosity. Spin coating is the process of spreading an even layer of the resist upon the substrate; the chosen rotation speed and time determines the resist thickness. Following this, the resist is baked to evaporate some of the solvent and harden the resist. For a positive resist, the regions exposed to the patterning stimulus become soluble in a development solution and are removed. The result is a stencil, ready for deposition. The use of a bilayer resist is generally preferred as it allows a resist profile undercut to be formed. This reduces the chance of material depositing up the resist walls and forming sharp edges called ‘ears’, which adhere to the substrate and interfere with subsequent lithography steps. A comparison between a single resist (composed of Methyl Methacrylate (MMA)) and bilayer resist (MMA lower layer and Poly Methyl Methacrylate (PMMA) upper layer) is depicted in Figure 3.3.

Electron Beam Lithography Resists

For all EBL processes a bilayer resist consisting of an electron sensitive under layer, MMA, and a high-resolution upper resist layer, PMMA, was used. Upon exposure to electrons MMA requires less exposure than PMMA to become soluble in the developer solution, so naturally an undercut will form. The EBL resist preparation process was as follows:

1. An Si/SiO\textsubscript{2} substrate was baked at 180 °C for 5 minutes to dehydrate.

2. After cooling, MMA (MAA(8.5)EL11) was spin coated at 4000 rpm for 40 s to achieve a thickness of approximately 500 nm.

3. The resulting MMA (MAA(8.5)EL11) layer was baked at 180 °C for 5 minutes and then cooled for 30 s.

4. PMMA (950k) was spun on top with the same spin coater settings to achieve a thickness of 200 nm.

5. A final bake at 180 °C for 5 minutes produced the desired bilayer resist.
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Figure 3.3: A comparison between the resulting structures that form using a bilayer resist and a single resist. The formation of the undercut in the bilayer case prevents material from depositing on the base of the resist walls. This means a clean lift off profile for both directional and non-directional (e.g. evaporation and sputtering) deposition techniques. Conversely, single resists can suffer from sharp edges and left over hardened resist around the structure which can interfere with subsequent lithographic steps.
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Optical Resists

A bilayer system was also employed for the optical lithography in this work. In this case, the base layer (LOR 3A) is not photosensitive and the undercut forms as a result of the development process. The upper layer (S1813) is photosensitive and defines the patterned features. During development, the exposed regions of upper S1813 layer are dissolved allowing the developer to degrade the LOR 3A in the open regions. Baking temperature and times control the rate of degradation of the LOR 3A and were optimised to produce a sufficient undercut for a good lift off result. The procedure was as follows:

1. An Si/SiO$_2$ substrate (with deposited inner contacts) was dehydrated for 5 minutes at 180 °C.
2. LOR 3A was spin coated at 4000 rpm for 40 s.
3. LOR 3A was baked at 200 °C for 5 minutes.
4. S1813 was spin coated at 4000 rpm for 40 s.
5. A final bake at 110 °C for 3 minutes produced the desired bilayer resist.

Lithographic Techniques

Electron Beam Lithography

EBL is a high-resolution patterning method which uses a focused electron beam to create patterns in an electron sensitive surface. The system used in this research was a 100 kV JEOL JBX-6300FS, which has a Schottky type emitter electron gun. In this type of gun, a sharp ZrO coated W tip is heated at a lower temperature than the temperature required to produce thermionic emission. A strong electric field is applied to lower the potential barrier for electrons to escape the tip. This electron beam then passes through a number of alignment coils and acceleration electrodes before arriving at the optics. Here, a number of electromagnetic lenses focus the electron beam and provide stigmation correction. A blanking aperture allows the beam to be blocked when necessary. A final set of optics control the x, y position of the beam relative to the substrate and moves the beam in a raster fashion to pattern the desired areas.
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Both the inner contacts and single metallic devices (nanowires) were patterned using conventional EBL. The resist was prepared as outlined in the previous sections, and the patterning and development process was as follows:

1. Exposure on the JEOL JBX 6300FS system. In order to produce the desired pattern simulations were performed using BEAMER software to obtain proximity error corrections and tailor the local dosage to the feature density and size. Beam currents and dosages varied, but were generally 10 nA and 440 µC/cm². All data collection, simulations and patterning during this step were performed by Dr M. Rosamond. For device patterning, as no regions of the structure were visible with an optical microscope, a visible test structure was patterned away from the active device to assist in determining development times.

2. To develop the pattern the substrate was submerged in Isopropanol (IPA) / de-ionised H₂O (7/3) solution and rinsed in IPA. Development was performed in regular intervals (5 to 40 s) and the structure (or test structure, depending on the feature size) was examined under an optical microscope. For the inner contacts, development was complete when no traces of resist remained in the largest exposed regions. For a device, development was performed until the test structure was fully developed.

3. To remove any residual resist in the patterned channels the substrate underwent an O₂ plasma ash at 50 W for 20 s. Following this, a Radio-Frequency (RF) Ar etch at 4 mTorr, 50 W was performed in a high vacuum (HV) sputter system to further remove the resist residues (the etching process is discussed further in section 3.2.3).

4. Material deposition was then performed. Active devices (nanowires) were deposited in a ultra high vacuum (UHV) chamber using electron beam evaporation. For the inner contacts an Edwards thermal evaporator with a base pressure of 1x10⁻⁶ mBar was used to deposit Cr/Au (5/30) nm. More details regarding the deposition methods used are provided in section 3.2.3.

5. Finally, the resist was removed in a lift off step by submerging the sample in pre-heated acetone at 60 °C for approximately 10 minutes.
3.2 Fabrication

Optical Lithography

Optical lithography transfers a pattern onto a photoresist coated substrate using actinic optical radiation. Either a physical mask consisting of optically opaque regions is used to define the exposure pattern, or a laser raster across the photoresist to replicate a computer generated pattern. In this work, a physical mask of Cr etched on quartz with an alignment and exposure system was used. The equipment used, a Karl Suss MJB 3 Mask Aligner, was equipped with a 350 W Hg arc lamp producing a wavelength of 405 nm and a typical intensity of 20 mW/cm$^2$. Depending on the combination of resist, mask to substrate distance and development process the aligner was capable of achieving features down to 1 $\mu$m. Optical lithography was used to define the outer contacts which had feature sizes between 1 and 100 $\mu$m. This formed the second step in the fabrication process, so had to be aligned to the first step (inner contacts). To achieve this, a series of alignment markers were patterned with EBL along with the inner contacts which corresponded to markers etched on the physical mask. Viewing the mask and substrate from above through an optical microscope (with 50x, 100x lenses), the mask was moved in the x and y axes until patterned markers coincided with the corresponding transparent regions in the mask. The optical lithography procedure was as follows:

1. The substrate was prepared as described in the optical resists section.
2. Patterned markers on the substrate were aligned with the corresponding transparent regions on the mask. The mask and substrate were brought into hard contact to reduce pattern distortion from diffraction. Once in hard contact, the mask and substrate were exposed to light with the exposure time tailored to achieve a dose of 400 mJ/cm$^2$.
3. The pattern was developed in MF319 until the large bonding pads were clear of resist (1-2 minutes) and rinsed in de-ionised H$_2$O.
4. Deposition of Cr/Au (5/100) nm in a Physical Vapour Deposition (PVD) sputtering system (described in more detail in section 3.2.3.).
5. Finally, lift off was performed in micro deposit remover 1165 (NMP) at 75 °C, followed by a rinse in de-ionised H$_2$O and dried with compressed N$_2$. 
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Shadow Lithography

To produce both the LSV and SAD devices in this work an unconventional method called shadow lithography was used. As the name suggests, the technique relies on the fabrication of suspended regions of resist that shadow parts of the substrate. Depositing materials at different angles with a shadowed resist allows for junctions between the two to be formed in a single step. This eliminates the need for two separate lithography stages with an intermediate interface cleaning inert gas etch, which is somewhat effective but susceptible to interface damage and inconsistencies. Shadow lithography is therefore an attractive alternative to produce high quality transparent interfaces; a key requirement for efficient spin current injection/detection at FM/NM interfaces. The same MMA/PMMA bilayer resist is used as described in the previous sections. In conventional EBL, a constant electron dose naturally leads to an undercut in the vicinity of the exposed regions due to the difference in electron sensitivity of the two layers. Here, we exploit this difference further by varying the electron dose to either: degrade both PMMA and MMA layers using a high electron dose; or only degrade the MMA using a low electron dose (see Figure 3.4).

![Figure 3.4: The effect of electron dose on MMA and PMMA resists. The resist height is normalised to the initial value prior to exposure. A dose >440 µC/cm² is required to clear the PMMA and was chosen as the high dose. A lower dose of (120-130) µC/cm² can effectively clear the MMA with minimal thinning to the PMMA, taken from [2].](image)

A low dose therefore creates suspended regions of resist, which will only be depos-
Figure 3.5: Aerial view of K-Layout design of an LSV indicating regions of high and low electron doses. Cross section along the dotted line at the interface shows the formation of the shadowed regions.

itted underneath if material is evaporated at an angle. As shown in Figure 3.5, these suspended regions are used to define the FM electrodes which are deposited at an angle. The high dose defines the regions where the NM material is deposited, normal to the substrate. Corrections to the dosage were required to account for the additional scattering effects produced within the resist (which can overexpose low dose areas if they lie close to high dose areas) and were performed by Dr M. Rosamond using a 3D Proximity Correction with BEAMER software, in addition to the patterning itself [2].
Deposition Angle

The developed resist properties such as the thickness of MMA and PMMA layers, protrusion of the overhang and feature sizes are required to determine the shadow deposition angles. Figure 3.6 is a schematic of the cross section along one of the FM electrodes (see Figure 3.5) and illustrates the conditions that have to be met for the chosen FM deposition angle:

- FM material cannot extend past point A, as any material deposited up the resist wall will introduce problems when attempting to lift off.
- FM material must extend across the NM channel to produce a continuous interface, the minimum position for this is point B.
- Electrical contact must be made with the NM contact, so the FM must begin no further than point C.

Basic trigonometry may be used to determine the angles corresponding to material reaching the points A, B and C. The resulting angles are as follows: $\theta_A = 32.7^\circ$;
$\theta_B = 54.7^\circ$; and, $\theta_C = 37.7^\circ$. Based on the conditions described above, the deposition angle ($\theta_D$) must obey $\theta_D > \theta_A$, $\theta_D > \theta_C$ and $\theta_D < \theta_B$. Therefore, $37.7^\circ < \theta_D < 54.7^\circ$. Feature sizes and resist thicknesses inevitably will vary from the estimates shown in Figure 3.6, so $\theta_D = 45.0^\circ$ was chosen to remain safely within the determined limits.

**Shadow Lithography and Deposition Overview**

The shadow lithography and deposition process was as follows:

1. Resist prepared as described in the EBL resists section.
2. Exposure on the JEOL JBX 6300FS system as described in the Shadow Lithography section.
3. To develop the pattern, the substrate was submerged in IPA/de-ionised H$_2$O (7/3) solution and rinsed in IPA. Development was performed in regular intervals (5 to 40 s) until the test structure (and device) was fully developed.
4. To remove any residual resist in the patterned channels, the substrate underwent an O$_2$ plasma ash at 50 W for 20 s. Following this, a RF Ar etch at 4 mTorr, 50 W was conducted in a HV sputter system to further remove the resist residues (described in more detail in section 3.2.3).
5. Material deposition was then performed in a bespoke UHV chamber with angular control of the substrate (discussed in more detail in section 3.2.3). The FM was deposited at $45^\circ$ (15 or 30 nm) using electron beam evaporation, followed by the thermal evaporation of the NM (100 nm).
6. Lift off was then conducted in pre-heated acetone at 60 °C with persistent agitation with a pipette.
7. Finally, devices were protected with 500 nm coating of MMA (MAA 8.5 EL11) which was air-dried.
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3.2.3 Deposition Techniques

Magnetron Sputtering

Sputtering is a form of PVD where material atoms are ejected from a target through bombardment with an inert working gas, most commonly Ar. This process is performed within a HV chamber, with material targets housed in guns at the chamber base and the substrate suspended above (see Figure 3.7). A combination of roughing and turbomolecular pumps are used to reach a vacuum of at least $1 \times 10^{-6}$ mbar, after which Ar is bled into the chamber at a fixed flow rate. To start the sputtering process, a plasma is generated by the application of a large electric field between the target and the gun shield. The plasma consists of light, quick electrons and heavy Ar$^+$. As the target material (cathode) is negatively charged, the heavy Ar$^+$ ions are accelerated towards it and bombard the surface. If they have sufficient kinetic energy the atoms of the target material will be expelled in all directions, some of which will settle upon the substrate to form a deposited film. A number of secondary electrons are produced in the bombardment process, which in direct current (DC) planar sputtering are not used to their full potential to maintain the plasma and instead stray into the chamber. In magnetron sputtering, as in this work, a magnetic field is generated by an array of magnets behind the target, which in conjunction with the applied voltage confines these secondary electrons to the target surface and enhances the ionisation of the Ar atoms and thus the rate of sputtering. Compared to regular sputtering, much lower voltages (a few hundred V instead of thousands) are required to maintain a high sputtering rate. Both methods are forms of DC sputtering that are suitable for conducting targets only. The use of DC sputtering with insulating or semiconducting targets results in a positive charge accumulating on the target that halts the sputtering process. RF sputtering must be used for these materials; where an alternating current (AC) alters the polarity of the accelerating potential and prevents this charge build-up. Inevitably, this also bombards the substrate with Ar$^+$. This bombardment essentially etches the substrate and/or deposited material removing any oxidised layers and/or resist residues. This RF etch method was key to produce low resistance interfaces between subsequent contact patterning steps and to remove any residual resists in the patterned channel that could prevent deposited material from adhering to the substrate. Sputtering was chosen as the deposition method for the optical outer bonding pads (device fabrication step 2) as it is fast, provides good step coverage and the PVD system allows for an in situ RF
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Figure 3.7: Schematic of sputtering system. Influx of Ar atoms (in blue) are ionised by high potential difference across anode and cathode. The plasma generated is indicated in light blue and consists of Ar$^+$ (purple) and e$^-$ (black).

Ar etch to produce ohmic interfaces between the inner and outer contacts.

**Sputtering Process**

1. Sample loaded in the HV chamber and pumped to a base pressure of 1x10$^{-6}$ mBar.

2. RF etch. Ar was bled in with a flow rate of 10 standard cubic centimetres (sccm) and an AC bias applied at 50 W for 20 s.

3. Deposition. Flow rate reduced to 8.2 sccm. Cr was deposited to achieve a thickness of 5 nm. Following this, Au was deposited to obtain a film thickness >100 nm.

**Evaporation Techniques**

Electron beam and thermal evaporation were chosen as the deposition methods for the sub-micron features in all devices; the active part of the device and the inner contacts. These techniques are directional (can be seen as a point source) and e-beam methods are capable of depositing high melting point metals. Additionally, evaporation may be achieved in an UHV system without the introduction of a working gas. By removing the residual gases from the growth chamber a higher quality of deposited material can be
achieved. This is of key importance for spin transport where impurities and structural defects can have disastrous consequences for spin coherence.

**Electron Beam Evaporation**

![Figure 3.8: Schematic of e-beam gun used in UHV evaporation system. The H\textsubscript{2}O cooled Cu hearth houses four material sources and can be moved along bellows until the desired source is centred between the magnetic yokes, taken from [3].](image)

In electron beam evaporation a beam of electrons is used to melt the source material; a schematic of the e-beam gun used is depicted in Figure 3.8. The electrons are generated through thermionic emission by passing a high current (10 A) through a resistive W filament. The emitted electrons are accelerated and deflected towards the Cu hearth by a high voltage (-7 kV) across the filament and beam former. A series of magnets curve the electron beam and direct it to impinge on the source material. Additional beam manipulation, such as centring, is provided by magnets outside the UHV system.
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The kinetic energy of the electrons is controlled by varying the accelerating voltage and the emission current controls the energy of the total beam. The general procedure was to increase the emission current (typically 100 mA) with the acceleration voltage fixed until sufficient energy had been supplied to melt the source. Additional external magnets were used to deflect stray electrons and ionised particles emanating from the electron gun in order to prevent damage to the resist from unwanted crosslinking of the polymers. This method was used to evaporate the CoFe used as the FM throughout this study.

Thermal Evaporation

A typical effusion cell (or Knudsen cell) consists of a central ceramic crucible which is filled with source material and surrounded by a meandering resistive filament. When a current is passed through the filament, Joule heating warms the crucible and source material to its melting point. At the top of the crucible a small ceramic disk with a hole at the centre allows evaporated material to escape into the deposition chamber and deposit onto the substrate. This method was used to deposit the Cu which formed the NM transport channel in all devices.

Bespoke Angled Deposition System

The above evaporation methods were both performed in a bespoke UHV deposition chamber (schematic in Figure 3.9, built specifically for the purpose of shadow deposition. The most important aspects of this system are the low base pressure (1x10^{-10} mbar) and the angled manipulator which will be described in detail in the following section.

To achieve the low base pressure careful maintenance along with a variety of different pumps were required. The main chamber was pumped on by a large oil-based diffusion pump, filled with liquid N₂ to prevent the backflow of oil into the main chamber and backed by a roughing pump. A turbo pumped load lock, separated from the main chamber by a gate valve, allowed substrates to be loaded into the deposition system without exposing the main chamber to atmosphere each time. After exposure of the main chamber to atmosphere for maintenance, the system was baked to release any adsorbed gases in the chamber walls and all sources were thoroughly outgassed.

Prior to a growth, substrates were secured with Kapton tape (UHV compatible) onto
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Figure 3.9: Bespoke UHV deposition system which housed two Knudsen cells and an e-gun, taken from [3]
3.3 Measurement Techniques

A Cu sample holder that was designed to fit into the jaws of the angled manipulator, and loaded into a carousel in the load lock. Once the load lock has reached a pressure of $\approx 1 \times 10^{-8} \text{ mbar}$, the gate valve was opened, and the carousel was raised into the main chamber using a linear transfer arm. Individual sample plates were transferred using a wobble stick from the carousel into the jaws of the angled manipulator. A meissner trap was filled with liquid $\text{N}_2$ which removed residual gases and water vapour from the chamber, in addition to cooling the sample holder as it was connected to the manipulator by a Cu braid. This additional cooling was incredibly important for lithographic samples, as resists can reflow and deform the pattern if the temperature exceeds $100 \, ^\circ\text{C}$; a temperature that can easily be reached during deposition. The manipulator was designed to rotate the sample in two orthogonal planes with a precision of $1^\circ$, with manual rotation control outside the chamber. Pressures in the main chamber were monitored using an ion gauge (total pressure) and a residual gas analyser (partial pressures). Deposition rates were monitored using a crystal monitor inside the main chamber, and tended to be $(0.05-0.2) \, \text{ Å/s}$ for both Cu and CoFe.

3.3 Measurement Techniques

A variety of characterisation techniques were used, the most important of which were magnetotransport measurements. Other techniques, such as atomic force microscopy (AFM) and scanning electron microscopy (SEM) were used to inspect the appearance of the patterned devices, measure geometry and determine material thicknesses to input into data analysis; these techniques will be discussed briefly at the end of this section.

3.3.1 Magnetotransport

Magnetotransport measurements were performed from 4 to 275 K with the spin signals of interest generally lower than 1 $\mu\text{V}$. Additionally, owing to the small dimensions of the devices, any static shocks generated by moving cables could be detrimental. Therefore, special precautions were taken to improve the signal to noise ratio, prevent spurious effects from temperature changes and protect the devices from static. These included the use of a specialised measurement stick (designed and built by G. Stefanou) and the design and build of a complementary measurement head by the author.
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Measurement Stick

A schematic of the measurement stick is depicted in Figure 3.10. The main body of the stick consisted of two long NM steel coaxial tubes, a breakout box mounted at the top and a 24-pin Lemo at the bottom. At the breakout box there were 20 available BNC connections corresponding to 20 signal lines (Cu wires) running down the stick, each connecting to a pin in the Lemo. The wires were in 12 twisted pairs, in a loom, which was non–inductively wound around the exterior of the inner tube and secured with GE varnish. Current (I) and voltage (V) lines were separated from one another by the 2 spare twisted pairs. The breakout box also split the Triax current input into $I^+$ and $I^-$ and the Lemo voltage output into $V^+$ and $V^-$. Using BNC cables, connections were made to the desired signal lines on the breakout box from the I and V input and output. To reduce noise from the thermometry lines, they were isolated from the signal lines as much as possible; bypassing the breakout box and entering the inner tube through a 4-pin Lemo connector. Four thermometry lines were used to take a 4–point resistance measurement of the thermometer, which was calibrated against a standard thermometer. Another two current lines ran down the inner tube for the custom built heater on the sample head, which is described in greater detail in the next section. Heat sinking and InAg solder were used to minimise any electromotive forces (EMFs). Baffles were also soldered between the inner and outer tubes to provide radiation shielding for the signal lines and avoid pressure build-up within the stick.
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Figure 3.10: A schematic of the measurement stick used for transport measurements. The sample was mounted onto the sample holder at the bottom of the measurement stick and lowered into the variable temperature insert (VTI) of a He flow cryostat, allowing the measurement temperature to be varied between 300 and 1.5 K; taken from [3].
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Measurement Head

A schematic of the measurement head is depicted in Figure 3.11. Due to its high thermal conductivity and NM properties, a single piece of O₂ free Cu was used to construct the body of the measurement head. To be compatible with the measurement stick described in the previous section, each of the signal and thermometry lines entered the Lemo as a designated pin. From each Lemo pin, a solder connection was made to a Cu wire (which were in twisted pairs) and these wires separated into groups: 8 signal current lines; 8 signal voltage lines; 4 thermometry (2 I and 2 V) lines; and, 2 heater lines. Each group followed a different path through the body of the head and had separate heat sinks in an attempt to isolate them from one another and reduce noise. The two largest heat sinks at the Lemo were for the signal current and voltage lines. Within the body of the head, thermometry lines were wound around two heat sinking posts (one for each I and V) before making a solder connection to the thermometer. The thermometer was mounted using GE varnish onto the Cu pillar, just below where the sample was mounted. The signal lines emerged separately from each heat sink through a hole within the body of the head. Once in the main body, the lines followed isolated paths (adhered to the body of the head using GE vanish) towards holes in the sides where they exited and were soldered to the correct signal line on the printed circuit board (PCB) above. On the PCB, each solder connection was made to a Cu track which led to one of 16 bonding pads for the sample. Wire bonding connections were then made between the bonding pads on the head and the outer contact bonding pads patterned on the sample. The heater was a custom-made element made from In wire that was non-inductively wound into a meandering filament with a 20 Ω resistance and adhered with varnish to the bottom of the head.

As the spin related signals of interest were generally smaller than a µV, they could easily be masked by spurious thermoelectric signals arising elsewhere in the measurement circuit. Given that the circuit started at the external measurement equipment (at ambient temperature) and led to the device (possibly at cryogenic temperatures), we needed to minimise the possibility of these large temperature gradients creating EMFs. Based on information from [104], a number of steps were taken to avoid this. Firstly, wiring from ambient temperature passed through a number of heat sinks to reduce the temperature gradient from room temperature to the device under test (DUT). Additionally, the sample was thermally anchored to a Cu pillar in the sample holder with
3.3 Measurement Techniques

Conductive silver paint. Other common sources of noise (and offsets) included Radio Frequency Interference (RFI) and Electromagnetic Interference (EI). RFI and EI contributions were minimised through physical shielding around the DUT and the use of twisted wiring pairs.

Figure 3.11: (a) A side view of the body of the measurement head. The Cu sample pillar was designed to fit into the square hole in the PCB (shown in lower part of figure), allowing for wire bonding connections to be made from the sample mounted on the pillar to the bonding pads on the PCB. (b) A view of the measurement head from above depicting the path taken by each group of lines through the body of the head. The heating element sits on the base of the head and is not shown in this schematic.

He Flow Cryostat

All transport measurements were performed in an Oxford instruments He flow cryostat depicted in Figure 3.12. Central to the cryostat was the variable temperature insert (VTI) which sat within a He bath. To isolate the He reservoir from ambient temperat-
3.3 Measurement Techniques

ures and prevent excessive evaporation, it was surrounded by a vacuum jacket and an external reservoir of liquid $N_2$. A solenoid magnet lay within the He bath which was capable of supplying magnetic fields up to 8 T. Temperature control within the VTI was achieved through varying the He flow through an adjustable needle valve, pumping speed and heater settings.

![Schematic of the cryostat used for transport measurements. The measurement stick, with sample holder attached to the lower end, is lowered into the VTI until the sample sits in the centre of the solenoid, taken from [3].](image)

**Magnetotransport Measurement Procedure**

Transport measurements were taken by applying a current and measuring a voltage. As the devices measured in this work had low resistances ($R_{DUT}$) compared to the
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measurement leads ($R_{\text{lead}}$) a four-point measurement was used throughout to avoid contributions from $R_{\text{lead}}$ and contact resistances. Four leads were used to connect a voltmeter in parallel to the DUT and current source as depicted in Figure 3.13.

![Four-Point Measurement Configuration](image)

Figure 3.13: Schematic of a four–point measurement configuration. Four leads (with resistances of $R_{\text{lead}}$) are used to connect the current source and voltmeter to the device under test (DUT). The current and voltage leads are the outer and inner pairs respectively. As the voltmeter has a high resistance compared to the DUT ($R_{\text{DUT}}$), the vast majority of the current ($I_c$) flows through the DUT. Therefore, only $R_{\text{DUT}}$ is measured without contributions from $R_{\text{lead}}$ or contact resistances.

**Non-Local and Local Voltage Measurements**

In a current biased measurement of a multi–terminal electrical circuit there are two kinds of voltage measurements that may be taken. A local voltage is the most familiar, where the voltage measurement is taken within the path of the current and can be used to determine local resistance. A non–local voltage is taken outside the current path and can be used to measure effects that arise as a consequence of the current. A schematic of the I and V probe configuration for each measurement is depicted in Figure 3.14. As detailed in Chapter 2, a non-local measurement is used to study pure diffusive spin currents. The spin related voltages are small, so most studies use an AC source with a lock–in amplifier to extract it from the background noise. Although effective,
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Figure 3.14: Config 1 depicts the probe configuration for a local measurement used to measure the resistance of the transport channel. Config 2 depicts the probe configuration for a non-local measurement used to study spin transport. Here, the right-hand electrode is the injector and the left-hand electrode is the detector.

information from the direction and magnitude of the applied current is inevitably lost. An alternative is to use a DC method which is capable of retaining the effects of current polarity, is faster, and has fewer error sources than the lock-in technique [50, 105]. Throughout this work a DC method was employed for both local and non-local measurements.

Measurement Procedure

After mounting the sample on the measurement head, with the FM electrodes parallel to the direction of the magnetic field produced within the cryostat, the head was connected to the measurement stick and loaded into the VTI. Electrical connections (choice of I, V) were made using the breakout box described in the previous section. To this, a 6221 DC current source and 2182 Keighley Nanovoltmeter were connected. The measurement system was entirely controlled by PC LabView software written by Dr. Gavin Burnell. For each device a local four-point measurement (config 1 in Figure 3.14) was performed whilst cooling from 275 K to measure the local resistance of the Cu. Upon reaching low temperatures, the V and I connections were changed to config 2 (Figure 3.14) to begin non–local measurements. In steps up to 275 K the temperature was stabilised with stability criteria of \( \frac{dT}{dt} < \pm 20 \text{ mK/min} \) and a temperature error of 20 mK.
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An in-plane field of 300 mT was applied to align the magnetisation of the FM electrodes in the P state. At each field value, the non-local voltage ($V_{NL}$) was measured whilst sweeping the injection current between ±500 µA to obtain a full non-local IV (NLIV). A NLIV was measured at each field value as it decreased to −300 mT and back to 300 mT in steps of (5–20) mT passing through both the AP and P electrode states.

3.3.2 Other Characterisation Techniques

**Scanning Electron Microscopy**

A Field Emission Gun (FEG) SEM has a high resolution so was used for device inspection and measurements of the lateral geometry. The imaging electrons are produced under vacuum in the electron gun by field electron emission from a very sharp W tip (approximately 10 nm in diameter). Emitted electrons are then focused through a number of electrostatic and magnetic lenses and accelerated through a variable potential (1–30 kV) to produce a coherent electron beam that hits the sample. Upon impact with the sample the high energy electrons dissipate their energy through various electron-sample interactions. Depending on the penetration depth the incident electrons may backscatter, produce secondary electrons, X-ray emission, heat, light and diffracted backscattered electrons. Backscattered electrons and secondary electrons are most useful for imaging purposes, where the former gives good contrast between materials and the latter detailed surface topology and morphology. Within the imaging chamber there are specialised detectors for each emission type. For our purposes, measurements of sample geometry were taken using the backscattered electron detector with an acceleration voltage of 5 kV and working distance of approximately 3.5 mm. Example measurements included electrode separation and component widths. A LEO Gemini 1525 FEG–SEM was used in this work.

**Atomic Force Microscopy**

A key parameter in analysis is the thickness of the resulting nanowires. Two methods were used to verify this, AFM and X-ray reflectivity (XRR). The principle of AFM is based on the interaction between a probe and the surface to be imaged. The probe consists of a long Si cantilever with a sharp tip (10 to 5 nm) at the bottom. To understand the interaction between sample and probe the spring constant, k, of the cantilever can be determined as $k = \frac{Ew^3}{4L^3}$. Where $w =$ cantilever width; $t =$
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cantilever thickness; \( L = \) cantilever length and \( E = \) Young’s modulus of the cantilever material. This spring constant determines how the cantilever will respond to contact with a surface. Deflections of the cantilever is monitored by a laser spot which reflects off the cantilever and onto a position photosensitive detector (PSPD). There are two working modes for an AFM: tapping mode, where the oscillation amplitude is used to generate a topographical image; or contact mode, where the height is constant and the tip deflection generates an image. In tapping mode, once the tip and sample are brought into contact the tip begins to raster over the selected scan area. The aim is to maintain a constant oscillation amplitude and is controlled by adjusting the \( z \) position of the cantilever based on feedback from the PSPD. These changes in \( z \) are used to produce a topographical image of the surface. A Digital Instruments Dimension 3100 was used in this work and operated in tapping mode to reduce damage to the devices.

X-Ray Reflectivity

During maintenance and sample growth, thin films were grown alongside patterned devices to corroborate the thicknesses measured using AFM and also to calibrate growth rates. The thickness of these films were measured using XRR. In this process, X-rays are produced within a vacuum tube by passing a current through a resistive filament to emit electrons thermionically. A large potential difference accelerates the electrons toward a target, in this instance Cu, where they either rapidly decelerate and emit a continuous spectrum of radiation, with the wavelength depending on the initial electron kinetic energy (called Bremsstrahlung); others ionise the core electrons of the cathode. Higher energy electrons transition to fill the vacancies and emit an X-ray photon with a well defined energy determined by the transition. These are called characteristic X-rays, which form sharp peaks in the X-ray tube emission spectra. A series of slits and filters are then used to produce a monochromatic X-ray beam with a well defined wavelength. The probing X-ray beam, sample, and detector are first aligned to satisfy the specular condition. This condition is satisfied when the angle between the incident X-ray beam and sample \( (\theta_i) \) is twice the angle between the incident X-ray beam and the detector, called the detector angle \( (2\theta_i) \). For \( \theta_i \) less than a critical angle \( (\theta_c) \) all X-rays will be reflected from the sample surface in Total External Reflection (TER). For \( \theta_i \) just above \( \theta_c \), X-rays enter the sample and at each interface, with different refractive indexes \( (n) \), are either reflected or transmitted. Measuring the intensity of X-rays as a
function of $\theta_i$ results in a complex pattern of interference, called Kiessig fringes. For a single layer film the periodicity of the Kiessig fringes is determined by layer thickness, the depth determined by the electron density in the layer, and the decay of the curve gives information on the surface roughness. Fitting with Bede software allows these parameters to be extracted by fitting the resulting curves.
Chapter 4

Spin Transport in Lateral Spin Valves
4.1 Introduction

Although the study of spin transport in metals is not a particularly new field, substantial gaps in our knowledge remain. A primary goal of the lateral spin valve (LSV) community is to maximise the spin signal ($\Delta R_S$), which necessitates both enhancing the spin diffusion length of the non-magnetic transport channel ($\lambda_{NM}$) and the efficiency of spin current injection from the ferromagnets (FM). In the most commonly studied materials, Cu and Ag, $\lambda_{NM}$ is known to depend on the intrinsic spin–orbit coupling of the material and other extrinsic factors, such as interfaces, surfaces, grain boundaries and impurities [59, 106, 107]. In nanostructures, these extrinsic factors tend to dominate and are inherently difficult to control. Among the various methods to improve the spin injection efficiency, an attractive approach is to use FMs with high intrinsic spin polarisations ($\alpha_{FM}$). From the starting point of a high $\alpha_{FM}$, further adjustments can be made to increase the spin injection efficiency, such as the use of tunnel barriers [108], dual injectors [109, 110] and increasing the spin resistance of the FM injector ($R_{FM}$) [51]. Perhaps the most widely adopted FM is Py, but the modest spin polarisation ($\sim 40\%$) limits the efficiency of spin injection that can be achieved [41, 71, 78]. CoFe alloys were suggested to be robust alternatives; they possess a high intrinsic spin polarisation, soft magnetic properties, are simple to deposit, and the magnetic and transport properties can be tuned by varying the ratio of Co to Fe [42, 111]. The use of a Co$_{60}$Fe$_{40}$ alloy in Cu based LSVs was shown to increase $\Delta R_S$ four-fold compared to Py at room temperature and attributed to a higher spin polarisation of $0.5 \pm 0.2$ [43].

Despite this, the optimisation of the use of CoFe alloys in LSVs has not been explored further.

When designing an LSV one of the most important parameters to consider is the thickness of the FMs ($t_{FM}$). Reducing the thickness can increase the resistivity through surface or grain boundary scattering [112–116], which can increase $R_{FM}$ and improve the injected spin polarisation. On the other hand, these additional sources of momentum relaxation can lead to a reduction of the intrinsic spin polarisation with thickness [117–119]. The situation is complicated further in devices fabricated with a shadow deposition technique; widely regarded to produce high quality transparent interfaces [68], but susceptible to magnetic impurity (MI) contamination [30, 81, 97]. In a 2010 study of shadow deposited Co/Cu LSVs an increase in $t_{Co}$ was shown to decrease the spin diffusion length of the Cu ($\lambda_{Cu}$) at 5 and 295 K [46]. In this study, it was suggested...
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that ferromagnetic material built up on the resist walls during the angled evaporation and was subsequently implanted into the transport channel during the non-magnetic metal deposition. Increasing the thickness, increased the build-up of material on the resist and in turn the degree of MI contamination. Since then, MIs have been shown to have quite an extreme effect on spin transport. The study of MI effects was engendered by the observation of a low temperature reduction in $\Delta R_S$ in Cu and Ag based devices [78, 120, 121]. This was in contrast to the predictions of the Elliott-Yafet (EY) theory, widely accepted to describe spin relaxation in these light metals, that $\Delta R_S$ should saturate at low temperatures. L O’ Brien et al. [30] identified a link between the ability for a particular FM impurity to retain its magnetism in the NM metal and the appearance of a peak in $\Delta R_S$. Given the approximate correspondence between the Kondo temperature ($T_K$) of the pairing and the position of the peak ($T_{\text{max}}$) in $\Delta R_S$, it was proposed that the anomalous behaviour of $\Delta R_S$ was a consequence of temperature dependent Kondo spin scattering from dilute MIs, denoted the ‘spin Kondo effect’. How the spin Kondo effect manifests itself depends on the location of the impurities. MIs in the bulk of the NM affect $\lambda_{\text{NM}}$ and those interdiffused at the FM/NM interfaces affect $\alpha_{\text{FM}}$; the peak in $\Delta R_S$ is a combination of both with the dominant contributor determined by the fabrication method.

Annealing shadow deposited Co/Cu and Py/Cu LSVs was shown to promote interdiffusion from the FM electrodes, enhance the spin Kondo effects in $\alpha_{\text{FM}}$, and at sufficiently high annealing temperatures lead to the emergence of Kondo effects in $\lambda_{\text{Cu}}$ and $\rho_{\text{Cu}}$ [97, 121]. The use of a low purity Cu source (dominant impurity being Fe) in Py/Cu LSVs showed similar enhancement of Kondo effects in $\lambda_{\text{Cu}}$ and $\rho_{\text{Cu}}$ [78]. The consequences of contamination via the resist initially suggested by H. Zou et al. [46] have not been studied since. In a follow up paper on Py/Cu LSVs (with thin Py), the same group revealed that a monotonic $\Delta R_S$ could be recovered once the devices were exposed to atmosphere for 143 days [120]. The study concluded that the MIs introduced via the resist were concentrated at the sides/surfaces of the NM channel, and post oxidation were encompassed within a $\sim$6 nm layer of CuO rendering them inaccessible to the conduction electrons. If MIs introduced in this way are solely introduced at the sides/surfaces we might expect that the Kondo effect would be suppressed due to the spin-orbit anisotropy of the surface [122–124]. The previous thickness dependent study did not examine the temperature dependence of the spin transport nor
charge transport, which have proved indispensable in studying the sources and relative magnitudes of different spin scattering sources [78, 81]. Additionally, it is not clear how widespread this contamination issue is given the variety of resist thicknesses, protrusions and evaporation angles employed. This contamination route is also not well recognized in the literature and some LSV studies have compared the spin transport properties of the NM with different $t_{FM}$ and assumed no impact [78]. In this chapter, the competing factors of spin injection and contamination effects are investigated whilst increasing the FM thickness from 15 to 30 nm in shadow deposited LSVs composed of the technologically relevant pairing Co$_{70}$Fe$_{30}$/Cu.

### 4.2 Devices

Two sets of LSVs were fabricated for comparison each with identically designed lateral geometries, Cu thickness and deposition rates of 0.2 Å/s for the Cu and 0.06 Å/s for the Co$_{70}$Fe$_{30}$ (referred to as CoFe for the remainder of this chapter). The only intentional variation between the two sets was the thickness of the CoFe electrodes ($t_{CoFe}$) from 15 nm to 30 nm. Each set was deposited with shadow deposition in a growth pressure of approximately 1x10$^{-9}$ mbar. To maintain consistency between the CoFe/Cu interfaces of the two sets the delay between Cu and CoFe deposition was set to 15 minutes. The time ($t$) for a monolayer of gas to form under ultra high vacuum conditions, assuming that every incoming particle that arrives at the interface remains there, can be estimated from $t = \frac{3.2}{p} \times 10^{-6}$ s, where $p$ is the pressure in mbar [125]. Using the growth pressure, which is an upper limit, we obtain $t \approx 53$ minutes. Therefore, 15 minutes was assumed to be a short enough time period to avoid monolayer absorption of residual gases at the interfaces, whilst allowing the chamber to be pumped out prior to the Cu deposition. To prevent oxidation all samples were coated with 500 nm of Methyl Methacrylate (MMA) resist (no baking) and stored under high vacuum ($\approx 1x10^{-6}$ mbar) until measurement.

Slight variations in lateral geometry are inevitable from the fabrication process so scanning electron microscopy (SEM) was used to determine the precise widths of the CoFe injector ($W_{CoFe1}$), detector ($W_{CoFe2}$) and Cu channel ($W_{Cu}$) for each LSV. The average values calculated for each set were: $W_{Cu}=(120\pm3)$ nm, $W_{CoFe2}=(132\pm2)$ nm, $W_{CoFe1}=(120\pm2)$ nm for the $t_{CoFe} = 15$ nm set; and, $W_{Cu}=(125\pm3)$ nm, $W_{CoFe2}=(134\pm3)$ nm, $W_{CoFe1}=(122\pm2)$ nm for the $t_{CoFe} = 30$ nm set. Additionally, the edge-edge electrode separation (L) was measured for each LSV, as depicted in Figure 4.1(a).
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Element thicknesses were measured using atomic force microscopy (AFM) yielding: \( t_{\text{Cu}} = (112 \pm 2) \text{ nm} \), \( t_{\text{CoFe}} = (15 \pm 2) \text{ nm} \) for the \( t_{\text{CoFe}} = 15 \text{ nm} \) set; and, \( t_{\text{Cu}} = (100 \pm 1) \text{ nm} \), \( t_{\text{CoFe}} = (30 \pm 3) \text{ nm} \) for the \( t_{\text{CoFe}} = 30 \text{ nm} \) set. Moreover, multiple AFM line profiles along the length of the Cu wires confirmed a roughness of less than \( \pm 2 \text{ nm} \) for both sets. In the \( t_{\text{CoFe}} = 30 \text{ nm} \) set, six LSVs were measured with electrode separations

Figure 4.1: (a) SEM image of an LSV from set A with false colours to indicate the different materials Cu (orange) and CoFe (blue). The relevant device geometries measured using SEM in each LSV are also indicated. (b) AFM height profile over the CoFe injector and detector (set B in blue and set A in red). (c) 3D representation of an AFM height map over the CoFe injector (CoFe\(_1\)), detector (CoFe\(_2\)) and Cu transport channel of an LSV from set B, produced in Gwyddion software.
between 400 nm and 1.7 µm. In the t_{CoFe} = 15 nm set, seven LSVs were measured with electrode separations between 490 nm and 2.2 µm. Henceforth we denote the t_{CoFe} = 15 nm set as ‘set A’ and the t_{CoFe} = 30 nm set as ‘set B’.

### 4.3 Charge Transport

The resistance (R_{Cu}) of each Cu transport channel was measured using a four-point local measurement (see Chapter 3) whilst cooling from 275 to 4 K. Following this, the resistivity (\rho_{Cu}) of each channel was calculated from \rho_{Cu} = \frac{A_{Cu} R_{Cu}}{L}, where A_{Cu} = W_{Cu} t_{Cu}.

Ideally, \rho_{Cu} should be identical for each LSV within a set given the identical processing conditions. Despite this, there was some variation in resistivity from device to device which others have attributed to unavoidable variations in microstructure [106]. In the forthcoming spin transport analysis, an average value of \lambda_{Cu} for each set will be extracted which requires the assumption that all LSVs (within a set) share a common \rho_{Cu}. Given that the variation in \rho_{Cu} for either set was not too large and each shared the same temperature dependence, an average \rho_{Cu} with standard error for each set was calculated and depicted in Figure 4.2(a).

To facilitate later analysis, where the momentum relaxation times (\tau_e) are related to the spin relaxation times (\tau_{sf}) through the EY theory, the Drude model was used to calculate \tau_e from \frac{1}{\rho} = \frac{n m^2}{\pi^2 k}, where m is the free electron mass and n is the conduction electron density (n_{Cu} = 8.5 \times 10^{28} \text{ e/m}^3). Additionally, to compare the characteristic length scales for spin and charge transport, the electronic mean free path (\lambda_e) was calculated from \lambda_e = \tau_e v_f, where v_f is the Fermi velocity which we take as the free electron value of v_f = 15.07 \times 10^5 \text{ m/s} [126]. The temperature dependence of \tau_e and \lambda_e calculated from the average \rho_{Cu} in both sets are depicted in Figure 4.3 (a) and (b) respectively.

In the absence of significant contamination from the CoFe electrodes, \rho_{Cu} for each set should be similar. However, as shown in Figure 4.2(a), the average \rho_{Cu} in set B is roughly 1 \mu\Omega cm higher than set A across the entire temperature range. Additionally, there is a small \rho_{Cu} upturn below T_{min} \approx 8.5 K in all six devices of set B which is not present in set A; the classic signature of Kondo scattering from dilute MIs. Similar low temperature resistivity increases can arise from weak localisation, but the resistivity of the Cu is very low compared to the typical samples (\sim 100 \mu\Omega cm) where these effects are observed [127, 128]. The position and magnitude of the low temperature resistivity
increase is common to all devices in set B (which are identical other than the variation in L), which suggests that the concentration of MIs is roughly constant as a function of lateral distance along the Cu channel [121].

Figure 4.2: (a) Average $\rho_{\text{Cu}}$ from each set with fits to equation 4.1. Inset graph shows the percentage fitting error calculated as $\frac{\rho_m - \rho_{BG}}{\rho_m} \times 100\%$ at each temperature, where $\rho_m$ is the measured data and $\rho_{BG}$ is the fitted value. The fitting error is less than ±0.5% at all temperatures in both sets, so the agreement between the data and fit is very good.

(b) The average low temperature resistivity increase ($\Delta \rho = \rho(T) - \rho(T_{\text{min}})$) in set B. Two fits are shown: the first (black line) is the low temperature portion of the fit to equation 4.1; and, the second (red dashed line) is a fit to the phenomenological model for the Kondo effect (equation 4.2).

Assuming that Matthiessen’s rule is valid the total resistivity can be written as the sum of the phonon resistivity ($\rho_p$), residual resistivity ($\rho_0$) and magnetic resistivity ($\rho_m$). The former can be represented by the Bloch–Grüneisen (BG) function and the magnetic contribution to the resistivity can be approximated as $\rho_m = \rho_k \ln(T)$, where $\rho_k$ is the Kondo resistivity. The total resistivity is therefore:

$$\rho(T) = \rho_0 + K_{\text{el–ph}} \left( \frac{T}{\Theta_D} \right)^n \int_0^{\Theta_D} \frac{x^n}{(e^x - 1)(1 - e^{-x})} \, dx + \rho_k \ln(T) \quad (4.1)$$

where, $K_{\text{el–ph}}$ is a constant related to the electron-phonon coupling, $\Theta_D$ is the Debye temperature and $n$ is an exponent, which in this case is equal to 5 [129, 130]. Equa-
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Figure 4.3: Calculated charge transport parameters $\tau_e$ (a) and $\lambda_e$ (b) for each set; both are larger in set A due to the lower Cu resistivity.

Equation 4.1 was fitted to the average resistivity of both sets with $\Theta_D$, $K_{el-ph}$, $\rho_0$ and $\rho_k$ left as free fitting parameters; the results are depicted in Figure 4.2(a). The extracted values of $\Theta_D$ are extremely close to one another: $\Theta_D = (287.1 \pm 0.6) \text{K}$ and $\Theta_D = (286.0 \pm 0.3) \text{K}$ for sets B and A respectively. Both are roughly 17% lower than bulk Cu indicating the presence of ‘phonon softening’, which is frequently observed in systems with reduced dimensions [130, 131]. Phonon softening is a reduction of the overall average frequency of the phonon distribution as a result of either an increased surface to volume ratio (as the dangling bonds at the surfaces alter the phonon modes), or scattering from disorder [132, 133]. Softening in this case is likely a result of the increased surface to volume ratio, as $\Theta_D$ are close whereas $\rho_0$ are dissimilar. The electron–phonon coupling constants were found to be $K_{el-ph} = (10.791 \pm 0.002) \mu\Omega\text{cm}$ and $K_{el-ph} = (10.756 \pm 0.001) \mu\Omega\text{cm}$ for sets B and A respectively. Both values are close, albeit a little larger than values found elsewhere for mesoscopic Cu wires which tend to be between 6 to 9 $\mu\Omega\text{cm}$ [130] [134]. Larger $K_{el-ph}$ are often accompanied by phonon softening effects and have been attributed to surface roughness and internal disorder [135–137]. The electron-phonon scattering characteristics are comparable in each set so the resistivity difference stems from the temperature independent residual resistivity arising from disorder, which is $\rho_0 = (2.4 \pm 0.2) \mu\Omega\text{cm}$ in set B and $\rho_0 = (1.3 \pm 0.1) \mu\Omega\text{cm}$ in set A.
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Resistivity Minimum

As depicted in Figure 4.2(b), the low temperature resistivity increase in set B follows the classic logarithmic temperature dependence associated with the Kondo effect; although the measurements are not to a sufficiently low temperature to observe the transition to the $\propto T^2$ dependence with the onset of electron-electron interactions and screening of the impurity spin [138]. The Cu in each set was evaporated from the same 99.9999% purity source, with the same deposition rate and in equivalent growth pressures. Therefore, these additional MIs did not originate in the source nor enter from residual vapours in the deposition chamber. Additionally, neither set was annealed (which would encourage interdiffusion from the electrodes into the channel) apart from 10 minutes in 60°C acetone during post deposition processing. This leaves the contamination route suggested by H. Zou et al. [46, 120], where MIs enter via the resist due to the angled evaporation of the FM. To illustrate this more clearly, Figure 4.4 shows a schematic of the angled deposition procedure. CoFe was deposited first at 45° to the substrate, thereby ensuring deposition into the patterned regions to form the electrodes but also onto the side walls of the resist that surrounded the Cu channel (indicated by the red box). During the subsequent Cu deposition, normal to the substrate, the energetic flux had the potential to dislodge small amounts of CoFe deposit from the resist walls and implant it into the Cu channel. Increasing the amount of CoFe deposited, increased the build-up on the resist walls and in turn the degree of MI contamination of the Cu channel. The appearance of a Kondo upturn in the resistivity of set B is in agreement with the suggestions of [46], that MI contamination is exacerbated by an increase in $t_{\text{CoFe}}$. However, our observations contradict the conclusions of [120] that the MIs are confined to a small (~6 nm) region at the channel surfaces. As shown in Figure 4.3(b), even at 4 K the electronic mean free path is less than the dimensions of the channel; thus, bulk scattering is the dominant source of momentum relaxation. In this instance, therefore, MIs have penetrated further into the Cu channels than suggested previously [120].

Both Fe and Co diluted in bulk Cu retain their magnetism and may Kondo scatter. They do, however, have very different Kondo temperatures ($T_K^{\text{Fe}} \approx 20 – 30$ K [89, 90, 92, 93] and $T_K^{\text{Co}} \approx 500$ K (in bulk) [90, 139, 139, 140]), impurity spins ($S_{\text{Co}} = 1$ [97, 141] and $S_{\text{Fe}} = \frac{1}{2}$ [78, 81, 88, 142]) and equilibrium solubility in Cu (negligible for Co [143] compared to 2600ppm for Fe [144]). Kondo scattering is known to be sup-
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Figure 4.4: (a) SEM image of an LSV with red hatched line indicating the position of the cross section. (b) An angled SEM image of an LSV post shadow deposition and pre lift off. The device was sputtered with Au to prevent charging during imaging then cut using a focused ion beam along the injector. This work was performed by Dr Georgios Stefanou. The deposition angles of Cu and CoFe are shown, along with the red box which indicates the resist region where we believe CoFe deposits build-up during deposition.

pressed in thin films (generally with thicknesses below ∼150 nm) and attributed to spin-orbit anisotropy from the surfaces [145–147]. The suppression decreases roughly with the distance of the impurity from the surface and depends on the impurity spin; Kondo scattering can be quenched entirely for integer spins or partially for half-integer spins [122–124, 148]. The former situation applies to Co and was observed recently in heavily annealed Co/Cu LSVs. No charge Kondo effect was observed once t_{Cu} < 200 nm despite Co being distributed throughout the Cu channel [81, 97]. Given the ∼100 nm channel dimensions in this case we suspect that this charge Kondo effect arises from Fe contaminants within the bulk of the Cu channels in set B. A phenomenological model [149, 150] can be fitted to estimate T_K as,

\[ \rho(T) = \rho_0 + AT^5 + \rho_k \left( \frac{T'_{K}^2}{T^2 + T'_{K}^2} \right)^s \]  

\[ T'_{K} = \frac{T_{K}}{\sqrt{2^{\frac{1}{s}} - 1}} \]
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where, $AT^5$ approximates the phonon contribution and the scaling parameter $s$ is equal to 0.21 for a $S=\frac{1}{2}$ impurity [138, 149]. The fit is depicted in Figure 4.2(b) and yields $\rho_K = (2.1 \pm 0.1) \, \text{n} \Omega \text{cm}$ and $T_K = (17 \pm 4) \, \text{K}$, the latter value being at the lower end of reported values for dilute Fe in Cu [89, 145, 151]. From the position of the minimum ($T_{\text{min}}$) a rough estimate of the concentration of Fe impurities ($c_{\text{Fe}}$) can be obtained from Knook’s empirical expression $T_{\text{min}} = 115c_{\text{Fe}}^{\frac{1}{5}}$ [87, 152], which yields $c_{\text{Fe}} \approx 1 \, \text{ppm}$. Assuming that the impurity resistivity contribution varies linearly with concentration ($\Delta \rho \propto c$), and using the quoted $\Delta \rho_0 \approx 14.5 \, \mu\Omega \text{cm per } \% \text{ Fe in Cu}$ [142] leads to $\Delta \rho_0 \approx 1.5 \times 10^{-3} \, \mu\Omega \text{cm}$. This is far less than the 1 $\mu\Omega \text{cm}$ higher residual resistivity in set B. This suggests a much higher impurity content in this set than can be inferred from the resistivity minimum alone. In particular, any Co impurities whose spins are hindered by the spin-orbit anisotropy [153] will still contribute to $\rho_0$. If so, these impurities may be visible in spin transport measurements. A growing body of work centred on the role of MIs in LSVs tend to show that spin transport is much more sensitive than charge transport to ppm levels of MIs [30, 81, 97, 121]. As a consequence, even in the absence of a measurable Kondo effect in the resistivity there can be clear signatures of Kondo scattering in spin transport measurements. Other possible sources of the higher resistivity in set B include an increase in geometrical disorder at the CoFe/Cu interfaces given the higher CoFe thickness in this set, or differences in average grain sizes [112]. Both should manifest as a temperature independent contribution to spin scattering [56] so are easily distinguished from spin scattering by MIs, which have a strong temperature dependence [30, 78, 81, 97].
4.4 Spin Transport

To study spin transport, voltage (V) and current (I) connections were made to each LSV in the non–local configuration depicted in Figure 4.5. The goal here is to obtain the spin signal (∆R₅), which reflects the amount of the spin accumulation reaching the detecting CoFe electrode. The magnitude of ∆R₅ is determined by the initial spin accumulation at the injecting interface and the amount of spin scattering in the Cu channel. In each set of LSVs, measurements of ∆R₅ as a function of electrode separation allows the spin diffusion length of the Cu (λₐ) and the spin polarisation of the CoFe (αₐ) to be extracted.

Figure 4.5: LSV with connections in the non–local configuration used to study spin transport. For all devices the narrow CoFe electrode (CoFe₁) was used as the injector and CoFe₂ as the detector. The passage of Iₐ through the injecting interface (right hand side), generates a local spin accumulation and drives a diffusive spin current (Iₐ) in both directions along the Cu channel. The spin current diffusing to the left is free from the charge current and thus a pure diffusive spin current. Any remaining spin accumulation at the detecting interface produces a voltage between the Cu and CoFe₂.

**Extracting ∆R₅**

At each measurement temperature, a small in–plane field of 300 mT was applied to align the magnetisation of the CoFe injector and detector in the parallel (P) state.
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Following this, the field was stepped to -300 mT and back to 300 mT measuring the non–local voltage ($V_{NL}$) at each field value. During this field sweep, the CoFe electrodes pass through both orientations of the P and the anti–parallel states (AP). The term of interest here is the non-local voltage induced by a spin accumulation at the detecting interface ($V_{s} = \frac{\nabla \mu_e}{e}$), which is linear to the applied current and reversible [50]. However, due to thermoelectric effects, each $V_{NL}$ contains additional contributions and takes the form of a second order polynomial, $V_{NL} = R_1I + R_2I^2 + c$. A typical example of the current dependence of $V_{NL}$ is shown in Figure 4.6(a).

$$V_{NL}(\mu V) = R_1I + R_2I^2 + c$$

![Figure 4.6(a): Raw $V_{NL}$ in P and AP electrode states fitted with a 2nd order polynomial (black lines).](a)

![Figure 4.6(b): The linear voltage response ($V_1$) extracted from fitting a 2nd order polynomial to $V_{NL}$ in the P and AP electrode states. The gradient of $V_1$ is the non-local linear resistance ($R_1$), which is positive and negative in the P and AP states respectively.](b)

The quadratic term ($R_2I^2$) arises from Joule heating in the path of the injection current (discussed in more detail in Chapter 5) and $c$ is an offset from the measurement equipment. The spin voltage is encompassed within the linear voltage component ($V_1=R_1I$) of $V_{NL}$. Figure 4.6(b) depicts $V_1$ extracted from fitting a 2nd order polynomial to $V_{NL}$ in the P and AP electrode states. $V_1$ shows a strong dependence on the magnetisation orientation and is bipolar in the direction of applied current. This behaviour is characteristic of the spin accumulation induced voltage, as observed in previous studies [3, 50]. The slope of $V_1$ yields the non-local linear resistance, $R_1$. Although difficult to distinguish from Figure 4.6(b), $R_1$ contains an additional contribution from
the reversible Peltier heating/cooling at the injecting interface. This Peltier induced voltage is independent of the magnetisation orientation of the CoFe electrodes, so the two contributions can be separated by plotting the applied field dependence of $R_1$. Figure 4.7 shows the typical magnetic field dependence of $R_1$; in this instance measured at 60 K in a L=1300 nm device from set A.

![Figure 4.7](image)

Figure 4.7: Left figure shows the linear non-local resistance ($R_1$) as a function of applied in–plane magnetic field at 60 K. The non-local spin resistance switches from positive ($R_P$) to negative ($R_{AP}$) as the electrodes transition from the P to AP state. In contrast, the Peltier induced non-local resistance has no dependence on the magnetic alignment of the CoFe electrodes and remains constant with applied field ($R_{1\text{off}}$, dashed line). The arrows show the direction of the field sweep with points 1-4 depicting the different magnetisation alignments of the electrodes, which are illustrated in the schematic to the right.

At high fields, both CoFe electrodes are aligned parallel (1 and 3) and the non-local resistance is positive ($R_P$). At roughly $(\pm)70$ mT, the magnetisation of the detecting electrode reverses, the electrodes are aligned anti-parallel (2 and 4) and the non-local linear resistance is negative ($R_{AP}$). This switching behaviour is a result of the non-local spin resistance across the Cu/CoFe$_2$ interface only. In contrast, the Peltier contribution has no field dependence and is manifested as a constant offset ($R_{1\text{off}}$, black dashed line) between the $R_P$ and $R_{AP}$ states. The spin signal can be extracted as the difference...
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between the P and AP resistance states $\Delta R_S = R_P - R_{AP}$, and contains no contribution from the Peltier offset.

The Spin Signal, $\Delta R_S$

Following the procedure outlined above, the temperature dependence of $\Delta R_S$ was extracted for multiple LSVs in each set. Figure 4.8(b) shows the spatial decay of $\Delta R_S$ at 5 K for both sets. At all electrode separations, $\Delta R_S$ is between 2 to 4 times smaller in set B. This indicates either a lower initial spin accumulation at the injecting interface (related to $\alpha_{CoFe}$) or an increase in spin scattering in the Cu channel (related to $\lambda_{Cu}$) in set B.

![Figure 4.8: (a) To account for slight geometrical variations in the Cu channels between each set of devices, the spin signal area product ($\Delta R_S A_{Cu}$) is compared for two L≈600 nm devices from set A and B. (b) The spatial decay of $\Delta R_S$ for both sets at 5 K with fits (dashed lines) to equation 2.15.](image)

Additionally, the temperature dependence of $\Delta R_S$ (depicted in Figure 4.8(a)) demonstrates that there are notable differences, other than the reduced magnitude, between set A and B. In set B, the overall temperature dependence is weaker and the low temperature reduction (or ‘downturn’) is larger and shifted to a higher temperature. The position of the maximum is $T_{\text{max}} = 40$ K in set B and $T_{\text{max}} = 25$ K in set A; both of which are common to all LSVs regardless of electrode separation. As noted in the introduction, this downturn is a result of temperature dependent spin scattering and has
been linked to Kondo scattering from MIs [3, 30, 78, 97, 98, 121] and surface scattering [120, 155, 156]. MIs in the bulk of the NM channel and surface scattering lead to a downturn in $\lambda_{NM}$, whereas MIs at the FM/NM interfaces manifest as a low temperature reduction in $\alpha_{FM}$.

To unravel the contributions from the interfaces and the bulk, the spatial decay of $\Delta R_S$ was fitted to a 1D spin diffusion equation to extract $\lambda_{Cu}$ and $\alpha_{CoFe}$ for each set. $\rho_{Cu}$ was taken as the average value for each set (shown in Figure 4.2(a)), and the geometry and thicknesses of the device components were taken to be the values stated earlier in this chapter. As $\rho_{CoFe}$ could not be measured in situ, two thin films of CoFe with thicknesses of 30 and 15 nm were deposited in equivalent conditions to the LSVs and measured using a van der Pauw technique; the resistivities are depicted in Figure 4.9. Three undetermined parameters remain $\lambda_{Cu}$, $\alpha_{CoFe}$ and $\lambda_{CoFe}$; one of which must be constrained to achieve a meaningful fit. The conventional approach is to estimate $\lambda_{FM}$ from the measured resistivity using the empirical relationship $\lambda_{FM}(T) = \frac{\lambda_{FM}(4.2K)\rho_{FM}(4.2K)}{\rho_{FM}(T)}$, where $\lambda_{FM}(4.2K)\rho_{FM}(4.2K)$ is taken from the literature [55]. For our particular alloy composition one measurement of $\lambda_{CoFe}(4.2K)$ exists, which found $\lambda_{CoFe} = (10.9 \pm 0.5)$ nm for a 200 nm thick thin film with $\rho_{CoFe} = (6.1 \pm 0.4)$ $\mu\Omega cm$ [154]. From this we obtain $\lambda_{CoFe}(4.2K)\rho_{CoFe}(4.2K) = (0.67 \pm 0.05)$ $f\Omega m^2$, which when divided by $\rho_{CoFe}$ yields the estimate of $\lambda_{CoFe}$ used in the fitting procedure. At each measurement temperature, $\Delta R_S(L)$ was fitted to equation 2.15 extracting a value for $\lambda_{Cu}$ and $\alpha_{CoFe}$ each time.
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Figure 4.9: Resistivity of 15 and 30 nm thick CoFe thin films measured using a van der Pauw technique. These measurements are used to calculate an estimate of $\lambda_{\text{CoFe}}$ for each set.

4.4.1 Spin Diffusion

Figure 4.10(a) shows $\lambda_{\text{Cu}}$ extracted from the fits to $\Delta R_{S}(L)$ for both sets. In set A, $\lambda_{\text{Cu}}$ is comparable to Py/Cu devices fabricated from the same Cu source [78] reaching a maximum of $\lambda_{\text{Cu}}=(869\pm3)$ nm at 25 K; which is toward the higher end of published values. In set B, $\lambda_{\text{Cu}}$ is significantly lower reaching a maximum of only $(283\pm2)$ nm at $T_{\text{max}}=50$ K; still well within the literature range [68], but low given the high purity Cu source used.

The EY mechanism is recognised to be the prevailing theory to describe spin scattering in light metals like Cu [14, 56, 76] and predicts that the spin diffusion length should follow the temperature dependence of the electronic mean free path ($\lambda_{s} \propto \lambda_{e}$). The most obvious deviation is the low temperature peak in each set, which is widely observed throughout the literature and has been linked to Kondo scattering from bulk MIs and spin-orbit scattering from the channel surface. Earlier, charge transport measurements revealed the presence of dilute Fe contaminants in the bulk of the Cu channels in set B. Thus far, without exception, in devices where a charge Kondo effect from Fe impurities is detectable a peak in $\lambda_{\text{Cu}}$ at some temperature $T_{\text{max}}$ that roughly correlates to $T_{K} = 30$ K is observed [12, 28, 30, 56, 78, 98, 120, 155, 156]. We can surmise
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Figure 4.10: (a) The spin diffusion length of Cu extracted from fitting $\Delta R_S(L)$ for LSVs in set B (blue) and set A (red). (b) The spin diffusion length ($\lambda_s$ - stars) and electronic mean free path ($\lambda_e$ - triangles) normalised by their value at the highest measurement temperature (275 K in set A and 250 K in set B) to illustrate the deviations from the expected EY behaviour of $\lambda_s \propto \lambda_e$. In set A (red), the two lengths scale perfectly with one another down to the 25 K maximum in the spin diffusion length. Whereas, in set B, the spin diffusion length increases much less than the electronic mean free path below 200 K.

that the anomaly in set B is, at least in part, the result of Kondo spin scattering from these bulk Fe impurities. Spin scattering from these contaminant Fe impurities will also lower $\lambda_{Cu}$ overall, as we have observed. Additionally, although no charge Kondo effect was detected in set A (down to 4 K), the variation in peak position and size between the two sets can be explained in the framework of the Kondo effect arising from dilute MIs. Generally, in the absence of other effects (such as impurity type and location) increasing the MI concentration shifts $T_{max}$ toward higher temperatures, enhances the peak and eventually at sufficiently high concentrations the conventional charge Kondo effect arises. In terms of surface scattering, neither $\lambda_e$ exceeds the 100 nm Cu thickness and if the peaks were solely the result of surface scattering, set A (with a longer $\lambda_e$) would experience the onset of surface scattering at a higher temperature than set B; which is contrary to our observations.

For closer examination of the applicability of the conventional EY mechanism at all temperatures, the spin and charge transport length scales were normalised to their high
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temperature values as shown in Figure 4.10(b). The normalised length scales should follow the same temperature dependence if the dominant momentum scattering mechanisms are also responsible for spin scattering. In set A, both increase at the same rate upon cooling from 275 K demonstrating that electron-phonon scattering which limits $\lambda_e$ at high temperatures also determines $\lambda_s$; in perfect agreement with the conventional EY theory. The only deviation occurs with the onset of the low temperature peak at 25 K, as highlighted in the previous paragraph. Conversely, in set B, the length scales follow entirely different temperature dependences for $T < 200$ K with $\lambda_s$ increasing much more slowly than $\lambda_e$. This suggests the presence of a temperature dependent spin scattering mechanism, that only weakly affects the electronic mean free path and dominates over the phonon spin scattering contribution at high temperatures.

Spin Lifetime in Cu

![Figure 4.11: The spin relaxation time calculated from the spin diffusion length of the Cu in each set. With thin CoFe electrodes (set A), the spin relaxation time is long and the temperature dependence strongly resembles the momentum relaxation time, as expected from the EY mechanism. With thick CoFe electrodes (set B), the spin relaxation time is a factor of five smaller and has a notably weak temperature dependence. This indicates that the dominant spin relaxation mechanisms are very different in each set.](image)

To attempt to discern the sources of spin relaxation in each set and quantify their contributions, the spin relaxation time ($\tau_{sf}$) was calculated from $\tau_{sf} = \frac{\lambda_s^2}{D}$, where
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\[ D = \frac{1}{3} \tau_e v_f^2 \]

is the diffusion coefficient. As shown in Figure 4.11, the spin relaxation time in set A is comparable to other clean Cu in the literature [78], whereas in set B it is a factor of five smaller. Moreover, the disparate \( \tau_{sf} \) temperature dependences indicate that the dominant spin relaxation mechanisms are very different in each set.

As detailed in Chapter 2, the EY mechanism links the momentum and spin relaxation times as \( \frac{1}{\tau_{sf}} = \frac{\alpha}{\tau_e} \), where \( \alpha \) is the probability of a spin-flip per momentum scattering event. For multiple independent scattering sources, Matthiessen’s rule can be applied to obtain an expression for the total spin relaxation rate in terms of the individual spin scattering contributions each with a different spin-flip probability. The total spin scattering rate for phonons, defects and Kondo scattering can be written as:

\[
\frac{1}{\tau_{sf}} = \frac{\alpha_{def}}{\tau_{e,def}} + \frac{\alpha_{ph}}{\tau_{e,ph}} + \frac{\alpha_k}{\tau_{e,k}}
\]

where, \( \tau_{e,def}, \tau_{e,ph} \) and \( \tau_{e,k} \) are the momentum relaxation times for defects, phonons and Kondo respectively. Similarly, \( \alpha_{def}, \alpha_{ph} \) and \( \alpha_k \) are the spin-flip probabilities for defects, phonons and Kondo respectively. The conventional approach is to extract each momentum relaxation time directly from the measured \( \tau_e \), input into equation 4.4 and obtain the spin-flip probability for each scattering mechanism. Recently, J.D.Watts et al. [81] suggested that the Kondo scattering contribution from MIs actually extends up to much higher temperatures than are visible in \( \tau_e \); up to 10 times \( T_K \) [138]. These high temperature contributions are much more pronounced in spin relaxation as although Kondo scattering events are less frequent than those with phonons, for example, the probability of a Kondo spin-flip (\( \alpha_k = \frac{2}{3} \) [98]) is typically 100 times that of phonons (\( \alpha_{ph} \approx 10^{-3} \) [77, 80, 85]). Consequently, for large MI concentrations or high \( T_K \) impurities, the Kondo spin scattering contribution can dominate over phonons even at room temperature. As noted in the previous section, this is exactly what we observe in set B. To account for this, \( \tau_{e,k} \) can be calculated from the Goldhaber–Gordon phenomenological expression [157] (equations 4.5, 4.6), which can approximate the transition from the logarithmic dependence \( (T > T_K) \), to \( T^2 \) \( (T \sim T_K) \) to saturation \( (T << T_K) \).

\[
\tau_{e,k}^{-1} = \tau_{k,0}^{-1} \left( \frac{T_K^2}{T^2 + T_K^2} \right)^8
\]
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\[ T'_K = \frac{T_K}{\sqrt{\frac{1}{2^s} - 1}} \]  

(4.6)

where, \( \tau_{k,0}^{-1} \) is the saturation Kondo momentum scattering rate at \( T = 0 \) K, which is related to the MI concentration. \( T_K \) is the Kondo temperature and in this context is defined as the temperature at which \( \tau_{k,0}^{-1} \) is at half the maximum value. The scaling parameter (s) determines the slope of the scattering rate and is related to the impurity spin (S). The momentum scattering time from impurities and phonons can be obtained as the temperature independent and dependent parts respectively of \( \tau_e \). Based on previous work, the Kondo spin-flip probability can be fixed to \( \alpha_k = \frac{2}{3} [78, 81, 98, 162] \), which leaves \( \alpha_{ph}, \alpha_{def}, \tau_{k,0}^{-1}, T_K \) and s as unknowns.

Fitting equation 4.4 requires some knowledge of the relevant Kondo parameters (\( T_K \) and s) and the presence of two potential Kondo impurities in our devices, Co and Fe, complicates matters. The Kondo effect was negligible (above 4 K) in the Cu resistivity of set A but this does not, however, rule out the presence of MIs in the channel. Very low MI concentrations that are below the detection limits of charge transport are frequently observed in spin transport [41, 81]. The comparison of the spin and charge length scales in set A, depicted Figure 4.10(b), demonstrated that the additional temperature dependent spin scattering was limited to low temperatures. Studies of Kondo spin scattering from Co impurities in Cu are quite limited, but tend to show a spin scattering contribution that extends well up to room temperature due to the high \( T_K \approx 500 \) K [81, 97]. Additionally, the overall magnitude of \( \tau_{sf} \) is severely reduced in Cu containing Co compared to Fe [81]; a consequence of the larger spin-flip cross section of Co compared to Fe or Ni in Cu [80, 82, 158] and the larger Kondo spin-flip scattering rate due to an increased s-d exchange constant \( J \approx 1.3 \) eV (0.9 eV for Fe) [159, 160]. Therefore, to fit the total spin-flip scattering rate (\( \tau_{sf}^{-1} \)) in set A, the Kondo parameters were fixed to typical values for Fe (\( T_K = 30 \) K, s = 0.21) and \( \alpha_{ph}, \alpha_{def} \) and \( \tau_{k,0}^{-1} \) were left as free fitting parameters.
Figure 4.12: (a) The spin-flip scattering rate in set A with a fit to equation 4.4 (black dashed lines) assuming spin scattering contributions from phonons, defects and bulk Fe impurities. The temperature dependence of each spin scattering contribution extracted from the fit are depicted in (c) with phonons in blue, defects in green and Fe in red. (b) Spin-flip scattering rate in set B with three fits to equation 4.4, each using different values of the Kondo parameters ($T_K$ and $s$): bulk Fe, with $T_K = 30K$ and $s = 0.21$ fixed, is depicted as the black dashed line; bulk Co, with $T_K = 500K$ and $s = 0.1$ fixed, is depicted as the green solid line; and, a mixed fit for scattering from both bulk Co and Fe impurities, with $s = 0.21$ fixed and $T_K = 123$ K as a free fitting parameter, is depicted as the red solid line. Only the latter fits the experimental data; the individual spin scattering contributions extracted from the fit are depicted in (d) with phonons in blue, defects in green and a mixed Kondo contribution in red.
The agreement between the data and fit is excellent; both are depicted in Figure 4.12(a) and the temperature dependence of each spin scattering contribution is plotted in Figure 4.12(c). The fit values were: $\alpha_{\text{ph}} = (1.16 \pm 0.03) \times 10^{-3}$, in agreement with values found in conduction electron spin resonance measurements (CESR) [80, 85];

$\alpha_{\text{def}} = (9.45 \pm 0.05) \times 10^{-4}$ which comparable to values extracted in Py/Cu LSVs from the same Cu source [78]; and, $\tau_{k,0}^{-1} = (0.016 \pm 0.001) \text{ps}^{-1}$. The low Fe concentration in this set is reflected in the small value of $\tau_{k,0}^{-1}$. As shown in Figure 4.12(c), the contribution to the total spin-flip scattering rate from Kondo scattering by Fe ($\tau_{s,k}^{-1}$) is negligible above 50 K thus phonons are the dominant source of spin-relaxation at high temperatures. Using the extracted value of $\tau_{k,0}^{-1}$, the temperature at which Kondo scattering in $\tau_e$ would be visible was estimated to be $T \approx 3$ K. It is therefore reasonable to assume that the additional low temperature spin scattering in set A is a result of dilute Fe impurities; which would be visible in the Cu resistivity if measurements were extended to a slightly lower temperature. It is interesting to note that the use of a thinner CoFe electrode seems to avoid contamination from Co entirely, even though the electrode material is composed of 70% Co.

The situation is quite different in set B. There is a detectable level of Fe impurities in the Cu resistivity, the spin relaxation time is suppressed, has a large low temperature suppression and a weak temperature dependence; all of which are indicative of high MI concentrations in the Cu bulk. In the initial fit, we test whether Fe impurities alone (which were detectable in the Cu resistivity) can account for the observed behaviour by fixing $s$ and $T_K$ to the values stated earlier and fix $\alpha_{\text{ph}}$ to the value returned from fitting set A. The fit is depicted as the black dashed line (labelled $s = 0.21, T_K = 30$ K) in Figure 4.12(b); due to the relatively low Kondo temperature of Fe, the fit cannot account for the very weak high temperature dependence and, in an attempt to do so, overestimates the spin scattering rate at low temperatures. This demonstrates that there are additional spin scattering mechanisms, other than Kondo scattering from Fe, present in the Cu of set B. The first possibility is Kondo scattering from dilute Co impurities in the Cu bulk. Based on previous reports, this is somewhat unexpected given the low miscibility of Co in Cu which tends to prevent the observation of bulk Co Kondo scattering without significant annealing (typically $T > 300^\circ$C) [81, 143, 161]. This previous study of shadow deposited Co/Cu LSVs used thin Co electrodes (15 nm), half the thickness of the CoFe electrodes in this set. The use of a thicker CoFe electrode
here, and subsequent increase in CoFe deposits on the resist walls, may have led to the inclusion of Co deposits further into the channel along with Fe. To test Co impurities alone, $\tau_{sf}^{-1}$ was fitted with $s=0.11$ with a fixed $T_K = 500$ K, values found previously for Co in Cu [81]. Unfortunately, it did not reproduce any of the observed features (green line in Figure 4.12(b)). We note that the data can be fitted with two independent bulk Fe and Co Kondo scattering contributions, assuming no interactions between impurities, but the additive effects lead to a defect spin-flip probability of $\alpha_{\text{def}} < 1\times10^{-3}$; which is much smaller than values found in clean LSVs [56, 78, 81]. Another possibility is that due to the random nature of the introduction of Co and Fe contaminants, and that these devices have not been annealed, there is a distribution of Co, Fe and clusters of each throughout the Cu channel which have different local $T_K$ and $S$. As pointed out by other authors, a disordered system is better described by an average $T_K$ and $S$ of the entire distribution [163]. In equations 4.6 and 4.5, $T_K$ and $s$ are directly dependent upon one another; as $T_K$ increases $s$ decreases. Therefore, we are unable to obtain a precise estimate of either but only an indication of the range of possible values that fit the data. Consequently, $\tau_{sf}$ was fitted with $s$ fixed at values between 0.05 and 0.5 and a free $T_K$. Values between $0.17 < s < 0.26$, which corresponds to an average impurity spin slightly greater than a half to just below a half, successfully fitted the data yielding: $T_K=(123 \pm 5)$ K to $T_K=(100 \pm 10)$ K, which are between the accepted values for dilute bulk Co and Fe; and $\alpha_{\text{def}} = (1.42 \pm 0.03) \times 10^{-3}$ to $\alpha_{\text{def}} = (1.25 \pm 0.02) \times 10^{-3}$, which is comparable other reported values for Cu [78]. The fit for $s=0.21$ and $T_K = (123 \pm 5)$ K is depicted in Figure 4.12(b).

Alternatively, if the majority of the Co and Fe contaminants are concentrated at the surfaces/sides of the Cu channel as previously suggested [120], the spin-orbit anisotropy of the surface may suppress or quench the Kondo effect entirely [122, 123]. As a result, a significant proportion of the MIs close to the surface, particularly Co due to the integer $S$, will not Kondo scatter and would only spin-orbit scatter [140]. Whilst spin-orbit scattering alone is temperature independent, if these impurities are at the surfaces and $\lambda_{e} < t_{Cu}$, the probability of conduction electrons scattering from this contaminated region would increase with decreasing temperature as $\lambda_{e}$ increases. This would appear as a high surface spin-flip probability and has been observed in shadow deposited Cu LSVs recently [106, 164]. To examine the possibility of a high surface spin-flip rate from contaminated surfaces in set B we follow the approach outlined by Y.Cai et al. [106],
where a temperature dependent spin-flip probability ($\alpha_{\text{sf}}$) was calculated directly from the EY relationship between $\rho_{\text{Cu}}$ and $\lambda_{\text{Cu}}$ as $\alpha_{\text{Cu}} = \frac{1}{3} \left( \frac{m_{\text{Fe}}}{n e^2 \lambda_{\text{Cu}} \rho_{\text{Cu}}} \right)^2$.

Figure 4.13: (a) The temperature dependent spin-flip probability calculated from the EY relationship between the average resistivity and spin diffusion length of the Cu in LSVs from set A (red) and set B (blue). There is very little change in $\alpha_{\text{sf}}$ with temperature for set A, where in set B $\alpha_{\text{sf}}$ doubles upon cooling to 5 K. (b) The main figure depicts the increase in $\alpha_{\text{sf}}$ with the probability of surface scattering in set B. The inset shows the temperature dependence of the probability of surface scattering. $\alpha_{\text{sf}}$ increases linearly up to $\beta = 0.27$, which corresponds to the 40 K onset of Kondo scattering from Fe, and above which there is rapid increase. The blue dashed lines are a fit to $\alpha_{\text{sf}} = \alpha_{\text{bulk}} + (\alpha_{\text{surfaces}} - \alpha_{\text{bulk}}) \beta$ in the linear region, where $\alpha_{\text{bulk}}$ and $\alpha_{\text{surfaces}}$ are the probability of a spin-flip from the Cu bulk and surfaces respectively.

The calculated values of $\alpha_{\text{sf}}$ for both sets are shown in Figure 4.13(a). In set A, $\alpha_{\text{sf}}$ is roughly constant at $\alpha_{\text{sf}} \approx 1 \times 10^{-3}$, which is close to the value of the phonon spin-flip probability extracted earlier, until the onset of Kondo scattering from Fe when $T < 30$ K. This demonstrates that above 30 K phonons are the dominant source of spin-relaxation in these devices, in agreement with the previous analysis. The spin-flip probability in set B increases continuously upon cooling from $\alpha_{\text{sf}} \approx 1 \times 10^{-3}$ at 250 K, close to expected value for phonons, to $\alpha_{\text{sf}} \approx 2.5 \times 10^{-3}$ at 5 K. This demonstrates that another spin scattering mechanism with a higher spin-flip probability than phonons is increasingly dominant as the temperature reduces; either Kondo scattering from Co and Fe, as argued in the previous section, or scattering from the contaminated
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surfaces. To correlate the increase in $\alpha_{sf}$ with the probability of surface scattering, the probability of surface scattering per momentum scattering event was calculated as $\beta = \frac{\tau_e}{\tau_{e-surf}}$ [106], where $\tau_{e-surf}$ is the average time for an electron to scatter from a surface. For an electron at the centre of the Cu channel in a 3D diffusive random walk, the average surface scattering time can be written as $\frac{1}{\tau_{e-surf}} = 8D\left(\frac{1}{w^2} + \frac{1}{t^2}\right)$ [106], where $D$ is the diffusion coefficient, $w$ is the width of the Cu channel and $t$ is the thickness. Figure 4.13(b) shows $\alpha_{sf}$ versus $\beta$, with an inset graph of $\beta$ as a function of temperature. Of note, the spin-flip probability increases linearly with $\beta$ up to $\beta = 0.27$, which as shown in the inset corresponds to the 40 K peak in the spin diffusion length, above which it increases rapidly. As stated earlier, the upturn in the Cu resistivity is direct evidence for the presence of Fe impurities in the Cu of this set thus the rapid increase in $\alpha_{sf}$ below 40 K is most likely the onset of Kondo scattering from these impurities. The linear dependence at higher temperatures ($0.1 < \beta < 0.3$) could be interpreted as the consequence of an increasing surface scattering contribution. When $\beta \to 0$, the scattering is predominately in the bulk and therefore the y-axis intercept will be approximately the bulk spin-flip probability ($\alpha_{bulk}$). Likewise, the gradient of $\alpha_{sf}$ versus $\beta$ will be the difference between $\alpha_{bulk}$ and $\alpha_{surfaces}$. Fitting the relationship $\alpha_{sf} = \alpha_{bulk} + (\alpha_{surfaces} - \alpha_{bulk})\beta$ derived in [106] to the linear regime yields $\alpha_{surfaces} = (5.06 \pm 0.08) \times 10^{-3}$ and $\alpha_{bulk} = (8.36 \pm 0.02) \times 10^{-4}$. In this context, $\alpha_{surfaces}$ is 6 times larger than $\alpha_{bulk}$ which would suggest a region of high spin-flip impurities at the surfaces. Additionally, no increase in $\alpha_{sf}$ with $\beta$ is observed in set A suggesting that spin scattering from the surfaces is negligible for LSVs with thin CoFe electrodes.

Clearly, the spin scattering contributions from high $T_K$ Kondo scattering and MI contaminated surfaces have very similar temperature dependences, so it is not possible to distinguish between these two explanations without further work. Regardless, these results demonstrate that the additional MIs introduced via the resist in the thick CoFe devices have dramatically reduced the spin diffusion length and spin relaxation time in the Cu channel.

4.4.2 Spin Polarisation

Fitting the spatial decay of $\Delta R_S$ also yields the spin polarisation of CoFe ($\alpha_{CoFe}$), which is related to the magnitude of the initial spin accumulation at the Cu/CoFe$_1$ interface. In the 1D diffusion equation, the spin polarisation is equivalent to the intrinsic spin
current polarisation of the CoFe $\alpha_c = \frac{\sigma^+ - \sigma^-}{\sigma^+ + \sigma^-}$. In practice, however, the extracted value is an effective polarisation arising from the combined effects of $\alpha_c$ and the properties of the CoFe/Cu interfaces.

Figure 4.14: (a) The spin polarisation of each thickness of CoFe (15 nm in red and 30 nm in blue) extracted from fitting the spatial decay of $\Delta R_s$ in each set of LSVs. The dashed lines are fits to a Bloch law used to extract the intrinsic polarisation ($\alpha_0$) and Curie temperature, as detailed in the text. The maximum is a consequence of Kondo scattering from MIs at the CoFe/Cu interfaces and occurs at 70 K in both sets of LSVs. (b) To quantify the concentration of MIs at the interfaces, the deviation of the extracted polarisations from the Bloch fit $\delta \alpha = \frac{\alpha_{\text{CoFe}} - \alpha_{\text{Bloch}}}{\alpha_0}$ is plotted on a logarithmic scale below the 70 K maximum. The straight lines are fits to a phenomenological Kondo type expression $\delta \alpha = \delta \alpha_0 (1 - \delta \alpha_k \ln(T))$, where $\delta \alpha_k$ represents the concentration of MIs at the interfaces driving the deviation.

The temperature dependence of $\alpha_{\text{CoFe}}$ extracted from set A and B are depicted in Figure 4.14(a). To our knowledge this is the first report of the temperature dependence of $\alpha_{\text{CoFe}}$ in LSVs. Above 70 K, $\alpha_{\text{CoFe}}$ is dominated by the reduction of the intrinsic spin polarisation with temperature due to the increase in magnon population which causes spin mixing within the CoFe. This region can be well described by a Bloch type law $\alpha = \alpha_0 (1 - \left(\frac{T}{T_C}\right)^{3/2})$, where $\alpha_0$ is the intrinsic polarisation at $T = 0$ K and $T_C$ is the Curie temperature. The Bloch fits are depicted as dashed lines in Figure 4.14(a) and yield values of: $\alpha_0 = (0.73 \pm 0.02)$, $\alpha_0 = (0.80 \pm 0.03)$ and $T_C = (1330 \pm 30)$ K, $T_C = (1520 \pm 30)$ K for sets B and A respectively. $T_C$ of CoFe alloys varies between
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1043 and 1600 K depending upon composition [165], in agreement our results. At low temperatures, where the Bloch law predicts that the intrinsic spin polarisation should saturate at $\alpha_0$, both $\alpha_{\text{CoFe}}$ reduce below 70 K. This behaviour is widely observed in shadow deposited LSVs and is thought to be another manifestation of the Kondo effect [30, 41]. Due to the consecutive deposition of the FM and NM, interdiffusion during deposition creates a region of dilute MIs at the FM/NM interfaces. As a result, the spin accumulation at the injecting interface is depolarised through Kondo scattering prior to diffusing down the NM channel. The combination of the use of a 1D model, and the fact that the region is small in comparison with the channel length, results in this temperature dependent Kondo scattering manifesting itself as a logarithmic suppression of the extracted $\alpha_{\text{FM}}$. This region, dubbed the ‘Kondo region’, has been proposed to have a much higher local density of MIs ($\approx 100$ppm) than those occurring throughout the bulk of the transport channel leading to the higher temperature onset of Kondo scattering in $\alpha_{\text{FM}}$ than $\lambda_{\text{NM}}$ [30, 98, 121]. To roughly estimate the concentration of MIs at the interfaces in each set, the deviation from the ideal Bloch case was calculated as $\delta\alpha = (\alpha_{\text{CoFe}} - \alpha_{\text{Bloch}}) / \alpha_0$. Assuming that Kondo scattering is driving the deviation, a Kondo type expression can be used $\delta\alpha = \delta\alpha_0 (1 - \delta\alpha_k \ln(T))$, where $\delta\alpha_k$ is a parameter reflecting the concentration of impurities located at the interface [30]. As shown in Figure 4.14(b), both sets fit very well to a logarithmic dependence and yield values of $\delta\alpha_k = 0.226 \pm 0.003$ for set A and $\delta\alpha_k = 0.222 \pm 0.002$ for set B. These values are equivalent, indicating that the concentration of interdiffused MIs at the interfaces is not affected by differences in the CoFe thickness.

The maximum values at 70 K of $\alpha_{\text{CoFe}} = 0.795 \pm 0.002$ and $\alpha_{\text{CoFe}} = 0.718 \pm 0.004$ in set A and B respectively are amongst the highest extracted for similar composition CoFe alloys [43, 71]. However, this value is directly dependent upon our $\lambda_{\text{CoFe}}$ estimation as the two parameters are coupled in equation 2.15. Interestingly, $\alpha_{\text{CoFe}}$ in set B is lower than set A at all temperatures. This is unlikely to be a result of changes to the intrinsic spin polarisation of the CoFe, which for other transition metal alloys has been shown to decrease with thickness [117, 118]. Again, directly comparing the magnitude of each $\alpha_{\text{CoFe}}$ can be misleading given that $\lambda_{\text{CoFe}}$ for either CoFe thickness is unknown. Instead, the spin injection efficiency can be compared by calculating $\gamma = (R_{\text{CoFe}} \alpha_{\text{CoFe}} A_{\text{CoFe}})^2$ [42], where $R_{\text{CoFe}}$ is the spin resistance of the CoFe injector given by $R_{\text{CoFe}} = (2\rho_{\text{CoFe}} \lambda_{\text{CoFe}}) / (A_{\text{CoFe}} (1 - \alpha_{\text{CoFe}}))$ and $A_{\text{CoFe}}$ is the cross-sectional area of the CoFe.
injector perpendicular to the spin current. The spin diffusion length of ferromagnets are very short \([10, 55, 154, 207]\), so the spin current will decay rapidly in the vicinity of the CoFe/Cu interface and the relevant region for spin relaxation is the injecting interface area \(A_{\text{CoFe}} = w_{\text{CoFe}} w_{\text{Cu}}\). \(\gamma\) is the dominant term in equation 2.15 that determines the y-axis offset of the entire \(\Delta R_S(L)\) curve and is proportional to the spin injection efficiency when \(R_{\text{FM}} < R_{\text{NM}}\), as in this work.

![Graph](image)

**Figure 4.15**: (a) Calculated values of \(\gamma\) for each CoFe thickness (15 nm in red and 30 nm in blue), which is proportional to the efficiency of spin injection. For thin CoFe electrodes, \(\gamma\) and thus the spin injection efficiency is higher at all temperatures. The temperature dependence of \(\gamma\) follows the spin polarisation of the CoFe, which is the dominant term. (b) Calculated spin resistance ratio \(R_{\text{Cu}} / R_{\text{CoFe}}\), which reflects the severity of the spin resistance mismatch between the Cu channel and CoFe injector. At all temperatures, the ratio is larger for the thick CoFe set (blue) suggesting that the spin resistance mismatch in these LSVs is more severe, the backflow of spins into the CoFe injector is larger and thus the spin injection efficiency is lower.

As shown in Figure 4.15(a), \(\gamma\) in set A is twice that in set B demonstrating that the spin injection efficiency is higher with thin CoFe electrodes. Given the identical deposition procedures for each set, and that the concentration of MIs at the interfaces are very similar, the lower injection efficiency in set B is likely related to the increased interface area. Although the patterned widths of the Cu and CoFe wires in each set are very close, if we consider that the sides of the CoFe wires are also in contact with the Cu channel the actual injecting interface area is \(A_{\text{CoFe}} = w_{\text{CoFe}} w_{\text{Cu}} + 2(t_{\text{CoFe}} w_{\text{Cu}})\). The
in injector interface area in set B \( A_{CoFe} \approx 0.023 \ \mu m^2 \) is then about 30% larger than set A \( A_{CoFe} \approx 0.018 \ \mu m^2 \). As pointed out by Kimura et al. [103], increasing the area of the injecting FM/NM interface exponentially decreases the injected spin polarisation and the magnitude of \( \Delta R_s \). This is because increasing the interface area, decreases the spin resistance of the FM injector and increases the backflow of injected spins; thus lowering the spin injection efficiency. Another potential factor is the lower CoFe resistivity in set B. It is generally assumed, without much experimental evidence, that \( \rho_{FM} \propto \frac{1}{\lambda_{FM}} \). If true, then any decrease in \( \rho_{FM} \) will be counterbalanced by an increase in \( \lambda_{FM} \) and \( R_{FM} \) will remain unchanged. Otherwise, a reduction in the resistivity may decrease the spin resistance further, exacerbate the spin backflow and reduce the injected spin polarisation. Further work is required to examine the relationship between \( \rho_{FM} \) and \( \lambda_{FM} \) upon decreasing the thickness of the FM. As the severity of the spin backflow is determined by the relative sizes of \( R_{CoFe} \) and \( R_{Cu} \), rather than \( R_{CoFe} \) alone, we compare the spin resistance ratio \( \frac{R_{Cu}}{R_{CoFe}} \) which is large when \( R_{CoFe} << R_{Cu} \) and the backflow of spins is high [41, 42, 44]. As shown in Figure 4.15(b), the spin resistance ratio is larger at all temperatures in set B indicating that the backflow of injected spins into the CoFe injector is higher.

### 4.5 Conclusions

In this chapter, the temperature dependence of charge and spin transport in shadow deposited CoFe/Cu LSVs with \( t_{CoFe} = 15 \) nm and 30 nm were investigated. Contamination of the Cu channel with CoFe electrode material was exacerbated by increasing \( t_{CoFe} \), exemplified by the appearance of the charge Kondo effect in the 30 nm set. The presence of the Kondo effect in the Cu resistivity suggested that MI contaminants introduced in this way, even when unannealed, are not necessarily confined to the surfaces/edges of the Cu channel as was previously suggested [46, 120]. The spin signal was 2 to 4 times smaller at all electrode separations in the 30 nm set; primarily as a result of the shorter \( \lambda_{Cu} \) and to a lesser extent a lower \( \alpha_{CoFe} \). In the 15 nm set, a long \( \lambda_{Cu} \) was obtained which was toward the higher end of published values. Increased Cu contamination from the CoFe electrode material in the 30 nm set led to a dramatic reduction of \( \lambda_{Cu} \). Spin scattering from these contaminants led to multiple temperature dependent contributions that distorted and suppressed the spin relaxation time from the conventional EY expectation of \( \tau_{sf} \propto \tau_e \). The behaviour could not be
entirely accounted for by spin scattering from the Fe impurities, which were detectable in charge transport. It was suggested that there were additional spin scattering contributions either from high $T_K$ bulk Kondo scattering from Co, or heavily contaminated regions at the surfaces. Unfortunately, both interpretations have very similar temperature dependences and consequently, the present results are ambiguous. To attempt to distinguish between the two, the MMA protective coating was removed with acetone from a set of $t_{\text{CoFe}} = 30$ nm devices and were left to oxidise at atmosphere. As suggested in [120], eventually a layer of CuO (about 6 nm thick) would form at the exposed sides/surfaces and render any MIs in this region inaccessible to the electrons. If the weak temperature dependence of $\tau_{sf}$ was a result of a high surface spin-flip probability rather than bulk Kondo effects, we would have observed a return to a slightly more EY like high temperature behaviour. Unfortunately, due to COVID–19, this work could not be completed. The efficiency of spin injection was also lower in the 30 nm set and was suggested to be a consequence of the increase in injection interface area and potentially the lower CoFe resistivity; both of which lowered the spin resistance of the CoFe and increased the backflow of spins into the CoFe. This work has demonstrated that the electrode thickness is an important parameter in shadow deposited devices. The use of a thinner electrode appears to be a wiser choice to achieve a higher spin injection efficiency and longer spin diffusion length.
Chapter 5

Thermal Effects in Lateral Spin Valves
5.1 Introduction

Thermal effects in lateral spin valves (LSVs) have generally been overlooked, and misinterpreted, since their inception in the early 2000’s. In 2005, Garzon et al. [52] observed an unexpected asymmetry in the temperature dependence of the parallel ($R_P$) and antiparallel ($R_{AP}$) spin resistance states. The effect was attributed to a temperature dependent interfacial spin scattering at the ferromagnetic/non-magnetic (FM/NM) interfaces. A similar observation in 2007 by Johnson and Silsbee [166] led to a different conclusion; they proposed that the assumption of a quasi 1D wire, which is necessary for symmetric $R_{AP}$ and $R_P$ states, veered too far from reality. They concluded that this deviation from an ideal geometry led to the asymmetry between the electrode states, which then coined the name ‘baseline resistance’ or BLR. Up to this point, all measurements were performed with lock-in amplifiers that examine only the linear response to the injection current. Direct current (DC) measurements by Casanova et al. [50] revealed the ohmic nature of the BLR and suggested an inhomogeneous current density as the culprit. Their measurements also revealed an additional background signal, not identifiable in alternating current (AC) measurements, which arose as a consequence of Joule heating in the path of the injection current. Before long, Bakker et al. [58] suggested that the BLR was also thermal in origin and arose from the Peltier heating/cooling of the injecting interface. The thermal origins of both background signals were confirmed by Kasai et al. [167] by fabricating LSVs on two substrates with very different thermal conductivities; the spin signal ($\Delta R_S$) remained the same, but the BLR and Joule heating voltages were greatly reduced on the high thermal conductivity substrate. In recent work by the author’s colleague Dr G. Stefanou [4], Scanning Thermal Microscopy (ShTM) enabled the direct observation of the temperature distribution within a Py/Ag LSV under current bias at room temperature. This technique directly imaged the Peltier heating/cooling at the injecting interface for the first time and identified that the exposed region of the FM was a ‘hot spot’ and the primary source of Joule heating in the LSVs.

Although thermal effects were originally viewed as unwanted background signals to be minimised, many groups have now taken advantage of the interplay between spin and heat currents spawning the field ‘spin caloritronics’. Studying high bias effects on LSVs, M. Erehinsky et al. [37] identified that under large thermal gradients additional spin injection through the Spin Dependent Seebeck Effect (SDSE) could contribute to the
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non-local voltage. LSVs deposited upon low thermal conductivity (Si–N) membranes showed a dramatic enhancement in thermal phenomena and revealed that under these extreme conditions an additional thermal effect arose as a result of temperature gradients within the FMs – the Anomalous Nernst Effect (ANE) [57]. Additionally, under large current biases, Joule heating was demonstrated to have a significant impact on spin transport [50].

Central to this field is the understanding of thermal transport and thermoelectric properties of metallic elements as their dimensions approach the nanoscale. In particular, the distribution of heat currents, calculations of thermal gradients, measurements of nanoscale thermal conductivities and thermopowers. Specific to the LSV, the complexity of nanoscale thermal transport has so far precluded explanation of the length dependent decay and temperature dependence of the thermal signals arising from the Joule and Peltier effects. In this chapter, the thermal background signals arising in Cu/Co\textsubscript{70}Fe\textsubscript{30} LSVs are examined for the first time. It is expected that the thermal background voltages arise from the Peltier heating/cooling at the interface and Joule heating. Although the origins of these effects are now widely accepted, their variations with temperature and transport length have been given very little attention in the literature.

5.2 Non-Local Voltages

The devices considered here are Co\textsubscript{70}Fe\textsubscript{30}(15 nm)/Cu(100 nm) LSVs upon a SiO\textsubscript{2}(100 nm)/Si substrate, with lateral geometries of W\textsubscript{Cu} \approx 100 nm, W\textsubscript{CoFe\textsubscript{1}} \approx 120 nm and W\textsubscript{CoFe\textsubscript{2}} \approx 140 nm. Critical to the thermal effects are the conditions around the LSV during the measurement; all devices were measured in a shielded cryostat with inert He gas flow to control the measurement temperature (T\textsubscript{m}). Each device was thermally anchored with Ag paint to an O\textsubscript{2} free Cu measurement head which acted as a heat sink. Prior to each measurement, stringent temperature stability criteria (±20 mK) ensured that the substrate temperature T\textsubscript{s} \approx T\textsubscript{m}. Non-local measurements were performed under DC bias with a maximum applied current of I\textsubscript{c} = 500 µA, following the procedure outlined in the previous chapters.
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5.2.1 Heat Generation and Detection

During a non-local measurement there are two sources of heat generation: Joule heating and the Peltier effect. The electrical current produces Joule heating over the entire current path (depicted in Figure 5.1) according to $P_{\text{Joule}} = I^2 R$. ShTM measurements on geometrically similar Py/Ag LSVs [4] identified that the majority of the Joule heat was produced in the exposed region of the Py injector, due primarily to the resistivity of Py being greater than Ag by a factor of ten. Since there is also a factor of ten difference between the resistivity of Cu ($\rho_0 \approx 1.5 \, \mu\Omega\text{cm}$) and CoFe ($\rho_0 \approx 20 \, \mu\Omega\text{cm}$) used in this work, it was assumed that the exposed region of the CoFe$_1$ injector would also be the primary source of Joule heating.

![Figure 5.1](image_url)

Figure 5.1: Schematic of an LSV in a non-local measurement scheme depicting the sources of heat generation. (a) Aerial view of device: Joule heat is produced over the entire current path (indicated in red), with a significant proportion generated in the exposed region of the CoFe$_1$ electrode due to its high resistivity. (b) Side view: Peltier heating/cooling occurs at the CoFe$_1$/Cu interface. Heat currents ($Q$) generated by each effect are primarily transported along the Cu channel toward the CoFe$_2$/Cu interface.

As suggested by Bakker et al.[58], the flow of the electrical current through the injecting CoFe$_1$/Cu interface results in local Peltier heating/cooling. This is a consequence of the difference in heat currents carried by the conduction electrons, represented by the absolute Peltier coefficients $\Pi_{\text{CoFe}}$ and $\Pi_{\text{Cu}}$, either side of the interface. In order to maintain charge neutrality, there is a discontinuity in the heat current at the interface resulting in local heating or cooling depending on the direction of the current flow. The Peltier heat is given by $Q_P = \Pi_{\text{CoFe},\text{Cu}} J$, where $J$ is the current density and $\Pi_{\text{CoFe},\text{Cu}} = \Pi_{\text{CoFe}} - \Pi_{\text{Cu}}$. 

94
5.2 Non-Local Voltages

The heat currents produced by Joule and Peltier heating in the injecting side of the device flow into the SiO$_2$/Si substrate and along both directions of the Cu channel. Although the contact area between the device and substrate is large, the high thermal conductivity of the Cu ($k_{\text{Cu}}$) compared to the substrate results in a considerable thermal current diffusing along the Cu toward the CoFe$_2$/Cu detecting interface. This raises the temperature of the detecting interface ($T_d$) with respect to the substrate ($T_s$). The detector circuit then acts as a thermocouple producing a measurable Seebeck voltage in response to each heating effect. A schematic of the detector circuit is depicted in Figure 5.2. Between the positive and negative voltage probes there are two interfaces: (1) where the Cu channel overlaps the CoFe electrode (the detection interface) at some temperature $T_d$ and (2) where the Cu connection to the voltage probe is made at a temperature $T_p$. Equating the electrochemical potential at both interfaces [7] leads to:

$$\mu^{1}_{\text{Cu}}(T_s) - \mu^{2}_{\text{Cu}}(T_s) = |e| \left[ \int_{T_d}^{T_s} S_{\text{Cu}} dT + \int_{T_d}^{T_p} S_{\text{CoFe}} dT + \int_{T_s}^{T_p} S_{\text{Cu}} dT \right]$$

(5.1)

where, $\mu^{1}_{\text{Cu}}(T_s)$ is the electrochemical potential of the Cu at $T = T_s$ and $S_{\text{Cu}}$ and $S_{\text{CoFe}}$ are the absolute Seebeck coefficients for Cu and CoFe. Previous ShTM measurements on similar Py/Ag LSVs [4] demonstrated that the contact pad was at the same temperature as the substrate $T_p = T_s$ (at least at room temperature), which gives the total Seebeck voltage detected as:

![Figure 5.2: Schematic of the CoFe$_2$/Cu detecting interface depicting the positive and negative voltage terminals.](image)
\[ \nabla V = V_{Cu}^1(T_s) - V_{Cu}^2(T_s) = (S_{Cu}(T_s) - S_{CoFe}(T_s))(\nabla T) \] (5.2)

where, \( \nabla T = T_d - T_s \). Since we have used DC bias, the temperature changes induced by Joule heating will vary as \( \nabla T \propto I^2 \) and the Joule induced Seebeck voltage will be quadratic in applied current. Conversely, the linear current dependence of the Peltier effect leads to \( \nabla T \propto I \) across the detecting interface thus a linear Seebeck voltage.

### 5.2.2 Response Regime

In the linear response regime the transport coefficients that dictate device response are constant. In the context of a non-local measurement, this means that the spin, charge and thermal coefficients (all of which are strongly temperature dependent) do not change during a non-local voltage measurement. The non-local voltage in the linear regime takes the form of a second order polynomial:

\[ V_{NL} = R_1I + R_2I^2 + c \] (5.3)

where, the linear coefficient \( R_1 \) contains the linear voltage responses, namely, the spin accumulation and Peltier induced Seebeck voltage. Here, \( R_2 \) contains the quadratic voltage responses brought about by Joule heating, which we expect to be limited to the Joule induced Seebeck voltage, and \( c \) is an offset from the measurement equipment. If the Joule heating induced temperature changes \( (\propto I^2) \) are large enough to change the transport coefficients during a non-local voltage measurement higher order voltages arise. In this instance, the device response is in the non-linear regime and the non-local voltage becomes:

\[ V_{NL} = R_1I + R_2I^2 + R_3I^3 + R_4I^4 + \ldots \] (5.4)

where, the \( R_3 \) term is produced by Joule heating induced temperature changes to the linear term \( R_1 \). Similarly, the \( R_4 \) term is a result of Joule heating on the quadratic term \( R_2 \).
Non-Linear Responses

Previously, non-linear responses have been observed in lateral devices where thermal effects are intentionally exacerbated through the use of low thermal conductivity substrates [57] or under large current biases [58]. The devices considered in this work were fabricated on a moderate thermal conductivity SiO$_2$/Si substrate and exposed to comparatively low current densities: a maximum of $J_{\text{max}} \approx 2 \times 10^{11}$ A/m$^2$ in the CoFe$_1$ electrode; $J_{\text{max}} \approx 3.2 \times 10^{10}$ A/m$^2$ in the Cu channel; and, $J_{\text{max}} \approx 3.3 \times 10^{10}$ A/m$^2$ at the CoFe$_1$/Cu interface. Indeed, studies measuring devices in very similar conditions to this work have assumed a purely linear response, as relatively good fits to $V_{\text{NL}}$ are obtained with a 2nd order polynomial. For a closer examination of the current dependences arising in our non-local measurements, we consider the form of $V_{\text{NL}}$ in the parallel ($V_P$) and anti-parallel ($V_{\text{AP}}$) electrode states. The purely thermal voltages arising from Peltier and Joule heating will have no dependence on the alignment of the magnetic electrodes, whereas spin dependent voltages will reverse polarity as the electrodes switch between the P and AP states. Therefore, the spin dependent voltage can be obtained as $V_S = V_P - V_{\text{AP}}$ and the thermal voltage as $V_T = V_P + V_{\text{AP}}$.

Figure 5.3(a) depicts $V_S$ from an L $\approx$ 800 nm device at 5 and 150 K. At both temperatures, $V_S$ appears to be linear and reversible; as expected from the known behaviour of the spin accumulation under electrical spin injection [3, 50, 167]. We note, however, this apparent linear dependence is deceiving. To demonstrate this the differential spin resistance $dV_s/dI$ was calculated, shown in Figure 5.3(b), which should be a constant if $V_S$ contains no higher order voltage components. At 5 K, there is a small positive $I^2$ term (a fit is depicted as the black line) which suggests that the spin voltage at this temperature is a superposition of the linear response $R_S^1I$ and a higher order response $R_S^3I^3$. This higher order term is not present at 150 K. $V_T$ is depicted in Figure 5.3(c) and in the linear regime is expected to be a combination of the quadratic and linear voltages arising from Joule and Peltier heating, which appears to be the case at both temperatures. However, upon examining the differential resistance ($dV_T/dI$), there are significant differences between the thermal responses at 5 and 150 K. In the linear response regime, the thermal voltage can be written as $V_T = 2R_2I^2 + 2R_1^\text{Peltier}I$, thus the differential resistance should be linear $dV_T/dI = 4R_2I + R_1$. As shown in Figure 5.3(d), at 150 K $dV_T/dI$ is linear, whereas at 5 K $dV_T/dI$ contains an additional term which varies as $I^3$. This corresponds to a fourth order thermal voltage response.
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Figure 5.3: Spin (a) and thermal (c) voltages extracted from the non-local voltage in the P and AP states, as detailed in the text. Two measurements are shown at 5 and 150 K from an $L \approx 800$ nm LSV. At 150 K, the differential spin resistance (b) is constant which demonstrates that the spin voltage contains no higher order terms. At 5 K, the differential spin resistance contains an $I^2$ term (fit as black line) which corresponds to a higher order $R_S I^3$ term in the spin voltage. Similarly, the differential thermal resistance (d) contains no higher order voltages at 150 K; whereas, at 5 K it contains an $I^3$ term (fit as black line) which corresponds to a $R_4 I^4$ term in the thermal voltage.

($R_4 I^4$) which emerges at low temperatures.
Fitting Non-Local Voltages

Close examination of the thermal and spin voltages suggests that the device response becomes non-linear at low temperatures. This is not entirely surprising given the mesoscopic device dimensions and that heat flow into the substrate should be greatly reduced at low temperatures [168]. To determine the temperature at which the transition occurs, 4th and 2nd order polynomials were fitted to $V_{NL}$ at each applied field, within each $T_m$, for every LSV. In the linear response regime, where the $R_3$ and $R_4$ terms are negligible, the 2nd and 4th order fits will be equivalent. Figure 5.4 depicts the average $\chi^2$ parameter (used here as an indicator of ‘goodness of fit’) at each $T_m$ for 2nd and 4th order fits to a single LSV. $\chi^2$ is equivalent for the 2nd and 4th order fits down to 20 K, below which it increases for the 2nd order fit only. This indicates that below 20 K the device response has been driven into the non-linear regime and the higher order terms $R_3$ and $R_4$ are no longer negligible.

Figure 5.4: Average $\chi^2$ parameter at each measurement temperature for 4th and 2nd order fits to the non-local voltage. Overall, both $\chi^2$ reduce as the temperature decreases due to the increasing signal to noise ratio. The upturn in $\chi^2$ below 20K for the 2nd order fit corresponds to the onset of non-linear device response regime, where a 4th order fit is required to accurately represent the device response.

Figure 5.5 shows two $V_{NL}$ with 2nd and 4th order fits from temperatures above and below this transition. Both fits are equivalent at 50 K, whereas at 10 K the 4th
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Figure 5.5: An example of the non-local voltage measured at 10 K (a) and 50 K (b) with 4th (blue) and 2nd order (red) polynomial fits. The inset graph shows an expanded view of the main figure between $-0.5\,\text{mA} > I_C > 0\,\text{mA}$, to highlight the differences between the 4th and 2nd order fits that are only present at 10 K.

The 4th order fit is slightly better. The inset graph of Figure 5.5(a) shows an expanded view of part of the main figure to illustrate this more clearly. As the difference is very small, it is difficult to identify from fitting the non-local voltages alone and reinforces the need to examine the differential resistances to identify small higher order voltages in these studies. For each LSV, $V_{NL}$ was fitted to a 4th order polynomial to extract the magnetic field dependence of each voltage contribution at each measurement temperature.

5.3 Magnetic Field Dependence

Quadratic Term - $R_2$

An example of the quadratic voltage ($R_2I^2$) as a function of applied current in the P and AP electrode states at 100 K is shown in Figure 5.6(a). In addition, Figure 5.6(b) shows the extracted quadratic coefficient ($R_2$) at three temperatures against the applied magnetic field. Clearly, the quadratic response has no dependence on the small magnetic fields required to align the CoFe electrodes and no dependence on their magnetisation orientation. As stated previously, this term is a consequence of Joule heating from the injection current which is converted into a voltage through the Seebeck effect at the
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Figure 5.6: (a) The quadratic voltage response in the P and AP electrode magnetisation states at 100 K. (b) Applied field dependence of quadratic coefficient (R$_2$) at three temperatures. The applied magnetic field and magnetic configuration of the electrodes have no effect on the quadratic voltage measured.

detector. It is well known that magnetic fields can lead to resistance changes in CoFe and Cu [169], which could alter the Joule heating and absolute Seebeck coefficients. For relatively pure Cu, resistance changes from magnetic fields of a similar magnitude to those used in this study (< 300 mT) are negligible and changes to the Seebeck coefficient are equally as small; even for a 2.7 T field at room temperature \( \Delta S < 1 \) nV/K [170]. In FMs, the phenomenon of anisotropic magnetoresistance (AMR) leads to changes in the resistivity which depend on the angle (\( \theta \)) between the charge current (I$_c$) and magnetisation (M) as: \( \rho(\theta) = \rho_\perp + (\rho_\parallel + \rho_\perp)\cos^2(\theta) \). In our case, both CoFe electrodes were designed to switch with the injection of a single domain wall (no continuous rotation of M) from \( \theta=0^\circ \) to \( \theta=180^\circ \). Given that \( \rho_\perp = \rho_{180^\circ} = \rho_\parallel \), no AMR effects are observed. Similarly, the spin-orbit coupling (SOC) induced anisotropy that is at the heart of AMR also leads to changes in the Seebeck coefficient (thermopower) of FMs [171]. This anisotropic magneto-thermopower depends on the angle between M and \( \nabla T \), again with a \( \cos^2(\theta) \) dependence [172]. The argument given above for the lack of AMR in the devices also applies, so no anisotropic effects in S$_{CoFe}$ are observed. Therefore, an average R$_2$ with standard error was calculated for each measurement temperature.
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Linear Term - $R_1$

Figure 5.7: The applied field dependence of the linear coefficient at three temperatures. The spin dependent resistance reverses polarity as the CoFe electrodes switch between the parallel ($R_P$) and anti-parallel ($R_{AP}$) states. As detailed in Chapter 4, the spin signal is given by $\Delta R_S = R_P - R_{AP}$ and reduces in magnitude with increasing temperature due to thermally induced spin scattering in the Cu and loss of spin polarisation in the CoFe. In contrast, the offset voltage induced by the Peltier heating (dashed lines) has no magnetic field dependence and increases with temperature.

The linear voltage response contains two terms: the spin accumulation induced voltage and the thermal voltage arising from the Peltier heating/cooling at the injection interface. As outlined in Chapter 4, the two can be separated by considering the differences in the magnetic field dependence of each. Akin to the thermopower, the Peltier coefficient is anisotropic in FMs due to the anisotropic magneto-Peltier effect [173]. In this instance, $\Pi$ varies as $\cos^2(\theta)$, where $\theta$ is the angle between $I_c$ and $M$. Once again, given the $\cos^2(\theta)$ dependence, no changes in $\Pi$ occur during the field sweep. Therefore, the Peltier induced thermal voltage is manifested as a constant offset between the $R_P$ and $R_{AP}$ spin states (depicted as the dashed lines in Figure 5.7) and can be calculated as $R_{\text{offset}}^1 = \frac{R_P + R_{AP}}{2}$ at each measurement temperature. At low temperatures, the offset voltage is small and the $R_P$ and $R_{AP}$ spin resistance states are
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nearly symmetric about zero. The offset voltage increases with temperature, in part
due to the increase in the Peltier heat generated. The temperature dependence of the
offset voltage will be discussed in more detail later in this chapter. Note that the offset
voltage is the BLR referred to in other work.

As a brief aside, we note that further thermal effects have been observed in the linear
voltage response of LSVs namely, ANE and the Thermal Hall Effect (THE) [57, 174].
Conventionally, ANE is observed in FMs and occurs when there is a thermal gradient
perpendicular to the magnetisation. It produces a transverse voltage which reverses
with the reversal of the magnetisation. In an LSV this effect may occur in the FM
voltage probe as a result of the thermal gradient produced via Joule/Peltier heating at
the injecting interface. It is identifiable as an asymmetry between each R_P (and R_AP)
state (akin to the addition of a magnetic hysteresis loop to the linear response) and is
largest at high temperatures where the Seebeck/Peltier coefficients are considerable. A
similar asymmetry arises from the THE, which occurs instead in the injecting electrode.
Neither of these effects are observable in any of our measurements.

**Fourth Order Term - R_4**

The R_4 term is negligible until the temperature falls below 20 K for every LSV. Figure 5.8 shows the applied field dependence of R_4 at two temperatures. Although noisy
given the small signal, R_4 has no dependence on the applied field or the magnetisation
of the CoFe electrodes. From the current dependence it can be surmised that this term
is a result of Joule heating induced temperature dependent changes to R_2; the lack of
field and magnetisation dependence supports this suggestion. At each measurement
temperature an average R_4 with standard error was calculated.

**Third Order Term - R_3**

R_3 is significantly smaller than the other voltage contributions and only above the
noise level in the lowest separation LSVs. An example of the field dependence of R_3
is depicted in Figure 5.9. Akin to R_1, it consists of a positive spin signal (∆R^S_3 = R^P_3
- R^A_3) and a small thermal offset (R^offset_3). As this higher order spin signal varies as
I^3, it is not a result of additional spin injection from the SDSE nor thermally assisted
spin injection [37, 57]. Both mechanisms are generated by thermal gradients in the
injecting electrode, which at low temperatures are predominantly generated by Joule
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Figure 5.8: Applied field dependence of the fourth order coefficient in an L = 600 nm LSV. This term has no discernable magnetic field dependence (the solid lines are guides to the eye) and does not change with the magnetic state of the CoFe electrodes, allowing for an average value to be calculated at each measurement temperature.

heating (as the Peltier heat tends toward zero with the thermopower) and would lead to spin dependent voltages that vary as $I^2$. Moreover, the spin dependent component of $R_3$ is dependent on the magnetic alignment of the CoFe electrodes in the same way as the first order spin dependent resistances depicted in Figure 5.7. Therefore, the most likely origin of this third order spin dependent term is the Joule induced heating of the first order spin response, as observed previously [50, 58]. In contrast to [58], where this higher order spin signal was negative, ours is positive. This is because the onset of $\Delta R_3$ in this case occurs below 30 K, where the first order spin signal is reducing with decreasing temperature due to Kondo scattering (see Chapter 4). Consequently, an increase in local device temperature leads to a positive $\Delta R_3$. A similar effect was observed at 4.2 K by Casanova et al. [50]. Similarly, the thermal offset in this term is a result of temperature dependent changes to the offset voltage, $R_{\text{offset}}^1$. 
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Figure 5.9: Applied field dependence of the third order coefficient at 4.5 K in an L = 600 nm LSV. This term contains a spin dependent resistance that switches from positive (R_3^P), when the CoFe electrodes are in the P state, to negative (R_3^{AP}), when the electrodes are in the AP state, which is characteristic of the spin accumulation induced resistance. The difference between the P and AP states yields the third-order spin signal (∆R_3^S). Moreover, as the P and AP states are not quite symmetric about zero, this term contains an additional thermal offset (R_3^{offset}, dashed lines) which remains constant with applied field.

5.4 Temperature Dependence of Thermal Signals

From the current and field dependences of the higher order thermal voltages we anticipate that they arise as a result of Joule heating induced changes to the quadratic voltage and linear offset voltage; with the even terms originating from Joule heating and odd terms from Peltier. Figure 5.10 depicts the temperature dependence of the even voltage response terms (a) and the odd voltage responses (b). It is immediately clear is that there is a link between the V_2 and V_4 responses; they follow a similar, but opposing, temperature dependence. Similarly, at low temperatures where V_{1\text{offset}} is very small (≈ 0.01 µV) and slowly decreasing, the V_{3\text{offset}} term is of a similar magnitude and increasing as the temperature falls to 0 K. This suggests that the higher voltages are
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Figure 5.10: Temperature dependence of the even (a) and odd (b) in applied current thermal voltages in an L = 600 nm LSV. The higher order voltages ($V_4$ and $V_{3\text{ offset}}$) are negligible above 20 K. Below this, each higher order voltage follows an opposing temperature dependence to the corresponding linear response voltage. The inset graph in (b) is an expanded view of the main figure to show the increase in $V_{3\text{ offset}}$ with decreasing temperature.

driven by temperature dependent changes to the $V_2$ and $V_{1\text{ offset}}$ terms.

To better understand the factors contributing to the magnitude and temperature dependences of the thermal background voltages, we examine the linear response voltages $V_2$ and $V_{1\text{ offset}}$ from which the higher order voltages arise. Figure 5.11 shows the temperature dependence of each for multiple LSVs with different electrode separations.

For every device $V_2$ is roughly a factor of ten larger than $V_{1\text{ offset}}$; primarily a result of the difference in the amount of heat generated by the Joule and Peltier effects. To illustrate this, we can estimate the heat generated from each effect at $T = 200$ K with the maximum applied current of $I = 500$ µA. For the Peltier heating $\dot{Q}_{\text{Peltier}} = TS_{\text{eff}} I$, which with a rough estimate of $S_{\text{eff}} = 2$ µV/K leads to $\dot{Q}_{\text{Peltier}} \approx 2$ µW. Joule heating will occur over the entire current path and although we could not measure the resistance of this path (due to a limited number of device contacts), earlier we stated that the primary source of Joule heating was the exposed region of the CoFe injector, so we can obtain a lower limit estimate of $\dot{Q}_{\text{Joule}} = I^2 R_{\text{CoFe}}$ with $R_{\text{CoFe}} \approx 20$ Ω as $\dot{Q}_{\text{Joule}} \approx 12$ µW. As $\dot{Q}_{\text{Joule}} \approx 10 * \dot{Q}_{\text{Peltier}}$, the difference in power dissipated by each mechanism is the primary contributor to the difference in magnitude of the two voltages.
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Figure 5.11: The offset (a) and quadratic (b) voltages as a function of temperature for multiple LSVs with different electrode separations. As both the Joule and Peltier heat are generated in the injector circuit, both voltages decrease with increasing electrode separation. Below 100 K, the offset voltage is small and constant, whereas the quadratic voltage increases with decreasing temperature (point A) and exhibits two features (points B and C) at low temperatures.

In terms of the temperature dependent behaviour the data can be split into two regimes: high temperatures for $T > 100$ K; and, low temperatures for $T < 100$ K. At high temperatures both $V_2$ and $V_{\text{offset}}^1$ increase with temperature in a similar way. Below 100 K, $V_{\text{offset}}^1$ slowly decreases towards a constant as $T$ approaches 0 K. On the other hand, $V_2$ has a shallow minimum at 100 K that is common to all samples (A in Fig. 5.11(b)), increases to a broad peak at roughly 30 K (B in Fig. 5.11(b)) and a sharp drop below 10 K (C in Fig. 5.11(b)). To understand the evolution of each thermal voltage with temperature we have to consider:

1. The amount of heat generated, given by $\dot{Q}_{\text{Joule}} \approx I^2 R_{\text{CoFe}}$ or $\dot{Q}_{\text{Peltier}} = TS_{\text{eff}} I$.
2. The efficiency of heat transport into the SiO$_2$ substrate, determined by the thermal interface conductance ($h$).
3. The efficiency of thermal conduction along the Cu channel, determined by $k_{\text{Cu}}$.
4. The efficiency of heat detection, determined by the effective Seebeck coefficient of the interface ($S_{\text{eff}} = S_{\text{Cu}} - S_{\text{CoFe}}$).
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In most metals, the magnitude of $S$ linearly increases at high temperatures following the Mott electron diffusion contribution [7, 8, 175]. In the linear response regime, as is the case at high temperatures, the Seebeck and Peltier coefficients are related through the Thomson-Onsager reciprocity relation $\Pi = ST$ [47, 176]. Consequently, both the Peltier heat generated and detection efficiency increase with temperature leading to an increase in $V_{\text{offset}}^1$. Similarly, Joule heating increases with temperature (as the resistance of the Cu and CoFe increases) as does the detection efficiency, leading to a rise in $V_2$ with temperature. The origin of the differences between the two thermal voltages at low temperatures is not so clear. Most thermopowers tend toward zero as the temperature reduces, so both the detection efficiency and Peltier heat will become very small. To some extent this explains the very small, slowly decreasing $V_{\text{offset}}^1$ at low temperatures. The low temperature increase and non-linear behaviour of $V_2$ below 100 K is not so straightforward. In theory, the only difference between the Joule and Peltier induced voltages should be the amount of heat generated. The Joule heating is first decreasing and then constant at low temperatures, so cannot explain these features in $V_2$. 
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To unravel this behaviour, we consider the length dependence of $V_2$ and $V_{\text{offset}}^1$ and employ a simple analytical model developed in our recent work [4] on Py/Ag LSVs to describe the heat diffusion through the Ag channel. As demonstrated by Kasai et al. [167] the vast majority of heat transported to the detector that is picked up as a voltage occurs through the wire itself and not through the substrate. We can therefore consider conduction through the wire alone with the substrate acting as a heat sink.

Considering a rectangular Cu element with length $dx$, width $w$ and thickness $t$ at some temperature $T$. The heat diffusing into the cell ($\dot{Q}_\text{in}$) will be equal to the heat diffusing into the SiO$_2$ substrate ($\dot{Q}_\text{sub}$) and the heat leaving the cell ($\dot{Q}_\text{out}$):

\[
\dot{Q}_\text{in} = \dot{Q}_\text{sub} + \dot{Q}_\text{out}
\]  

(5.5)

Radiative heat losses are negligible from the top/sides of the Cu, as the temperature differences are small, so we consider only conduction and use Fourier’s law:

\[
\dot{Q}_\text{in}(x) = -2kA \frac{dT(x)}{dx}
\]  

(5.6)

where, $k = k_{\text{Cu}}$ and $A=wdx$ is the cross-sectional area of the Cu channel. A factor of 2 is required to account for heat diffusing in both directions along the Cu wire.

Figure 5.12: Schematic of the basis of the thermal model.
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Diffusive heat flux across the wire/substrate interface may be written as: \( J = h \nabla T \) where \( \nabla T \) is the temperature gradient across the interface and \( h \) is the thermal interface conductance between Cu/SiO\(_2\) which dictates the efficacy with which heat crosses the interface. This can be rewritten as:

\[
\dot{Q}_s = h(T - T_s)wdx \tag{5.7}
\]

Stringent temperature stability criteria ensure that \( T_s \) only varies by a maximum of \( \pm 20 \) mK prior to a measurement, thus it can be assumed constant for any particular measurement temperature. Here, \( wdx \) is the area of conduction. The heat diffusing out of the cell \( \dot{Q}_{\text{out}} \) can be written as:

\[
\dot{Q}_{\text{out}} = \dot{Q}_{\text{in}}(x + dx) = \dot{Q}_{\text{in}} + \frac{d\dot{Q}_{\text{in}}}{dx}dx \tag{5.8}
\]

Combining 5.6, 5.7 and 5.8 leads to:

\[
\dot{Q}_{\text{in}} = h(T - T_s)wdx + (\dot{Q}_{\text{in}} + \frac{d\dot{Q}_{\text{in}}}{dx})dx \tag{5.9}
\]

Differentiating 5.6 leads to \( \frac{d\dot{Q}_{\text{in}}}{dx} = -2kA \frac{d^2T(x)}{dx^2} \). So, 5.9 can be simplified to:

\[
\frac{d^2T(x)}{dx^2} = \frac{wh}{2kA} (T - T_s) = 0 \tag{5.10}
\]

Defining \( T' = T - T_s \) and \( \alpha^2 = \frac{wh}{2kA} = \frac{h}{2k\ell} \) leads to:

\[
\frac{d^2T'}{dx^2} - \alpha^2 T' = 0 \tag{5.11}
\]
\( \frac{1}{\alpha} \) is the decay length of the temperature; determined by the ratio of \( k \) and \( h \). The general solution to 5.11 is of the form: \( T'(x) = B_1 e^{\alpha x} + B_2 e^{-\alpha x} \). To solve we impose boundary conditions for our geometry: at the injector (\( x=0 \)) \( T = T_i \), where \( T_i \) is the injector temperature; and, at \( x=\infty \) the temperature should return to the substrate temperature \( T = T_s \). This leads to:

\[
T(x) = (T_i - T_s) e^{-\alpha x} + T_s \tag{5.12}
\]

From equation 5.12, the length dependent temperature decay can be fitted to extract the decay length \( \frac{1}{\alpha} \) and obtain an estimate for either \( k_{Cu} \) and \( h \). Prior to this, we convert each thermal voltage into an effective temperature \( T(x) \) using equation 5.2.

![Figure 5.13: Detector voltages measured in control device composed of V only (dashed lines are guides to the eye). Data courtesy of Dr G. Stefanou [4].](image)

To ensure that the thermal voltages measured are a consequence of thermal gradients within the LSV itself and not from other bimetallic junctions in the measurement circuit (i.e. where the Cu channel meets the Au/Cr inner contacts), Dr G. Stefanou fabricated LSVs composed entirely of V with the existing Au/Cr contacts (identical to those in this study). In this instance, no Peltier or Seebeck effects should arise in the
device itself as it is composed of a single material and any voltages measured at the
detector are a consequence of thermal effects arising elsewhere in the measurement cir-
cuit. The resulting detector voltage at various electrode separations and measurement
temperatures is shown in Figure 5.13; the largest signal observed at 10 K is only 240
nV which is much smaller than the μV signals we observed.

5.5.1 Fitting the Thermal Model

As the thermal decay length is given by $\alpha = \sqrt{\frac{h}{2k_{Cu}h}}$, where both $k_{Cu}$ and $h$ are un-
knowns, an estimate of one is required. The total thermal conductivity is the sum of the
phonon ($k_{ph}$) and electron ($k_{e}$) contributions. As the Cu wires considered here are low
resistivity, the electronic contribution should be dominant and $k_{e} \approx k_{Cu}$. This allows
for an estimation of $k_{Cu}$ from the measured electrical conductivity ($\sigma = \frac{1}{\rho}$) through the
Wiedemann-Franz law: $k = \sigma L T$, where $L$ is the Lorenz number and $T$ is the abso-
lute temperature. As the Sommerfeld value, which assumes purely elastic scattering
in a free electron metal, of $L_{0} = 2.44 \times 10^{-8} \ V^{2}/K^{2}$ is almost certainly inaccurate for
the temperature range we are interested in, equation 2.26 (see Chapter 2) was used
to calculate a temperature dependent Lorenz number. Theoretically, the use of this
formula should be reasonable for Cu due to its highly spherical Fermi surface (apart
from the ‘necks’). The only comparison between $L_{\text{theory}}$ (calculated from equation 2.26)
and an experimentally obtained Lorenz number ($L_{\exp}$) in 75 nm thick Cu films found
that $L_{\exp} > L_{\text{theory}}$ for temperatures between 75 and 200 K; suggesting a larger than
anticipated phonon contribution [100]. This is likely due to the large residual resistivity
in the films ($\rho_{0} = 4.48 \ \mu\Omega\text{cm}$), as strong scattering from disorder can reduce the elec-
tronic contribution. Previous studies of Cu thin films with resistivities closer to those
in this work have observed that $k_{ph}$ is in fact small; quoting values between 6-10% of
the total [177–179]. Therefore, we should obtain a reasonable estimation of $k_{Cu}$ from
equation 2.26.

To calculate $L(T)$, the Debye temperature ($\Theta_{D}$), residual resistivity ($\rho_{0}$) and electron-
phonon coupling constant ($K_{el-ph}$) were extracted from fitting the Bloch-Grüneisen
(BG) formula (see equation 4.1 in Chapter 4) to the average measured $\rho_{Cu}$ (see Fig-
ure 4.2 in Chapter 4) with a fixed $n=5$. The fit yielded: $\Theta_{D} = (286 \pm 1) \ K$, $\rho_{0}=(1.251\pm
0.003) \ \mu\Omega\text{cm and } K_{el-ph} = (10.75 \pm 0.02) \ \mu\Omega\text{cm.}$ Using the BG parameters, the Lorenz
ratio ($L/L_{0}$) and temperature dependent Lorenz number ($L(T)$) were calculated using
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equation 2.26 and are depicted in Figure 5.14.

Figure 5.14: (a) Temperature dependent Lorenz number calculated from a theoretical expression that takes into account phonon and impurity scattering in a free electron like metal. Parameters obtained from fitting the BG formula to the average Cu resistivity of the LSVs are used in the calculation, the values are given in the main text. (b) The ratio of the calculated Lorenz number to the Sommerfield value \( \frac{L}{L_0} \), which is equal to 1 when scattering is primarily elastic and falls below 1 due to inelastic scattering. As the Debye temperature of the Cu \( (\Theta_D = (286 \pm 1) \text{ K}) \) exceeds the highest measurement temperature, the theoretical value of L is reduced from \( L_0 \) at high temperatures.

The calculated Lorenz number shows the expected behaviour for a relatively pure metal. At the lowest temperatures \( (T < 5 \text{ K}) \), where elastic scattering from impurities/defects dominates, \( L \) is equal to \( L_0 \). As the temperature increases, \( L \) is reduced from \( L_0 \) due to inelastic electron-phonon scattering which degrades thermal currents more than electrical currents. The competition between impurity/defect and phonon scattering leads to a minimum at \( \frac{T}{\Theta_D} = 0.23 \). The depth of this minimum is known to depend on the purity of the material, which can be inferred from the ratio\( \frac{\rho_\text{el} - \rho_\text{ph}}{\rho_\text{el} - \rho_\text{el-phon}} \); a ratio less than 0.02 is typical for high purity bulk materials \cite{180}. In this case, \( \frac{\rho_\text{el} - \rho_\text{el-phon}}{\rho_\text{el} - \rho_\text{el-phon}} \approx 0.116 \) with a minimum value of \( \frac{L}{L_0} \approx 0.6 \). At high temperatures, there are numerous large wave-vector phonons capable of wide angle scattering that degrades both thermal and electrical currents equally, and \( L \) should return to \( L_0 \). However, at 275 K the calculated Lorenz number is reduced from \( L_0 \) \( (\frac{L}{L_0} \approx 0.85) \). This reduction is a consequence of inelastic scattering and is frequently observed in bulk Cu given that \( \Theta_D \) exceeds...
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room temperature; and, more recently in nanowires the reduction was attributed to dislocations [181]. Using our estimate of $L$, $k_{Cu}$ was calculated as $k_{Cu} = \frac{L(T)T}{\rho_{Cu}(T)}$; the result is shown in Figure 5.15.

Figure 5.15: Estimate of the Cu thermal conductivity used to fit the thermal model; calculated using the Wiedemann-Franz law with the average Cu resistivity and theoretical Lorenz number.

Compared to bulk Cu, where $k_{Cu} \approx 401 \text{ W/mK}$ at 300 K, our estimate of $k_{Cu}$ is reduced to $\approx 155 \text{ W/mK}$ at 290 K. This reduction is comparable to actual measurements of $k_{Cu}$ in a 75 nm Cu thin film [100] and in thickness dependent studies of Cu thin films [112, 175, 177, 182, 183]. The temperature dependence of $k_{Cu}$ is completely different to bulk samples which tend to have a distinctive shape: a roughly constant (or increasing with reducing temperature) high temperature regime, followed by a peak around $\Theta_D$ and a final linear decrease at low temperatures where impurity scattering dominates. Here, our estimated $k_{Cu}$ falls by 67% upon cooling from 275 to 50 K. Similar behaviour has been observed experimentally in Ag [136] and Ni [182] nanowires, Au [184] and Cu [100] thin films and other nanostructures [185]. Again, this is a result of an increase in disorder (due to the reduced dimensions) which results in a significant contribution from structural scattering in addition to phonons at high temperatures. These additional defect scattering contributions also suppress the peak (at $T \approx 40 \text{ K}$)
to more of a point of inflection (in bulk the peak is of the order of $\approx 10^3$), as is often observed experimentally for non–bulk samples [180].

**Thermopowers**

![Summary of measured Seebeck coefficients for CoFe and Cu samples from the literature.](image)

Figure 5.16: Summary of measured Seebeck coefficients for CoFe and Cu samples from the literature. References: S. J. Mason [5]; E. Mun [6]; J. Blatt [7]; A. Gold [8]; S. Srichandan [9]. Bulk Cu has been studied quite extensively and different samples tend to behave comparably in the high temperature linear region ($T > 100$ K). Below this, however, the behaviour is diverse and heavily dependent on the impurity content of the sample. In particular, the Kondo impurities Fe and Co lead to giant negative thermopower peaks around $T_K$ [8] - sometimes of the order of a few tens of microvolts. This phenomenon is demonstrated by the data sets from A. Gold (green triangles) and E. Mun (red open circles), which are from Cu with traces of Fe impurities (high and low concentrations respectively).

To fit the thermal model, we also require initial values of $S_{\text{Cu}}$ and $S_{\text{CoFe}}$ to convert the measured thermal voltages into temperatures. Finding a reasonable initial value is problematic, as even for bulk samples the exact magnitude and temperature dependence of $S$ can be incredibly sensitive to growth conditions, oxidation, impurity content, roughness and other factors [5, 186]. Additionally, a growing body of ther-
mopower measurements on nanoscale samples generally suggest that $S$ can be greatly modified by the increase in defects, strain, grain boundaries and surfaces; in addition to classical size effects that become increasingly important as the dimensions approach the electronic mean free path \[5, 187, 188\]. A sample of the literature data for $S_{Cu}$ is summarised in Figure 5.16, along with the only measurement of an 80 nm thick evaporated thin film of our particular Co$_{70}$Fe$_{30}$ alloy from [9]. Clearly, given the sparse data available for $S_{CoFe}$ and the multiplicity of possible variations in $S_{Cu}$ without in situ measurements for our particular samples, the overall magnitude and temperature dependence of both are highly uncertain. Provided that the thermal diffusion length is dependent on the length scale over which the temperature decays - not the overall magnitude - it is insensitive to the uncertainty in $S_{eff}$. As the converted temperature is determined by the ratio $\frac{V_{th}}{S_{eff}}$, the larger our input $S_{eff}$, the smaller the converted temperature. Therefore, the least trustworthy aspects of the forthcoming analysis will be the predicted device temperatures which depend heavily on the input $S_{eff}$.

### 5.5.2 Fitting Results

The length dependence of $V_2$ and $V_{offset}$ were fitted separately to extract characteristic decay lengths for each. To ensure that the length dependent parameters extracted were insensitive to the input $S_{eff}$ two fits were performed: fit 1 using $S_{CoFe}$ from [9] and a bulk like $S_{Cu}$ from [7]; and, fit 2 where $S_{Cu}$ was reduced by $\sim 75\%$ to match the magnitude of the only thin film 75 nm Cu sample (S.J. Mason et al. in purple in Figure 5.16). At low temperatures, where no data was available, the thermopowers were extrapolated to zero. Having converted the thermal voltages into effective temperatures using the initial $S_{eff}$, the spatial decay was fitted to equation 5.12 with $k_{Cu}$ fixed (to the estimate in Figure 5.15), and $h$ and $T_1$ left as free fitting parameters. $T_1$ was constrained to a range of reasonable values which allowed $S_{eff}$ to be adjusted during each fit; the input values of $S_{eff}$ and those returned by the fitting procedure are depicted in Figure 5.16(d) as the black lines and coloured data points respectively.

In the linear response regime ($T > 20$ K), the model accounts for the length dependence of $V_2$ incredibly well; a few example fits are depicted in Figure 5.17(b-d). The extracted thermal conductance ($h$) of the Cu/SiO$_2$ interface and characteristic thermal diffusion length extracted from the fits to $V_2$ in the linear regime are depicted in Figure 5.18(a) and (b) respectively. Both $h$ and the thermal diffusion lengths extracted
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from fit 1 (bulk like $S_{Cu}$) and fit 2 (thin film like $S_{Cu}$) are identical. At 290 K, the fit returns a thermal interface conductance of $h \approx 35 \text{ MWm}^{-2}\text{K}^{-1}$ which falls well within the $10 - 100 \text{ MWm}^{-2}\text{K}^{-1}$ range of measured metallic/dielectric interface conductance at room temperature [189–192]. Thermal transport across the Cu/SiO$_2$ interface will be mediated by phonons and is usually approximated by a diffuse mismatch model (DMM) that predicts a temperature dependence of $h \propto T^{-3}$ [189], which our $h$ is consistent with. This is good evidence our estimation of $k_{Cu}$ was reasonable. Between 290 and 100 K, the $V_2$ thermal diffusion length is roughly constant at 1100 nm, below which it starts to increase. As the thermal diffusion length is proportional to $\sqrt{\frac{k_{Cu}h}{h}}$, its behaviour is determined by the competition between the efficacy of heat flow into the substrate and along the Cu channel; determined by $h$ and $k_{Cu}$ respectively. Below 100 K, $h$ is rapidly declining, heat transfer into the substrate is increasingly limited and more heat is forced to diffuse within the device. This, rather than the slower decrease in $k_{Cu}$, is the dominant factor leading to a rise in the thermal diffusion length and the increase in $V_2$ (point A in Figure 5.11(b)) at 100 K.

Figure 5.17: Fits to the thermal model for the Joule induced voltage ($V_2$) at four temperatures (a-d) and goodness of fit parameter $\chi^2$ as a function of temperature (e).

The tenfold reduction in $h$ upon cooling to 20 K also explains why the device re-
Figure 5.18: (a) Thermal diffusion lengths extracted from fitting the Joule ($V_2$) and Peltier ($V_{\text{offset}}^1$) induced thermal voltages. (b) Extracted thermal conductance of the Cu/SiO$_2$ interface. (c) Predicted temperature rise at the injector ($T_i$) and a position 3000 nm along the Cu ($T_{L=3000nm}$). The main figure depicts the predicted temperatures for fit 1, which used a bulk like $S_{\text{eff}}$, and the inset depicts the predicted temperatures for fit 2, with a thin film like $S_{\text{eff}}$. (d) Input values of $S_{\text{eff}}$ and those returned by the fit: for fit 1, the input values of $S_{\text{eff}}$ are the black solid lines and the fit values are in blue; and, for fit 2, the input values are the dashed black lines and those returned by the fit are in red.

Responses become non-linear. Although at low temperatures the power dissipated by Joule heating is constant ($\approx 10.8 \, \mu W$), the thermal interface conductance is very low.
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(≈ 3 MWm⁻²K⁻¹) and will continue to fall as T→0 K. The dramatic reduction of heat flow into the substrate exacerbates thermal gradients within the devices; leading to the emergence of higher order voltage responses as the spin and thermal coefficients change with temperature. This is also reflected in the predicted temperature rise depicted in Figure 5.18(c). As stated earlier, the exact magnitude of these temperature increases are uncertain provided we do not have in situ measurements of the thermopowers of our nanoscale device elements. However, the general trend supports our other observations; the device temperature increases significantly as the measurement temperature decreases due to limited heat flow into the substrate.

With the onset of significant device heating and the transition into the non-linear regime our model fails to fit V₂(L); this is illustrated by the goodness of fit parameter \( \chi^2 \) calculated from each fit in Figure 5.17(e). Figure 5.17(a) shows the length dependence of V₂ at 8 K, from which one can observe that the shortest separation has increased significantly compared to the others. As stated earlier, the onset of the higher order voltages suggests that one or more of the thermoelectric parameters which combine to form the quadratic voltage (\( k_{Cu}, \rho_{Cu/CoFe}, S_{eff} \) and \( h \)) are changing as the local temperature varies \( \propto I^2 \). The model we have used here is limited in so far as we have assumed constant values for each measurement temperature. Obviously, if Joule heating in the injector circuit is generating temperature dependent changes in any of these parameters the degree to which it does so will depend on the electrode separation.

Figure 5.19: Fits to the thermal model for the Peltier induced voltage (V₁\text{offset}) at three temperatures. At high temperatures (b-c), the decay is exponential and fits well to the model. (a) At 25 K, the decay is roughly linear down to 1500 nm and constant above this (the dashed red and green lines are guides to the eye).

The diffusion of Peltier and Joule heat through the devices should be driven by the
same processes and the thermal diffusion lengths for $V_2$ and $V_{\text{offset}}^1$ should be equal. As shown in Figure 5.18(a), this is true from room temperature down to about 60 K; below which $V_{\text{offset}}^1$ diminishes on a very short length scale and is no longer exponential. This deviation from the expected exponential behaviour occurs at a much higher temperature than the 20 K onset of the non-linear response regime. As shown in Figure 5.19(a), $V_{\text{offset}}^1$ decays almost linearly down to $\sim 1500$ nm. One interpretation of this is that Peltier heat loss into the substrate is negligible, which would lead to the solution of equation 5.12 being $T(x) = \left( \frac{T_i - T_s}{L} \right) x + T_i$. Exactly why this happens is difficult to say, but it could indicate that heat transport from the sample into the substrate has become quasi-ballistic. A transition from diffusive to ballistic heat transport will occur when the mean free path of a heat carrier is comparable to the sample dimensions. Transport within the Cu never quite reaches the ballistic regime, as the electronic mean free path saturates at 50 nm (about half the width of the wire) at 5 K. In the SiO$_2$ substrate, kinetic theory predicts a phonon mean free path of $\Lambda = 45$ nm at 10 K [193]. However, this is an average for the entire phonon distribution and does not specify which phonons are actively participating in thermal conduction [194]. Recent reports have indicated that phonons with $\Lambda > 100$ nm can be responsible for almost half the heat conduction in amorphous Si at room temperature [195]. Therefore, it is possible that the mean free path of the phonons in the substrate is comparable to the $\sim 100$ nm Cu wire width around 60 K and the heat transfer into the substrate is entering the quasi-ballistic regime. The reduced thermal pathways available for heat transfer into the substrate will reduce $h$, as we have observed [196]. As the Peltier heat is generated only at the CoFe$_1$/Cu interface (that is small and not thermally well connected to the substrate), whereas Joule heat is produced over the entire injection current path (a comparatively large area well connected to the substrate) this reduction in interface conductance from ballistic transport will affect the Peltier heat much more significantly than the Joule heat. Even though very little Peltier heat is transferred into the substrate at low temperatures, the Peltier heat generated is so small and rapidly declining that $V_{\text{offset}}^1$ does not increase. In contrast, the more considerable Joule heat is forced to diffuse within the device leading to an increase in $V_2$. Confirming this, however, would require further work.

As our model was not valid below 20 K, the origin of the low temperature features in $V_2$, namely: the broad peak at 30 K, sharp peak at 10 K and rapid decline below
10 K are not clear. For the latter, although the onset of quasi-ballistic heat transport would suggest that more heat is forced to diffuse within the device as the temperature decreases and \( V_2 \) would therefore continue to rise, this is hinged upon the assumption that the temperature of the CoFe detector (\( T_p \)) is still equal to the substrate temperature (\( T_s \)). When \( h \) is very low this assumption may no longer be valid and \( T_p > T_s \), which would reduce the temperature gradient between the Cu channel and CoFe detector thus the Seebeck voltage measured. This could explain the rapid decline below 10 K, which occurs in every device at the same temperature. The other two features vary in magnitude and position from device to device. We suspect that these are a consequence of non-linear behaviour in \( S_{Cu} \) or \( k_{Cu} \) as both are very sensitive to the exact dimensions, impurity content and microstructure of each Cu channel [5, 197, 198]. In particular, the role of Kondo impurities in the thermal response of LSVs has not yet been investigated. It is well known that Kondo scattering from Fe leads to a large negative peak in \( S_{Cu} \) close to \( T_K \) and a positive peak in the electronic specific heat around \( \frac{1}{3} T_K \) [92, 93, 153], suspiciously close to the features observed at 10 K.

5.6 Conclusions

In summary, the thermal effects that arise during non-local measurements of CoFe/Cu LSVs were investigated. Thermal background signals arose from the Peltier effect at the injecting interface and Joule heating in the path of the injection current; both of which were detected through the Seebeck effect at the detecting interface. The temperature dependences of the Joule (\( V_2 \)) and Peltier (\( V_{\text{offset}} \)) induced voltages were similar whilst \( T > 100 \text{ K} \); both increasing with temperature following the rise in heat generated by each effect and the detection efficiency. At low temperatures, \( V_{\text{offset}} \) was small and slowly decreasing, whereas \( V_2 \) increased below 100 K and exhibited a number of low temperature non-linear features. The length dependence of each thermal voltage was fitted using a simple model based on Fourier’s law to extract the thermal conductance of the Cu/SiO\(_2\) interface (\( h \)) and the characteristic thermal diffusion lengths. The limiting factor for heat flow within the devices was shown to be the thermal interface conductance which decreased from roughly 35 MWM\(^{-1}\)K\(^{-1}\) at room temperature to 3 MWM\(^{-2}\)K\(^{-1}\) at 20 K. Below 20 K, where heat flow into the substrate was greatly reduced, Joule heating induced temperature changes were large enough to change the thermal and spin dependent parameters \( \propto I^2 \) during a
measurement and higher order voltage responses arose. The simple model could not fit the spatial dependence of $V_2$ once the device response became non-linear; we suspect as a result of the temperature dependent changes in $k_{Cu}$ or $S_{off}$ varying with electrode separation. The length dependent behaviour of $V_{offset}^1$ was significantly different to $V_2$ once $T < 60$ K. A transition from an exponential to almost linear decay occurred, which implied that Peltier heat loss into the substrate was negligible. We suggested that the phonon mean free path in the SiO$_2$ substrate could be comparable to the device dimensions $\sim 100$ nm at 60 K and there may be a transition from diffusive to quasi-ballistic heat transport into the substrate. This ballistic transition manifested differently in $V_2$ and $V_{offset}^1$ given the differences in the areas of heat generation and power dissipated from each heat source. This could explain why $V_2$ increases below 100 K as the reduced pathways for heat transfer into the substrate ensure that more heat is reaching the detector than at higher temperatures.
CHAPTER 6

Spin Absorption
6.1 Introduction

The spin diffusion length is the characteristic length scale over which a non-equilibrium spin population persists. Consequently, it is a key parameter in the analysis of many spin transport and relaxation phenomena. Spin diffusion lengths of non-magnetic (NM) metals have been studied extensively through gap-dependent lateral spin valve (LSV) measurements [12, 27, 31, 55, 78, 84]. Measurements of the spin diffusion lengths of ferromagnets ($\lambda_{FM}$), however, are relatively scarce. Typical ferromagnetic spin diffusion lengths are well below 100 nm [15, 55, 71, 154, 199, 200], which negates the use of conventional gap-dependent measurement techniques. The comparative dearth of $\lambda_{FM}$ measurements presents an obvious issue for spintronic research, especially the study of LSVs where the spin polarisation ($\alpha_{FM}$) extracted from fitting the spatial decay of the spin signal ($\Delta R_S$) is coupled to $\lambda_{FM}$. Usually, an empirical relationship that relates the resistivity ($\rho_{FM}$) and spin diffusion length is employed; specifically, $\lambda_{FM}(T) = \frac{\lambda_{FM}(4.2K)\rho_{FM}(4.2K)}{\rho_{FM}(T)}$ [55], where $\rho_{4.2K}\lambda_{4.2K}$ is taken from the literature. One issue with this approach is that most published values of $\rho_{4.2K}\lambda_{4.2K}$ are derived from sputtered thin films with very different dominant defect types, dimensions and impurity contents to the ferromagnetic nanowires used in LSVs. Additionally, it assumes an inverse relationship between $\lambda_{FM}$ and $\rho_{FM}$ characteristic of Elliott-Yafet (EY) spin relaxation; not yet experimentally verified for most ferromagnets (FMs). Consequently, without an independent measurement of $\lambda_{FM}$ a reliable $\alpha_{FM}$ cannot be determined.

More broadly, verifying the dominant mechanisms of spin relaxation in FMs is important given their crucial role in many spintronic devices. Recent theoretical predictions from Berger [201] have suggested that the EY mechanism should be the dominant source of spin relaxation in certain metallic FMs; specifically, those which have no spin-up (or spin-down) 3d electrons at the Fermi energy such as the predominately Ni and Co based alloys, Py and CoFe, that are frequently used in spintronic devices. Testing the validity of this theory is vital to further our understanding of spin relaxation, but also from a practical point of view to allow for predictions of $\lambda_{FM}$ to be made from $\rho_{FM}$, which is more straightforward to measure.

Until recently, measurements of $\lambda_{FM}$ were performed through variations of current perpendicular to plane magnetoresistance (CPP-MR) techniques which, except for multilayered nanowire or nanopillar structures, are limited to low temperatures [15, 55, 154, 199, 200, 202–204]. Other methods include the inverse spin-Hall effect.
and optical techniques [207]. Albeit some of the methods stated above can be performed at a range of temperatures all require varying the thickness of the FM layer. This can introduce unwanted variations in resistivity with thickness and in turn alter the spin diffusion length [208, 209]. A robust alternative is the spin absorption method, which can be performed at a range of temperatures without the need to vary the material thickness. A central floating wire, composed of the material of interest, is introduced between the FM electrodes of a regular LSV [11].

The approach relies on the concept of the spin resistance, which is defined as $R_S = \rho S / A(1 - \alpha^2)$, where $\rho$ is the element resistivity, $\alpha$ is the spin polarisation, $\lambda_S$ is the spin diffusion length and $A$ is the cross-sectional area of the element perpendicular to the spin current flow [11]. A device element with a low $R_S$ is a preferred path for spin relaxation and acts as an efficient ‘spin sink’. In the instance that the central wire has a low $R_S$ compared to the transport channel, it absorbs some of the spin current and decreases the spin signal compared to a reference LSV. As the degree of absorption is related to $R_S$, it is possible to extract the spin diffusion length of the central wire. The technique has proved effective to measure other short spin diffusion lengths such as those of the heavy metals Pt and Ta [71, 210–212], but measurements on FM metals are still in short supply.

E. Sagasta et al. employed a spin absorption technique in Cu/Py devices fabricated in two steps to obtain $\lambda_{Py}(T)$ and confirmed that the EY relationship predicted by Berger held [10]. G. Zhand et al. [71] expanded the range of absorbing FMs (also with a two-step fabrication process) to Co$_{60}$Fe$_{40}$, Ni$_{81}$Fe$_{19}$ and Co; but only at low and high temperatures. Whether or not the predictions of Berger apply to the Co based alloys is still yet to be determined.

In this chapter, the spin diffusion length ($\lambda_{CoFe}$) of two Co$_{70}$Fe$_{30}$ absorption wires are determined from 5 to 250 K. We employ the spin absorption technique as in [71] and [10], but instead use a single-step shadow evaporation technique to avoid the need for interface cleaning. As highlighted by Pfeiffer et al. [107], two-step processes may introduce problems for spin absorption experiments. Through specialised buried interface-sensitive scanning electron microscopy (SEM), they identified regions of residual resist and inhomogeneous over–milled regions; the presence of which have no observable effect upon charge transport, but have a significant impact on the degree of spin absorption. Capturing the full temperature dependence of $\lambda_{CoFe}$ allows us to examine the validity of the EY mechanism in this technologically relevant alloy.
6.2 Devices

Three different types of devices were fabricated for this work. Firstly, the degree of spin absorption by a CoFe wire, deduced from the suppression of the spin signal compared to a reference device without a wire, must be measured. To this end, two identical spin absorption devices (SADs) were fabricated (denoted absorber A and B) with an electrode separation of $L = 600$ nm and a 100 nm wide, 30 nm thick CoFe absorber at the centre of the Cu channel; an SEM image of absorber A is depicted in Figure 6.1. The reference device was a regular LSV that was geometrically identical to the SADs, just without the central absorbing wire.

![SEM image of one of the SADs (absorber A) in the non-local measurement scheme, where CoFe$_1$ is used as the injecting electrode and CoFe$_2$ is the detecting electrode. False colours indicate the materials Cu (orange) and CoFe (blue).](image)

To obtain $\lambda_{\text{CoFe}}$ from the degree of spin absorption measured, the key spintronic and charge transport parameters for the CoFe and Cu that feature in the 1D spin diffusion equations must be determined, namely: $\lambda_{\text{Cu}}$, $\alpha_{\text{CoFe}}$, $\rho_{\text{Cu}}$ and $\rho_{\text{CoFe}}$. The first three parameters can be obtained from regular LSV length dependent studies. Although other studies have used values from previous work [71], these parameters can vary with minute changes to the LSV dimensions, microstructure and impurity content [56, 81, 106]. Therefore, a set of CoFe(30 nm)/Cu(100 nm) LSVs with electrode separations ($L$) ranging from 300 nm to 3 $\mu$m were fabricated. All the SAD and LSV
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Devices were fabricated on the same chip and deposited at the same time in order to maintain consistent material properties.

A shadow deposition method was used to ensure high quality transparent interfaces between the CoFe and Cu. In the first deposition step, both the CoFe electrodes and absorbing wires were evaporated at a 45° angle to the substrate. Following this, Cu was deposited normal to the substrate. Consequently, only part of the absorbing CoFe wire was exposed (blue region of central wire in Figure 6.1) and the remainder topped with Cu. As $\lambda_{\text{CoFe}} < 20 \text{ nm}$ [55, 71, 154], the relevant region for spin relaxation lay close to the interface which was roughly 300 nm away from the region in contact with Cu. Therefore, it was assumed that this should not interfere with the spin absorption process at the interface.

Finally, $\rho_{\text{CoFe}}$ could not be measured in situ given the geometry of each device. Therefore, three CoFe nanowires with $t_{\text{CoFe}} = 30 \text{ nm}$ and $w_{\text{CoFe}} = 100 \text{ nm}$ were fabricated and deposited in equivalent conditions to the SAD and LSV devices. An SEM image of one of these nanowires and the average resistivity of the set are depicted in Figure 6.2. Growth rates were 0.2 Å/s for the Cu and 0.1 Å/s for the CoFe.

![Figure 6.2: SEM image of one of three 30 nm thick, 100 nm wide CoFe nanowires (left) and the average resistivity of the three nanowires (right).](image)

Figure 6.2: SEM image of one of three 30 nm thick, 100 nm wide CoFe nanowires (left) and the average resistivity of the three nanowires (right).
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6.3.1 Lateral Spin Valves

Seven LSVs with electrode separations between 300 nm and 1.2 µm were used to determine $\rho_{\text{Cu}}$, $\lambda_{\text{Cu}}$, and $\alpha_{\text{CoFe}}$. Local measurements were performed whilst cooling from 250 to 5 K to obtain the temperature dependence of the resistance of each Cu channel. From this, SEM measurements of the channel geometry were used to obtain the Cu resistivity and calculate an average value for the set, as depicted in Figure 6.3(a).

Figure 6.3: (a) Average resistivity as a function of temperature for the Cu transport channels. (b) The spatial decay of $\Delta R_S$ at 5 K, the dashed line is a fit to equation 2.15. Temperature dependence of $\alpha_{\text{CoFe}}$ (c) and $\lambda_{\text{Cu}}$ (d) extracted from the fits to $\Delta R_S(L)$. 
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Following the procedure detailed in Chapter 4, the non-local voltage ($V_{NL}$) was measured as a function of applied magnetic field and temperature for each LSV. From $V_{NL}$, the linear voltage response ($V_1$) was extracted and normalised by the injection current ($I$) to obtain the linear coefficient ($R_1 = \frac{V_1}{I}$). As discussed in previous chapters, the spin signal ($\Delta R_S$) can be obtained as the difference between $R_1$ in the parallel (P) and anti-parallel (AP) electrode magnetisation states. At each measurement temperature, the spatial decay of $\Delta R_S$ was fitted to equation 2.15 with a constant $\lambda_{CoFe} = 10$ nm for simplicity; an example fit at 5 K is depicted in Figure 6.3(b). The temperature dependence of the extracted values of $\lambda_{Cu}$ and $\alpha_{CoFe}$ are shown in Figure 6.3(d) and (c) respectively. Of note, the values obtained for $\lambda_{Cu}$ are all quite low due to contamination of the Cu channel from the electrode material. However, they are consistent with the values found in other $t_{CoFe} = 30$ nm LSVs in Chapter 4 and should not interfere with the degree of spin absorption.

### 6.3.2 Spin Absorption Devices

Three devices formed the basis of the spin absorption analysis - two identical SADs (absorber A and B) and a reference LSV. Again, non-local measurements were performed (schematic depicted in Figure 6.1) to obtain $R_1$ as a function of applied magnetic field and temperature for each device. Figure 6.4(a) shows $R_1$ as a function of applied magnetic field at 10 K for each SAD and the reference LSV. At low temperatures, where the Peltier contribution to $R_1$ is negligible, the linear component is entirely due to the spin accumulation at the detecting interface. There is a clear suppression of $R_1$ in both the P and AP states for both SADs compared to the reference LSV, demonstrating that the CoFe absorber wires are acting as spin sinks and reducing the spin accumulation that reaches the detecting interface. Moreover, for both SADs, $R_1$ is suppressed equally ($\approx 56\%$) in the P and AP states. Therefore, the degree of spin absorption does not depend on the magnetic configuration of the CoFe electrodes nor the absorbing wire. This is expected, as all magnetisations and thus spin polarisations are collinear [74]. Consequently, the amount of spin absorption by the central CoFe wire is determined by its spin resistance $R_S = \frac{\alpha_{CoFe} \lambda_{CoFe}}{A_{CoFe}(1-\alpha_{CoFe})}$ (where $A_{CoFe}$ is the interface area between the Cu channel and the CoFe absorber), which is independent of the magnetisation of the CoFe absorbing wire, the magnetisation state of the CoFe electrodes and the small magnetic fields applied.
6.3 Spin Transport

As indicated in the figure, the difference between $R_1$ in the P and AP electrode states is $\Delta R_S$. Figure 6.4(b) shows the evolution of $\Delta R_S(T)$ for each of the devices. Compared to the reference LSV, the spin signal in each SAD is lower at all temperatures due to spin absorption by the central wires. All $\Delta R_S(T)$ have a non-monotonic temperature dependence with a peak at $T \approx 50$ K; reaching a maximum of $\Delta R_S \approx 2.4$ m$\Omega$ in the reference LSV and $\Delta R_S \approx 1.0$ m$\Omega$ in the SADs. Absorber A and B are two identical devices, so $\Delta R_S(T)$ should be the same. Indeed, the magnitude and temperature dependence of $\Delta R_S$ for each SAD are close with a maximum difference of only 0.1 m$\Omega$ at 5 K.

**Extracting $\alpha_{CoFe}$ and $\lambda_{CoFe}$**

Following the procedure outlined in [10], the ratio ($\eta$) of the spin signal in each SAD ($\Delta R_S^{abs}$) to the spin signal in the reference LSV ($\Delta R_S^{ref}$) was calculated as $\eta = \frac{\Delta R_S^{abs}}{\Delta R_S^{ref}}$. At each temperature, the calculated value of $\eta$ and the values of $\rho_{Cu}$, $\alpha_{CoFe}$ and $\lambda_{Cu}$ extracted from the LSV measurements, were substituted into equation 2.16 to obtain...
an estimate of $\lambda_{\text{CoFe}}$. Following this, the spatial decay of $\Delta R_S$ was fitted once again to equation 2.15 using the new estimate of $\lambda_{\text{CoFe}}$, to yield new values of $\alpha_{\text{CoFe}}$ and $\lambda_{\text{Cu}}$. This process of substitution into equation 2.16 and refitting equation 2.15 was repeated until the parameters converged. The above procedure was followed to extract values of $\lambda_{\text{CoFe}}$, $\alpha_{\text{CoFe}}$ and $\lambda_{\text{Cu}}$ for absorber A and B.

Figure 6.5: Absorber A: values of $\lambda_{\text{CoFe}}$ (a), $\alpha_{\text{CoFe}}$ (b) and $\lambda_{\text{Cu}}$ (c) extracted at three stages during the substitution and refitting procedure outlined in the text. The final values are depicted in green and the arrows (labelled i) denote the direction of the change in each parameter over the iteration process.

Figure 6.5 shows each parameter at three stages of the iteration process (one iteration here refers to one round of substitution into equation 2.16 and fitting of equa-
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As \( \lambda_{Cu} \) is determined by the length scale over which \( \Delta R_S \) decays, not the overall magnitude, it does not change significantly over the iteration process. Given that the initial estimate of \( \lambda_{CoFe} = 10 \text{ nm} \) was quite high, \( \lambda_{CoFe} \) gradually decreases over the iteration process. This decrease in \( \lambda_{CoFe} \) leads to an increase in \( \alpha_{CoFe} \), as the product \( \lambda_{CoFe} \alpha_{CoFe} \) determines the y-axis offset of the measured \( \Delta R_S(L) \) curve.

The above process was repeated for absorber B leading to the results in Figure 6.6. Note that \( \lambda_{Cu} \) is not plotted as it is identical to that in Figure 6.5(c). As stated earlier, absorber A and B are two identically designed devices, which were fabricated alongside one another and deposited at the same time. In theory, therefore, the values of \( \alpha_{CoFe} \) and \( \lambda_{CoFe} \) obtained from each device should be identical. The extracted values of \( \lambda_{CoFe} \) have similar temperature dependences but is slightly larger (\( \approx 1 \text{ nm} \)) in absorber A. The overall magnitude of the extracted values of \( \alpha_{CoFe} \) are comparable and decay in a similar fashion with increasing temperature above 50 K. At low temperatures, however, \( \alpha_{CoFe} \) from absorber A is roughly constant, whereas \( \alpha_{CoFe} \) from absorber B increases from 0.7 to 0.75. These slight differences suggest that there are variations between the devices despite the identical processing conditions.

![Graph](image)

Figure 6.6: Absorber B: values of \( \lambda_{CoFe}(a) \) and \( \alpha_{CoFe}(b) \) extracted at three stages during the substitution and refitting procedure outlined in the text. The final values are depicted in green and the arrows (labelled i) denote the direction of the change in each parameter over the iteration process.

Many factors could contribute to these differences, including variations in: the
resistivity and spin diffusion lengths of each device element; the microstructure and defect concentrations at the CoFe/Cu interfaces; and, the device geometry. For the latter, the deposited thickness of the Cu and CoFe in each device were identical and the element widths were all within ±3 nm of one another. Moreover, the resistivity of the Cu transport channels were equivalent. As the EY mechanism governs spin relaxation in Cu [56, 78, 84, 85, 158], it can be assumed that the very similar Cu resistivities implies close Cu spin diffusion lengths in each device. This leaves the spin diffusion length and resistivity of each CoFe element, and the properties of the CoFe/Cu interfaces. Unfortunately, given the device geometries, the resistivity of each individual CoFe absorber and electrode cannot be measured. Slight variations in CoFe resistivity between the devices could lead to the variations observed. Additionally, the magnitude and temperature dependence of the spin polarisation ($\alpha_{FM}$) extracted in LSV measurements is known to be sensitive to the local defect concentrations at the FM/NM interfaces [3, 98, 121]. In this instance, the observed differences in $\alpha_{CoFe}$ may arise due to variations in the microstructure and defect content of the CoFe/Cu interfaces between the two SADs. Variations in FM/NM interface properties between devices fabricated alongside one another have not yet been discussed in the literature. This is because in regular LSV measurements an average value of $\alpha_{FM}$ is extracted from a set of many LSVs, thus device to device variations are not observable. Additionally, in existing spin absorption measurements no two identical SADs are usually measured.

Averaging the final values of $\alpha_{CoFe}$ and $\lambda_{CoFe}$ extracted from absorbers A and B yields the final results shown in Figure 6.7. The temperature dependence of $\lambda_{CoFe}$ is roughly what would be expected from the EY mechanism. At low temperatures, where $\rho_{CoFe}$ reaches its residual value, $\lambda_{CoFe}$ saturates at a maximum of (7.4±0.6) nm at 5 K. Above 50 K, $\lambda_{CoFe}$ decreases with temperature to a value of (4.4±0.7) nm at 250 K. Although noisy, the general trend of $\alpha_{CoFe}$ is to decay with temperature due to spin mixing within the CoFe. The temperature dependence of the spin polarisation was fitted to a Bloch law $\alpha = \alpha_0(1 - (\frac{T}{T_C})^\frac{3}{2})$, where $\alpha_0$ is the intrinsic polarisation and $T_C$ is the Curie temperature. The Bloch fit is depicted as the dashed black line in Figure 6.7 and yields $\alpha_0$=0.736 ± 0.003 and $T_C = 1070 ± 60$ K. $T_C$ is a little lower but comparable to that of bulk CoFe [165]. It is interesting that we do not observe a low temperature reduction in $\alpha_{CoFe}$; as discussed in Chapter 4, this was proposed to be an inevitable feature of shadow deposited devices as a result of Kondo scattering from
6.3 Spin Transport

dilute interdiffused magnetic impurities (MIs) at the FM/NM interfaces [30, 97].

![Graph](image)

Figure 6.7: Average $\lambda_{CoFe}$ (a) and $\alpha_{CoFe}$ (b) calculated from the final values obtained from absorbers A and B. The dashed line in (b) is a fit to a Bloch law, demonstrating that the spin polarisation decays following the spin current polarisation of the CoFe and has no observable low temperature reduction from Kondo scattering at the CoFe/Cu interfaces.

Table 6.1 summarises measured and assumed values of $\alpha_{CoFe}$ and $\lambda_{CoFe}$ from the literature; other close alloy compositions have been included as only one measurement of our particular composition exists. Note that for the LSV technique, the stated values of $\lambda_{CoFe}$ are estimates and $\alpha_{CoFe}$ is directly dependent on their estimation. Overall, the average $\lambda_{CoFe}$ falls within the published range of values of 4 to 12 nm. The spin polarisation of our Co$_{70}$Fe$_{30}$ is roughly 20% higher than values found in spin absorption measurements of Co$_{60}$Fe$_{40}$. This may indicate that ours is a more favourable alloy composition for high spin polarisations, as was previously observed in Giant Tunneling Magnetoresistance [45]. Alternatively, a two-step deposition method was used in [71], where the CoFe was exposed to atmosphere and resists prior to the non-magnetic metal deposition. Consequently, the higher spin polarisation in our case may be a result of the better quality transparent interfaces produced through a shadow deposition method.

The EY mechanism posits that $\lambda_{CoFe} \propto \frac{1}{\rho_{CoFe}}$, so the product $\lambda_{CoFe}\rho_{CoFe}$ should be a temperature independent constant. As shown in Figure 6.8, $\lambda_{CoFe}\rho_{CoFe}$ is constant below 100 K at 1.5 $\Omega$m² and decreases only slightly with increasing temperature. Of note, the obtained values are twice that found in a thin film of Co$_{70}$Fe$_{30}$ (see Table
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<table>
<thead>
<tr>
<th>Alloy (Co:Fe)</th>
<th>Technique</th>
<th>T(K)</th>
<th>$\rho_{\text{CoFe}}$ ($\mu\Omega\text{cm}$)</th>
<th>$\lambda_{\text{CoFe}}$ (nm)</th>
<th>$\alpha_{\text{CoFe}}$</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>70:30 CPP</td>
<td>4.2</td>
<td>6.1±0.4</td>
<td>10.9±0.5</td>
<td>N/A± N/A</td>
<td>C.Ahn et al. [154]</td>
<td></td>
</tr>
<tr>
<td>60:40 SA</td>
<td>300</td>
<td>20±1</td>
<td>6.7±0.7</td>
<td>0.48±0.02</td>
<td>G.Zhand et al. [71]</td>
<td></td>
</tr>
<tr>
<td>60:40 SA</td>
<td>10</td>
<td>15.0±0.9</td>
<td>8.3±1.8</td>
<td>0.48±0.03</td>
<td>G.Zhand et al. [71]</td>
<td></td>
</tr>
<tr>
<td>60:40 LSV</td>
<td>300</td>
<td>23</td>
<td>11.1±0.1</td>
<td>0.45±0.05</td>
<td>G.Bridoux et al. [42]</td>
<td></td>
</tr>
<tr>
<td>84:16 LSV</td>
<td>300</td>
<td>20</td>
<td>10</td>
<td>0.2</td>
<td>S.Oki et al. [44]</td>
<td></td>
</tr>
<tr>
<td>70:30 SA</td>
<td>5</td>
<td>20.1±0.1</td>
<td>7.4±0.6</td>
<td>0.74±0.02</td>
<td>This work.</td>
<td></td>
</tr>
<tr>
<td>70:30 SA</td>
<td>250</td>
<td>23.8±0.1</td>
<td>4.4±0.7</td>
<td>0.658±0.03</td>
<td>This work.</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Summary of CoFe spin transport parameters from the literature. Values have been determined by current-perpendicular to plane (CPP), spin absorption (SA) and lateral spin valve (LSV) techniques.

6.1: C.Ahn et al.) which was approximately 0.6 $\Omega m^2$ at 4.2 K [154]. However, in mesoscopic wires of Co$_{60}$Fe$_{40}$ (see Table 6.1: G. Zhand et al.) also measured using spin absorption (SA), products of 1.46 $\Omega m^2$ and 1.246 $\Omega m^2$ at 300 K and 10 K were obtained; which are more comparable to our results.

![Figure 6.8: The product of the average spin diffusion length and resistivity for CoFe. Overall, the product varies only slightly with temperature suggesting that spin relaxation in our CoFe is dominated by the EY mechanism.](image)

Previous reports have demonstrated a general linear correlation between $\frac{1}{\rho_{\text{FM}}}$ and $\lambda_{\text{FM}}$ for FM metals; with the exception of Co, where $\lambda_{\text{Co}}$ is found to be anomalously long for a given $\rho_{\text{Co}}$ [55]. In Figure 6.9, our data is plotted alongside extant literature data for CoFe (red), Py (blue) and Fe (green) taken from SA (star), LSV (triangle) and CPP (pentagon) techniques. There is an overall linear trend, except for the lowest
resistivity samples from CPP measurements (which fall below the trend and have lower $\lambda_{\text{FM}}$ than expected) and the estimated values in LSVs (which systemically tend to over-estimate $\lambda_{\text{FM}}$). There is particularly good agreement to the linear trend between SA measurements of Py and CoFe. Similar scaling between $\frac{\lambda_{\text{CoFe}}}{\lambda_{\text{Py}}}$ and $\frac{\rho_{\text{Py}}}{\rho_{\text{CoFe}}}$ was observed in CPP measurements [200]. Interestingly, there is some incompatibility between CPP and SA techniques; the spin diffusion lengths determined by SA are longer than expected from a linear fit to the CPP results. This may be a consequence of the different dominant defect types in samples measured in SA, which tend to be electron beam evaporated nanowires, compared to the sputtered thin films in CPP techniques. Certain defects can induce strong resistive scattering but weak spin-scattering and vice versa [82].

Figure 6.9: Plot of $\frac{1}{\rho_{\text{FM}}}$ versus $\lambda_{\text{FM}}$ taken from SA (star), LSV (triangle) and CPP (pentagon) measurements. The inset shows our data and other CoFe values from the literature. The solid black lines in both figures are a linear fit used to extract the relationship between $\frac{1}{\rho_{\text{FM}}}$ and $\lambda_{\text{FM}}$. CoFe references are given in Table 6.1. Py: E. Sagasta et al. [10]; T. Kimura et al. [11] (SA), [12] (LSV); S. Dubois et al. [13]; R. Godfrey et al. [14]; S.D. Steenwyk et al. [15]. Fe: D. Bozec [16].

The inset of Figure 6.9 depicts low temperature measurements of CoFe only. Again, this work and the other SA measurement [71] roughly scale with the inverse resistivity, whereas the CPP measurements fall below the linear trend. A linear fit with the
intercept fixed at the origin yields: $\lambda_{\text{CoFe}} = 1.12 \pm 0.03 \, \text{f}\Omega\text{m}^2 \frac{1}{\rho_{\text{CoFe}}}$. This relationship is quite similar to $\lambda_{\text{Py}} = 0.91 \pm 0.04 \, \text{f}\Omega\text{m}^2 \frac{1}{\rho_{\text{Py}}}$ found recently for Py [10]. Given that the changes to $\lambda_{\text{CoFe}} \rho_{\text{CoFe}}$ with temperature were not too large, and that a linear relationship between $\frac{1}{\rho_{\text{CoFe}}}$ and $\lambda_{\text{CoFe}}$ exists for our data and other published values, there is good evidence for the validity of the EY mechanism in CoFe as suggested by Berger [201].

6.4 Conclusions

In this work, the temperature dependence of $\lambda_{\text{CoFe}}$ and $\alpha_{\text{CoFe}}$ for two Co$_{70}$Fe$_{30}$ wires were extracted using a spin absorption (SA) technique. Slight variations were observed in the values of $\alpha_{\text{CoFe}}$ and $\lambda_{\text{CoFe}}$ obtained from two identical devices, which highlighted that there are inevitable variations between devices even when fabricated alongside one another. The vast majority of studies that employ the SA technique only measure a single device. It would be sensible in future studies to fabricate a large number of geometrically identical absorption devices to quantify and account for these potential variations.

Average spin diffusion lengths of $\lambda_{\text{CoFe}} = (7.4 \pm 0.6) \text{ nm}$ and $(4.4 \pm 0.7) \text{ nm}$ at 5 and 250 K respectively were obtained; close to those previously reported in the literature. The average spin polarisation was 20% higher than values found in a slightly different alloy composition (Co$_{60}$Fe$_{40}$) [71], reaching a maximum of $\alpha_{\text{CoFe}} = 0.74 \pm 0.02$ at 5 K. $\alpha_{\text{CoFe}}$ did not exhibit the low temperature reduction commonly associated with Kondo scattering from interdiffused MIs at the FM/NM interfaces; which was surprising given the tendency of shadow deposited devices to exhibit this behaviour.

The product of the average CoFe resistivity and spin diffusion length ($\lambda_{\text{CoFe}} \rho_{\text{CoFe}}$) was roughly temperature independent. Moreover, a general linear trend was observed between $\lambda_{\text{CoFe}}$ and $\frac{1}{\rho_{\text{CoFe}}}$ for our data and values from the literature. A linear fit yielded $\lambda_{\text{CoFe}} = 1.12 \pm 0.03 \, \text{f}\Omega\text{m}^2 \frac{1}{\rho_{\text{CoFe}}}$. These observations suggest that spin relaxation in CoFe is governed by the EY mechanism, as predicted by Berger [201]. Interestingly, values of $\lambda_{\text{CoFe}}$ obtained in SA measurements are longer than expected from published values from CPP-MR techniques. This is either a consequence of the differences in deposition techniques used and subsequent dominant defects types, or related to uncertainties in the techniques; this is important to clarify in future work.
Chapter 7

Conclusions and Outlook
7.1 Conclusions

This thesis deals with three interconnected subjects all relevant to the study of spin transport in lateral spin valves (LSV) namely: spin injection and transport; the thermal voltages that accompany spin transport; and, measurements of the spin diffusion length of a ferromagnetic nanowire. Two variations of spintronic devices, the LSV and spin absorption device, were used and fabricated using a shadow deposition method allowing for the entire device to be deposited in situ.

In the first experimental chapter, the temperature dependence of spin injection and transport were investigated in Co$_{70}$Fe$_{30}$/Cu LSVs for the first time. Two sets of devices were fabricated each with different Co$_{70}$Fe$_{30}$ thicknesses, namely, 15 nm and 30 nm. Compared to previous Co$_{60}$Fe$_{40}$/Cu LSVs [43], which used a two-step lithography process, extracted spin polarisations were found to be significantly higher. It was concluded that this was due to the high quality transparent interfaces achieved with a shadow deposition technique; and/or the slightly more Co rich composition being favourable for high spin polarisations. Thus, the potential combination of both factors is promising for achieving high spin signals. However, the work also highlighted one important caveat; that a thin CoFe electrode must be used as the spin diffusion properties of the Cu were strongly affected by the amount of CoFe evaporated. This was due to magnetic impurities (MIs) from the electrode material being incorporated into the Cu channel during shadow deposition. Direct evidence for these dilute bulk MIs was the presence of a Kondo upturn in the Cu resistivity of the 30 nm set. Furthermore, contributions from other MIs, that were not detectable in the resistivity, suppressed and altered the temperature dependence of $\lambda_{\text{Cu}}$ even at room temperature. In contrast, a long $\lambda_{\text{Cu}}$ was obtained in the 15 nm set and was comparable to other clean Py/Cu devices in the literature [78], reaching a maximum of $\approx$ 870 nm at 25 K. Furthermore, the spin injection efficiency in the 15 nm set was twice that in the 30 nm set. It was concluded that this was a result of a smaller injecting interface area in the 15 nm set, considering that the sides of the CoFe were also in contact with the channel, and potentially the higher CoFe resistivity. Both factors increased the spin resistance of the injecting electrode and decreased the backflow of spins. This study demonstrated that the thickness of the electrode used is an incredibly important parameter in shadow deposited devices; and that MI contamination from increasing the electrode thickness can be as severe as others have observed in heavily annealed devices [81].
In Chapter 5, the thermal background voltages that arise during a non-local measurement of Co$_{70}$Fe$_{30}$/Cu LSVs were reported and analysed for the first time. Two heating effects were observed: the Peltier heating/cooling at the injecting interface; and, Joule heating in the path of the injection current. Each heating effect was converted into a measurable voltage through the Seebeck effect at the detecting interface. At high temperatures ($T > 100$ K), the Joule and Peltier induced thermal voltages increased with temperature following the rise in power dissipated by each effect and the detection efficiency. Interestingly, the Peltier voltage decreased to a small constant below 100 K, whereas the Joule voltage increased. A simple model based on Fourier’s law was applied to extract the thermal conductance of the Cu/SiO$_2$ interface and the characteristic decay length for each thermal voltage. The limiting factor for heat flow within the devices was shown to be the thermal interface conductance which decreased from $\approx 35$ MWm$^{-2}$K$^{-1}$ at room temperature to $\approx 3$ MWm$^{-2}$K$^{-1}$ at 20 K. Below 20 K, where heat flow into the substrate was greatly reduced, Joule heating induced temperature changes were large enough to change the thermal and spin dependent parameters $\propto I^2$ during a measurement and small higher order voltage responses arose. Moreover, the length dependent decay of the Peltier voltage was significantly different to the Joule voltage below 60 K. It was suggested that the phonon mean free path in the SiO$_2$ substrate could be comparable to the device dimensions ($\sim 100$ nm) at 60 K, and there was a transition from diffusive to quasi-ballistic heat transport into the substrate. This transition led to the decrease in the thermal interface conductance which manifested differently for the Joule and Peltier induced voltages. This work has demonstrated that even without in situ measurements of the thermal conductivities and thermopower of device elements, which are tricky in nanostructures, some understanding of the device thermal response can be achieved. Additionally, the possibility of quasi-ballistic phonon transport from nanoscale metallic LSVs into dielectric substrates has broad implications. Not only for understanding thermal transport during spin related measurements, but also for heat sinking in future nanoscale devices.

In the final experimental chapter, a spin absorption technique was employed to extract the temperature dependence of the spin diffusion length of Co$_{70}$Fe$_{30}$ nanowires. Average values of $\lambda_{\text{CoFe}}$ were $(7.4 \pm 0.6)$ nm and $(4.4 \pm 0.7)$ nm at 5 and 250 K respectively. These values are comparable to those found elsewhere for similar alloy compositions, which tend to fall between 10 to 8 nm at low temperatures. Importantly,
the average $\lambda_{\text{CoFe}}$ followed the EY mechanism as predicted by Berger [201] with only small changes to the product $\lambda_{\text{CoFe}}\rho_{\text{CoFe}}$ between 5 and 250 K. Combining our results with other values from the literature the relationship $\lambda_{\text{CoFe}}=1.12\pm0.03 \, \text{f}\Omega\text{m}^2 \frac{1}{\rho_{\text{CoFe}}}$ was yielded.

7.2 Outlook

LSVs are a powerful tool for the study of spin and thermal transport, only a very small aspect of which we have investigated here. A number of interesting questions were raised during this research which warrant further work. Firstly, Chapter 4 raised some interesting questions regarding the weak temperature dependence of the spin lifetime at high temperatures. Specifically, is it a consequence of spin-orbit scattering from MI contaminated regions close to the surfaces in the limit where the dimensions are comparable to (but smaller than) the electronic mean free path; or, is it as a result of Kondo scattering with a high $T_K$? Both effects had surprisingly similar temperature dependences so, without knowing the location of the impurities we could not distinguish between the two interpretations. Al based devices are ideal to investigate this as the high Fermi energy negates the formation of local moments and Kondo scattering.

Secondly, a basic understanding of thermal transport within LSVs was achieved with our simple model but this work would benefit from actual measurements of nanoscale thermopowers and thermal conductivities; particularly to understand the non-linear behaviour of the Joule induced voltage at low temperatures. Additionally, the possibility of quasi-ballistic heat transport into the substrate warrants further investigation. The onset of quasi-ballistic heat transfer should occur when the dimensions of the nanoscale hotspot are comparable to the average phonon mean free path in the substrate. Further clarification could therefore be achieved by varying the width of the LSV components patterned on the same substrate. Heat transfer from wide devices, that far exceed the mean free paths of the phonons in the substrate, should remain diffusive to a much lower temperature and allow for the intrinsic thermal boundary conductance between the Cu and SiO$_2$ to be extracted. By decreasing the device dimensions, ballistic transport should become increasingly important at higher temperatures and the thermal boundary conductance extracted should decrease. Similarly, changing the substrate to sapphire, which has an average much longer mean free path of 100 to 150 nm at room temperature [196], should enhance the ballistic effects.
7.2 Outlook

Lastly, the measurements of the spin diffusion length of Co\textsubscript{70}Fe\textsubscript{30} in Chapter 6 were only a starting point; curtailed by the onset of the COVID-19 pandemic. In future experiments, using much thinner Co\textsubscript{70}Fe\textsubscript{30} would ensure longer Cu spin diffusion lengths and allow a wider array of Co\textsubscript{70}Fe\textsubscript{30} widths and thus resistivities to be characterised. The goal here would be to obtain a larger body of measurements for ferromagnetic spin diffusion lengths, as is available for NM metals, to better understand the factors affecting spin diffusion in FMs.
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