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Abstract 

The combination of autologous mesenchymal stromal cells (MSCs) 

with biomimetic scaffolds for tissue repair is a promising treatment strategy 

for musculoskeletal diseases. For this, the patients’ cells need to be 

harvested and concentrated intra-operatively. Current cell enrichment 

technologies are either limited by low selectivity, low throughput or by their 

intrinsic requirement for manipulation of the separated cells.  

By using surface acoustic waves dielectrophoresis (SAW-DEP), where virtual 

electrodes are created within a microfluidic channel using shear-horizontal 

surface acoustic waves generated on a piezoelectric material, cells can be 

separated with minimal manipulation. This technology has been previously 

shown to separate dead from alive dental pulp stromal cells in high 

conductivity fluids without the need for cell-labelling, and without heating or 

electrochemical reactions occurring.  

The aim of this thesis was to further the understanding of the SAW-DEP 

technology to increase the device’s throughput and determine its suitability 

to separate MSCs from other cell types found in bone marrow whilst 

maintaining their osteogenic potential. 

In order to understand better the underlying physics of SAW-DEP, the effect 

of parameters such as input power and channel height on the 

dielectrophoretic response of the system were investigated. These 

experiments showed that the throughput could be increased twenty-fold by 

exploiting the vertical dielectrophoretic forces in the channel using a multi-

layered channel approach.  

The dielectric properties of MSCs and other white blood cells present in bone 

marrow were characterised and the differences found between the cell 

populations suggested that SAW-DEP has the potential to enrich MSC 

populations from bone marrow samples. 

The osteogenic potential of MSCs after exposure to SAW-DEP was assessed 

first in vitro and then in vivo by implanting human stem cell-seeded scaffolds 

into athymic rats with calvarial defects. The results showed the SAW-DEP 

exposure did not negatively affect the ability of MSCs to repair bone defects. 
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Chapter 1  

Introduction and literature review 

1.1 Project rationale 

Musculoskeletal (MSK) diseases are a major cause of morbidity and are the 

second greatest cause of disability worldwide [1]. These diseases result in 

pain and reduced mobility which impacts on the quality of life of the patient. 

The economic cost of MSK diseases, through increased healthcare 

expenditure and lost days of work has been estimated to be $213 billion per 

annum in the USA alone over the past ten years [2]. Population aging is a 

major challenge in developed countries, and the number of MSK diseases 

cases is steadily increasing, with the associated healthcare costs increasing 

by 25% globally in the last ten years [3].  

Some MSK disorders affect bones, which often need replacement in 

advanced disease states. In 2005, 2.2 million bone grafting procedures 

involving the implantation of bone tissue into a defect were performed 

throughout the world [4]. These grafts or replacements can be used to fill 

defects arising from genetic conditions, trauma and tumours, but also 

debilitating diseases such as osteoporosis [5]. Some of the current bone 

replacements are conducted in combination with cell therapies, which have 

been flagged as “one of the UK’s Great Technologies” [6]. These 

combinatorial therapies use cells, along with bone replacements, to 

accelerate the repair of fracture non-unions, where endogenous bone repair 

cannot be achieved. 

Such therapies require stem cells which can be found in numerous tissues 

such as bone marrow, dental pulp (obtained after the extraction of teeth) or 

adipose tissue [7]. Stem cells are multipotent, which means that they can 

multiply and differentiate into multiple specific lineages via induction of 

differentiation factors. Mesenchymal stromal cells (MSCs) are a stem cell 

subset that can differentiate into bone cells (osteoblasts), cartilage cells 

(chondrocytes), muscle cells (myocytes) and fat cells (adipocytes). They can 

be obtained from the patient directly (autologous) or from a donor 

(allogeneic). Allogeneic cells are available in high quantities from donor tissue 

but can elicit an immune response in the patient [8]. Therefore, in order to 
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limit the complications, most current clinical trials use autologous stem cells 

extracted directly from the patient. Another promising solution is the use of 

induced pluripotent stem cells (iPSCs) and embryonic stem cells, but further 

research is required to validate the safety of these sources [9]. 

Typically, bone marrow is extracted from the iliac crest of the pelvis. However, 

extraction from vertebral bodies, humeral heads, proximal tibia and distal 

femur have also been reported [10]–[12]. MSC yield has been found to be 

higher in iliac crest extractions, where 30 to 120 mL of bone marrow can be 

extracted, making it the preferred option for one-step treatment procedures 

where high cell concentrations are needed [13]. However, iliac crest 

extraction of bone marrow is associated with pain and a high rate of 

complications that could cause chronic pain. Extraction from the tibia or femur 

could be a safer alternative to obtain bone marrow in cases where only 

reduced concentrations of MSCs are required.  

Extracted bone marrow is composed of a range of cell types which includes 

red blood cells, mononuclear cells (lymphocytes, monocytes, MSCs and 

macrophages) and polymorphonuclear cells (neutrophils, basophils and 

eosinophils). The proportion of the different cells found in bone marrow varies 

from patient to patient and is dependent on gender, age and health [14]. 

Studies showed that the estimated frequency of MSCs within the 

mononuclear fraction of bone marrow ranges from 0.01% to 0.001% 

(corresponding to 102 to 103 MSCs/mL) [13], [15], [16]. The proportion of stem 

cells in bone marrow is very small, so methods are needed to concentrate 

them for therapeutic applications while discarding the cell types that could 

hinder regeneration of the target tissue.   

It has been hypothesised that use of whole bone marrow could cause hypoxia 

(oxygen deprivation) in the implanted area due to the high metabolic 

requirements of the numerous cells present [7]. Additionally, cell apopotosis 

during the extraction process can lead to detrimental inflammatory responses 

at the wound site due to the release of intracellular contents [17]. Bone 

marrow extracts also contain a range of cytokines, fat, extracellular matrix 

components and bone debris which could hinder bone repair. Fat clots and 

bone debris are usually removed by filtering, but cellular debris have been 

shown to remain in solution.  

Current treatments involving stem cells require three steps: tissue harvesting, 

tissue processing and implantation (Figure 1.1). Tissue harvesting and 
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implantation are often done in two separate operations, as stem cell selection 

and amplification can take days. This increases the cost and wait time of the 

treatment which as a consequence becomes a higher risk procedure. 

Processing steps can include the culturing of cells to increase the population 

numbers for downstream procedures. However, this also adds to the cost, as 

cell culture procedures have to comply with good manufacturing practices 

guidelines, requiring expensive facilities and personnel that have been 

adequately trained [7]. Moreover, cell culturing in flasks could also irreversibly 

alter the phenotype of the stem cells after a certain number of passages 

(removal of the medium and cell transfer from a previous culture into fresh 

medium to expand them), so the cells used for tissue repair need to be strictly 

regulated [18]. Cells expanded through tissue culture are classified as 

advanced therapeutic medicinal products by the European Medicines 

Agency, which require extensive clinical trials to prove the safety and benefits 

of the procedure (Regulation No 1394/2007) [19]. In contrast, when the 

procedure used to obtain the cells does not affect their activity and function, 

the cells may be considered as “minimally manipulated”. Devices enabling 

minimally manipulated cell separation are categorised as class III medical 

devices [20]. This significantly reduces the development cost of the 

technology and could also accelerate the translation of autologous cell 

therapies from the bench to the bedside. 

 

Figure 1.1: Steps involved in tissue engineering constructs requiring 
stem cells: harvesting of tissue from the same patient or from donor, 
tissue processing (expansion, addition of cytokines, isolation of MSCs, 
cell seeding of scaffolds) and cell delivery to the patient. Adapted from 
[7]. 

Currently, state of the art intraoperative technologies are limited by the 

extractable bone marrow quantities (30-120 mL) and the ability to isolate 

sufficient numbers of stem cells to elicit therapeutic benefit (typically in the 

range of 104 cells) [7], [16]. An additional factor that is lacking in current 

intraoperative technologies is standardisation. Stem cell technologies have 

been shown to be dose dependent but stem cell count is variable from patient 
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to patient, and current intraoperative technologies are unable to determine 

the dose of cells administered [7]. If an intraoperative separation method 

could give information about the number and purity of the recovered cells, 

this could help surgeons standardise their procedures in order to administer 

the same dose to each patient or to tailor it so that treatment is patient 

specific. This would lead to more controlled procedures for stem cells 

therapies [7].  Moreover, MSC variability between patients may have an 

impact upon the procedures’ success rate [21]. The concentration and 

proliferation potential of MSCs in elder patients is smaller, so more bone 

marrow aspirate is required to achieve a comparable result to that of a 

younger patient [22]. Hence, the ability to determine the concentration of 

MSCs within an intraoperative timeframe (less than 1h) is required, which is 

currently not achievable with current label-free separation technologies due 

to the lack of cell purity.  

The aim of this thesis was to address these challenges by developing a 

separation technique to concentrate MSCs from bone marrow in 

intraoperative timeframes with minimal manipulation. In Chapter 4 the 

concentration throughput of the technology was increased to make it closer 

to the time required for intraoperative timeframes. In Chapter 5, the properties 

of BM-MSCs and other white blood cell populations were characterised and 

the differences observed suggested that the technology has the potential to 

enrich MSC populations from bone marrow samples. Finally, in chapter 5, the 

minimal-manipulation aspect of the technology was investigated using 

preliminary in vitro and in vivo experiments of bone repair in rat calvarial 

defects. 

 

1.2 Currently available cell separation technologies 

1.2.1 Adherence-based separation technologies 

Mammalian cells such as macrophages, mesenchymal cells or lymphocytes 

can be characterised by their varying degrees of adhesion to certain surface 

chemistries and peptides such as RGD (arginine-glycine-aspartic acid) when 

left to incubate for up to a day [23]. Differential cell adhesion is well 

established as a method for cell capture from complex mixtures. For example, 

it has been demonstrated that when culturing the mononuclear fraction of 

bone marrow in a tissue culture flask, MSCs will adhere to the tissue culture 
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plastic while the other cell types will remain in solution and can be removed 

by discarding the supernatant [24]. This form of broad fractioning is minimally 

manipulative as it does not require the use of cell labels such as antibodies 

and preserves cell phenotype if they are not in long term culture. It also 

demonstrates reasonable specificity, as the surfaces can be treated to 

promote attachment of different cell types, but it can be very time consuming. 

 

1.2.1.1 Selective cell retention separation 

To date, the primary clinical method used involving adhesion onto a substrate 

is selective cell retention, due to the ease of handling. This technology 

consists of flooding a porous scaffold with freshly harvested bone marrow just 

before implantation (Figure 1.2). The surface properties of the scaffold 

increase the preferential adherence of stem cells, while other cells are 

excluded in the flow-through [25]. The adherence of cells can be controlled 

by tuning the porosity of the scaffold or by coating it with platelet-rich plasma 

[26].  

 

Figure 1.2: A schematic diagram depicting the selective cell retention 
process: a) Bone marrow is harvested from the iliac crest of the patient. 
b) Bone marrow is flushed through a syringe containing the matrix. c) 
After a few cycles, MSCs stay inside the matrix while the other cell types 
are collected in the fluid phase. Reproduced from [7]. 

Many regenerative medicine approaches involve the use of matrices that are 

seeded with cells, so this technology enables cell seeding directly from bone 

marrow without need for additional separation steps, which speeds up the 

process considerably. Muschler et al. (2005) reported that enriched matrix 

grafts delivered 5.6 times more MSCs than matrix supplemented with bone 

marrow [27]. Although this showed increased repair in some clinical settings, 

the yield remains low for situations in which large cell concentrations are 
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required. Furthermore, this technique cannot be considered specific as other 

cell types are also retained.  

 

1.2.2 Density and size-based separation technologies 

1.2.2.1 Centrifugation separation 

 Centrifugation techniques utilise centrifugal force to accelerate the 

sedimentation of particles within mixed suspensions. Sedimentation rates 

described in equation (1.1) depend on specific particle densities and hence 

differential sedimentation rates are used as the specific separation 

mechanism. 

𝑺𝒆𝒅𝒊𝒎𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆: 𝒗𝒕 =  
𝒎𝒓𝝎𝟐

𝟔𝝅𝜼𝒓𝟎
  (1.1) 

Where 𝑚 is the particle mass, 𝑟 is the distance between the particle and the 

rotor axis, 𝜔 is the angular velocity of the rotor, 𝜂 is the viscosity of the fluid 

and 𝑟0 is the particle radius. As seen in equation (1.1), sedimentation rate 

increases linearly with particle mass and results in an increased migration 

within a separation vessel under applied centrifugal force. The sedimentation 

rate is also dependent upon the viscosity of the medium and hence the 

separation resolution can be tuned through the creation of density gradients 

through which the sample is passed (Figure 1.3) [28].  

 
Figure 1.3: Centrifugation of blood with and without a density gradient. 
The first step of centrifugation without a density gradient enables 
separation of the white blood cells (WBCs) fraction from red blood cells 
and plasma. The WBCs fraction is then further separated in a second 
step by using a Percoll gradient, which gives a finer separation 
resolution. Adapted from [29]. 
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 Density gradient centrifugation is typically used to concentrate the 

white blood cell fraction and obtain bone mononuclear cells (BMNCs). 

BMNCs are a mixture of monocytes, T cells, B cells, hematopoietic stem cells 

(HSCs), MSCs, very small embryogenic-like cells (VSEL) and endothelial 

progenitor cells (EPC) [30]. Mononuclear cells are found at the interface 

between the red blood cell fraction and the plasma (Figure 1.3). Once 

separated, the white cell fraction is extracted and the platelet and red blood 

cell contamination is minimised through a lysis step using a hypotonic buffer. 

Limiting red blood cell contamination is crucial, as cell therapy success using 

BMNCs has been shown to be adversely affected by red blood cell content 

because the high blood cell count results in hypoxia and necrosis of the tissue 

[31].  

The most common density gradients used for BMNCs retrieval are Percoll 

and Ficoll. Percoll is a density gradient composed of particles of colloidal 

silica of different diameters [32]. Due to its composition, it has low viscosity 

and osmolarity, which results in low cell death. Ficoll on the other hand is 

composed of high-mass sugars with different sized branches. A study by 

Posel et al. (2012) showed that when used at the same density, Percoll yields 

significantly more BMNCs than a Ficoll gradient (75% loss of BMNCs for 

Ficoll versus 50% for Percoll), and it has been suggested that Ficoll could be 

cytotoxic [4]. This would explain the significant loss of MSCs and their 

impaired osteogenic potential downstream [33]. However, contamination with 

polymorphonuclear cells (PMNs) was greater when using Percoll compared 

to Ficoll [30]. Even when using a Percoll gradient, the authors only managed 

to recover 50% of the BMNCs and the amount of stem cells discarded was 

>60%.  It is thought that stem cells are discarded when using centrifugation 

in conjunction with Percoll due to their tendency to form aggregates [34]. 

These aggregates migrate further down the tube than the other cells and are 

discarded with the density gradient media following removal of the individual 

MSCs fraction. 

 A wide range of centrifugation protocols that have yielded similar 

percentages of BMNCs in clinical trials have been described by different 

groups [35]. As a result, to date, there is no standard procedure designated 

to recover stem cells using centrifugation. The published procedures differ in 

the number of washing steps, centrifugation speed or density gradient 

concentration and this lack of standardisation is a likely factor that contributes 

to the observed differences between clinical trials using BMNCs [35]. Such 
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protocol variation is likely to lead to altered BMNC population compositions 

which would in turn alter their osteogenic potential and hence may be the 

source of the many conflicting published results [7]. It is possible to 

standardise centrifugation by using automated cell processors. These 

processors can also be used in clinical settings to wash the tissue before 

concentrating the BMNCs with or without the use of density gradients [7]. This 

makes them more reliable and efficient, however the yield obtained remains 

low.  

 

1.2.2.2 Surface Acoustic Waves separation 

A surface acoustic wave (SAW) is a mechanical wave confined within a 

few wavelengths of the surface of a piezoelectric material [36]. SAWs can be 

generated by applying high-frequency signals to metallic interdigitated 

transducers (IDTs), patterned on a piezoelectric material (Figure 1.4) [37]. 

When an alternating electric field is applied to the IDTs, the potential 

difference creates compression and expansion in the lattice of the underlying 

piezoelectric material which launches a travelling mechanical wave along the 

material surface (away from the IDTs). The wavelength of this wave is 

determined by the spacing between electrode finger pairs. When two waves 

of equal frequency and travelling in opposite directions interfere with each 

other, a standing wave is formed, comprised of periodic zones of maximum 

wave amplitude (antinodes) and minimum amplitude (nodes), which  

alternate at a pitch corresponding to a quarter of the wavelength of the 

corresponding SAW. These standing waves can be exploited for the 

separation of different sized particles in a fluid. When the piezoelectric 

material is placed in contact with a fluid, the standing waves induce periodic 

pressure nodes within the fluid. The pressure gradient formed across these 

nodes induces acoustic radiation forces on particles suspended within the 

fluid. The magnitude of those acoustic forces is dependent on the particle 

size, density and compressibility [36]. The forces are sufficiently large to 

overcome gravitational forces which would otherwise result in particle 

sedimentation (a common problem in microfluidic devices) [37]. In mixtures 

of particles with different size but the same density, larger particles are found 

to align within the pressure nodes generated in the liquid whereas smaller 

particles are found to be trapped at the antinodes (Figure 1.4) [38]. The 

location of the pressure nodes and antinodes can be modified by changing 
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the frequency of the wave, thus enabling the placement of the particle 

alignment to be changed.  

 

 Figure 1.4: A schematic diagram depicting the setup required to use 
standing SAWs for cell separation. a) Two opposing interdigitated 
transducers (IDTs) generate a standing wave. A mixture of particles is 
injected into the channel and upon reaching the standing SAWs, they 
align depending on their volume, density and compressibility. b) 
Depiction of the buoyancy, acoustic, viscous and gravity forces applied 
to the particles within the different regions of the standing waves. 
Reproduced from [38]. 

Potentially, this type of technology could be used to separate a mixed 

population of cells by exploiting their alignment at different regions of the 

standing SAW based on their inherent mechanical properties, allowing their 

collection at different channels downstream. However, targeted separation of 

cells remains difficult, particularly for cell types with either similar mechanical 

properties, or whose differences in size and density are negated by 

differences in compressibility.   

This separation method is successful when the cells have very different sizes 

and densities such as platelets and red blood cells. Nam et al. (2011) 

demonstrated the use of standing SAWs to separate platelets from blood with 

a yield of 97% and a purity of 98% [39]. However, the low throughput (105 

cells/h) has thus far relegated this approach to a laboratory based 

technology, as an intraoperative time separation would require a throughput 

of at least 3.108 cells/h to ensure 10 mL of concentrated bone marrow are 

processed within 1h.  
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1.2.2.3 Deterministic lateral displacement separation  

Deterministic lateral displacement (DLD) was first described by Huang et al 

in 2004, who used pillar arrays to generate streamlines in the fluid and sort 

particles based on their size [40]. The particle trajectory depends on its size 

and the pillar parameters and can follow two different modes: zig-zag mode 

and displacement mode (Figure 1.5). If the particle radius is smaller than the 

width of the streamline it is flowing in, the particle crosses between the pillars 

in a zig-zag mode. If the particle radius is larger than the streamline width, 

the particle collides with the pillars and keeps displacing laterally towards the 

next streamline (displacement mode). The DLD critical diameter at which a 

particle shifts from zigzag mode to displacement mode can be tailored by 

altering the pillar diameter, and the lateral and horizontal gaps [41]. 

 

Figure 1.5: Displacement modes observed in DLD. Small particles zig-
zag between the pillars while large particles collide with the pillars and 
show a lateral displacement mode. Figure reproduced from [41]. 

The separation of non-deformable particles is independent of the flow rate, 

but this is not the case for deformable particles such as cells. The shear 

stress generated when high flow rates are employed can alter the cells 

shapes and reduce their effective diameter, altering their behaviour in the 

DLD system and switching from lateral displacement mode to zigzag mode 

(Figure 1.6) [42]. Other parameters that influence the deformability of cells 

are the fluid viscosity and the capillary number [43]–[45]. Red blood cells 

have been shown to exhibit both zig-zag and lateral displacement in the same 

DLD array for different fluid viscosity ratios [46]. The use of different pillar 

shapes such as triangle, diamond, airfoil shape and I shape has also been 
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shown to improve the separation of cells based on their deformability [47]. 

For example, the use of airfoil-shaped pillars has been used to reduce the 

deformation of cells, whilst I-shaped pillars were used to propel blood cells 

causing them to rotate and displace laterally following the pillar’s angle [47], 

[48]. 

 
Figure 1.6: Particle sorting by deformation using deterministic lateral 
displacement. The effective particle radius of the deformable cell 
(shown in red) decreases due to the shear stress and becomes smaller 
than the critical diameter of the DLD system and follows a zig-zag 
displacement. The diameter of the stiffer cell (shown in green) remains 
unchanged and follows a lateral displacement. Image reproduced from 
[49]. 

Deformability-based DLD has been widely used to sort and concentrate cells 

such as circulating tumour cells, red blood cells and white blood cells [50]–

[52]. Civin and colleagues (2016) showed the separation of leukocytes using 

an inexpensive DLD microchip with a recovery rate of 88% of the input 

leukocytes [51]. In a recent paper, Xavier and colleagues (2018) investigated 

the use of DLD to concentrate circulating tumour cells and skeletal stem cells 

[49]. They achieved the separation of human osteosarcoma cell lines (MG-

63) from HL-60 with a 98% purity for flow rates >30 μL/min. However, when 

they tried to purify skeletal stem cells from white blood cells, the purity of the 

stem cells was only 73% and decreased at flow rates higher than 15 μL/min, 

so the separation of MSCs from white blood cells remains a challenge despite 

the differences in size and deformability.  

The separation resolution of DLD is considerably better than that observed 

for other size-based separation techniques such as cell straining or density 

gradient centrifugation [49]. Moreover, the cost of fabrication is low, and since 

the devices do not contain any biological markers, they have a long shelf-life 

and are easily transportable, which makes it a very promising method for the 

separation of MSCs from bone marrow. However, there are still some 
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limitations of using DLD such as low throughput or pillar clogging. The use of 

pillar structures in DLD arrays increases the fluid resistance compared to 

other microfluidic techniques, which limits the overall throughput. DLD is 

commonly operated with flow rates in the range of the tens of μL/min. At 

higher flow rates, the formation of micro-vortices behind the pillars change 

the fluid streamlines and the device performance [53]. Moreover, to avoid 

particle crowding and clogging of the devices, most DLD separation studies 

use diluted samples, further decreasing the overall cell separation throughput 

[41]. Another challenge of DLD is that despite the use of surface treatments 

such as passivation of the pillars using surfactants such as PEG or tween-

20, particle clogging still remains an issue due to the small gap between the 

pillars [54]. 

 

1.2.2.4 Limits of density and size-based separation technologies 

To date, the main limit of density and size-based technologies is their low 

selectivity. The difference in cell size and density (as shown in Table 1.1) is 

typically not big enough to achieve a high throughput separation with high 

selectivity. However, density based technologies can be used as a first step 

in a multiphase separation, when the volume of bone marrow available is 

substantial or when the number of cells required is limited. 

 

Cell type Diameter (range) (µm) 

Neutrophil 8.4 (7.3-9.7) 

Eosinophils 10-12 

Basophils 8-10 

Lymphocyte 7.3 (6.8-7.8) 

Monocyte 8.79 (7.72-9.99) 

Erythrocytes 7.81 (+-0.63) 

Megakaryocytes 19.4 +/- 3.0 

Mesenchymal stem cell 15-16 

Table 1.1: Bone marrow cells’ diameter [55]. 
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1.2.3 Antibody-based separation technologies 

 As an alternative approach, antibody-based technologies exploit the 

interaction between antigens present at the surface of cells and antibodies. 

Monoclonal antibodies bind to a single epitope so if the selected epitope is 

only present on one cell type, they are very specific. This makes them ideal 

for applications where selectivity is key and the aim is to isolate a specific cell 

type. Antibodies can be used in cell separation by tagging them to 

fluorophores or beads, as a means of non-covalent coupling that can be then 

analysed. However, it is known that antigen-antibody binding can trigger 

intracellular responses which could in turn result in a change in phenotype 

and gene expression of the cell. Moreover, once selection has occurred the 

tagged antibody has to be removed which can often be difficult. This will be 

discussed in more detail in the proceeding text (section 1.2.3.5). The different 

antigen markers used to tag the different types of cells found in bone marrow 

can be found in  Table 1.2. 

One of the challenges of antibody based separation of MSCs is that there is 

not any MSC specific marker that can be used to separate them from other 

cells. The MSC detection panel as described by the International Society for 

Cellular Therapy is: VEGF+, CD90+, CD105+, CD271+, CD73+, CD71+, CD14-

, CD19-, CD117-, CD133-, HLA-DR-, CD34- and CD45- [42]. These markers 

are also present in other cell types so this makes it harder to count accurately 

the number of MSCs present in a bone marrow and to isolate them from other 

cell types. 
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Cell type Markers  

B cells 

CD2, CD11b, CD19 (not plasma cells), CD24, CD32, CD35, CD40, CD317 

CD307, CD305, CD279, CD275, CD274, CD269, CD268, CD267, CD257, 

CD256, CD253, CD252, CD229, CD218a, CD213a2, CD213a1, CD210, 

CD200, CD196, CD192, CD186, CD185, CD184, CD183, CD180, CD179a, 

CD173, CD171, CD166, CD157, CD153, CD152, CD150, CD148, CD139, 

CD137, CD135, CD131, CD130, CD127, CD126, CD125, CD124, CD122, 

CDw121b, CD100, CD89, CD86, CD84, CD83, CD81, CD80, CD79b, CD79a, 

CD78, CD77, CDw75, CD74, CD72, CD71, CD70, CD69, CD62L, CD50, 

CD49f Activated: CD26, CD28, CD30, CD39 

T cells 

CD314, CD305, CD304, CD299, CD295, CD279, CD278, CD274, CD268, 

CD267, CD261, CD258, CD257, CD256, CD254, CD253, CD247, CD244, 

CD229, CD226, CD223, CD218B, CD210, CD200, CD198, CD197, CD196, 

CD195, CD193, CD192, CD186, CD185, CD184, CD183, CD182, CD181, 

CD178, CD177, CD171, CD169, CD166, CD162, CD161, CD159c, CD159a, 

CD158, CD157, CD154, CD153, CD152, CD150, CD148, CD147, CD146, 

CD137, CD134, CD130, CD128, CD127, CD126, CD124, CD122, CDw121b, 

CD109, CDw108, CD107b, CD107a, CD106, CD102, CD101, CD100, CD99, 

CD98, CD94, CD90, CD89, CD87, CD86, CD84, CD83, CD81, CD80, CDw75, 

CD74, CD71, CD70, CD69, CD62L, CDw60, CD57, CD56, CD54, CD51, 

CD50, CD49f, CD2, CD7, CD11b, CDw17, CD27 

Dendritic cells 

CD317, CD304, CD275, CD274, CD273, CD265, CD257, CD209, CD207, 

CD206, CD205, CD197, CD196, CD192, CD180, CD172, CD170, CD97, 

CD80, CD1e, CD8a, CD11b, CDw17, CD39 

Leukocytes 
CD288, CD167, CD162, CD124, CD106, CD99, CD82, CD71, CD62P, 

CD62L, CD62E, CD54, CD11a, CD18, CD29, CD43 

Lymphocytes 
CD322, CD229, CD227, CD169, CD165, CD123, CD103, CD77, CD72, 

CD52, CD31, CD11a 

NK Killers 

CD314, CD305, CD274, CD253, CD247, CD244, CD226, CD223, CD218B, 

CD218a, CD210, CD186, CD183, CD182, CD181, CD177, CD166, CD161, 

CD159c, CD159a, CD158, CD122, CDW119, CD99, CD98, CD94, CD87, 

CD81, CD70, CD69, CD62L, CD57, CD56, CD2, CD7, CD8a, CD11b, CD16, 

CD26, CD27, CD28, CD39, CD30 

Monocytic cells 

CD312, CD305, CD284, CD273, CD265, CD258, CD244, CD227, CD226, 

CD213a2, CD213a1, CD210, CD206, CD198, CD195, CD191, CD184, 

CD171, CD163, CD162, CD154, CD135, CD127, CD122, CD115, CD101, 

CD100, CD93, CD91, CD87, CD74, CD68, CD65, CD64, CDw60, CD57, 

CD50, CD4, CD11a, CD11b, CD11c, CD13, CD14, CD15, CDw17, CD24, 

CD30, CD31, CD32, CD33, CD35, CD36, CD40 

Macrophages 

CD305, CD210, CD204, CD169, CD163, CD155, CD143, CDw121b, CD105, 

CD93, CD74, CD70, CD69, CD68, CD64, CD4, CD11a, CD11c, CD14, CD16, 

CD26, CD36, CD39, CD40, CD23 

HSCs CD318, CD133, CD131, CD117, CD34, CD7 

Granulocytic 

cells 

CD182, CD156a, CD107a, CD101, CD88, CD66c, CD66b, CD63, CD52, 

CD11a, CD11b, CD11c, CD13, CD14, CD15, CDw17, CD24, CD31, CD32, 

CD33 

Neutrophils 
CD312, CD282, CD281, CD181, CD170, CD112, CD97, CD93, CD89, 

CD66d, CD66b, CD66a, CD66, CD15, CD16, CDw17, CD35 

Erythroid cells 
CD240, CD239, CD238, CD236, CD235, CD173, CD139, CDw108, CDw75, 

CD55, CD35 

Eosinophils CD294, CD116, CD66, CD64, CD9, CD15, CD23, CD35 

Megakaryocytes CD41, CD42a, CD42b, CD42d, CD51, CD61 

Basophils CD294, CD154, CD125, CD114, CD66, CD64, CD9 

Table 1.2: Currently available antigen markers of bone marrow cells as 
specified in [56]. HSC = Pluripotent Haematopoietic stem cells. 
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1.2.3.1 Fluorescence-Activated Cell Sorting (FACS)  

FACS is an antibody-based sorting method requiring cell labelling with 

fluorophores that is mostly used in laboratory settings for research purposes. 

Cells must be first incubated with fluorescently tagged antibodies to identify 

the cell types of interest [57]. For this, if the aim is to purify a specific 

population, it is important to use monoclonal antibodies specific to a given 

cell marker and the marker of choice should not be expressed in other cell 

populations. Alternatively, if the aim is to perform a negative selection, 

antigens that are not expressed on the cell of interest but present on the 

remaining cell populations are targeted.  

Cell sorting is then performed using a flow cytometer, in which the cells are 

focussed into a stream of single-cell-containing buffer droplets (Figure 1.7). 

A laser detects the forward and side scatter fluorescence of each droplet to 

identify the encapsulated cell. Sorting takes place by deflecting the droplets 

into collection tubes through the differential application of charge by a wire 

coil, prior to the droplet passing between a pair of charged plates (Figure 1.7). 

Each droplet can be charged with a graduated positive or negative potential 

enabling multiple targets to be separated successfully [58]. FACS requires 

skilled technicians to operate, as multiple parameters need optimisation for 

correct cell separation, especially when separating between multiple cell 

types [57]. Optimisation parameters include the laser power, incidence angle 

of the forward (FSC) and side scatter (SSC) detectors, gating and 

compensation. 
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Figure 1.7 : A schematic diagram depicting the separation of a mixture 
of two cell types using FACS. The mixture of cells is focussed to obtain 
a single cell stream. The stream is exposed to a laser and the forward 
and side scatter of the light are detected. Each droplet is charged 
depending on its identity and attracted to the corresponding 
electromagnet, falling in the collection tube. Reproduced from [59]. 

FACS can be used if there is a well-identified marker for the cell in question. 

Because the separation relies on fluorescence, it is also possible to isolate 

cells that have low expression of the marker of interest by using a more 

intense fluorophore. FACS enables high purity separation (95-100%) of the 

targeted population and can even separate subpopulations [57]. This 

technique is limited by the same issues observed for other antibody based 

techniques, as discussed previously (section 1.2.3). In order to circumvent 

the problems arising from cell labelling of the target cells, these can be 

purified using a negative selection approach. However, this this would require 

all the other cell types to be tagged with a fluorescent marker, which requires 

expensive labelling steps. 

Sterilisation and cell viability are key if the aim of the study is to culture the 

cells after sorting or to implant them into a patient. Sterile FACS can be 

achieved but cell viability can be affected by the electrostatic fields used for 

sorting (sometimes reaching 200 V/cm), which compromise the membrane 

integrity and can result in cell death [60]. Instead, other less destructive 
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methods of focussing can been used, such as hydrodynamic forces or 

gravity, but these decrease the collection speed and are only used in 

research settings [61]. Viability can be further increased by controlling the 

temperature and by limiting the time the cells remain in the collection tubes 

[57]. Moreover, by collecting the cells in medium containing serum and mixing 

the tubes regularly, yield can be enhanced.  

Finally, it is important to consider the speed of separation and cost of the 

technology. FACS is usually used for low volume separation for research. 

However, the emergence of ultra-high speed FACS has increased the range 

of applications for this technology, where current spectrophotometers can 

sort 3.5 107 cells/h raising the potential for therapeutic applications [62]. 

FACS systems are often expensive and bulky, and require a large volume of 

reagent and sample which can limit their affordability. The current cost of 

FACS sorters can range from $30,000 to $60,000 depending on the features 

included. This has prompted the development of more affordable lab-on chip 

FACS (µFACS), such as the work by Cho et al (2010) [63]. In this work they 

demonstrated a µFACS disposable system with a throughput of 3.6 106 

cells/h), low voltage (10 V), high sensitivity and an affordable price [63]. 

These characteristics would make this kind of device ideal for diagnostic use 

in hospitals, but would not be optimal for therapeutic procedures requiring a 

high number of stem cells present in high concentration. Moreover, even if 

the microfluidics device is inexpensive and can be mass produced, this 

technique still requires the presence of expensive antibody labels.   

 

1.2.3.2 Magnetic Activated Cell Sorting (MACS)  

An alternative, but related approach to FACS, is magnetic activated cell 

sorting. MACS is based on the use of antibody-labelled magnetic beads and 

is the current gold standard for clinical cell separation. The surface of the 

beads is rosetted with antibodies specific to surface antigens on the required 

cell type. When incubated, the antibodies bind to the antigens and the cell 

becomes magnetically labelled. The cell mixture is then run through a column 

surrounded by magnets, where any unlabelled cells are excluded in the flow-

through while the labelled cells are retained within the column. The enriched 

cell population is eluted from the column upon the removal of the magnetic 

field (Figure 1.8). MACS enables both positive and negative selection through 

collection of either magnetically labelled cells or unlabelled cells, 
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respectively, depending on the antibodies utilised. Positive separation has 

been successfully demonstrated on cell types such as epidermal stem cells, 

astrocytes, microglia and spermatogonial stem cells [64], [65].  

 

Figure 1.8: A schematic diagram showing positive MACS separation. a) 
The cells of interest are labelled with antibodies attached to magnetic 
beads. The mixture of cells is then injected in the column. b) The 
unlabelled cells are eluted from the column whilst the target cells 
remain trapped in the column due to the magnets. c) The magnets are 
removed and labelled cells are collected. Reproduced from [66]. 

A further application of MACS is immunodepletion, which consists of tagging 

an unwanted cell type and removing it from the rest of the solution by trapping 

it in the magnetic column. The use of immunodepletion for purification of 

samples from erythrocyte contamination has been shown to be more efficient 

than lysis [30]. When compared to density gradient centrifugation, 

immunomagnetic depletion has been demonstrated to yield a higher recovery 

of BMNCs in rats (72% recovery) compared to Percoll (50% recovery) and 

Ficoll (25% recovery) gradients [30]. 

One of the limits of this technique is that it is not possible to separate multiple 

targets in one step. To do this, cells have to be sequentially labelled and 

separated. Two successive positive selections can be achieved by using a 

release agent that enzymatically removes the beads from the cells, however 

the antibody remains attached to the cell [67]. Another way of isolating a 

particular cell type is by labelling all the other cell types contained in the 

solution (negative selection). However, this increases the separation time, 

and requires multiple antibodies and beads which will increase the cost of the 

separation.  
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When MACS is used in a single step, 109 cells can be separated within 1h, 

which makes it suitable for separation in intraoperative times. This throughput 

can be increased further by using multiple columns in parallel or by using 

quadrupole magnets for continuous cell sorting [68]. In this application, the 

cells attached to the beads are deflected in a specific direction whereas the 

rest are collected in another direction. However, it must be considered that 

the cell labelling can sometimes be time consuming.  

All separations can be performed under sterile conditions without major 

inconvenience. As far as cell manipulation is concerned, currently used 

magnetic beads are 50 nm biodegradable beads consisting of iron oxide and 

sugar designed to supress the need to remove them after cell sorting. 

However, some reports state endocytosis of iron oxide beads can have an 

adverse effect on cells and lead to cytoxicity [69], [70].  

The cost of this technology is relatively cheap and does not require large 

equipment like in FACS. Beads are available from £50 to £450 (Miltenyi 

Biotec) and the columns £150 to £550 (25 column packs) and magnets £400 

to £1000 but these are reusable. However, cost can sometimes be increased 

by the need for high quality antibodies for every marker involved in the 

separation. This is particularly true for negative selection applications which 

would be required to concentrate MSCs. 

 

1.2.3.3 Pluribeads  

Pluribeads is a similar technique to MACS which uses different size beads 

enabling multiple cell types to be separated at the same time. Each size of 

bead can be coated with different antibodies so that, once the antibody-

antigen recognition takes place, the different cell populations can be retrieved 

separately using different sized filters (Figure 1.9).  
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Figure 1.9: A schematic diagram depicting pluribeads separation of 
multiple targets attached to difference sized beads. Cells tagged with 
medium beads (M-beads) are retained by the medium filter. Cells tagged 
with small beads (S-beads) go through the medium filter and are 
retained by the small filter. Non-labelled cells flow through both 
strainers. Reproduced from [71]. 

By using pluribeads it is possible to separate multiple cell types such as 

PMNs and erythrocytes in one step using different bead sizes [30]. This would 

result in a one-step approach whereas MACS would require a two-step 

approach. Pluribeads perform better than centrifugation, producing a purer 

BMNCs fraction with a yield of up to 70% in rats [30]. However, even though 

the proportion of MSCs increased, the yields achieved remained low. Where 

human BMNCs have been separated with pluribeads, BMNCs can be 

recovered to 60% yields, but the recovery yield of MSCs from those extracted 

BMNCs was only 45% [30].  

 

1.2.3.4 Affinity chromatography  

Cell affinity chromatography is a laboratory based technique which exploits 

the interaction between receptors present at the cell membrane surface and 

receptor-specific ligands. The ligands are trapped in a stationary matrix and 

when the target cell is flushed through the matrix, it attaches non-covalently 

to the ligands. The cells that do not possess the ligand will elute. One 

example of this is the use of cells labelled with an antibody and a matrix 

containing protein A (Figure 1.10). The tagged cells attached to the matrix via 

antibody-protein A interactions are eluted by adding an excess of 

immunoglobulin solution. 
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Affinity chromatography columns can be found in two main configurations: 

bead packed or monolithic. Bead-packed columns have been reported to 

induce high shear stress on the separated cells and are time consuming [72]. 

The other type of columns available are monolithic, i.e. they are made of a 

continuous and porous matrix. Kumar et al. (2010) developed a protocol to 

create macroporous monolithic cryogels containing protein A ligands. The 

technique consists of freezing most of the solvent in order to concentrate the 

dissolved monomers into the small liquid regions. Once the polymerisation is 

complete, the solvent is melted leaving a highly porous hydrogel [72]. This 

gives the cryogel higher mechanical properties and pores of up to 100 µm, 

which increases the flow rate capabilities of the column. It also enables 

separation of cells, as the pores are big enough for the cells to flow without 

getting trapped and experiencing high shear forces. Thanks to these 

properties, the gel can be compressed to optimise cell recovery.  

 
Figure 1.10: A schematic diagram depicting affinity chromatography 
separation of cells using antibodies and protein A. The cell mixture is 
first incubated with specific antibodies targeting the cells of interest. 
The mixture is then loaded onto a column containing protein A motifs. 
The constant fraction of the antibodies attach to the cryogel thus 
retaining the target cells while the other cells are eluted. The attached 
cells are then eluted by displacement with an immunoglobulin solution 
or by compression of the gel. Reproduced from [72]. 

Kumar et al. (2010) used this column to separate lymphocytes from other 

white blood cells and reported a 90% yield and 90% purity for a throughput 

of 105 cells/mL. Moreover, they reported that after mechanically compressing 

the gel, most of the antibodies remained fixed to the column, so most of the 

cells collected are not labelled. However, this technology requires the use of 
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antibody solutions to displace the tagged cells, and the columns can only be 

reused three times until they lose their properties, which could increase the 

cost of the technology. It also requires a prior step of concentration using 

centrifugation, so the overall yield is low. 

 

1.2.3.5 Limits of antibody-based technologies 

As discussed previously (section 1.2.3) cell sorting technologies using 

antibodies are limited by the fact that they can only sort homogeneous cell 

subpopulations that have a well-defined panel of markers. Antibody-based 

technologies followed by laboratory amplification lead to highly purified stem 

cell cultures, unlike other techniques that offer an enrichment rather than a 

pure population. However, it is not yet known whether high purity of stem cells 

will lead to a higher rate of healing of bone defects, since the mechanisms of 

repair are not well understood. It has been argued that other cell types may 

help increase repair rates by secreting growth factors [7]. Some experiments 

suggest B cells could have a high impact on bone regeneration within the 

BMNCs [73]. The presence of other cell types promoting angiogenesis might 

also be of use when considering osteogenesis, as it is important that blood 

vessels are also formed to carry nutrients and oxygen to the cells to prevent 

hypoxia [7]. In order to compensate for this lack of growth factors when using 

highly purified cells, some approaches include growth factors embedded into 

the scaffolds [74]. However, this could also lead to negative side effects such 

as uncontrolled growth, so it is difficult to determine whether this would have 

an overall positive impact since the mechanisms have not yet been fully 

elucidated. 

 

1.2.4 Dielectrophoresis  

Dielectrophoresis (DEP) is a technique based on the movement of particles 

in a non-uniform electric field that was first used for the manipulation of cells 

in 1966 by Herbert Pohl and Ira Hawk [75]. They showed that when particles 

are in the presence of a non-uniform field, charges accumulate at the 

interface between the surrounding liquid and the particle, which induces a 

dipole along the direction of the electric field [76], [77]. If the polarizability of 

the particle is higher than that of the surrounding medium, the particle moves 

towards the zones of higher electric field gradient, referred to as positive 
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dielectrophoresis (pDEP). In contrast, if the cell is less polarizable than the 

medium, it migrates towards the zones of lower electric field gradient (Figure 

1.11), referred to as negative dielectrophoresis (nDEP).  

 

Figure 1.11: A schematic diagram depicting DEP behaviour of cells in a 
non-uniform electric field generated by a pin and plate electrode pair. 
When the particle experiences positive dielectrophoresis, it migrates 
towards the zones of higher electric field gradient. When the particle 
experiences negative dielectrophoresis, it migrates towards the zones 
of lower electric field gradient. Reproduced from [76]. 

The DEP behaviour of a certain cell type depends on the cell’s radius and 

dielectric properties, the voltage applied to the electrodes, the frequency of 

the AC field used and the conductivity of the medium. The dielectric 

properties of the cell depend strongly on the cell’s structure (including the 

thickness, protein content, capacitance and conductivity of the membrane) 

and content (in terms of electrolytes, proteins, organelles and nuclei).  This 

will be further detailed in Chapter 2 section 2.2.1. This allows for different cell 

types to be separated from each other using this principle. The same cell can 

experience both negative and positive DEP for a different set of parameters, 

such as frequency and the medium conductivity and permittivity, which can 

be optimised for each separation application (Figure 1.12). DEP does not 

require any labelling, which decreases the cost of the technology, and is able 

to separate cells depending on their dielectric properties alone. Hence, this 

approach overcomes two limiting factors of antibody-based separation 

technologies; one, it is label free, and two, it can separate cells for which 

there is no specific antibody identified. 
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Figure 1.12: Dielectrophoretic behaviour of two different cell types for a 
range of frequencies. The differences in DEP polarity (positive or 
negative) can be used to separate both cell types for the range of 
frequencies highlighted in the red area. 

The first experiments of DEP described by Herbert Pohl used pin and plate 

electrodes and required high voltages to generate DEP forces. The use of 

photolithographic fabrication allowed to create the first planar castellated and 

interdigitated electrodes which were designed to create areas of low and high 

electric field (Figure 1.13). With the miniaturisation of the electrodes, the 

voltages needed to produce the DEP force were greatly reduced, allowing for 

higher field non-uniformities without the need for high voltages [78].  

 

Figure 1.13: a) Schematic diagram depicting castellated electrodes. 
Cells experiencing pDEP cells (represented in dark) collect at the 
regions of higher electric field between the electrode edges whereas the 
ones experiencing nDEP (represented in white) collect at the edges. b) 
Schematic diagram depicting interdigitated electrodes used for 
dynamic separation of two cell types. The cells experiencing pDEP are 
trapped at the electrode edges whilst the cells experiencing nDEP are 
repelled from the electrodes. Figures reproduced from [79] and [80]. 

Since the first paper in 1992 showing the first separation of cancer cells using 

interdigitated castellated electrodes, this field has greatly evolved into 

different approaches to generate non-uniform electric fields to separate cells 
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based on their dielectric properties [81]. In this section, the main areas of 

research involving cell separation using DEP are described. 

 

1.2.4.1 Hydrodynamic DEP  

Hydrodynamic DEP requires the use of two inlets filled with liquid surrounding 

a central channel where the mixture of cells is injected. The sheath flow 

generated by the surrounding inlets focuses the cells onto the centre of the 

channel. In the model developed by Doh et al. (2005), the electrodes present 

at the bottom of the channel have a unique asymmetrical geometry which 

generates a non-uniform electric field allowing for separation of dead and 

alive yeast cells [76]. Living cells subjected to pDEP were attracted to the 

zones of higher electric fields, thus moving towards the edges of the channel 

while dead cells experienced nDEP and remained in the central streamline 

(Figure 1.14). 

 

Figure 1.14: A schematic diagram depicting hydrodynamic DEP in a 400 
µm wide centre channel. Cells are injected via inlet 1 and focused as a 
result of the medium coming from the surrounding inlets. The trajectory 
of the cells in the central stream is modified by the non-uniform electric 
field generated by the electrodes. Positive and Negative DEP cells are 
collected in three different outlets. Figure reproduced from [76]. 

This type of device allows for continuous flow separation, as cells align at 

different places and are collected via separated outlets, which increases cell 

throughput. This device was used to separate dead from living cells achieving 

a purity of 95 % and 70 % of living and dead yeast cells respectively with flow 
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rates of up to 1 µL/min (2 x 106 cells/hour). However, this throughput remains 

too slow to be considered as a future solution for intraoperative cell 

separation. 

Moreover, for hydrodynamic DEP, the electrodes are in contact with the liquid 

where the cells are suspended, which can result in Joule heating that can 

compromise cell viability, as well as electro-chemical effects and bubble 

formation [82]. In order to limit this, the conductivity of the medium must 

remain low, which could affect viability. Moreover, there is a risk of electrode 

fouling (accumulation of cells on the electrodes) when in direct contact with 

the cells. 

 

1.2.4.2 Flow field fractionation DEP  

Field flow fractionation (FFF) was first used by Giddings (1966) to separate 

blood cells based on density [83]. The separation was based on the fact that 

denser particles experience a higher sedimentation rate, so they can be 

separated at different heights inside a channel or column [84]–[86].  

To increase the selectivity of the method, DEP was added to the FFF method 

creating DEP flow field fractionation (FFF DEP), which combined the DEP 

levitation and gravitational sedimentation forces [87]–[89]. The DEP force 

depends on the cell’s properties, frequency of applied AC voltage and 

conductivity of the buffer as explained in section 1.2.4. On the other hand, 

the sedimentation force depends on the density and size of cells as well as 

the viscosity of the suspending medium. The cells are typically flown at the 

bottom of the chamber and then repelled by negative DEP until they reach a 

height where the  DEP and sedimentation forces annul each other [90]. The 

nature of the laminar flow profile then causes cells to move at different 

velocities depending on their heights. The flow is faster at the centre of the 

channel whereas it is slower on the sides so the cells can be separated at 

different speeds (Figure 1.15). The cells experiencing pDEP are found closer 

to the electrodes (at the bottom of the channel) whereas the ones 

experiencing nDEP hover at different heights depending on their properties. 

The height at which the cells align can be modulated by changing the 

frequency of the field to optimise collection and increase the difference in 

properties between the cells. It is also possible to switch the frequency for 

sequential collection of cells. When changing the frequency, some of the cells 
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that were experiencing pDEP will shift to experiencing negative DEP, 

enabling separation of cells that exhibit similar parameters.  

 

Figure 1.15: A schematic diagram depicting cell behaviour in FFF DEP. 
In this example, tumour cells experiencing pDEP are found closer to the 
electrode array. PBMCs are found to levitate due to the nDEP force and 
are also subjected to the sedimentation force in the opposite direction. 
The flow profile will then push the cells at different speeds. Reproduced 
from [91]. 

DEP FFF of white cell fraction samples has been shown to achieve high purity 

separation of B cells and T cells with 94% and 92% purities, respectively. 

Moreover, this technique can be scaled up in order to increase throughput 

and it does not require big machinery [90]. The limiting factor of this 

technology is that stabilisation of the cells at the different levels requires ten 

minutes which lowers throughput. High exposure to electric fields could also 

have an impact on cell viability. 

 

1.2.4.3 3D electrodes 

The throughput of DEP devices using planar electrodes is limited because 

the electric field gradient generated can only be found at a short distance 

from the surface of the electrode, which limits the height of the channels used 

(typically < 50 µm high). To overcome these limitations, different approaches 

have been taken to revert to the use of 3D electrodes, so that the field 

generated can penetrate the bulk of the fluid. To generate 3D electrodes, 

electroplating techniques have been used to generate gold electrode pillars 

[92], [93]. Gold electroplating techniques are expensive and have low yield so 

to reduce the costs, the use of 3D carbon electrodes has been proposed. The 
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3D structures are fabricated by carbonization of pillar structures formed from 

photoresist SU-8 at high temperatures in an inert atmosphere (Figure 1.16) 

[94]. These carbon electrodes are low cost, biocompatible and 

electrochemically stable [95]. An array of carbon electrodes was used to 

concentrate yeast cells at a flow rate of 5mL/min which is a significantly 

higher throughput than that obtained for planar electrodes.  

a)  b)  

Figure 1.16: a) Fabrication process of 3D carbon electrodes using 
pyrolysis. The fused silica substrate is shown in blue, the SU8 
structures are represented in yellow and the carbon structures are 
represented in black. b) Scanning electron microscopy images of 100 
µm high DEP carbon electrodes. Images reproduced from [94]. 

Another approach to 3D electrode fabrication described by Fatoyinbo et al 

consisted of drilling holes through alternating layers of conducting and 

insulating sheets to create “DEP-wells” [96], [97]. The consecutive metal 

layers are connected to opposite phases of a signal generator to create a 

non-uniform electric field across the entire channel walls that can be exploited 

for dielectrophoresis. In this configuration, the cells experiencing nDEP are 

pushed away from the electrodes towards the centre of the wells where the 

lowest electric fields are found and can be collected in the flow through. The 

cells experiencing pDEP are retained on the walls where the highest electric 

fields can be found (Figure 1.17) and can be eluted in fresh media when the 

power is turned off.  
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Figure 1.17: Schematic showing cell separation in a DEP-well device. 
The cells experiencing positive DEP are attracted to the electrode walls 
while the cells experiencing negative DEP are repelled into the centre 
of the well and collected in the flow through. Image reproduced from 
[96]. 

To achieve high throughput separation, Faraghat et al proposed a chip 

containing 397 DEP wells of 400 µm diameter and twelve conducting layers. 

The device was used to separate fibroblasts from RBCs at a flow rate of 1 

mL/min and showed a mean recovery of 75.6% for RBCs and 86.4% for 

fibroblasts with cell losses below 4%. Owing to the low losses, a second pass 

was performed and showed an increase in purity of RBCs reaching 94%, but 

the recovery was reduced to 81%, due to the cell loss associated with the 

volume of the device. This highly parallelised device allowed for a throughput 

of 109 cells/h, which corresponds to a 30-fold increase in throughput 

compared to other DEP devices [98]. A new iteration of this device is currently 

commercially available under the name DEParator [99]. 

 

1.2.4.4 Contactless DEP and liquid electrodes 

Contactless DEP relies on the use of electrodes separated from the channel 

by polydimethylsiloxane (PDMS) barriers. This technique enables DEP 

without direct contact between the electrodes and the fluid, thus avoiding 

electrolysis and electrode fouling [100]. The cells experiencing nDEP are 

washed through the system, while those experiencing pDEP remain trapped 

on the surface until the applied power is switched off and they can be 

collected (Figure 1.18). 
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a) b)  

Figure 1.18: a) A schematic diagram depicting a contactless DEP 
device. The electrodes are arranged inside the side channels of the 
device. Cells are injected by a syringe pump into a central microfluidics 
channel insulated from the side channels via a PDMS membrane. The 
cells experiencing pDEP remain in the channel while the cells 
experiencing nDEP are collected in a reservoir.  b) Forces exerted on 
the cells: DEP force and drag force caused by the fluid’s viscosity. 
Reproduced from [100]. 

In this work, a trapping efficiency of 90 % at 0.02 mL/h (18,000 cells/h) was 

reported. However, the efficiency decreased to 45 % at 0.8 mL/h (i.e. 5.105 

cells/h) which limits the throughput speed well below that required for 

intraoperative times scales (~108 cells/h).  Moreover, when high voltages 

were used (more than 50 Vrms) to increase separation speed, cells began to 

lyse and the PDMS broke down which indicated a significant transfer of heat 

to the sample. The authors proposed that this occurred due to the lack of 

uniformity of the channel, as peak voltages of 350 V were possible in some 

of the regions, which could cause electroporation. 

Another approach to contactless DEP proposed by Demierre et al consisted 

in using large metal electrodes on the bottom of chamber positioned 

perpendicularly to the main channel to create “liquid electrodes” [101]. The 

chambers containing the electrodes are connected to the main channel 

through access channels and produce a non-uniform electric field in the main 

channel that can be exploited for DEP separation (Figure 1.19). The vertical 

plane at the boundary of the access and the main channel is an equipotential 

surface. This “liquid electrode” plane is equivalent to a vertical metal 

electrode on the sidewall of the main channel. As for conventional electrodes, 
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the particles experiencing nDEP will be pushed away from the liquid 

electrodes and those experiencing pDEP will be attracted towards the 

electrodes. The hydrodynamic force generated for strong flow rates 

overcomes the attraction from the pDEP and the particles are simply deviated 

and collected downstream. 

 

Figure 1.19: Schematic showing the concept of liquid electrodes. Metal 
electrodes present on chambers connected to the main channel by 
access channels generate a non-uniform electric field that can be 
exploited for DEP separation. The liquid electrodes refer to the 
equipotential surface at the cross-section of the access channels. 
Image reproduced from [101]. 

This method was used to generate a combination of DEP forces at multiple 

frequencies to discriminate between cells based on their dielectric properties 

[102], [103]. The cells were first focused into a stream by using two low 

frequency signals from each side to generate nDEP. Then a high frequency 

DEP signal was chosen to shift the equilibrium position of the particles based 

on their dielectric responses at the given frequency and the sorted particles 

were collected in different channels (Figure 1.20). This device was used to 

separate dead from alive yeast with 100% purity and to enrich a solution of 

red blood cells infected with Bavesia bovis, showing an 8-fold enrichment in 

continuous flow separation [104]. 
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Figure 1.20: Schematic of the cell sorting device using liquid electrodes. 
The cells are first focused towards the centre of the channel using two 
low frequency signals and then sorted using a high frequency signal to 
deviate the cells depending on their dielectric properties, allowing them 
to be collected in different outlets. Image reproduced from [105]. 

The use of large metal electrodes results in lower impedance, which allows 

for operation at lower frequencies. Other problems encountered in 

conventional DEP such as electrode fouling and hydrolysis are bypassed by 

the use of separate chambers, because the cells are never in direct contact 

with the electrodes. Moreover, since the liquid electrodes can be considered 

as vertical electrodes, the height of the channel can be increased without 

losing the electric field strength, thus increasing the particle throughput while 

maintaining the DEP force efficacy. 

 

1.2.4.5 Insulator DEP 

The first account of insulator DEP (iDEP) was described by Masuda and 

Washizu in 1989 and consisted of trapping cells using DEP generated by an 

electric field constriction between two insulators [106]. Cummings et al later 

proposed the use of an array of insulating posts in order to increase the 

throughput [107]. Instead of using electrodes to generate non-uniform electric 

fields, iDEP relies on the use of insulators to distort the direct-current (DC) 

electric field generated by electrodes present at either end of the channel 

(Figure 1.21) [106], [108]. The zones of higher electric fields are found 

between two opposing insulators, trapping the cells experiencing pDEP. The 
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zones of lower electric field are found at the centre of four insulators, where 

the cells experiencing nDEP are trapped.  

 

Figure 1.21: A schematic diagram depicting an insulator based-DEP 
device using insulator rods. A uniform electric field is generated by 
electrodes at both sides of the channel. The field is then distorted, 
creating zones of higher and lower electric field that can be exploited 
for DEP separation. This image was reproduced from [109]. 

This technology has been widely used to separate different bacteria and 

yeast cells [110], [111]. The cells were first injected separately to determine 

which electric field intensity was required in order to trap the cells in the zones 

of negative DEP. Different cell types required increasing electric forces so by 

using the highest electric force, all cells were trapped and could be eluted 

sequentially by decreasing the force, thus achieving concentration of the 

different cell types [110].  

To increase the throughput, Jen et al. (2010), combined iDEP with 

hydrodynamic separation forces to sort cells continuously [112]. In this case, 

some cells were trapped in the pDEP regions while the others were trapped 

in the nDEP regions. The cells experiencing pDEP remained trapped while 

the ones experiencing nDEP were flushed out and collected. However, this 

approach required additional steps to get rid of the cells accumulating on the 

pDEP regions. This means that the trapped cells are exposed to high fields 

for longer periods in an iDEP device than is generally the case with an 

electrode-based device, which could affect their viability. Another approach 

to continuous cell concentration using iDEP was proposed by Barret et al, 

who used ridge-like insulators of different heights to selectively confine some 

of the particles to a specific channel while the rest of the particles were free 

to flow in all directions [113]. 

Despite the use of continuous cell sorting, the throughput of 2D iDEP devices 

remained low, and to generate the electric fields, the use of high voltages 

was necessary, so research moved towards the exploitation of three 
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dimensional iDEP. Agah et al proposed a device consisting of PDMS micro-

posts and electrodes passivated with a thin glass slide (Figure 1.22) [114]. 

The use of high micro-posts generated high electric field gradients without 

the need of high voltage requirements and the device showed a 100% 

trapping efficiency of Staphylococcus aureus between the micro-posts at 

throughputs up to 740 µL/h. 

 

Figure 1.22: Illustration of a 3D iDEP device used to trap 
Staphylococcus aureus cells (stained in green in the fluorescence 
microscopy images) in a 2.2 mm wide channel. The electric field is 
generated by the passivated electrodes (represented in yellow) and is 
distorted by the PDMS micro-posts. The arrow represents the fluid flow. 
Reproduced from [114]. 

Another approach to 3D iDEP is the use of chambers packed with beads 

made from an insulating material such as glass, which was first reported by 

Suehiro et al [115]. The device consisted of two parallel plate electrodes 

encasing a reservoir containing the insulating beads. In this system, the 

electric field gradients were generated at the constrictions between adjacent 

beads. A similar system was reported in 2007 by Iliescu et al, showing a 

trapping efficiency of up to 75% with flow rates in the ranges of 1 mL/min and 

potentials of 220 V showing great promise for high throughput separation 

(Figure 1.23) [116]. 

a) b)  

Figure 1.23: a) Schematic of a 3D iDEP device made of two plate 
electrodes and a chamber packed with insulating beads. b) schematic 
showing the low and high electric field regions between the insulating 
beads. Reproduced from [116]. 
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Insulator DEP offers a solution to avoid some of the major limitations of DEP 

applications requiring the use of microelectrodes, such as fouling, sample 

hydrolysis or delamination of electrodes due to large current densities [101]. 

Moreover, iDEP devices are cheap to fabricate as they can be mass-

produced using fabrications like injection moulding and no metal 

microelectrodes are required [117]. However, iDEP has also limitations such 

as the use of very high voltages needed to create the electric field gradients 

necessary for DEP, which can be dangerous to manipulate and also result in 

costly equipment. Despite improvements such as the use of 3D designs, the 

voltages needed remain high. These high voltages are associated with Joule 

heating, which can affect cell viability and also create electrothermally 

induced fluid motion affecting the electroosmotic flow [118]. Recent studies 

of joule heating showed that fluid temperatures in iDEP devices can result in 

a temperature rise of 37°C or more, which could significantly impact the 

viability of the collected cells [118], [119]. 

 

1.2.5 Impedance flow cytometry 

Impedance is defined as the complex ratio between the voltage and the 

current in an alternating or direct current circuit. Impedance flow cytometry is 

the measurement of the impedance of single or multiple cells suspended in 

a medium or adhered to a surface [120]–[122].  

The first instance of use of impedance flow cytometry to characterise cells 

was in 1956, when Coulter developed a cell counter relying on the 

measurement of cell impedance at zero frequency (direct current) to 

determine the cell’s volume [123]. Since then, improvements to the original 

coulter counter involving the use of alternating electrical current (AC) of high 

frequencies and the miniaturisation of the electrodes and their integration into 

microfluidics walls were made. The coulter counter is now a standard method 

for cell volume determination and is used routinely for blood analysis [124], 

[125]. In 2001, Gawad and colleagues determined the impedance of cells in 

suspension  using two pairs of electrodes energised with a voltage at a 

certain frequency (Figure 1.24) [126]. One pair of electrodes is used to sense 

the changes in electric current caused by the cell passing through the 

electrodes, and the other is used as a reference.  
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Figure 1.24: Schematic diagram of an impedance flow cytometry set-up 
described in [127]. When the cells flow through the first pair of 
electrodes in the microchannel, the electric current fluctuates and the 
change in impedance caused by the passing cell compared to the 
reference electrode gives an impedance spectrum that can be used to 
identify the cell based on its size and dielectric properties.  

Different cell types can be identified based on their size and intracellular 

dielectric properties, which affect the impedance measured between the 

sensing electrodes [128], [129]. This technique has applications in cell 

biology, cancer research, drug screening, cell counting and sorting but the 

most common application is the  discrimination of white blood cells for blood 

cells counting [128], [130]–[132]. In 2001, Holmes and colleagues used a 

microfluidic impedance flow cytometer to count the different white blood cells 

populations based on their impedance for two frequencies [128]. The double 

frequency analysis allowed for determination of differences between the cell 

types (monocytes, T and B lymphocytes, neutrophils, eosinophils and 

basophils) in terms of cell size and also membrane capacitance. Separation 

of lymphocytes from the other white blood cell populations was easy due to 

the differences in cell size, but to differentiate monocytes from neutrophils, a 

preliminary treatment of whole blood using saponin (routinely used for cell 

lysis) was necessary to increase the differences in membrane capacitance 

between the two populations. Following red blood cell lysis, the impedance 

cytometer was able to discriminate between the different white blood cell 

populations with a 95% correlation between the impedance analysis and the 

standard haematological analysis. However, this analysis was done at very 
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low flow rates (25 µL /min) and is better suited for cell counting and analysis 

of low volumes of blood rather than a cell separation method [133].  

Aside from blood cells, impedance cytometry has been shown to successfully 

identify changes in dielectric properties such as membrane capacitance and 

cytoplasmic conductivity associated with cell differentiation and expression 

of TRP channel protein in stem cells, making it a potential label – free 

alternative method to FACS for the identification of stem cells in their earlier 

undifferentiated state [134]–[136].  

 

1.3  Surface Acoustic Wave-induced Dielectrophoresis 

(SAW-DEP)  

DEP generated by SAWs (described in section 1.2.2.2) on a piezoelectric 

substrate has previously been observed when aligning multi-walled carbon 

nanotubes [137]–[139]. The SAWs were generated by applying an alternating 

potential on a piezoelectric material. This causes the material to compress 

and expand alternatively following the potential applied. 

In these experiments, the force of the pressure wave generated was found to 

be stronger than the DEP force and therefore drove the alignment of the 

tubes. The tubes aligned along the SAWs antinodes but also oriented 

following the electric field generated by the SAWs travelling along the surface 

of the piezoelectric material. However, the force generated by DEP in this 

case is magnitudes smaller than the pressure force so it could not be 

exploited for cell alignment. 

In order to use the DEP force to drive alignment, it is crucial to eliminate the 

acoustic pressure generated by the SAW. Smith et al. (2017) proposed a 

technique in which the surface acoustic wave generated was on the 

horizontal surface plane [140]. This eliminated the acoustic pressure wave 

generated in the vertical direction. By using IDTs patterned on a piezoelectric 

material, the horizontal surface acoustic waves induced a vertical evanescent 

electric field (described in more detail in Chapter 2 section 2.3). The two IDTs 

generated opposing shear-horizontal waves thus creating a standing wave 

which in turn gave rise to a periodic, non-uniform electric field enabling DEP 

separation. The result was a separation via DEP, as described previously 

(section 1.2.4) generated in a similar way to the previously described SAW 

setups (section 1.2.2.2). Cells experiencing positive DEP align in the 
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antinodes of the electric field, while cells experiencing negative DEP align in 

the nodes (Figure 1.25). 

a)  

b)   c)  

Figure 1.25: a) A schematic diagram depicting the SAW-DEP device 
designed by Smith and colleagues. The SAW (in dark red) generated by 
the gold IDTs induces a vertical electric field (in black).  Cell type 1 (in 
red) experiences positive DEP and aligns at the nodes. Cell type 2 (in 
green) aligns at the antinodes. Figure reproduced from [141]. b) 
Alignment of alive horse red blood cells experiencing pDEP at the 
antinodes. c) Alignment of latex beads experiencing nDEP at the nodes. 

This example of remote DEP does not require the electrodes to be in contact 

with the liquid, so high conductivity buffers can be used with negligible Joule 

heating as demonstrated by simulations [140]. This arrangement also 

eliminates the fouling of the electrodes which was a considerable issue with 

previous designs. The authors demonstrated the applicability of the SAW-

DEP approach by separating dead from live dental pulp stromal cells 

(DPSCs). The cells were separated in sterile conditions using a buffer with a 

conductivity of 0.15 S/m and at a frequency of 10 MHz. Viable cells were 

shown to align in the positive DEP regions generating a collected enriched 

population of 98% purity. Separation was carried out under a continuous flow 

of 2.106 cells/h, which offers a promising throughput but which still falls short 
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of the current gold standard of MACS separation (section 1.2.3.2). 

Optimisation of this throughput is one of the key aims of this PhD project in 

order to process clinically-relevant numbers of cells required. 

Viability of the SAW-DEP sorted cells was investigated and was not found to 

be significantly lower than the control sample containing unseparated alive 

cells. The osteogenic potential of the DPSCs was then compared to that of 

non-sorted controls. An alkaline phosphatase assay showed that both the 

control and SAW-DEP separated DPSCs demonstrated the same osteogenic 

potential. In order to widen the applications of this method to select for 

specific cell types, it would be necessary to determine the dielectric properties 

of the cells that need to be separated. Approaches to achieve this are 

discussed in the following section. 

 

1.4 Determination of cells’ dielectric properties 

As discussed in section 1.2.4, the DEP force depends on the medium 

conductivity, electric field, frequency used and the dielectric properties of the 

cell. In order to exploit the differences in DEP force between cell types it is 

important to determine the dielectric properties of a specific cell type to tailor 

the frequencies and conductivities best suited for cell separation. The 

dielectric properties of a cell can be extracted from DEP spectra showing the 

dielectrophoretic behaviour of cells for different frequencies and medium 

conductivities. The different methods available for the characterisation of 

cells properties are discussed in this section and an in-depth review of the 

theory behind the determination of dielectric properties from DEP spectra can 

be found in chapter 2 section 2.2.2.3. 

 

1.4.1 Standard dielectrophoresis  

The simplest method to determine the DEP spectra for particles in 

suspension consists of counting the number of cells collected at either the 

surface of the electrodes (positive DEP) or between the electrodes (negative 

DEP) for different frequencies (Figure 1.26). The determination of the 

frequencies at which the cells switch from experiencing positive DEP to 

negative DEP (crossover frequencies) for different conductivities is essential 

for the determination of the cells dielectric properties such as the membrane 
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capacitance and cytoplasm conductivity [142], [143]. Details on the 

relationship between the crossover frequencies and the dielectric properties 

are discussed in more detail in Chapter 2 section 2.2.3. 

 

Figure 1.26: Schematic showing DEP behaviour of particles for different 
frequencies. For low frequencies, the cells experience negative DEP 
(nDEP) and align between the electrodes. At the crossover frequency, 
no DEP force is exerted on the particles and they remain immobile. At 
higher frequencies, the polarity is reversed, cells experience positive 
DEP (pDEP) and they align at the edge of the electrodes. 

This technique can be further improved by monitoring the displacement of the 

particles using a camera and a tracking algorithm [81], [102], [144]. However, 

it is important to consider that co-planar electrodes create fields that are 

localised within a short distance from the plane of the electrodes, so if the 

cells are too far from the electrodes, they will be unaffected by the DEP force 

while the ones present in the electrode vicinity will align very fast. This means 

that the determination of the higher DEP forces based on the particle 

movement is often difficult, due to the limitations in the camera resolution and 

frame-rate and the tracking algorithm [145].  

Moreover, due to the variation between individual cells, in order to determine 

the dielectric properties of a given cell type, multiple cells need to be studied 

to obtain statistically significant results. Since each the behaviour of the cells 

needs to be determined at different frequencies, this can be very time 

consuming, and can take up to an hour. Moreover, if cells are left in low 

conductivity media for a hours, the risk of ion exchange between the highly 

ionic cytoplasm and the suspending medium increases, resulting in a 

decrease of cytoplasm conductivity and creating artefacts that can affect the 

measurements [145]. 
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1.4.2 Electrical impedance spectroscopy 

Electrical impedance spectroscopy (EIS) is a multiple frequency sweeping 

technique that can be used to determine the dielectric properties of cells 

[146]–[151]. As shown in section 1.2.5 for impedance flow cytometry, two 

pairs of electrodes are used; one pair senses the changes in electric current 

caused by the cell passing through the electrodes, and the other pair is used 

as a reference. 

The impedance of cells in suspension is measured for different excitation 

signal frequencies and the resulting spectrum is used to provide information 

about the membrane capacitance and resistance, as well as the conductivity 

and permittivity of the cytoplasm (Figure 1.27) [129].  

a)  b)  
Figure 1.27: a) Schematic of a cell impedance detection system 
consisting of two pairs of electrodes, reproduced from [129]. The cell is 
represented by an equivalent circuit model of membrane capacitance 
Cmem and cytoplasm resistance Rcyto and the medium is represented as 
having a resistance Rm and a capacitance Cm. Cdl is the electrical double 
layer capacitance at the interface between the media and the electrode. 
When a cell goes through a pair of electrodes, the impedance of the 
system changes and can be compared to the reference electrode. b) 
Impedance spectrum of a single cell for different frequencies and the 
influence of the different cell properties on the shape of the curve. 
Image reproduced from [134]. 

In order to extract the dielectric properties from the impedance spectra, an 

equivalent circuit model of the cells is used (Figure 1.27) [152]–[154]. In the 

model described by Forster and Schwan, the cell can be modelled as a 

capacitor (representing the cell membrane) and a resistance (representing 

the cytoplasm) in series [150]. The values of impedance obtained for low 

frequency input signals (below 1 MHz) give information about cell volume 

[155]. The impedance obtained for intermediate frequencies (1 to 20 MHz) is 

mostly dependent on the membrane capacitance while the higher 
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frequencies (above 100 MHz) are used to characterise the resistance of the 

cytoplasm [156]. 

Electrical impedance spectroscopy has been used to study the dielectric 

properties of white and red blood cells, human breast cancer cell lines, 

dendritic cells, fibroblasts, adipocytes and stem cells [86], [128], [89], [94], 

[95]. In 2017, Xavier and colleagues characterised the size and dielectric 

properties of skeletal stem cells in bone marrow before and after cell 

expansion using a high-throughput microfluidic impedance cytometry device 

and showed that there were differences associated with cell expansion [127]. 

EIS can discriminate cells based on dielectric properties and can be used to 

determine the best conditions for separation in an impedance flow cytometer. 

However, the measurements are strongly influenced by the electrode size 

and the cell volume, so it is difficult to obtain precise values of the dielectric 

properties for the design of DEP electrodes for separation [157]. Moreover, 

even if this technique is faster than conventional DEP, multiple cells need to 

be measured to obtain statistically significant results and each set of 

measurements can take up to 30 minutes to record [128].  

 

1.4.3 Electrorotation  

 Electrorotation was developed in 1988 by Arnold and Zimmermann to 

trap a single cell and then determine its rotation speed in response to different 

frequencies of rotating electric field [158]. Moreover, since electrorotation is 

a single cell measurement technique, by imaging the cell, information about 

its morphology such as radius, surface area and roughness can be obtained 

at the same time [159].  Numerous electrorotation devices have been used 

to determine the dielectric properties of cells [157], [160]–[166]. In the method 

proposed by Han et al. (2013), a 3D octode consisting of two sets of identical 

quadrupoles (Figure 1.28) layered on top of each other and connected in 

parallel was used [161]. In order to trap and levitate a single cell, two sets of 

out of phase signals with equal amplitude are applied to the quadrupoles 

(Figure 1.28, orange and green). This creates a repulsive force that pushes 

adjacent cells away, trapping the cell in the middle where the field is smaller. 

This levitation is important to reduce surface-drag on the cell during 

subsequent measurements. The cell is then rotated using four signals with a 

90° phase difference which are generated in each one of the electrode pairs 

(Figure 1.28, 1 – 4), creating a torque on the cell causing it to rotate.  
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Figure 1.28: A schematic diagram depicting the octopole design 
described by Han et al. (2013). A cell (red) is trapped in the centre due 
to two out of phase signals:  A sin (ω1t + 180°) and A sin (ω2t + 180°). 
This waveform is represented in black. The cell is then subjected to a 
torque created by 4 electrorotation signals: B sin (ω1t + 0°), B sin (ω2t + 
90°), B sin (ω3t + 180°), B sin (ω4t + 270°) (waveform represented in 
blue). Rotational direction of the cell is represented with a black thick 
arrow. Reproduced from [129]. 

The expression of the DEP torque generated described by Morgan and 

Green is [167]: 

𝛤 (𝜔) =  −4 𝜋 𝜀𝑚 
∗ 𝑟3𝐼𝑚(𝑓𝐶𝑀)  and 𝜀∗  =  𝜀 − 𝑗

𝜎

𝜔
   (1.2) 

Where 𝜀𝑚 
∗  is the complex medium permittivity, r the radius of the particle, 𝜎 

represents the conductivity, 𝜔 is the electric field frequency of the alternating 

electric current (AC) and 𝐼𝑚(𝑓𝐶𝑀)  is the imaginary part of the Clausius 

Mossotti factor (𝑓𝐶𝑀),  described in more detail in Chapter 2 section 2.2.1. 

The rotation rate (R) of a particle in an electrorotation device composed of 

four electrodes is: 

𝑅 =  − 
𝜀𝑚𝑘2 𝑉2

2 𝜂
 𝐼𝑚(𝑓𝐶𝑀) (1.3) 

Where 𝜂 is the viscosity of the media, 𝑘 is the constant related to the position 

of the particle within the specific electrode geometry and 𝑉 is amplitude of the 

signal. The rotation speed depends on the frequency of the applied signal, 

electrode geometry, the viscosity of the media and the cell’s intrinsic 

properties. From the above equation (1.3) the dielectric properties of a single 

cell type can be determined without interference from other cells [161]. The 

rotation speed of the cell is recorded for specific time intervals at various 

frequencies to determine a rotation spectrum (Figure 1.29).  
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Figure 1.29: Rotation speed of different cell types for different 
frequencies on a logarithmic scale. The experimental data points are 
fitted by the theoretical rotation spectra (bold lines) and the dielectric 
properties can be extracted by determining the best fit. Graph 
reproduced from [125].  

The experimental points obtained are fitted to the equation describing the 

rotational speed and the intrinsic dielectric properties of the cell are extracted 

by determining the values that give the best fit between experimental data 

and the theoretical rotation spectrum. Values such as the cytoplasm 

permittivity and the cell’s membrane conductance can be determined 

accurately but the capacitance of the membrane and the cytoplasm 

conductivity cannot be easily determined with this method. Huang et al (2018) 

showed that electrorotation was not suitable to determine precisely the value 

of the membrane conductivity, as it made a negligible difference to the 

rotational speed of the cells for all frequencies studied [157]. The value of the 

cytoplasm permittivity is also difficult to determine by electrorotation, because 

this parameter only affects the rotational spectrum for frequencies above 100 

MHz and most commercially available AC signal generators have an upper 

frequency limit of 100 MHz [157].  

Another limit of electrorotation is the hydrolysis observed for low AC 

frequencies or when the voltage used is high [157]. To limit this effect, 

voltages must be kept low (typically under 14 V)  and frequencies must be 

kept above 10 kHz  [168]. Recent experiments have shown that by using 

microelectrode chambers, electrorotation can be used in physiological ionic 

strengths [169], [170]. However, this can result in joule heating and this 

increase in temperature can affect the cell viability as well as the viscosity of 

the medium. An increase in the viscosity of the medium will affect the 

measurements of the rotation spectra and can lead to errors in the 
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determination of the dielectric properties of the analyte. Moreover, as 

explained previously for electrical impedance spectroscopy, due to the intra-

population variation, the rotational spectrum of multiple cells from a 

population must be determined to obtain statistically significant values. Even 

though automated electrorotation and motion tracking algorithm have been 

proposed, this technique is still very time consuming when a high number of 

cells are analysed [165], [171].  

 

1.4.4 3D DEP-well dielectrophoresis  

This technique is based on the 3D DEP device described in section 1.2.4.3, 

where electrode wells are fabricated by stacking alternating thin layers of 

conductive laminate copper and insulating polyimide and drilling holes 

through, creating evenly spaced thin electrode rings around the walls of the 

well [172]. The low electric fields are the furthest away from the electrodes, 

at the centre of the wells, whist the high electric fields are at the walls [173]. 

For low frequencies or very high frequencies for which the cells experience 

negative DEP, the cells are pushed away from the electrodes and towards 

the centre of the well. For the frequencies for which the cells experience 

positive DEP, they are attracted towards the electrode walls (Figure 1.30). To 

quantify the movement of multiple cells at the same time, a light source is 

used to illuminate the well and images of the light transmitted through the well 

are taken every five seconds to observe the redistribution of particles over 

time [173]. When the cells experiencing nDEP are pushed towards the centre 

of the well, the light transmission decreases and when the cells are pushed 

towards the edges of the well due to pDEP the transmission increases. The 

changes in light intensity can be used to determine the magnitude and 

polarity of the DEP forces exerted on the cells. 
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a)      b)  

Figure 1.30: a) Schematic diagram of the 3D well electrodes. Holes are 
drilled through layers of alternating thick conductive copper tape and 
insulating polyimide so that the 3D electrode walls have electrodes of 
alternating potential separated by insulating layers. Image reproduced 
from [174]. b) Schematic of the commercial 3DEP system consisting of 
20 wells energised at different frequencies. For the lower frequencies, 
the cells experience positive DEP and are attracted towards the 
electrode walls, letting the light through. For the higher frequencies, the 
cells experience negative DEP and are pushed away from the 
electrodes, towards the centre of the well, obstructing the path of the 
light. Image reproduced from [175]. 

This technique is currently available commercially under the name of 

DEPtech and has been used to determine the effect of different drugs on the 

dielectric properties of red blood cells and antibiotic resistance in E. Coli 

[172],[174]. The commercial instrument uses disposable chips containing 

twenty parallel 3D electrodes to determine the dielectric properties of cells for 

twenty difference frequencies up to 45 MHz (Figure 1.30). The relative DEP 

force obtained for each frequency is plotted on a graph and a single-shell 

model (chapter 2 section 2.2.2.3) is used to determine the dielectric 

properties based on the best fit of the experimental data (Figure 1.31).   

Positive 
DEP 

Negative 
DEP 
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Figure 1.31: DEP spectrum of B cells obtained using 3DEP. The 
experimental data showing the relative DEP behaviour for each 
frequency well is represented by a blue dot. The best fit model used to 
determine the cells’ dielectric properties is represented by a solid 
yellow line.  

The use of wells instead of planar electrodes or single cell measurements 

allows for a greater number of cells (in the order of thousands of cells) to be 

measured per experiment, which makes the measurements more statistically 

significant, as they are less likely to be influenced by intra-cell variability. 

Moreover, due to the use of multiple wells energised with different 

frequencies at the same time, a full DEP spectra of a cell can be determined 

via 3DEP in under a minute, unlike other time consuming methods described 

in this chapter. The time the cells are exposed to the electric field is greatly 

reduced compared to electrorotation, so there is less risk of the cells 

undergoing hydrolysis or a reduction in cell viability. 

 

  



- 48 - 

 

 

Chapter 2  

Theory of surface acoustic waves and dielectrophoresis 

2.1 Acoustic waves  

2.1.1 Types of mechanical waves 

Acoustic waves are mechanical waves resulting from a periodic 

oscillation of pressure in a solid, liquid or gas that is exhibited by a temporary 

change to the relative positions of the atoms within the material. 

Depending on the movement direction of the atoms within the substrate, the 

waves can be categorised as either longitudinal or transverse (shear) waves 

(Figure 2.1). Longitudinal waves are characterised by a displacement of the 

atoms parallel to the propagation direction. In transverse waves, the atoms 

within the substrate move in a direction perpendicular to that of the wave 

propagation. 

 

Figure 2.1: Schematic of the displacement of a rectangular grid caused 
by propagation of bulk waves within an isotropic material (viewed from 
the top-down). The intersections of the grid represent the individual 
atoms within the substrate. The direction of propagation is indicated by 
the arrow. (a) In a longitudinal wave, the atoms are displaced in a 
surface plane parallel to the propagation direction. (b) In a transverse 
(shear) wave, the atoms are displaced in a plane perpendicular to the 
direction propagation.  

Acoustic waves can be further divided into bulk waves and surface 

acoustic waves (SAWs). Whilst longitudinal and transverse bulk waves affect 

the entire substrate, the mechanical oscillation of SAWs is confined to the 

surface of the material and their amplitude decays exponentially with 

increasing distance from the surface (Figure 2.2).  

a) b) 
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Figure 2.2 Schematic of the displacement of a rectangular grid caused 
by propagation of a surface acoustic wave (viewed from the side). The 
intersections of the grid represent the individual atoms within the 
substrate. The wave propagates at the surface of the material and the 
propagation is attenuated as the distance from the surface increases. 
The direction of propagation is indicated by the arrow.  

The two most common types of SAW used in microfluidics and 

RF/microwave filtering applications are the shear horizontal SAW and the 

Rayleigh wave. Similarly to transversal waves, in shear horizontal SAWs the 

mechanical displacement is perpendicular to the propagation of the wave, 

within the plane of the substrate surface (i.e. with no surface-normal 

component). Rayleigh waves are more complex, as the mechanical 

displacement occurs in directions both parallel and perpendicular to that of 

the wave propagation. Here, the perpendicular component is out-of-plane 

(i.e. normal to the substrate surface), allowing Rayleigh waves to be used for 

particle trapping using acoustophoresis (Chapter 2, section 1.2.2.2).  

a)   b)  

Figure 2.3: a) Rayleigh SAW showing displacement parallel to the 
propagation direction. The points in the lattice move in an elliptical 
path, where the direction is with the propagation within the substrate, 
and against the propagation direction above the surface.  b) Shear 
horizontal SAW  showing displacement perpendicular to the wave 
displacement. The surface of the material moves side to side. Adapted 
from [176]. 
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2.1.2 Generation of SAWs on piezoelectric substrates 

 Piezoelectric materials are key for generating SAWs for microfluidics 

applications, as they can transform electric inputs into mechanical 

deformation and vice versa.  When an alternating electric potential is applied 

to a piezoelectric material via a set of interdigitated transducers (IDTs), an 

expansion or compression of the crystal proportional to the applied voltage is 

induced which launches a SAW that travels away from the excited area. 

When the wave propagates, the mechanical deformation alters the 

distribution of charges within the crystal lattice creating a dipole and therefore 

generating an electrostatic field above the substrate surface [177].  

SAW device manufacturing requires the use of piezoelectric materials such 

as lithium niobate, lithium tantalate (LiTaO3) and on some occasions quartz 

(principally for electronics applications). The nature of the material and its 

crystallographic cut determines the type of SAW (Rayleigh or Shear 

Horizontal) that can be generated and the wave propagation velocity in the 

material. For microfluidics applications,  the substrate should ideally combine 

a high wave propagation velocity with good temperature stability. Further 

criteria depend on the final application. For example, the surface-normal 

component of Rayleigh SAWs allows pressure waves to be generated within 

an overlaid fluid, useful for e.g. acoustophoresis (Chapter 1, section 1.2.2.2) 

or micropumps. However, in situations where fluid movement should be 

either minimised or independent of the SAW, such as sensing or 

dielectrophoresis, shear-SAWs are preferred as these do not induce 

pressure waves in an overlaid fluid. To meet these criteria, 42° rotated Y-cut 

lithium tantalate substrates were used to create shear-horizontal waves in the 

devices described in this thesis. 

Surface acoustic waves (SAWs) can be generated by applying high-

frequency electrical signals to metallic interdigitated transducers (IDTs), 

patterned on the surface of a piezoelectric material (Figure 2.4) [37]. These 

transducers were first used as a source of SAWs by White and Voltmer in 

1965 and consist of a set of metal electrodes (generally gold or aluminium), 

alternately connected to two bus bars [178]. One bus bar is grounded, while 

an AC voltage is applied to the other. When the alternating electric field is 

applied to the IDTs, the potential difference creates compression and 

expansion in the lattice of the underlying piezoelectric material which 

launches a travelling mechanical wave along the material surface (away from 

the IDTs). 
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Figure 2.4: Schematic of an interdigitated transducer indicating the key 
design parameters. An AC signal is applied to the top set of transducers 
whilst the bottom set is grounded, generating a SAW (blue) that 
propagates along the substrate’s surface. The electrode width (mark) 
and gap (space) define the pitch and are key design parameters to 
determine the wavelength of the SAW generated. The acoustic aperture 
is formed by the overlap of opposing transducer fingers, and defines 
the length over which the SAW will be generated. The arrows indicate 
the direction of SAW travel. 

The frequency of the SAWs generated by the IDTs is determined by the pitch 

between electrode finger pairs as described in the following equation:  

𝑓0 =  
𝑣

𝜆
                        𝑤𝑖𝑡ℎ 𝜆 = 2 𝑝     (2.1) 

Where 𝑓0 is the resonant SAW frequency, 𝑣 is the wave speed in the 

substrate, 𝜆 is the SAW wavelength and is the 𝑝 electrode pitch.  

One of the limiting factors when it comes to the maximum achievable 

operating frequency is the minimum finger width that can be patterned.  As 

explained in the above equation, the wavelength should be twice as big as 

the electrode pitch and therefore (assuming a 1:1 mark:space ratio) four 

times the electrode width. As SAW frequency increases the electrode width 

correspondingly decreases, introducing fabrication limitations at frequencies 

higher than ~3 GHz [179]. For example, a 3 GHz filter formed on 42°Y-X 

LiTaO3 and assuming a wave propagation velocity of 4000 m/s, corresponds 

to a wavelength of 1.3 µm, a pitch of 0.65 µm, and an individual electrode 

width of 0.325 µm. The further miniaturisation of the electrode can also 

decrease the filter’s durability as its resistance increases [179]. 
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2.1.3 Generation of standing SAWs on piezoelectric substrates 

When identical AC signals are applied to two identical, opposing IDTs, two 

waves are generated of equal frequency and amplitude, and travelling in 

opposite directions. When these two counter-propagating SAWs interfere a 

standing wave is formed, comprised of periodic zones of maximum 

displacement (antinodes) and minimum displacement (nodes), which 

alternate at a pitch corresponding to a quarter of the wavelength of the 

corresponding standing SAW (Figure 2.5). 

 

Figure 2.5: Generation of a Rayleigh standing SAW by two sets of IDTs 
on a piezoelectric material. A signal is applied to each of the opposing 
IDTs, each of which generates a mechanical displacement within the 
piezoelectric substrate. The generated SAWs are of the same amplitude 
and combine to form a standing wave presenting zones of maximum 
(antinodes) and minimum (nodes) displacement. Image adapted from 
[180]. 

Generating SAWs using the IDT geometry introduces losses that arise from 

each IDT’s symmetrical nature. When excited using an AC voltage, each IDT 

generates not one, but two SAWs from its two ends, both equal in amplitude 

but propagating in opposite directions. One portion (50% of the total power) 

enters the acoustic cavity (defined as the area enclosed between the 

opposing IDTs) and constitutes ‘useful’ signal. However, an equal proportion 

travels away from the acoustic cavity and is lost, corresponding to a 3 dB  

reduction in power (Figure 2.6). Since this occurs at both sets of IDTs, a 

theoretical best-case minimum loss of 6 dB, called the insertion loss, is 

imposed on this design. Although additional device modifications (e.g. 

reflectors) can be added to reflect a portion of the lost energy back into the 

acoustic cavity, this is beyond the scope of this thesis. 
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a)  

b)  

Figure 2.6: a) Schematic of a two-port device consisting of two sets of 
IDTs. The propagation direction of the SAWs generated from each set 
of IDTs is indicated by blue arrows. The SAWs generated between the 
two IDTs generate a standing SAW whilst the SAWs generated at the 
ends of the electrodes is lost power, corresponding to 3dB. b) 
Frequency domain response of a SAW filter and determination of 
insertion loss in an experimental device. The highest transmission peak 
frequency is determined by the electrode geometry and size and the 
insertion loss corresponds to the power lost in the device. A larger 
insertion loss indicates that less power is being coupled into the SAW. 

When the impedance of the electrodes is matched to the output resistance of 

the signal generator, the efficiency of the two-port device is maximized and 

the total power loss is close to the minimal theoretical insertion loss of 6 dB. 

The impedance of the devices can be matched to the output resistance of the 

signal generator using a matching network consisting of a series of capacitors 

and inductors. Alternatively, the IDTs can be designed to match the output 

impedance without the need for marching networks. The IDT impedance can 

be controlled through four variables, namely 𝐻𝑤, 𝑅𝑖𝑛, 𝑓0 and 𝑁𝑝. These 

correspond respectively to the acoustic aperture width (the overlap length 

between signal and ground IDT fingers), the desired input resistance (which 

is assumed to be real and purely resistive), the SAW centre frequency and 

the finger pair count.  
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These variables are related through the following equation: 

𝐻𝑤 =  
1

𝑅𝑖𝑛2

1

𝑓0𝐶𝑠𝑁𝑝

4𝑘2𝑁𝑝

(4𝑘2𝑁𝑝)
2

+ 𝜋2
             (2.2) 

The majority of microwave and radio frequency signal generators have an 

output impedance of 50 Ω, so the input resistance 𝑅𝑖𝑛 was fixed to 50 Ω to 

match the output impedance. The acoustic aperture 𝐻𝑤 was fixed to 1 mm in 

order to allow for visualisation of the particle separation under the 

microscope. The propagation velocity, static capacitance and coupling 

coefficient are material properties that were obtained from datasheets for 

42°Y cut lithium tantalate (LiTaO3) [181] [182].  

This equation was used to determine the appropriate number of finger pairs 

needed for a given SAW frequency, with the fixed parameters described in 

Table 2.1 

Property Symbol Value 

Acoustic aperture 𝐻𝑤 3 mm 

Wave propagation speed in 42°Y cut 
LiTaO3 

𝑣 4022 m/s[181] 

SAW centre frequency 𝑓0 10 MHz 

Finger pair number 𝑁𝑝 50 

Input resistance 𝑅𝑖𝑛 50 Ω 

Coupling coefficient of 42°Y cut LiTaO3 𝑘2 7.6 (%) [181] 

Static capacitance 𝐶𝑠 4.4 pF/cm [182] 

 Table 2.1: Summary of the electrode geometry and properties of 42°Y 
cut lithium tantalate (LiTaO3). 

 

2.2 Dielectrophoresis 

A general overview of dielectrophoresis (DEP) and its use for particle 

separation is described in Chapter 1 section 1.2.4. Here, the theory will be 

discussed further in order to identify key concepts that govern the response 

of a particle to non-uniform electric fields applied in a particular environment. 
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2.2.1 DEP force main equation derivation 

The time-averaged DEP force exerted on a spherical particle in a surrounding 

dielectric medium was defined by Washizu as [183]: 

< 𝐹𝐷𝐸𝑃 > = 2𝜋𝜀𝑚𝑒𝑑𝑅3𝑅𝑒 [
𝜀𝑝

∗  −  𝜀𝑚𝑒𝑑
∗

𝜀𝑝
∗  +  2 𝜀𝑚𝑒𝑑

∗ ] 𝛻𝐸2 + 
2𝜋

3
𝜀𝑚𝑒𝑑𝑅5 𝑅𝑒 [

𝜀𝑝
∗  −  𝜀𝑚𝑒𝑑

∗

2𝜀𝑝
∗  +  3 𝜀𝑚𝑒𝑑

∗ ] 𝛻. 𝛻𝐸2 (2.3) 

Where 𝑅 is the radius of the particle and 𝐸 is the applied electric field. The 

terms 𝜀𝑚𝑒𝑑
∗  and 𝜀𝑝

∗ are the medium and particle complex permittivity, 

respectively, and take the general form: 

𝜀∗  =  𝜀0𝜀𝑟 − 𝑖
𝜎

𝜔
      (2.4) 

Where 𝜀0 = 8.85 × 10−12 F/m is the permittivity of free space, 𝜀𝑟 is the 

relative permittivity of the medium/particle, 𝜎 is the conductivity of the 

medium/particle, 𝜔 is the angular frequency (in rad/sec) of the applied 

alternating electric field and 𝑖 =  √−1. 

The cells studied in this this thesis had a particle diameter of ≤10 µm, and 

were used in devices operating at frequencies of 10 – 20 MHz (wavelengths 

of ~400 – 200 µm, respectively). In cases such as this, where the particle 

diameter is less-than-or-equal-to one tenth of the electrode pitch, the 

quadrupole term in equation (2.3) tends to zero and the DEP force equation 

can therefore can be simplified to: 

< 𝐹𝐷𝐸𝑃 > = 2𝜋𝜀𝑚𝑒𝑑𝑅3𝑅𝑒[𝐶𝑀]𝛻𝐸2  (2.5) 

As discussed in Chapter 1 section 1.2.4, a particle subjected to a DEP force 

will propagate in one of two directions: either towards, or away from, areas of 

high electric-field density. The term that describes this behaviour is called the 

Clausius Mossotti (CM) factor. In the case of a spherical particle of permittivity 

𝜀𝑝
∗ suspended in a medium of permittivity 𝜀𝑚𝑒𝑑

∗  the Clausius Mossotti (CM) 

factor can be written as: 

𝐶𝑀∗ =  
𝜀𝑝

∗  −  𝜀𝑚𝑒𝑑
∗

𝜀𝑝
∗  +  2 𝜀𝑚𝑒𝑑

∗  (2.6) 

According to Wagner, the complex conductivity 𝜎∗ and complex permittivity 

𝜀∗ of a material are linked by the relationship [184]: 

𝜎∗ = 𝑖𝜔𝜀0𝜀∗(2.7) 

By combining (2.6) and (2.7) the particle and medium conductivities 

(respectively 𝜎𝑝
∗ and 𝜎𝑚𝑒𝑑

∗ ) give: 
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𝐶𝑀∗ =  
𝜎𝑝

∗  −  𝜎𝑚𝑒𝑑
∗

𝜎𝑝
∗  +  𝜎 𝜀𝑚𝑒𝑑

∗  (2.8) 

This complex form of the CM factor accounts for the dielectric and conduction 

losses of the particle in the suspending medium and is required when time 

dependent (i.e. AC) electric fields are used. 

The real part of the CM factor is given by [185], [186]: 

𝑅𝑒[𝐶𝑀∗] = [(
𝜔2𝜏2

1+𝜔2𝜏2) (
𝜀𝑝

∗  − 𝜀𝑚𝑒𝑑
∗

𝜀𝑝
∗  + 2 𝜀𝑚𝑒𝑑

∗ ) + (
1

1+𝜔2𝜏2) (
𝜎𝑝

∗  − 𝜎𝑚𝑒𝑑
∗

𝜎𝑝
∗  + 2 𝜎𝑚𝑒𝑑

∗ )] (2.9) 

in which the general form of the relaxation time for interfacial polarization 𝜏 is 

given by: 

𝜏 = 𝜀0
𝜀𝑝+2𝜀𝑚𝑒𝑑

𝜎𝑝+2𝜎𝑚𝑒𝑑
    (2.10) 

At low frequencies, i.e. when 𝜔 → 0, this equation can be approximated to: 

𝑅𝑒[𝐶𝑀∗] ≈  
𝜎𝑝−𝜎𝑚𝑒𝑑

𝜎𝑝+2𝜎𝑚𝑒𝑑
  (2.11) 

This indicates that at low frequencies (typically below 10 kHz), the conductive 

properties of the medium and the particle determine the DEP force 

experienced by the particle. When the conductivity of the particle is higher 

than that of the medium, the real part of the CM factor is positive and so is 

the DEP force exerted on the particle, causing it to move toward areas of 

highest field gradient. When the opposite scenario occurs, the CM factor is 

negative and the direction of DEP force  is reversed. At high frequencies 

(above 500MHz), i.e. when 𝜔 → ∞, equation (2.9) instead becomes: 

𝑅𝑒[𝐶𝑀∗] ≈  
𝜀𝑝−𝜀𝑚𝑒𝑑

𝜀𝑝+2𝜀𝑚𝑒𝑑
  (2.12) 

In this case the DEP force depends on the permittivity values of the particle 

and the medium.  

The maximum value of the real part of the CM factor is obtained when 𝜎𝑝 ≫

𝜎𝑚𝑒𝑑 and 𝜀𝑝 ≫ 𝜀𝑚𝑒𝑑, which is the case for a homogeneous metallic particle 

suspended in distilled water. For this condition, Re[CM] ≈ 1. The minimum 

value is obtained when 𝜎𝑚𝑒𝑑 ≫ 𝜎𝑝 and 𝜀𝑚𝑒𝑑 ≫ 𝜀𝑝, for example in the case of 

an air bubble suspended in water. This condition gives a minimum value of 

Re[CM] ≈ -0.5.  

The small range of values for Re [CM*] (-0.5 ≤ Re[CM*] ≤1) indicate that 

distinguishing particles based on small differences in their dielectric 

properties could be difficult. In order to maximize the differences in DEP 
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response between particles in order to separate them, it is important to focus 

on the conditions that cause the DEP force to change polarity. The 

frequencies at which this occurs are called DEP crossover frequencies. 

 

2.2.1.1 Crossover frequencies 

In low conductivity media (typically < 0.2 S/m), cells can experience two DEP 

crossovers: a first transition from negative to positive DEP at lower frequency, 

and a second, higher-frequency transition from positive to negative DEP 

[187]. These are called first and second DEP crossover frequencies, 

respectively (Figure 2.7).  

 

Figure 2.7: Real part of the Clausius Mossotti factor of a cell for different 

frequencies; f1 and f2 represent the first and second crossover 

frequencies respectively. 

The first crossover frequency (f1) typically occurs between 10 kHz and 1 MHz 

but has been reported as high as 4 MHz [188]. The value of this first crossover 

frequency is driven by polarization occurring at the interface between the 

suspending liquid and the cell membrane (or mobile charges at the surface 

of a solid particle). When the radius of a specific cell type is known, this cross-

over frequency can therefore give information about its membrane 

conductance and capacitance. At frequencies higher than the first crossover 

frequency, the cell membrane has no further effect on the electric field, and 

the cell can be therefore treated as a ball of cytoplasm suspended in the 

medium.  

f1 f2 
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These findings were demonstrated by Höber in 1910,  who showed that for 

cells treated with saponin (a detergent that can permeabilise the 

cell membrane) the conduction current remained unchanged at high 

frequencies whereas the low frequency conduction increased significantly 

[189].  

If the permittivity of the suspending medium is higher than that of the 

cytoplasm, the interfacial polarization between the cytoplasm and the 

medium can give rise to a second frequency crossover (f2). This crossover 

depends on the cytoplasm permittivity and is typically observed at 

frequencies higher than 200 MHz although this reduces in low-conductivity 

media and can be as low as 10 MHz. 

 

2.2.1.2 First crossover frequency 

At low frequencies, a cell’s dielectric properties are dominated by the cell 

membrane and the relaxation time described in equation  

 (2.10) becomes: 

𝜏1 = 𝜀0
𝜀𝑚𝑒𝑚+2𝜀𝑚𝑒𝑑

𝜎𝑚𝑒𝑚+2𝜎𝑚𝑒𝑑
   (2.13) 

Where 𝜎𝑚𝑒𝑚 and 𝜀𝑚𝑒𝑚 are the cell membrane conductivity and permittivity 

respectively. 

By setting 𝑅𝑒[𝐶𝑀∗] = 0 in Equation  

(2.9) and with the relaxation time 𝜏 given above, the equation obtained for the 

crossover angular frequency is : 

𝜔𝑥01 =  
1

𝜀0

√
(𝜎𝑚𝑒𝑑 − 𝜎𝑚𝑒𝑚)(𝜎𝑚𝑒𝑚 + 2𝜎𝑚𝑒𝑑)

(𝜀𝑚𝑒𝑚 − 𝜀𝑚𝑒𝑑)(𝜀𝑚𝑒𝑚 + 2𝜀𝑚𝑒𝑑)
   (2.14) 

At low frequencies, the  conductivity of a typical cell is significantly lower than 

that of the medium, whereas the effective permittivity of a cell largely exceeds 

that of a typical suspension medium [187]. Equation (2.14) can therefore be 

reduced to: 

𝜔𝑥01 ≅  
1

𝜀0

√2𝜎𝑚𝑒𝑑

𝜀𝑚𝑒𝑚
 (2.15) 

From this equation, the first crossover frequency can be given as: 

𝑓𝑥01 =
𝜔𝑥01

2𝜋
 ≈

𝜎𝑚𝑒𝑑

√2𝜋𝜀0𝜀𝑚𝑒𝑚
   (2.16) 
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This crossover frequency can also be expressed in terms of membrane 

capacitance, 𝐶𝑚𝑒𝑚, and conductance, 𝐺𝑚𝑒𝑚 by using the equivalences 

between “classical” and “electrical” models as described in more detail in 

section 2.2.2.1:  

𝐺𝑚𝑒𝑚 =
𝜎𝑚𝑒𝑚

𝑑𝑚𝑒𝑚
    𝐶𝑚𝑒𝑚 =

𝑅𝑒[𝜀𝑚𝑒𝑚
∗ ]

𝑑
=  

𝜀0 𝜀𝑚𝑒𝑚

𝑑𝑚𝑒𝑚
  (2.17) 

Where 𝑑𝑚𝑒𝑚 is the cell membrane thickness. Substituting 𝐶𝑚𝑒𝑚 for 𝜀𝑚𝑒𝑚into 

equation (2.16), the following expression for the crossover frequency can be 

obtained: 

𝑓𝑥01  ≈
𝜎𝑚𝑒𝑑

√2𝜋𝑑𝑚𝑒𝑚𝐶𝑚𝑒𝑚
    (2.18) 

An improvement to the approximate nature of equation (2.18) can be made 

by including the membrane's specific conductance 𝐺𝑚𝑒𝑚 [190]: 

𝑓𝑥01  ≈
𝜎𝑚𝑒𝑑

√2𝜋𝑅𝐶𝑚𝑒𝑚

 √1 −
𝑅𝐺𝑚𝑒𝑚

2𝜎𝑚
− 2 (

𝑅𝐺𝑚𝑒𝑚

2𝜎𝑚𝑒𝑑
)

2

(2.19) 

Where 𝑅 is the radius of the particle. 

 

2.2.1.3 Second crossover frequency 

The second, high frequency crossover (𝑓𝑥02) is typically above 10MHz in low 

conductivity media and is dominated by the properties of the cell’s cytoplasm 

[191].  

At high frequencies, the membrane becomes “invisible” to the applied electric 

field, and the field penetrates directly into the cytoplasm, allowing the cell to 

be considered as a ball of cytoplasm suspended in medium.  

The mismatch between the cytoplasm conductivity and that of the suspending 

medium gives rise to a second relaxation time 𝜏2, given by:  

𝜏2 = 𝜀0
𝜀𝑐𝑦𝑡+2𝜀𝑚𝑒𝑑

𝜎𝑐𝑦𝑡+2𝜎𝑚𝑒𝑑
   (2.20)  

Where 𝜎𝑐𝑦𝑡 and 𝜀𝑐𝑦𝑡 are the cytoplasm conductivity and permittivity 

respectively. 
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By setting 𝑅𝑒[𝐶𝑀∗] = 0 in equation  

(2.9) (corresponding to the point at which the CM factor changes polarity) and 

combining with equation (2.20), the crossover angular frequency is given by: 

𝜔𝑥02 =  
1

𝜀0
√

(𝜎𝑚𝑒𝑑 − 𝜎𝑐𝑦𝑡)(𝜎𝑐𝑦𝑡 + 2𝜎𝑚𝑒𝑑)

(𝜀𝑐𝑦𝑡 − 𝜀𝑚𝑒𝑑)(𝜀𝑐𝑦𝑡 + 2𝜀𝑚𝑒𝑑)
  (2.21) 

This equation, first derived by Giemsa and colleagues has real solutions for 

the following condition [192] : 

𝜎𝑚𝑒𝑑 − 𝜎𝑐𝑦𝑡

𝜀𝑐𝑦𝑡 − 𝜀𝑚𝑒𝑑
> 0    (2.22) 

For an aqueous medium, the permittivity (𝜀𝑚𝑒𝑑 = 79) is often greater than that 

of the cells suspended, therefore to fulfil the condition given by equation 

(2.22), the conductivity of the cytoplasm must be higher than that of the 

medium. Typical cytoplasm conductivities reported in the literature (Table 

5.2) have been found to be between 1 and 0.1 S/m so this condition can be 

satisfied when using medium conductivities lower than 0.1 S/m. For cases 

where the cytoplasm conductivity is much larger than that of the surrounding 

media, such as in all DEP characterization protocols, equation (2.21) can be 

simplified to give [91], [193]–[196]:  

𝑓𝑥02 =
𝜔𝑥02

2𝜋
=  

𝜎𝑐𝑦𝑡

2𝜋𝜀0
 √

(𝜎𝑚𝑒𝑑−𝜎𝑐𝑦𝑡)(𝜎𝑐𝑦𝑡+2𝜎𝑚𝑒𝑑)

(𝜀𝑐𝑦𝑡−𝜀𝑚𝑒𝑑)(𝜀𝑐𝑦𝑡+2𝜀𝑚𝑒𝑑)
    (2.23) 

Equation  

 (2.23) shows that the high-frequency crossover is mostly influenced by the 

cytoplasm conductivity and the permittivity only contributes to its value 

minimally [143], [197].  

 

2.2.2 Cell modelling for the determination of dielectric properties 

Eukaryotic cells are comprised of a nucleus and organelles suspended in an 

aqueous solution (called cytosol) surrounded by a semi-porous membrane 

(Figure 2.8). The presence of organelles and internal membranes, such as 

the nuclear envelope or endoplasmic reticulum, contribute to the internal 
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dielectric properties of the cell, including the cytoplasm permittivity and 

conductivity. 

 

Figure 2.8: Eukaryotic cell components: organelles and membranes. 

Image reproduced from [198]. 

In order to simplify the complexity of cell structure and predict the behavior of 

cells in DEP fields, several mathematical models have been developed and 

are discussed in the next sections.  

 

2.2.2.1 Electrical model of a cell membrane 

The “external” dielectric properties of the cells, such as the membrane 

capacitance and conductance, are dictated by the cell membrane. The 

membrane is semi-permeable; it allows for the passage of small molecules, 

including gases and certain lipophilic molecules, but is impermeable to ions, 

water and large molecules (such as sugars and amino acids) which can only 

pass through tightly regulated channels [187]. Due their impermeability to 

ions and their extremely thin nature (7 nm), cell membranes can be 

approximated as  a capacitor in which the lipid bilayer acts as a thin dielectric 

sandwiched between two conductors (the suspending medium and the 

cytoplasm) [199]. 
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Figure 2.9: Electrical model of a cell membrane. The lipid bilayer can be 

modelled as a dielectric with a capacitance and a conductance. Image 

reproduced from [199]. 

Wang and colleagues described membrane capacitance as “a measure of 

the area of the membrane that can accumulate ionic charges in the 

suspending medium in response to the applied electrical field” 

whilst membrane conductance  “reflects the net transport of ionic species 

across the membrane and through pores and ion channels” [200]. 

For eukaryotic cells, the total cell radius 𝑅 is always much greater than the 

membrane thickness, 𝑑, so the membrane capacitance can be calculated 

using Wang’s model and expressed as a simple parallel-plate capacitor, 

comprised of two electrodes of area A separated by a distance d:  

𝐶𝑚𝑒𝑚 = 
𝐴𝜀0𝜀𝑟

𝑑
  (2.24) 

The above equation is valid when the membrane surface is smooth, which is 

the case for erythrocytes but is not the case for most other cell types. To 

quantify this “surface roughness” a membrane topography parameter (ϕ) can 

be introduced [63]. This parameter represents the ratio of the rough 

membrane area to that of the area obtained if the surface of the cell was 

stretched and smooth.  

𝐶𝑚 =
ϕ𝐴0𝜀0𝜀𝑟

𝑑
  (2.25) 

This equation shows that the main factors affecting the capacitance of the 

membrane are the membrane thickness d, the surface area 𝐴0, the 

membrane topography and the composition of the cell membrane (defined by 

the membrane relative permittivity 𝜀𝑟).  
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2.2.2.2 Effective medium theory 

Effective medium theory states that a heterogenous material can be 

represented as a homogenous material for a sufficiently large observation 

scale. Using this approximation it is possible to determine the effective 

permittivity of a very dilute suspension of cells, as long as the average 

distance between cells is much bigger than the cell radius, and assuming that 

the applied field is not influenced by local field distortions caused by dipoles 

induced within or across the cell.  

The discussion begins by considering a spherical region of radius 𝑅𝑚 within 

the medium, which contains 𝑛 total cells. The volume fraction (𝑉𝐶) of 

suspended cells within this spherical region is given by:  

𝑉𝐶 =
𝑛𝑅𝐶𝑒𝑙𝑙

3

𝑅𝑚
3    (2.26)  

The potential 𝜙1 at a point located outside the sphere at a distance 𝑟 from its 

centre, will comprise the summation of the induced dipole fields of all 𝑛 cells, 

plus a directional component of the applied field, 𝐸, and is of the form: 

𝜙1 =  (
𝑛𝐴

𝑟2 − 𝐵𝑟) 𝐸𝑐𝑜𝑠𝜃,    𝑤𝑖𝑡ℎ 𝐴 =  
𝜀𝑐𝑒𝑙𝑙−𝜀𝑚𝑒𝑑

𝜀𝑐𝑒𝑙𝑙+ 2𝜀𝑚𝑒𝑑
𝑅𝐶𝑒𝑙𝑙

3     (2.27) 

Where 𝐸 is the applied field applied at an angle 𝜃, 𝐵 is the magnetic field, 

𝜀𝑚𝑒𝑑 is the permittivity of the medium containing the cell suspension,  𝑅𝑐𝑒𝑙𝑙 is 

the cell radius and 𝜀𝑐𝑒𝑙𝑙 is the permittivity of the cell. 

Using the volume fraction, the potential described in (2.27) can be rewritten 
as: 

𝜙1 =  (
𝑉𝐶𝑅𝑚

3

𝑟2

𝜀𝑐𝑒𝑙𝑙−𝜀𝑚𝑒𝑑

𝜀𝑐𝑒𝑙𝑙+ 2𝜀𝑚𝑒𝑑
− 𝐵𝑟) 𝐸𝑐𝑜𝑠𝜃  (2.28) 

If we now replace the spherical volume  containing 𝑛 discrete cells, with an 

equivalent spherical volume formed from a homogeneous material of 

permittivity 𝜀𝑒𝑓𝑓, the potential is instead described as: 

𝜙2 =  (
𝑅𝑚

3

𝑟2

𝜀𝑒𝑓𝑓−𝜀𝑚𝑒𝑑

𝜀𝑒𝑓𝑓+ 2𝜀𝑚𝑒𝑑
− 𝐵𝑟) 𝐸𝑐𝑜𝑠𝜃  (2.29) 

For  very dilute solutions (𝑉𝐶 < 0.1), the heterogenous cell suspension can be 

assumed to be homogenous and, equating 𝜙2 = 𝜙1, we obtain the Maxwell-

Garnett mixing equation: 

𝜀𝑒𝑓𝑓
∗ −𝜀𝑚𝑒𝑑

∗

𝜀𝑒𝑓𝑓
∗ +2𝜀𝑚𝑒𝑑

∗ =  𝑉𝐶
𝜀𝑐𝑒𝑙𝑙

∗ −𝜀𝑚𝑒𝑑
∗

𝜀𝑐𝑒𝑙𝑙
∗ +2𝜀𝑚𝑒𝑑

∗    (2.30) 
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which can be rearranged to give the effective permittivity of the cell-

containing medium: 

𝜀𝑒𝑓𝑓
∗ =

2𝜀𝑚𝑒𝑑
∗ + 𝜀𝑐𝑒𝑙𝑙

∗ +2𝑉𝐶(𝜀𝑐𝑒𝑙𝑙
∗ −𝜀𝑚𝑒𝑑

∗ )

2𝜀𝑚𝑒𝑑
∗ + 𝜀𝑐𝑒𝑙𝑙

∗ −𝑉𝐶(𝜀𝑐𝑒𝑙𝑙
∗ −𝜀𝑚𝑒𝑑

∗ )
𝜀𝑚𝑒𝑑

∗      (2.31) 

This expression is used to develop the single shell model of a cell and is 

used to determine the cell’s dielectric properties from experimental data. 

 

2.2.2.3 Single and double shell models of a cell   

The single shell model is the most broadly used model for analysing the 

experimental dielectric properties of cells [79], [161], [162]. This model 

accounts for the presence of the cell’s external lipid membrane in addition to 

its cytoplasm and therefore, the conductivity and permittivity of both must be 

determined.  

The single shell model approximates a cell as two concentric spheres; a 

spherical shell representing the membrane and an inner shell filled with an 

homogenous cytoplasm. For one cell (n=1) the volume fraction given by 

equation   

 (2.30) is:  

𝑉𝐶 =
𝑅𝐶𝑒𝑙𝑙

3

(𝑅𝑐𝑒𝑙𝑙−𝑑)3  (2.32) 

The two concentric spheres are equivalent to an homogeneous single sphere 

whose complex permittivity (𝜀𝑐𝑒𝑙𝑙
∗ ) can be expressed in terms of the cell radius 

and the complex permittivities of both the cytoplasm (𝜀𝑐𝑦𝑡
∗ ) and membrane 

(𝜀𝑚𝑒𝑚
∗ ) in a similar way to equation (2.31).  

𝜀𝑐𝑒𝑙𝑙
∗ =

2𝜀𝑚𝑒𝑚
∗ + 𝜀𝑐𝑦𝑡

∗ +2𝑉𝐶(𝜀𝑐𝑦𝑡
∗ −𝜀𝑚𝑒𝑚

∗ )

2𝜀𝑚𝑒𝑚
∗ + 𝜀𝑐𝑦𝑡

∗ −𝑉𝐶(𝜀𝑐𝑦𝑡
∗ −𝜀𝑚𝑒𝑚

∗ )
𝜀𝑚𝑒𝑚

∗      (2.33) 

Where the complex permittivity of the cytoplasm and the membrane 

(respectively 𝜀𝑐𝑦𝑡
∗  and 𝜀𝑚𝑒𝑚

∗ ) follow the general form given in equation 
𝜎

𝜔
      

(2.4): 

𝜀𝑐𝑦𝑡
∗ =  𝜀0 𝜀 𝑐𝑦𝑡 − 𝑗

𝜎𝑐𝑦𝑡

𝜔
 (2.34) 

𝜀𝑚𝑒𝑚
∗ =  𝜀0 𝜀 𝑚𝑒𝑚 − 𝑗

𝜎𝑚𝑒𝑚

𝜔
 (2.35) 

As shown in section 2.2.2.1, we have the following equivalences between the 

“classical” and “electrical” models: 
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𝐺𝑚𝑒𝑚 =
𝜎𝑚𝑒𝑚

𝑑𝑚𝑒𝑚
    𝐶𝑚𝑒𝑚 =

𝜀𝑚𝑒𝑚

𝑑𝑚𝑒𝑚
  (2.36) 

Using those equivalences, 𝜀𝑚𝑒𝑚
∗  can be written in terms of the membrane 

capacitance and conductance: 

𝜀𝑚𝑒𝑚
∗ =  𝜀0 𝑑 𝐶 𝑚𝑒𝑚 − 𝑗

𝐺𝑚𝑒𝑚 𝑑

𝜔
 

The complex permittivity of the cell (2.36) can therefore be written in terms of 

the membrane capacitance, membrane conductance, cytoplasm conductivity 

and cytoplasm permittivity. The effective permittivity 𝜀𝑐𝑒𝑙𝑙
∗  of the cell can finally 

be used to calculate the Clausius Mossotti factor described in (2.6) and 

repeated here for convenience:  

𝐶𝑀∗ =  
𝜀𝑐𝑒𝑙𝑙

∗ −𝜀𝑚𝑒𝑑
∗

𝜀𝑐𝑒𝑙𝑙
∗ +2𝜀𝑚𝑒𝑑

∗    with  𝜀𝑚𝑒𝑑
∗ =  𝜀0 𝜀 𝑚𝑒𝑑 − 𝑗 

𝜎𝑚𝑒𝑑

𝜔
  (2.37) 

The single shell model gives a good first approximation for the dielectric 

properties of a cell, however it assumes a perfectly spherical shell and is 

found to be less applicable to mammalian cells which contain additional 

internal membranes, such as the nuclear envelope, mitochondria and 

endoplasmic reticulum. Moreover, this simplified model does not account for 

variations in intracellular membrane area which occur as a consequence of 

various intracellular processes, such as molecular trafficking.  

In order to account for these heterogeneities, a double-shell model including 

an external membrane and nuclear membrane was developed by Irimajiri et 

al. (1979) [201]. The same procedure used to derive equation (2.33) was 

used in the double shell model to derive the equivalent homogeneous 

permittivity of an additional  sphere (representing the nucleus) that is inserted 

into the larger sphere that represents the cytoplasm. In this model, additional 

parameters were considered including the conductivity and permittivity of the 

inner nuclear membrane, the outer cell membrane and the cytoplasm (see 

Figure 2.10) [202].  
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Figure 2.10: A schematic diagram depicting the models available for cell 
representation. From left to right: cell, double shell model, single cell 
model and uniform particle. For each model, the permittivity and 
conductivity of each of the regions and membranes has to be 
determined in order to calculate the complex permittivities (ε*). 
Reproduced from [203]. 

The differences between cell models produced using the single and double 

shell approaches are exacerbated for cell types in which the volume of the 

nucleus is more than 60% of the cell’s total volume, which includes T cells 

and B cells [201]. For those cells, the accuracy of the modelling using a single 

shell model drops [204]. However, the increased complexity of the double-

shell model requires an increase in the number of parameters that need to 

be determined, alongside a detailed knowledge of the volume occupied by 

the nucleus and the thickness of the nuclear envelope. With all factors 

considered, the single shell model remains the most commonly used model 

and was therefore the one used in this thesis. 

 

2.2.3 Influence of dielectric properties on frequency crossovers 

The primary factors that influence the first (lower-frequency) crossover 

frequency, as explained in section 2.2.1.2, are the capacitance of the 

membrane and, to a lesser extent, the membrane conductance. The 

membrane capacitance depends on parameters such as the surface area, 

the surface roughness or the composition of the membrane (section 2.2.2.1). 

As seen in (Figure 2.11), with increasing capacitance the first crossover 

increases in frequency whilst the maximum value of the Clausius Mossotti 

factor decreases. The minimum values of the CM factor remain unchanged. 
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Figure 2.11: Influence of membrane capacitance on Clausius Mossotti 
factor. The single shell cell model used was based on the values of a 
Jurkat T cell line. All parameters, other than the cytoplasm conductivity, 
were fixed at the following values: cell radius 5µm, medium conductivity 
𝝈𝒎 = 𝟎. 𝟎𝟓 𝑺/𝒎, cytoplasm conductivity 𝝈𝒄𝒑 = 𝟎. 𝟒 𝐒/𝐦, cytoplasm 

permittivity 𝜺𝒄𝒑 = 𝟒𝟓, membrane conductance 𝑮𝒄𝒎 = 𝟔𝟎𝟎 𝑺/𝒎𝟐. 

As seen in (Figure 2.12), the membrane conductance has a negligible 

influence on the first crossover frequency. With increasing conductance, the 

minimum value of the CM factor (observed at frequencies lower than the first 

crossover) is seen to increase.  

 

Figure 2.12: Influence of membrane conductance on Clausius Mossotti 
factor. The single shell cell model used was based on the values of a 
Jurkat cell (T cell line). All parameters other than the cytoplasm 
conductivity were fixed for all plots at the following values: cell radius 
5µm, medium conductivity 𝝈𝒎 = 𝟎. 𝟎𝟓 𝑺/𝒎, cytoplasm conductivity 

𝝈𝒄𝒑 = 𝟎. 𝟒 𝐒/𝐦, cytoplasm permittivity 𝜺𝒄𝒑 = 𝟒𝟓, membrane capacitance 

𝑪𝒄𝒎 = 𝟏𝟎. 𝟔𝟏 𝒎𝑭/𝒎𝟐.  

On the other hand, the high-frequency crossover is influenced by the 

dielectric properties of the cytoplasm. Figure 2.13 shows that by increasing 
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the cytoplasm conductivity, the second crossover increases in frequency and 

the maximum value of the Clausius Mossotti factor increases in magnitude. 

The low-frequency values of the CM factor remain unchanged. 

 
Figure 2.13: Influence of cytoplasm conductivity on Clausius Mossotti 
factor. The single shell cell model used was based on the values of a 
Jurkat cell (T cell line). All parameters other than the cytoplasm 
conductivity remained fixed for all plots at the following values: cell 
radius 5µm, medium conductivity 𝝈𝒎 = 𝟎. 𝟎𝟓 𝑺/𝒎, cytoplasm 

permittivity 𝜺𝒄𝒑 = 𝟒𝟓, membrane capacitance 𝑪𝒄𝒎 = 𝟏𝟎. 𝟔𝟏 𝒎𝑭/𝒎𝟐, 

membrane conductance 𝑮𝒄𝒎 = 𝟔𝟎𝟎 𝑺/𝒎𝟐. 

The second crossover frequency also increases with increasing cytoplasm 

permittivity, as shown in Figure 2.14, however  the maximum value of the 

Clausius Mossotti factor remains unchanged whilst the minimum values 

increase to the extent that, eventually, the high-frequency crossover is lost. 
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Figure 2.14: Influence of cytoplasm permittivity on Clausius Mossotti 
factor. The single shell cell model used was based on the values of a 
Jurkat cell (T cell line). All parameters other than the cytoplasm 
conductivity remained fixed for all plots at the following values: cell 
radius 5µm, medium conductivity 𝝈𝒎 = 𝟎. 𝟎𝟓 𝑺/𝒎, cytoplasm 
conductivity 𝝈𝒄𝒑 = 𝟎. 𝟒 𝐒/𝐦, membrane capacitance 𝑪𝒄𝒎 = 𝟏𝟎. 𝟔𝟏 𝒎𝑭/

𝒎𝟐 and membrane conductance 𝑮𝒄𝒎 = 𝟔𝟎𝟎 𝑺/𝒎𝟐. 

The influences of all parameters on each frequency crossover are 

summarized in the following table: 

 

Parameter 
Influence 

f01 f02 CM max CM min 

Membrane capacitance *** - * - 

Membrane conductance - - - * 

Cytoplasm conductivity - *** ** - 

Cytoplasm permittivity - *** - *** 

Table 2.2: Summary table of influence of dielectric properties on first 
and second crossover frequencies (f01, f02) and maximum and minimum 
Clausius Mossotti factor values (CM max and CM min). Influence is 
determined as none (-), low (*), moderate (**), high (***). 

 

2.2.4 Theoretical modelling of DEP force generated by IDTs 

An analytical expression of the electric field generated by a set of 

interdigitated electrodes was first derived by Morgan et al  (2001) [205], [206]: 

∇|𝐸2| = ∇(𝐸𝑦
2 + 𝐸𝑧

2) = 2�̂� (𝐸𝑦
𝜕𝐸𝑦

𝜕𝑦
+ 𝐸𝑧

𝜕𝐸𝑧

𝜕𝑦
) + 2�̂� (𝐸𝑦

𝜕𝐸𝑧

𝜕𝑧
+ 𝐸𝑧

𝜕𝐸𝑧

𝜕𝑧
)  (2.38) 

Where �̂� and �̂� are the unit vectors in the 𝑦 and 𝑧 direction, respectively, 

and the derivatives of the electric field components 
𝜕𝐸𝑦

𝜕𝑦
 and 

𝜕𝐸𝑦

𝜕𝑧
 are: 

𝜕𝐸𝑦

𝜕𝑦
=  

𝑉0

𝑑2
 (

sinh(𝑧̅) cos(�̅�)

cosh(2𝑧̅) − cos(2�̅�)
+  

sinh(𝑧̅) sin(�̅�)

cosh(2𝑧̅) + cos(2�̅�)
) 

𝜕𝐸𝑦

𝜕𝑧
=  

𝑉0

𝜋𝑑2
 (

cosh(𝑧̅) cos(�̅�)

cosh(2𝑧̅) − cos(2�̅�)
−  

cosh(𝑧̅) sin(�̅�)

cosh(2𝑧̅) − cos(2�̅�)
) 
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Where d is the electrode width and  �̅�, 𝑧̅ are the normalised coordinates 

given by: 

�̅� =  
𝜋𝑦

2𝑑
+

𝜋

4
  and   𝑧̅ =  

𝜋𝑧

2𝑑
 

Equation (2.38)  assumes that the acoustic aperture of the electrodes is 

infinitely wide and that there is an infinitely thick layer of water above the 

electrodes. This expression can be used to calculate the amplitude of the 

vertical and horizontal components of the negative DEP force exerted on a 5 

µm latex bead (Figure 2.15).  

 
Figure 2.15: Plots showing the amplitude of the horizontal (top graph) 
and vertical (bottom graph) components of the negative DEP force 
experienced by a 5 µm latex bead for different positions along the 
channel height (z) and across the channel width (y). The position of the 
virtual electrodes is indicated by black rectangles. Reproduced from 
[141].  

The analytical expression shows that the amplitude of both components of 

the DEP force decreases with increasing distance from the electrodes. The 

horizontal component of the DEP force (along the channel width) is maximal 

above the edge of the electrodes  and minimal between the electrodes and 

at the electrode centre. The vertical component of the DEP force (along the 

channel height) is highest at the edge of the electrodes and lowest between 
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the electrodes but remains approximately constant across the channel width 

at a given height.  

In addition, this  analytical expression shows that the component of the DEP 

force acting along the channel height (i.e. away from the substrate surface) 

is an order of magnitude higher than the horizontal component across the 

channel width. This suggests that, upon reaching the virtual electrodes, the 

beads experiencing negative DEP are pushed rapidly towards the top of the 

channel until they reach a height in which the DEP forces and gravitational 

forces are balanced. Then, the beads align across the channel width owing 

to the weaker lateral DEP force, toward the zones of lowest electric field 

gradient. 

Conversely, particles experiencing positive DEP are pushed towards the 

electrode surface by the stronger, vertical component of the DEP force and 

then align towards the zones of highest electric field gradient according to the  

horizontal component of the DEP force. This suggests that by exploiting the 

vertical alignment force rather than the horizontal alignment force, the 

throughput of a DEP separation device could be significantly increased, so 

this was investigated in Chapter 4.  

 

2.3 Surface Acoustic Waves Dielectrophoresis (SAW-DEP) 

Now that we understand the mechanisms behind both surface acoustic wave 

generation, and the application of dielectrophoretic forces to cells in 

suspension, we have the necessary tools to understand surface acoustic 

waves induced dielectrophoresis (SAW-DEP). This technique, proposed by 

Smith et al (2017)  uses surface acoustic waves on a piezoelectric material 

to generate virtual electrodes that can be used for dielectrophoresis (Chapter 

2 section 1.3) [140]. As explained in section 2.1.2, a standing SAW can be 

generated on a piezoelectric material when equivalent AC signals are applied 

to two opposing interdigitated transducers (IDTs). For SAW-DEP, a 42° cut 

lithium tantalate substrate is used, in which a shear horizontal standing SAW 

(SH-SSAW) is generated at the surface of the material. Due to the 

piezoelectric effect, the SH-SSAW induces an evanescent electric field in a 

plane normal to the substrate surface, with regions of low and high electric 

field density located above the nodes and antinodes of the standing wave 

(Figure 2.16). These fields play the role of “virtual electrodes” with a pitch and 

periodicity equivalent to those of the IDTs used to generate them. 
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Figure 2.16: A schematic diagram depicting the SAW-DEP device 
designed by Smith et al.  The gold IDTs generate a shear horizontal SAW 
(represented in dark red) contained within the piezoelectric substrate 
that induces a non-uniform vertical electric field (represented in black) 
that contains nodes and antinodes. Adapted from [140]. 

Smith et al (2017) showed experimentally that, unlike a standing Rayleigh 

SAW which would produce a combined DEP and mechanically-induced 

alignment of target species, the influence of mechanical energy on an 

overlaid material from a shear SAW-DEP device is negligible [207]. This was 

further confirmed by a finite element modelling study performed by Dr Akshay 

Kale. A Comprehensive 3D model of the SAW-DEP setup used by Smith et 

al was used to generate plots of the SAW-induced mechanical displacement 

components on the surface of the piezoelectric chip (Figure 2.17).  

As seen in Figure 2.17, the contribution of the longitudinal and surface normal 

displacements to the effective SAW displacement (which are the ones 

involved in acoustophoresis)  is small compared to the shear normal 

displacement.  
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Figure 2.17: Numerically predicted mechanical displacement 
normalized by the maximum magnitude plotted at the chip-channel 
interface along the coordinate in the direction of the SAW propagation 
(X axis). The profiles are normalised by the maximum magnitude of the 
displacement for comparing the relative strengths of each component. 
λ represents the SAW wavelength.  
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Chapter 3  

General material and methods 

This chapter will focus on the general material and methods used in the 

results chapters. First, the general techniques used to fabricate SAW-DEP 

devices and microfluidic channels as well as the general setup used for the 

SAW-DEP experiments is outlined. Then, the techniques used for tissue cell 

culture used in chapters 4 and 5 are described to give a general 

understanding of how the DPSCs and MSCs were cultured. For a detailed 

description of the specific techniques used in each individual results chapter, 

a materials and methods section in included at the beginning of each chapter.  

 

3.1 SAW-DEP devices fabrication 

This section includes details on the fabrication of SAW-DEP chips in 

cleanroom facilities as well as the fabrication of moulds used for microfluidics 

channels and the general set up used for all SAW-DEP experiments. 

 

3.1.1 Fabrication of SAW-DEP chips 

SAW-DEP devices were fabricated using a standard photolithographic 

technique in a cleanroom environment (Figure 3.1). A cleanroom is a 

specialised laboratory designed to reduce the level of particulates suspended 

in the air (such as dust) to a minimum. This environment is essential for 

semiconductor manufacturing, as dust particles present on the substrate 

during the processing reduces the adherence of the metal electrodes to the 

wafer and results in poor electrical connections. 
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Figure 3.1: Interdigitated electrodes fabrication process. Two layers of 
photoresist are spun onto a clean lithium tantalate wafer and exposed 
through a chrome mask that serves as a stencil of the electrode 
geometry. A developer is used to etch the resists, creating an undercut. 
The E-beam evaporator is then used to deposit titanium and gold on the 
wafer. Following lift off, the resist is dissolved and only the metallic 
layer directly deposited on the wafer remains.  

Photolithography requires the use of a photomask or a direct laser writer 

machine. In both cases, a photomask containing the electrode design was 

drawn using L-edit software (Figure 3.2). The electrode geometry was based 

on the design described by Smith et al (2017) [141]. A 1:1 mark to space ratio 

was used and the finger width was chosen depending on the operating 

frequency (a finger pitch of 100 µm was used to generate devices of 10MHz 

working frequency) as described in chapter 2 section 2.1.2.  

In initial experiments, 15 finger pairs were used but these devices required 

matching networks, so 50 finger pairs were used in subsequent experiments 

to bypass the need of matching networks. The acoustic aperture was chosen 

to be 1 mm, as it was a good range to be imaged on the microscope with a 

5x magnification. The gap between the two sets of IDTs was chosen to be 3 

mm to allow space for a 1 mm fluidic channel and avoid contact of the 

electrodes with the liquid. Bond pads were also included to allow for bonding 

of gold wires for electrical connection.  
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a)  b)  

Figure 3.2: a) Example of one of the initial mask designs used for SAW-
DEP electrode fabrication consisting of two sets of interdigitated 
electrodes with 15 finger pairs, 100 µm finger width and spacing. The 

alignment marks at the corners were used to align the designs to the 
flat of the wafers using the mask aligners. In the mask, the red areas 
were transparent while the white areas were opaque and covered with 
a layer of chrome. b) Schematic of the latest mask designs used for 
SAW-DEP fabrication using maskless lithography. The IDTs contained 
50 finger pairs.  

For initial experiments, a 10’’ x 12’’ chrome photomask was ordered from JD 

photodata (Hitchin, UK) and a mask aligner was used to expose the resists. 

For later experiments, an MLA-150 direct-write laser system (Heidelberg 

Instruments, Heidelberg, Germany) was available so no masks were 

necessary and the file with the design was directly uploaded onto the 

machine. 

 

Electrodes fabrication protocol 

Firstly, a thin layer of S1813 photoresist (Shipley, UK) was spun at 3000 rpm 

onto the LiTaO3 wafers and baked for one minute at 105°C in order to limit 

the particle deposition on the wafer before cutting it. The wafer was then cut 

into 20 mm x 38 mm rectangles using a Microace 66 wafer saw (Loadpoint 

ltd, Swindon, UK). The cut substrate was then cleaned for ten minutes using 

a piranha etch made from a 3:7 ratio of dihydrogen peroxide:sulphuric acid. 

The chips were then washed in deionised (DI) water, blow dried using 

nitrogen (N2) and oxygen plasma ashed for five minutes at 50 W. The 

samples were then baked at 185°C for ten minutes to remove any moisture. 

The temperature was ramped slowly to avoid stresses.  

After the cleaning steps, a thin layer of LOR 3B (Kayaku advanced materials, 

MA, USA) was spun on the wafer at 4000 rpm for 40 seconds and baked for 

four minutes by ramping the temperature up to 185°C. Then, S1813 positive 
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photoresist was spun on the wafer at 4000 rpm for forty seconds and baked 

for three minutes by ramping the temperature to 115°C. Chips were UV 

exposed at ∼ 90 mJ/cm2 through a photoresist mask using a mask aligner. 

For later experiments where the MLA-510 was used, the dose used was 130 

mJ/cm2. 

Following exposure, chips were developed in MF-319 (Shipley, UK) for 67 s, 

rinsed using DI water, then blow dried with nitrogen gas. Chips were then 

oxygen plasma ashed at 50 W for forty seconds. A Leybold L560 E-beam 

evaporator (Leybold, Cologne, Germany) was used to first evaporate a 5 nm 

thick layer of titanium followed by a 50 nm layer of gold at < 2 x 10−6 mbar. 

To lift off, the S1813 was stripped by leaving the chips in 1165 remover at 

65°C for one hour and thirty minutes, then rinsed with isopropanol and blow 

dried with nitrogen. For storage, the chips were protected by spinning a thin 

layer of S1813 at 4000 rpm for forty seconds. 

 

3.1.2 PDMS microfluidic channels fabrication  

The microfluidic channel moulds were designed in L-edit software and then 

fabricated using SU 8 50 resist on a silicon oxide wafer. The surface of the 

wafers was first cleaned with isopropanol, blow dried and plasma ashed for 

five minutes at 50 W. The wafers were then baked for five minutes on a hot 

plate at 200°C to achieve dehydration. The substrate was left to cool, before 

spinning on a layer of SU8 50 resist (Kayaku advanced materials, MA, USA). 

To create different sized channels, SU8 50 was spun at different speeds, 

baked and UV exposed using the MLA-510 for different amounts of time. The 

specific settings used for each thickness are described in Table 3.1.  

SU-8 50 
Thickness 

Speed 
(rpm) 

Soft bake 
at 65°C 

Soft bake 
at 95°C 

UV 
exposure 
(mJ/cm2) 

Post 
exposure 

bake at 95°C  

30 µm 3570 4 minutes 12 minutes 175  3 minutes 

40 µm 3000 5 minutes 16 minutes 190  4 minutes 

50 µm 2000 6 minutes 20 minutes 215  5 minutes 

60 µm 1850 6 minutes 23 minutes 250  6 minutes 

80 µm 1375 9 minutes 28 minutes 320  8 minutes 

Table 3.1: Spinning speed, baking times and UV exposure times 
necessary to obtain all SU8 50 thickness moulds created. Data obtained 
following SU8 50 data sheet [208].   

SU 8 50 was first spun at 500 rpm for 10 seconds to spread evenly then at 

the speed was chosen to achieve the desired thickness. Following spin 
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coating, the wafers were baked at 65°C followed by a 95°C soft bake. The 

coated wafers were then UV exposed from the back. After exposure, the 

wafers were baked at 65°C for one minute and then baked at 95°C as 

specified in Table 3.1. The resist was then developed in two consecutive 

baths of EC solvent (Shipley, UK) first for three minutes and then for one 

minute and thirty seconds in a clean new beaker. The wafers were then 

washed in IPA and blow dried.  This concluded the SU8 patterning step.  

To define the outer dimensions of the microfluidics layer, 12 x 40 x 3 mm 

gaskets were cut out of 3 mm perspex using a laser cutter. These were stuck 

onto the silicon wafers (around the SU8 mould) with double-sided sticky tape 

to create a mould. Polydimethylsiloxane (PDMS) was made by mixing 

Sylgard™ 180 base and elastomer (DOW Chemical Company, MI, USA) at 

a 10:1 ratio of base:crosslinker and degassed in a desiccator connected to a 

vacuum pump for 20 minutes. PDMS was then poured into the moulds and 

cured by heating in an oven at 70°C for an hour. The PDMS was then peeled 

off the mould after cutting the sides with a scalpel. Finally, holes for tubing to 

be connected were made using a 1.5 mm diameter biopsy punch. The height 

of the channels was measured using an alpha step surface profiler to ensure 

the correct channel height was obtained.  

 

3.1.3 SAW-DEP device assembly 

Following fabrication of the SAW-DEP chips and the PDMS microfluidic 

channels, the devices were assembled. Prior to bonding, the PDMS channel 

was sonicated at 50% power in isopropanol for five minutes. The chip was 

then cleaned in acetone for five minutes followed by five minutes in 

isopropanol. After cleaning, the PDMS was plasma bonded to the chip using 

a PDC-32G-2 plasma cleaner (Harrick plasma, NY, USA) equipped with an 

IDP-3 vacuum pump (Agilent Technologies, CA, USA) for one minute with 

special care taken to obtain a good alignment between the IDTs and the 

channel. The bonded chip was stuck to a printed circuit board (PCB) using 

Apiezon black wax that had been previously heated to 120⁰C.  The IDTs of 

the chip were then electrically connected to the PCB copper tracks by gold 

wires via ball bonding and silver epoxy glue (cured at 70°C for fifteen 

minutes). Finally, two SMA connectors were soldered onto the PCB.  
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3.1.4 General set up for SAW-DEP experiments 

The experimental set up used for all the SAW-DEP experiments is illustrated 

in Figure 3.3. A Marconi 2022E signal generator (SGLabs, Perugia, Italy) was 

connected to a ZHL-1-2W amplifier (Mini-Circuits, NY, USA) with a 24 V DC 

power supply (Agilent Technologies, CA, US). The signal was split via a 

2APD-30-s signal splitter (Mini-circuits, NY, USA) to provide each IDT with 

the same signal. The total input power applied to each set of interdigitated 

electrodes was calculated considering the amplification (29 dB gain) and the 

3 dB loss corresponding to the signal being halved by the signal splitter. 

 
Figure 3.3: General SAW-DEP setup. A signal generator is used to 
generate a sinusoidal signal of 10 MHz. The signal is amplified using an 
amplifier powered by a DC power supply, and split into two signals 
using a signal splitter to power both electrodes. 

The liquid suspensions were injected in the microfluidics channel via a 

syringe connected to PTFE tubing of 2 mm outer diameter and 0.5 mm inner 

diameter. The fluid was dispensed at a controlled flow rate using a PHD 2000 

syringe pump (Harvard apparatus, MA, USA). 
 

3.2 Tissue culture general procedures 

For the results chapters 5 and 6, dental pulp stromal cells (DPSCs) and bone 

marrow mesenchymal stem cells (BM-MSCs) were cultured and expanded in 

a tissue culture lab following standard procedures described in this section 

and maintaining sterility. All the procedures described in this section were 

performed in a sterile tissue culture hood where the air flow provided positive 

pressure, such that microparticles were not brought in from the outside and 

all materials were sprayed with a 70 % ethanol solution to limit the risk of 

contamination. 
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DPSCs were harvested from the dental pulp of extracted molars obtained 

with informed consent from donors via the Leeds School of Dentistry Tissue 

bank. This work was authorised by the Dental Research Ethics Committee 

(280716/ASD/210). Following digestion of the dental pulp with collagenase I 

(3 mg/mL) and dispase (4 mg/mL), the primary dental stem cells were 

selected via plastic adherence (Chapter 1 section 1.2.1).  

Proliferating human BM-MSCs were purchased from Promocell (UK) at 

passage 2 and cultured up to passage 6. 

 

3.2.1 Growth conditions  

Both DPSCs and BM-MSCs were cultured in T175 polystyrene cell culture 

flasks containing 25 mL of stem cell basal media consisting of alpha MEM 

supplemented with 10 % foetal calf serum, 1 % of 100 g/mL penicillin-

streptomycin solution and 1 % of 200 mM L-glutamine solution, all obtained 

from Sigma-Aldrich (UK). The flasks were left in an incubator at 37 °C, with 5 

% CO2 and the medium was changed every three days. The confluence of 

the cells (ie the percentage of surface covered by the growing cells) was 

checked regularly, to avoid a confluence higher than 80%, as this can trigger 

early differentiation of cells. For DPSCs, typical doubling times of 2-4 days 

depending on the passage were observed whereas BM – MSCs grew slower, 

with doubling times of 4-7 days depending on the passage. 

 

3.2.2 Passaging of BM-MSCs and DPSCS cultures 

Once the cells reached 80% confluence, the cells were detached from the 

flask and either used, frozen or reseeded into multiple cell culture flasks. 

When the cells were detached from the flask or thawed from a frozen aliquot 

and sub-cultured, this represented one passage. Stem cells were used until 

passage 6, as their growth decreased significantly after this passage and they 

started showing signs of differentiation. 

To detach the cells from the flask, the basal media was first aspirated and the 

cells were washed with 10 mL of warm PBS to remove all traces of foetal calf 

serum. The PBS was then aspirated, and 5 mL of trypsin solution were added 

to break down the cellular anchors attaching the cells to the flask’s surface. 

After a seven-minutes incubation in at 37 °C, the cells detached from the flask 
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and 5 mL of basal media were added. The cells were resuspended using a 

stripette, collected in a Falcon tube and centrifuged at 800g for five minutes. 

The supernatant was discarded and the cells were resuspended in 10 mL of 

basal media. 

To split the cells, 2 mL of cell suspension was added two one flask containing 

20 mL of basal media and left in the incubator. Four hours later, the cells were 

attached to the bottom of the flask. 

 

3.2.3 Freezing of BM-MSCs and DPSCS for long term storage 

In order to preserve the cells long term for later experiments, the expanded 

cells were frozen and kept in a freezer until needed. After detaching the cells 

from the flask using trypsin, as described in section 3.2.2, the cells were 

counted using a haemocytometer and the cell suspension was centrifuged at 

800g for five minutes. The pellet was then resuspended in freezing medium 

consisting of alpha MEM supplemented with 30 % foetal calf serum and 10 

% dimethyl sulfoxide (DMSO) at a concentration of 1 million cells/mL and 

transferred to a 1.5 mL cryovial. The cryovials were transferred to a Nalgene® 

Mr Frosty freezing container (Sigma Aldrich, UK) and stored in a freezer at - 

80 °C. The freezing box contained isopropanol, which controls the cooling 

rate of the temperature for the vials (- 1°C/minute) to limit thermal shocks that 

could reduce cell viability. Once the vials were frozen, they were left in - 80 

°C, for short term storage (less than 3 months) or transferred to a - 196 °C 

liquid nitrogen freezer for long term storage. 

 

3.2.4 Thawing of BM-MSCs and DPSCS  

To thaw the cells after long periods of storage, the cryovials were submerged 

in a water bath at 37 °C until completely thawed. The liquid suspension was 

then transferred to a Falcon containing 4 mL of media and centrifuged at 800 

g for five minutes. The supernatant was aspirated, and the pellet was 

resuspended in 5 mL of basal medium. The suspended cells were then 

seeded onto a T175 flask containing 20 mL of basal media and kept in the 

incubator at 37 °C and 5 % CO2. 
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Chapter 4   

Characterisation of SAW-DEP devices and optimisation 

of channel design for increased throughput 

4.1 Introduction 

 In this chapter, a detailed characterisation of the physics governing the 

SAW-DEP device is presented. Smith and colleagues used an analytical 

model (Chapter 2 section 2.2.4) to describe the DEP force generated by 

virtual electrodes established by a standing SH-SAW. This model suggested 

that the vertical component of the DEP force (i.e. normal to the substrate 

surface) was an order of magnitude higher than the horizontal component 

across the channel. Here, it was hypothesised that the vertical alignment 

force could be exploited to separate particles based on their DEP properties 

at a higher throughput than previously reported using a horizontal separation 

[140]. While Smith and colleagues reported that the DEP force calculated 

using the analytical model described in Chapter 2 section 2.2.4 showed good 

agreement with proof of concept experiments [141], the assumptions made 

were not an accurate description of the actual experimental situation. The 

analytical model assumed the virtual electrodes generated by the standing 

SH-SAW to be equivalent to physical electrodes with an infinitely wide 

acoustic aperture and submerged in an infinitely thick layer of water. A 

detailed understanding of the underlying physics involved in SAW-DEP 

remains crucial for establishing guidelines when designing SAW-DEP 

devices with increased throughput. 

COMSOL Multiphysics is a finite element (FE) analysis tool that can be used 

to simulate devices involving coupled physics such as acoustics, mechanics, 

electromagnetic or fluid flow in multiple dimensions. 3D and 2D finite element 

models of cell separation devices relying on conventional DEP, insulator DEP 

and electroosmotic flow have been extensively described in the literature 

[209]–[213]. These models are used to simulate different electrode and 

channel geometries and input voltages to achieve optimal separation before 

testing experimentally [214], [215]. However, these models cannot be used 

to describe SAW-DEP, which relies on the use of SH-SAWs to generate the 

virtual electrodes used for DEP separation. While FE models of surface 

acoustic waves have been reported, these often focus on Rayleigh SAWs 

(RSAWs), which are often used for electronic signal filtering, sensing and 
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acoustophoresis (Chapter 2 section 1.2.2.2) [216]–[219]. For RSAWs, a 2D 

model along the half-way cut across the channel suffices for describing the 

behaviour of the system, because there are no SAW components 

perpendicular to this plane. However, the structure of SH-SAWs as exploited 

in SAW-DEP technology necessitates the use of a comprehensive 3D model  

to account for all components of the shear wave being perpendicular to the 

direction of wave propagation, and to therefore avoid possibly unrealistic 

assumptions. In order to better understand the underlying physics of SAW-

DEP, Dr Akshay Kale proposed a comprehensive 3D finite element model of 

the entire SAW-DEP device (Figure 4.1). This model included the IDTs 

patterned on the lithium tantalate substrate, the supporting printed circuit 

board and the microfluidics channel. To reduce computational time, the 

geometry width was set to 5 mm and the device symmetry was exploited by 

imposing a symmetry plane equidistant between opposing IDTs, normal to 

the direction of the SAW propagation.  A more detailed description of the 

parameters and equations used in the FE model can be found in [140]. 

 

Figure 4.1: 3D geometry of the FE model generated by Dr Akshay Kale 
on COMSOL Multiphysics 5.2a on the high performance computing 
platform provided by Amazon Web Services. The generated SAW wave 
propagates in the x direction whereas the fluid flow is in the y direction.  

 

4.1.1 Research questions 

In this chapter, two main objectives were addressed. The first objective 

consisted of characterising the factors affecting the DEP force amplitude 

through the validation of a FE model. The second objective was the 
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optimisation of the device to maximise the DEP forces acting on the particles 

and to design and implement a fluidic setup to demonstrate enhanced 

separation throughput. These objectives were addressed via the following 

research questions: 

1. Can the finite element model describe accurately the experimental 

data? 

The first section of this chapter focuses on the experimental validation of the 

FE model developed by Dr Akshay Kale. A range of SAW-DEP devices were 

fabricated with different channel heights and evaluated experimentally for 

different input powers. The effect of these two parameters on the alignment 

velocity of latex beads, and therefore the magnitude of generated negative 

DEP force, were recorded and analysed. These experimental results were 

then compared to the numerical data generated by the FE element model.  

 

2. What flow conditions and channel geometries allow for increased 

throughput? 

The experimental characterisation of the forces obtained for different channel 

heights was used to inform the subsequent design of multi-layered 

microfluidics channels to exploit the vertical force separation and increase 

the throughput of the device 20-fold. COMSOL Multiphysics was used as a 

tool to simulate the flow conditions and particle tracking in different channel 

geometries to determine the best design exploiting the vertical force 

separation for increased throughput. Following the computational data, the 

best performing designs were fabricated and tested experimentally with latex 

beads at different flow rates to demonstrate the increase in throughput 

achieved by the new designs. 

 

4.2 Materials and Methods 

4.2.1 SAW-DEP device assembly for determination of DEP forces 

for different channel heights. 

The SAW-DEP device electrodes were fabricated via lithography (as 

explained in chapter 3 section 3.1.1) with 50 finger pairs for an operating 

frequency of 10.275 MHz, which approximately corresponds to a SAW 

wavelength of 400 µm. The device was then stuck to a printed circuit board 
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(PCB) using Apiezon black wax heated to 120°C and the IDTs of the chip 

were electrically connected to the PCB copper tracks by gold wires via ball 

bonding and silver epoxy cured at 70°C for fifteen minutes. Finally, two SMA 

connectors were soldered onto the PCB. The insertion loss was 

characterised in an Agilent network analyser and determined to be -11.5 dB. 

For the validation of the COMSOL model, five different channels with heights 

of 24, 44, 50, 64 and 84 µm were fabricated by casting PDMS on SU-8 

moulds (as shown in chapter 3, section 3.1.2). Each channel was assembled 

in turn onto the same SAW-DEP device using M4 screws to clamp the device 

between a perspex lid and support as shown in Figure 4.2. This clamping 

system allowed the same SAW-DEP device to be used for all the channel 

conditions tested to avoid confounding factors related to the SAW-DEP 

device fabrication during data collection. 

  

Figure 4.2: Top and side view of the clamping system used to keep the 
PDMS channels in place. 

 

4.2.2 Experimental validation of FE model using latex beads 

Fluoro-Max green-dyed latex beads with a mean diameter of 5 µm 

(ThermoFisher, MA, USA) were used in these experiments. Latex beads 

were used because they are known to experience negative DEP in the test 

conditions used (SAW operating frequency = 10 MHz, medium conductivity 

= 0.01 S/cm) (Figure 4.3). 
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Figure 4.3: Numerical calculations of Clausius Mossotti (CM) factor of 
latex beads for different frequencies and conductivities. For a positive 
CM factor (red), latex beads experience positive DEP. For a negative CM 
factor (blue), latex beads experience negative DEP. Image reproduced 
from [141]. 

For each PDMS channel height, the beads were diluted 20 times in 0.1% 

triton solution and injected into the fluidic channels to generate a 

homogeneously distributed suspension. Once the flow had stopped, the 

SAW-DEP device was activated by applying power to both IDTs 

simultaneously, using a signal generator connected to a 29 dB amplifier and 

a signal splitter as described in Chapter 3 section 3.1.4. For each channel 

height, the signal generator output power was varied as shown in Table 4.1. 

The total power delivered to each set of interdigitated electrodes was the 

linear sum of the signal generator output power, the amplifier gain of 29 dB 

and a loss of 3 dB owing to the signal being split into two at the signal splitter 

(Table 4.1). The formula used to convert the power in decibel-milliwatts (dBm) 

to milliwatts (mW) was: 

𝑃𝑚𝑊 = 10𝑃𝑑𝐵𝑚/10 

Where 𝑃𝑚𝑊 is the power in milliwatts and 𝑃𝑑𝐵𝑚 is the power in dBm. 

The liquid containing the beads was injected in the microfluidics channel via 

a syringe connected to PTFE tubing (2 mm outer diameter and 0.5 mm inner 

diameter). Experiments were performed under a non-inverted Olympus BX60 

fluorescent microscope (Olympus, Tokyo, Japan) with a mercury lamp, using 

a 10x objective. Alignment videos were recorded using a Photometrics prime 
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4 MP camera (Teledyne Photometrics, TZ, USA) connected to the 

microscope. 

Channel 

height (µm) 

Signal generator 

output powers (dBm) 

Power applied to each IDT 

dBm mW 

24 -4, -6, -8, -10, -12 22, 20, 18, 16, 14 158, 100, 63, 40, 25 

44 -2, -4, -6, -8, -10 24, 22, 20, 18, 16 251, 158, 100, 63, 40, 25 

50 -2, -4, -6, -8, -10 24, 22, 20, 18, 16 251, 158, 100, 63, 40, 25 

64 -2, -4, -6, -8, -10 24, 22, 20, 18, 16 251, 158, 100, 63, 40, 25 

84 -2, -4, -6, -8, -10 24, 22, 20, 18, 16 251, 158, 100, 63, 40, 25 

Table 4.1: Power applied to each IDT in the SAW-DEP device for each of 
the microfluidic channels with different channel heights. The power 
applied to each IDT accounts for 29 dB amplification and 3 dB loss from 
the signal splitter (half the generated power is delivered to each IDT).  

Particle path-lines were generated from the recorded videos (Trackmate, Fiji) 

[220]. The data was then analysed using a custom-built Java program, the 

output of which yielded a graph of the DEP alignment force against the 

position in the channel along the direction of SAW propagation (as explained 

in  section 4.2.3). The average DEP force was calculated by averaging the 

absolute value of the peak amplitudes of the DEP sinusoidal curves without 

taking into account the edge of the channels to avoid anomalies, as shown in 

Figure 4.4. 

 

Figure 4.4: DEP force profile along the y axis (direction of propagation 
of the SAW). The arrows show the amplitudes considered when 
calculating the average DEP force. 
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4.2.3 Determination of DEP force from beads alignment  

This section provides a detailed explanation of the particle tracking program 

used for generating the experimentally obtained DEP alignment force profiles 

(Figure 4.4). Particle tracks were generated from the bead alignment videos 

recorded using the Trackmate plugin (Fiji) and the position co-ordinates of 

the particles for the different time instants were exported into a program to 

process the data (Figure 4.5).  

a) b)  

Figure 4.5: a) Particle alignment and track generation as seen in the top 
view of the channel. b) Schematic of particle alignment directions. 

First, the program plots the x coordinate for each particle in the channel 

against time and fits a polynomial to the curve to reduce the scatter. The 

lateral velocity component of the bead, up, is deduced as a function of x from 

the polynomial fit by differentiation.  

The total force (Ftot) exerted on the particle can be described using Newton’s 

Second Law: 

Ftot =  mp

dup 

dt
    (4.1) 

Where mp is the particle’s mass, and 
dup 

dt
 is the lateral component of the 

bead’s acceleration. In this system, it is assumed that the total force exerted 

on the particle in the vertical direction is comprised of the DEP force (FDEP) 

and the drag force (Fdrag) that can be written as: 

Fdrag =  6πηmr(up − um) (   (4.2) 

where ηm is the medium density r is the particle radius and up − um is the 

speed of the particle relative to the fluid. 
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Using (4.1) and (4.2), the correlation between the DEP alignment force and 

the velocity shown below can be found:  

mp
dup

dt
= FDEP +  6πηmr(up − um)(   (4.3) 

The instantaneous rate of change of velocity for a micron-sized bead (given 

by the LHS of Equation (4.3)) is negligible, so the equation simplifies to: 

Fx(x) + 6πηmrup(x) = 0  (4.4) 

where Fx is the alignment component of FDEP along the channel. Fx can 

therefore be obtained as a function of x for each particle using equation (4.4), 

with the corresponding value of up taken from the previous polynomial fit. In 

order to limit the scatter, a mean value of DEP force is calculated for all 

particles in a small portion along the x direction. The average DEP force for 

each portion is then plotted against x to generate the final force profiles shown 

in Figure 4.4. These values were later compared with the finite element 

predictions, as outlined in the following sections. 

 

4.2.4 Fluid flow and particle tracing modelling using COMSOL 

Multiphysics 

The commercial finite element simulation software COMSOL Multiphysics 

version 5.2a (COMSOL Ltd, Cambridge, UK) was used to generate a 3D 

model of fluid flow and the trajectories of particles in the liquid. The “laminar 

flow” and “particle tracing for fluid flow” interfaces of the software were used 

to simulate the fluid flow and the trajectories of particles in each of the 

different channel geometries shown in Figure 4.6.  
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Figure 4.6: Multichannel geometries used for modelling in COMSOL 
Multiphysics. a) Double layer channel with 40° forked outlet. b) Fluid 
focusing model. c) Triple layer channel with separation layer. 

The channels were modelled as a single domain containing water. The free 

surfaces of the fluid in the inlets and outlets were assumed to be exposed to 

the atmosphere. A first stationary study was used to model the fluid flow. The 

flow was modelled to be laminar since, for the microchannels and flow rates 

tested, the Reynolds number (characterising the relative influences of the 

inertial terms to the viscous terms in the Navier-Stokes equations) was found 

to be very small (~ 0.001). The beads inlet flow was modelled to be 5 µL/min 

for all the geometries tested whilst the flow at the side inlets of the flow 

focusing models was varied as shown in Table 4.2. 

Name Top Inlet flow rate Bottom inlet flow rate 

Flow focusing 1 5 µL/min 5 µL/min 

Flow focusing 2 2.5 µL/min 2.5 µL/min 

Flow focusing 3 10 µL/min 10 µL/min 

Flow focusing 4 10 µL/min 10 µL/min 

Flow focusing 5 5 µL/min 2.5 µL/min 

Table 4.2: Differences in geometry and fluid dynamics between the 
different double layer models tested. 

A second time dependent study with a time step of 250 ms was used to 

simulate the particle trajectories using the “Particle Tracing” module. The 

boundary condition “bounce” was applied to the side walls. The particles were 

b) a) 

c) 
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released at time 0 with a null velocity and simulated as an array of 12 lines 

across the beads inlet channel with an 85 µm separation to assess the 

trajectories at different places across the channel width. The particles were 

modelled at different heights from the bottom of the channel depending on 

the conditions of DEP that were studied. To simulate the lifting effect of 

positive dielectrophoresis, the particles were modelled at a distance of 10 µm 

from the bottom of the channel. To simulate lifting effect of negative 

dielectrophoresis, the particles were modelled at a distance of 80 µm from 

the bottom of the channel, which was calculated to be the distance at which 

the DEP force and the gravitational force were equal (see section 4.3.1.3). 

The gravitational and drag forces were considered when modelling the 

particles’ trajectories. The relevant properties of the particles and fluid used 

to calculate the forces and particle trajectories in the model are shown in 

Table 4.3.  

Symbol Value Unit Description 

ρ 1000 kg/m3 Fluid density (of water) 

ρp 1055 kg/m3 Particle density 

dp 5 µm Particle diameter 

Table 4.3: Summary of the material properties used in all the fluid flow 
models. 

A fine physics-controlled mesh was used to ensure a precise solution whilst 

minimizing the computational memory and therefore simulation time. The 

obtained solutions were postprocessed in COMSOL and exported in the form 

of fluid flow profiles and particle trajectory images.  

 

4.2.5 Fabrication of multi-layered microfluidic channel SAW-DEP 

devices and fluid flow testing with latex beads 

A multichannel composed of two PDMS layers was first fabricated (Figure 

4.7). The top, thick layer of PDMS was cast onto an SU8 mould (as described 

in Chapter 3, section 3.1.2) to create a 50 µm high channel. Before assembly, 

an inlet and two outlet holes were punched into the top layer to allow for 

tubing. 
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The bottom thin layer was fabricated by spinning PDMS (10:1 ratio of 

elastomer to crosslinker) on a supporting glass slide at 2500 rpm for 50 

seconds with an acceleration of 200 rpm/s, followed by curing for 5 minutes 

at 95°C on a hot plate. The resulting ~50 µm layer of PDMS was laser cut 

using a ProtoLaser R cutter (LKPF, Garbsen, Germany) to create the bottom 

channel. The top and bottom layers were bonded by exposure to oxygen 

plasma for 40 seconds, and the resulting multilayer stack was peeled off the 

supporting glass slide. When bonding the multilayer to the SAW-DEP device, 

care was taken to position the electrodes immediately before the channel 

fork. 

a)  b)  

Figure 4.7: Assembly of the double and triple layer channels used in the 
flow experiments. a) The double layer channel was composed of a thick 
PDMS layer bonded on top of a thin PDMS layer. b) The triple layer 
channel was composed of the same layers which were separated by a 
30 µm ultrathin glass separation layer with a window at the inlet portion 
of the channel. NOTE: The angle between the top and bottom channels 
was 40° to allow for enough separation between the outlets to account 

for tubing. 

A second multichannel design, also composed of two PDMS layers, 

contained a third layer of ultrathin glass positioned between the upper and 

lower PDMS layers (Figure 4.7). Additionally, the glass slide supporting the 

bottom PDMS layer was first coated with a S1813 photoresist ‘release layer’ 

before spinning the PDMS. This allowed for easier recovery of the multilayer 

stack after plasma bonding, since the S1813 layer can be selectively 

dissolved to release the assembled layer stack.  

To fabricate the glass separation layer, a laser cutter was used to cut a 

window into a 30 µm thick layer of AF 32® eco thin glass (SCHOTT AG, 

Germany). All three layers were assembled as shown in Figure 4.7 using 
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oxygen plasma, as before. To avoid breakage of the ultrathin glass, the 

assembled multilayer was left in microposit 351 Developer overnight to 

dissove the S1813 layer and release the multilayer from the supporting glass 

slide. When bonding the multilayer stack to the SAW-DEP device, care was 

taken to position the electrodes immediately before the separation layer 

window, so that the vertical DEP force remained active on the particles as 

they passed over the glass, thereby preventing sedimentation back into the 

lower channel once they exit the active separation region. The multilayer 

devices were fixed to a printed circuit board (PCB) using Apiezon black wax 

heated to 120°C and the IDTs of the chip were then electrically connected to 

the PCB copper tracks by gold wires via ball bonding. To increase device 

robustness, the bond wire ends were then set in silver epoxy, cured at 70°C 

for fifteen minutes. Finally, two SMA connectors were soldered onto the PCB 

to allow connection to external circuitry.  

Fluoro-Max green-dyed latex beads with a mean diameter of 5 µm were 

diluted 20 times in 0.1% triton solution and injected into the fluidic channels 

at flowrates ranging from 5 to 70 µL/min using a syringe pump. The SAW-

DEP devices were activated by applying 631 mW to both IDTs (in total) via a 

signal generator connected to a 24 V amplifier and a signal splitter as 

described in Chapter 3 section 3.1.4). 

 

4.3 Results 

4.3.1 Characterisation of DEP forces for different powers and 

channel heights using a FE model and experimental models 

4.3.1.1 DEP force profiles in SAW-DEP devices 

The experimental alignment of 5 µm latex beads in the SAW-DEP devices 

was used to determine the DEP force profiles along the length of the channel 

and was compared to the numerical DEP profile obtained by the FE model. 

Latex beads were used because they are known to have a Clausius Mossotti 

factor of -0.476 for the set of conditions tested (10 MHz, 0.01 S/cm) and 

therefore experience negative DEP, causing them to move upwards from the 

bottom of the channel and laterally align at the nodes [140]. For both the 

experiment and the model, the obtained DEP force profiles vary sinusoidally 

(Figure 4.8), as expected owing to the sinusoidal nature of the driven electric 
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signal. As explained in equation (2.3), the DEP force is proportional to ∇E2 =

2𝐸. ∇E where E is the electric field and ∇E is the gradient of the electric field. 

At the nodes of the electric field profile, where the beads are aligned due to 

negative DEP, the electric field 𝐸 is zero, so the DEP force is zero (Figure 

4.8). At the antinodes of the electric field profile, the electric field gradient ∇E 

is zero, so the DEP force is also zero (Figure 4.8). The electric field nodes 

are seen to act as points of stable equilibrium, where any deviation from the 

node position generates a restoring force toward the node. Conversely, the 

antinodes represent points of unstable equilibrium for the beads, where even 

the smallest possible perturbation directs the beads away from the antinode 

and towards the nearest node. The periodicity of the DEP force is 

characteristic of the operating frequency (10.4 MHz) and corresponds to half 

of the SAW wavelength as discussed in Chapter 2 section 2.2.4. 

 

Figure 4.8: a) Potential in the channel as a function of the distance 
across the channel. The nodes and antinodes of the electric field 
correspond to the regions where the DEP alignment force is zero. b) 
DEP alignment force profile obtained experimentally for 5 µm beads, 
100 mW input power and a 44 µm channel height. c) Numerical DEP 
alignment force profile obtained by the FE model for 5 µm beads, 100 
mW input power and a 44 µm channel height. 

 

 

a) 

b) c) 
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4.3.1.2 Influence of input power on vertical component of the 

DEP force  

The influence on alignment DEP force of increasing the input power was 

investigated for each channel height (24, 44, 51, 64, 84 µm). As an example, 

the DEP force profiles obtained for a 51 µm channel are shown in Figure 4.9. 

The other force profiles can be found in APPENDIX A. 

a) b)  

Figure 4.9: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different powers power 
in 51 µm high channel. In b, data for each power are vertically offset for 
clarity. 

The generated force amplitude is seen to increase with increasing power 

delivered to the IDTs whilst maintaining the sinusoidal force variation. Herein, 

the discussion of force therefore refers only the arithmetic mean of the peaks 

in the corresponding force profile. The peak force versus input power for 

different channel heights are presented for experimental and simulated 

devices in Figure 4.10. 
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Figure 4.10: Experimental data points, line of best fit through 
experimental datapoints (dashed) and numerical values obtained by the 
FE model (solid lines) showing the behaviour of the DEP force driving 
alignment of 5 µm latex beads as a function of power for different 
channel heights. Error bars represent the standard deviation of 
obtained for each experimental applied power point for 4 repeats. The 
slopes of the linear regressions are detailed in Table 4.4. 

For both the experimental and numerical data, a linear relationship was 

observed between the average DEP force and the applied power and the 

values obtained were in good agreement within the experimental error. This 

is in agreement with the expression of the time averaged DEP force acting 

on a sphere of diameter d in an electric field E described in Chapter 2 section 

2.2.1 and repeated here for convenience: 

FDEP =  
π

4
d3εmReal(fCM)∇‖ERMS

2
‖      fCM =

(εp−εm)+i(
σp−σm

2πf
)

(εp−εm)+2i(
σp−σm

2πf
)

; i =  √−1   (4.5) 

Where 𝐄RMS is the root mean square value of the alternating electric field, f is 

its frequency, and fCM is the Clausius-Mossotti factor which is a function of 

the electrical permittivities and conductivities of the particle (εp, σp) and the 

medium(εm, σm). Equation (4.2) shows that the DEP force (𝐅DEP) changes 

linearly with ∇‖ERMS
2‖ which is proportional to the power (P), for a fixed 

impedance, therefore equation (4.2) can be can be rewritten as: 

FDEP =  𝑎 P     where 𝑎 =
π

4
d3εmReal(fCM) 𝑏 

Here, 𝑏 is a proportionality constant between power and ∇‖ERMS
2‖ which 

depends on the channel height. The equation of linear fit obtained for 

the experimental data points was determined for all different channel heights 

and the results are shown in Table 4.4.  
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Channel 
height (µm) 

FE model 
slope 

Experimental 
slope 𝑎 

Experimental 
Standard error 

Adjusted 

R-square 

24 0.185 0.214 0.00651 0.996 

44 0.090 0.124 0.0087 0.981 

51 0.077 0.104 0.00865 0.966 

64 0.052 0.0652 0.00157 0.997 

84 0.031 0.0537 0.00352 0.979 

Table 4.4: Linear regression parameter values of the experimental and 
numerical values obtained by the FE model. The standard errors and 
adjusted R-square values (determined using OriginPro software) for all 
the experimental channel heights tested are also presented.   

To determine the goodness of fit, the adjusted R-square value, which 

evaluates the scatter of the data points around the fitted regression line, was 

used. For all the channel heights, the adjusted R-square value was higher 

than 0.95, showing good agreement between the experimental data and the 

linear fit.  

 

4.3.1.3 Influence of channel height on the vertical component of 

the DEP force  

The influence of channel height on the horizontal alignment DEP force was 

investigated for each input power (251, 158, 100, 63, 40 mW). As an 

example, the DEP force profiles obtained for 63 mW input power per IDT are 

shown in Figure 4.11. The force profiles at different applied powers show a 

similar trend and are detailed in APPENDIX A. 

 

Figure 4.11: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different channel 
heights and 63 mW input. The right plot shows the forces staggered for 
clarity. The shoulders observed for the 24 µm high channels are 
indicated by black arrows. 
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The experimental profile for the 24 µm channel reveals the presence of a 

shoulder at the nodes (Figure 4.11), which becomes less prominent with 

increasing channel height and disappears almost completely for the 51 µm 

channel. The FE model simulations however, do not predict this shoulder. 

This is likely to be a result of the way in which COMSOL models the 

piezoelectric crystal. COMSOL assumes the crystal to be perfectly elastic and 

therefore with no hysteresis, so the isopotential driving voltage relaxes 

instantly into a sinusoidal wave in the simulations. However, this is not 

necessarily true experimentally, which introduces distortions in the actual 

waveform thereby generating the shoulder in the force profile. The model 

represents an ideal situation of a perfectly sinusoidal voltage at the bottom of 

the channel, so any defect in the piezoelectric crystal will not be considered. 

This is not thought to affect the resultant force amplitude in the simulations 

and will therefore not affect the analysis.  

To assess the influence of channel height on DEP alignment force, 

simulations were performed at a fixed input power for all experimental 

channel heights, using the linear relationships shown in Table 4.4 to generate 

Figure 4.12. For a fixed applied SAW-DEP power, the alignment force across 

the channel was observed to exhibit a monotonic decrease with increasing 

channel height for both the experimental and numerical values obtained by 

the finite element model (Figure 4.12).  

 

Figure 4.12: Experimental data points and numerical values obtained by 
the FE model (solid lines) showing the DEP force driving alignment of 5 
µm beads as a function of channel height for different SAW powers. The 
error bars represent the standard deviation obtained for each 
experimental data point, for n = 4 measurements.  
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The results observed for both the FE model and the experiments are 

consistent with those described for the analytical model (Chapter 2 section 

2.2.4). The DEP force has components in the horizontal (recording alignment 

direction) and vertical directions (towards the top of the channel). The DEP 

force’s vertical component is stronger, so the beads move first towards the 

top of the channel before beginning to align across the channel (Figure 4.13). 

Once the beads have either reached the top of the channel, or in deeper 

channels have reached the equilibrium height (at which point the DEP force 

cancels gravitational forces) they align horizontally to the electric field nodes. 

As the channel depth exceeds the equilibrium sedimentation height, the 

beads do not exceed this height and therefore the alignment force reaches a 

constant value in deeper channels, as is beginning to occur in Figure 4.12.  

This process is described graphically in Figure 4.13. The equilibrium force 

further depends on the input power since, at higher powers, the equilibrium 

height is moved higher with respect to the substrate surface. The equilibrium 

height, determined experimentally to be at the height for which the force 

reached a constant value, was used inform the height of the collection 

channels needed to collect the particles experiencing negative DEP. 
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Figure 4.13: Schematic of sedimentation (Fsed) and DEP (FDEP) forces 
applied to particles experiencing negative DEP for different channel 
heights and timepoints. The virtual electrodes are represented in gold 
and the SAW-induced AC electric fields are represented in a dashed 
line. a) For channel heights lower than the equilibrium height, the beads 
are pushed upwards until they reach the top of the channel and then 
align following the alignment force across the channel. b) For channel 
heights equal to the equilibrium height, the beads reach the top of the 
channel and then align more slowly (owing to a reduced lateral force) 
following the alignment force across the channel. c) For channels 
higher than the equilibrium height, the beads are pushed upwards until 
they reach the equilibrium height between the sedimentation force and 
the DEP force and then align laterally at the same speed as in b). 

 

4.3.2 Multilayer channel designs for increased throughput 

As described in the previous section 4.3.1.3, the DEP force has two 

components that can be exploited to separate cells experiencing pDEP from 

those experiencing nDEP: a lateral force, acting along the channel, and a 

vertical force acting along the channel height. In previous work, Smith et al. 

(2017) attempted to collect the cells using a design consisting of splitting the 

separation channel into small horizontal channels to collect cells 

experiencing pDEP and nDEP separately across the channel (Figure 4.14 a) 

[141]. This design exploited the fact that positive and negative DEP cells will 
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align at different regions across the channel width. This design can be easily 

fabricated in PDMS using a single mask and following the same procedures 

as the simple channel used for previous experiments. However, this design 

is limited by the resistance of the liquid within the thin channels due to a 

mismatch between the tubing and the channels cross sections. This 

configuration is also not easily scalable, as each forked channel would be 

further split in a second stage separation and parallelisation would further 

increase the complexity. Also, due to the channels being thin, the probability 

of surface fouling and channel clogging increases. Moreover, this would 

mean that the channel height would have to be kept low, as in deeper 

channels the lateral force component reduces (as discussed in section 

4.3.1.3), which in turn limits the throughput. 

 

a)  b)  

Figure 4.14: Schematic diagrams depicting the different microfluidic 
channel designs. a) A horizontally split channel design, as used by 
Smith et al. [141] and b) an example of a staggered height collection 
channel explored in this section. The channel is presented upside-down 
for clarity. 

In this section, an alternative separation regime that exploits the difference in 

vertical force exerted on cells experiencing pDEP and nDEP is discussed. As 

described in chapter 2 section 2.2.4, the component of the DEP force that 

acts vertically within the channel is an order of magnitude greater than the 

component that aligns the cells across the channel, and therefore offers 

potentially faster separation. To exploit this, different designs were proposed 

consisting of two output channels at staggered heights (Figure 4.14 b). By 

using the COMSOL model, the optimum heights for both the separation and 

collection channels can be designed, based on the modelled equilibrium 

sedimentation height of a given particle. This approach allows for deeper 
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channels, which translates into higher throughput and reduces the problems 

associated with fluid resistance. 
 

4.3.2.1 Fluid flow and particle trajectories in double-layered, 

forked channels 

In order to exploit the shooting force to collect nDEP beads, a multilayer 

fluidic geometry was considered. The first channel geometry that was tested 

consisted of a double-layer, forked channel (Figure 4.15). The electrodes 

were placed immediately before the channel fork to minimise sedimentation 

of the particles under gravity after they exit the acoustic aperture. This 

ensured that the beads experiencing nDEP were located at their highest point 

when reaching the fork. 

  

Figure 4.15: Schematic of a double layer channel used in separation 
experiments on latex beads. The beads were flown through the inlet and 
the SAW-DEP generated by the electrodes was used to levitate the 
particles experiencing nDEP and collect them into the top channel. The 
blue arrow shows the direction of the flow. 

When the SAW-DEP power was turned on, the beads aligned and collected 

in the top channel for flow rates up to 5 µL/min (Figure 4.16). However, when 

they reached the fork, the beads aligning at the far end of the channel collided 

with the wall and were dragged by the fluid flow into the bottom channel. This 

effect was more visible with increasing flow rates, resulting in a loss of nDEP 

particles. 
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Figure 4.16: Experimental testing of double layer forked channel with 
latex beads flown at 5 µL/min. The top and bottom channels were both 
50 µm high. 

To better understand the fluid flow in the forked channels, COMSOL 

Multiphysics was used to model the fluid velocity (Figure 4.18) and the 

particle trajectories for particles experiencing either positive or negative DEP 

in an equivalent channel geometry (Figure 4.17). 

 

Figure 4.17: Trajectories of particles experiencing pDEP (LEFT) and 
particles experiencing nDEP (RIGHT) in a 40° forked outlet channel. The 
colours represent the particles’ velocity in m/s. 

The particle traces showed that, similarly to what was observed in the 

experimental set-up, the particles that collided with the walls at the fork were 

dragged into the opposite channel. The fluid velocity data showed that the 

fluid velocity was the greatest at the intersection between the outlet channels, 

explaining the acceleration observed for the particles in that area (Figure 

4.18). 
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Figure 4.18: Fluid flow velocity in a 40° forked outlet channel for a 5 
µL/min inlet flow rate. The colours represent the fluid velocity in m/s. 

 

4.3.2.2 Fluid flow and particle trajectories in a double-layered, 

forked channel with inlet fluid focusing 

In order to increase the recovery rate for each of the outlet channels, flow 

focusing was investigated as a means of concentrating the particles at the 

middle of the channel, rather than at the edges. The use of hydrodynamic 

flow focusing has been widely reported in the literature, in combination with 

both conventional and insulator-based DEP to focus the particles towards the 

zones of higher electric field [76], [112]. This technique requires the use of 

two inlets filled with liquid surrounding a central channel into which the 

particles are injected. The sheath flow generated by the surrounding inlets 

focuses the particles into the centre of the channel.  

The particle trajectories for the different side inlet flow rates tested are shown 

in Figure 4.19 to Figure 4.22 and a summary of the performance of the 

devices can be found in Table 4.5. 
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a) b)  

Figure 4.19: Trajectories of particles experiencing pDEP (a) and particles experiencing nDEP (b) in a fluid focusing 
channel for a side inlet flow rate of 2.5 µL/min. The colours represent the particles’ velocity in m/s. 

a) b)  

Figure 4.20: Trajectories of particles experiencing pDEP (a) and particles experiencing nDEP (b) in a fluid focusing 
channel for a side inlet flow rate of 5 µL/min. The colours represent the particles’ velocity in m/s. 
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a) b)  

Figure 4.21: Trajectories of particles experiencing pDEP (a) and particles experiencing nDEP (b) in a fluid focusing 
channel for a side inlet flow rate of 10 µL/min. The colours represent the particles’ velocity in m/s. 

a) b)  

Figure 4.22: Trajectories of particles experiencing pDEP (a) and particles experiencing nDEP (b) in a fluid focusing 
channel for a top side inlet flow rate of 5 µL/min and a bottom inlet flow rate of 10 µL/min. The colours represent 
the particles’ velocity in m/s.
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With increasing flow rates, the beads were focused towards the centre of the 

channel and the number of particles lost for each DEP condition decreased. 

For the pDEP particles, 100% capture was achieved for the highest condition 

of flow focusing tested, but the percentage capture of the nDEP beads in the 

top outlet was only 75%. This can be explained by the fact that the particles 

experiencing nDEP do not reach the top of the channel, instead becoming 

suspended at the equilibrium sedimentation height, 80 µm from the channel 

bottom (and 20 µm from the channel top) according to the simulations 

(section 4.3.1.3). Conversely, the particles experiencing pDEP are attracted 

directly over the virtual electrodes, so they were simulated to be 10 µm above 

the electrodes, and therefore further from the middle of the channel where 

the outlets fork out.  

In order to account for this bias, an asymmetric flow focusing condition was 

tested where the top inlet had a higher flow rate than the bottom inlet, thus 

focussing the beads slightly towards the nDEP outlet. However, this did not 

increase the recovery of nDEP particles and the recovery of pDEP particles 

on the bottom outlet decreased slightly. 

Name 
Top Inlet 

Flow rate 

Bottom inlet 

Flow rate 

Beads 

location 

Bottom 

outlet 

Top 

outlet 

Flow focusing 1 2.5 µL/min 2.5 µL/min 
Bottom  

Top 

75% 

25% 

42% 

58% 

Flow focusing 2 5 µL/min 5 µL/min 
Bottom  

Top 

83% 

17% 

33% 

67% 

Flow focusing 3 10 µL/min 10 µL/min 
Bottom  

Top 

100% 

0% 

25% 

75% 

Flow focusing 4 5 µL/min 2.5 µL/min 
Bottom  

Top 

92% 

8% 

25% 

75% 

Table 4.5: Summary of performance for all the flow focusing devices 
tested. 

 

4.3.2.3 Fluid flow and particle trajectories in a three-layered 

channel with a spacer layer 

The final channel geometry consisted of a three-layered, forked channel. In 

order to bypass the problems arising from the previous forked channel 

design, a separation layer was introduced between the top and bottom PDMS 

layers. This layer acts to prevent sedimentation of the nDEP particles to the 

bottom channel, and also prevents nDEP particles being diverted into the 

bottom channel after colliding with the channel walls. The fluid flow 
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simulations showed that 100% of the nDEP and pDEP particles were 

captured in the corresponding outlet channel (Figure 4.23). 

a)  

b)  c)  

Figure 4.23: a) Schematic showing the layout of the three-layered 
channel with a spacer layer. b) Trajectories of particles simulated at the 
bottom of the multilayer channel (10-30 µm height). c) Trajectories of 
particles simulated at the top of the multilayer channel (80µm height). 
The colours represent the particle velocity in m/s. 

The modelling of fluid flow and particle tracking showed that the presence of 

a separation layer increased the fluid velocity in the separation channels but 

did not alter the trajectory of the particles. Only the particles that were 

modelled at the same height as the separation layer were diverted from their 

original trajectories. 

a) b)  

Figure 4.24: a) Fluid flow velocity in triple layer channel. The colours 
represent the fluid velocity in m/s. b) Trajectories of particles simulated 
al across all a multilayer sandwich channel the channel. The colours 
represent the particle velocity in m/s. 

Spacer layer Spacer layer 
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Following the promising results obtained in silico, a three-layer forked 

channel was fabricated and tested with latex beads. The SAW-DEP 

electrodes were placed immediately before the separation layer to fully take 

advantage of the vertical DEP force (Figure 4.25).  

 

Figure 4.25: Schematic of triple layer channel used in beads 
experiments. The beads were flown through the inlet and the SAW-DEP 
generated by the electrodes was used to levitate the particles 
experiencing nDEP and collect them into the top channel. The 
separation layer prevents sedimentation / deflection of nDEP particles 
back into the lower channel. The blue arrow shows the direction of the 
flow. 

The device showed a behaviour as predicted by the simulation with all beads 

flowing into both top and bottom channel equally when the SAW-DEP power 

was turned off. When the SAW-DEP power was turned on, the beads were 

pushed towards the top of the channel and collected in the top channel 

(Figure 4.26).  

Beads were successfully collected in the top chamber with >90% efficiency 

for flow rates up to 60 µL/min. For higher flow rates, the capture efficiency 

decreased, and it was hypothesised that for these flow rates the beads did 

not have the time to move towards the top of the channel before they reached 

the separation layer in the channel. 
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SAW- DEP OFF    SAW-DEP ON 

 
Figure 4.26: Pictures of fluorescent 5 µm beads flown into the triple 
layer device at 50 µL/min (a1 and a2) and 60 µL/min (b1 and b2). The 
edges of the top and bottom channels are delimited by a black solid line 
for clarity. When the SAW-DEP is turned off (a1 and b1), the beads flow 
equally into both the top and bottom channel. When the SAW-DEP is 
turned on (a2 and b2), the beads experience nDEP and are collected in 
the top channel. 

 

4.4 Discussion 

4.4.1 Differences between the experimental and computational 

experiments 

In this chapter, we set out to understand better the physics governing SAW-

DEP. The alignment forces of latex beads experiencing nDEP for different 

SAW-DEP powers and channel heights were used to validate the FE model 

developed by Dr Akshay Kale. The comparison between the experimental 

and computational data showed that there was a good qualitative agreement 

between the DEP forces generated by the FE element model and those 

determined experimentally. However, the magnitude of the DEP forces 

a1) a2) 

b1) b2) 
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calculated by the model were on average slightly lower (around 30%) than 

those obtained experimentally. This could be due to differences between the 

FE model and the experimental set-up. A factor that could explain some of 

the differences observed between the model and the experimental data was 

the existence of a bulk acoustic wave mode. The FE model showed that 20 

% of the acoustic wave force was transferred into a bulk acoustic wave mode. 

This would suggest that the simulation is diverting energy into bulk modes 

that are not observed in the experimental setup, and therefore would explain 

some of the differences observed. 

Another factor that could explain the differences between the experimental 

results and the model results is the fact that the percentage of power that is 

converted by the IDTs and coupled into a SAW, which in turn generates 

virtual electrodes in the channel is not known. To assess this, the SAW-DEP 

device was characterised using a network analyser and the insertion loss was 

determined (Figure 4.27). The experimental value obtained for the SAW-DEP 

device was 11 dB, whilst the FE model assumes an ideal insertion loss of 6 

dB (as explained in Chapter 2 section 2.1.3). The insertion loss describes the 

signal loss between the transmission IDT and the receiving IDT. However, 

the insertion loss is not indicative of the real power present in the middle of 

the channel at the virtual electrodes and cannot be used to determine any 

damping of the wave during propagation.  

 

Figure 4.27: Frequency domain response of the experimental SAW-DEP 
device and determination of insertion loss and quality factor.  

The FE model accounts for mechanical losses occurring during the 

propagation of the wave by adding a damping loss. The quality factor Q is a 

measure of the strength of the damping of the SAW and can be determined 

experimentally using the formula: 
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𝑄 =  
𝑓0

𝑓3𝑑𝐵
 

Where 𝑓0 is the centre resonance frequency and 𝑓3𝑑𝐵 is the 3 dB bandwidth 

as shown in Figure 4.27. In the case shown, for a resonant frequency of 10.25 

MHz, the quality factor obtained was 125. The quality factor was measured 

for different devices and ranged from 50 to 200 depending on the device 

used. COMSOL uses a damping coefficient of the form 
1

2𝑄
, so any error in the 

experimental determination of the quality factor will contribute the differences 

observed between the experimentally observed and simulated DEP forces.  

 

4.4.2 Limits of multilayer channel fabrication 

The fabrication techniques described in this chapter to obtain multilayer 

microfluidic channels had limited yield. This was caused by multiple factors, 

including: variability of the spun PDMS bottom layer thickness, arising from 

the viscous nature of the PDMS components; problems with poor adhesion 

of the PDMS at channels edges, resulting in ‘dead’ fluid volumes and trapping 

sites for particles;  misalignment between layers during formation of the multi-

layer stack, and breakage of the ultrathin glass during fabrication.  

The first problem encountered was the variability of the thickness of the 

bottom PDMS layer. Despite using the same rotation speed to spread the 

PDMS into a thin layer, the thickness of thin layer obtained varied greatly 

(with up to 15 µm error). The thickness varied depending on the amount of 

PDMS that was poured on the glass slide before spinning, and the time spent 

since the elastomer and crosslinker were mixed. The second problem 

encountered was the adhesion of the ultrathin glass to the bottom thin layer 

of PDMS. When the CO2 laser is used to cut the thin layer of PDMS, the 

edges of the channel melt and become slightly raised, which hinders 

subsequent adhesion of the bottom layer to the ultrathin glass layer and can 

result in glass cracking. These two problems could be solved by using micro-

imprinting techniques instead of spin coating and laser cutting. Micro-

imprinting consists of pouring uncured PDMS onto a mould (often made of 

SU8) and pressing it against a stamp to obtain through holes [221]. Once the 

PDMS sets, the stamp carrying the patterned thin layer is peeled off the 

mould and can be bonded to the next PDMS layer (Figure 4.28). 
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Figure 4.28: Schematic of micro- imprinting fabrication process flow 
using a plastic plate embedded hybrid stamp. (a) A SU8 mould is coated 
with Trichloro (1H, 1H, 2H, 2H-perfluorooctyl) silane PFOCTS to 
facilitate later demoulding. (b) Uncured PDMS is poured onto the mould, 
and a stamp is used to press the PDMS. (c) The hardened PDMS film 
adheres to the hybrid stamp and is peeled off from the master. (d) The 
film is transferred and bonded by oxygen plasma treatment. (e) The 
support PDMS on the hybrid stamp is removed. (f) The polystyrene 
plastic plate is dissolved in acetone. (g) The residual PDMS thin film is 
removed. Image reproduced from [221]. 

The third problem encountered that reduced the yield of the multilayer 

fabrication was misalignment between the three layers during assembly. In 

the method described in section 4.2.5, the layers were aligned manually and 

bonded immediately after activation with plasma, which resulted in alignment 

error and limited the reproducibility of the technique. The main difficulty of this 

technique is to align the layers precisely and quickly on the first try without 

any further adjustment, because the layers are irreversibly bonded once the 

two surfaces are in contact. To solve this issue, multiple plasma-free methods 

have been proposed involving the use of partially cured PDMS layers [222]–

[224]. However, these methods might not be ideal for very thin layers of 

PDMS, as it could result in deformation. Another approach to substitute 

plasma bonding is the use of γ-ray irradiation, which is commercially used for 

the sterilisation of medical products [225]. Oyama et al (2020) showed that by 

applying γ-rays to an already aligned stack of PDMS layers, it was possible 

to bond the interfaces between the layers [226]. Since the bonding is done 

after the layers are aligned and pressed together, this allows for sufficient 

time to align the layers with high resolution. The alignment resolution can be 

further improved by using a mechanical jig [227], [228]. Xiang et al (2015) 

described the use of desktop aligner to fabricate multilayer PDMS systems 

with an accuracy of 50 μm (Figure 4.29) [229].  
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Figure 4.29: Alignment of two PDMS layers using a desktop aligner. (a) 
The bottom PDMS layer is mounted onto the bottom holder and the top 
layer is embedded into a glass plate. (b) The holders are inserted into 
the top and bottom layer holders. (c) Digital microscopes are used to 
monitor alignment and the bottom layer holder is adjusted to align the 
two layers. (d) Top and bottom layers are pressed together. (e) The top 
holder is raised to allow for sample retrieval. (f) The bonded sample is 
retrieved from the top holder. Image reproduced from [229].  

Moreover, γ-ray irradiation has been shown to enhance the mechanical 

strength of PDMS up to three times by converting the bulk PDMS into a Si–

Ox-rich structure (where x is 3 or 4) though crosslinking [226]. This suggests 

that the ultrathin glass layer could be replaced by a thin layer of PDMS that 

would be hardened via γ-ray irradiation, allowing for a rigid separation layer 

without the need of fragile ultrathin glass.  

Another technique that could be used to substitute the current PDMS/ultrathin 

glass hybrid multi-channels is the fabrication of laminated microfluidic chips. 

Laminated microfluidic channels are created by stacking independently cut 

layers of polymer layers (commonly polycarbonate, PMMA, and COC) and 

bonded together [230]. The height of the channels is defined by the thickness 

of the material used and the channels can be easily patterned by using a 

knife plotter or a laser cutter. Bonding can be performed by using adhesive 

tapes, solvent bonding or thermal bonding, but this can sometimes result in 

warping of the features from the heating [231].  
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4.5 Summary and future work 

4.5.1 Summary 

 The objective of this chapter was to better understand the physics 

behind SAW-DEP with the aim to optimise the forces used to separate the 

particles and increase the throughput. For this, the experimentally 

determined negative DEP forces exerted on latex beads were used to 

validate a FE model and to predict the best conditions in terms of channel 

height and input power to achieve faster separation. Even though the 

magnitude of the DEP forces generated by the COMSOL model were slightly 

lower than those observed experimentally, this was still considered a good 

agreement, as the model was able to predict the same trends observed 

experimentally. The model was therefore used in combination with the 

experimental data to inform the design of multi-layer microfluidics separation 

devices where the stronger vertical component of the DEP force was 

exploited for alignment. Both the experimental and computational data were 

used to determine the equilibrium heights that the beads reach when pushed 

by the negative DEP vertical force. The equilibrium height was used to inform 

the design of microfluidics channels exploiting the alignment height difference 

between the cells experiencing pDEP and nDEP. Different multilayer 

microfluidic designs were proposed consisting of two output channels at 

staggered heights. The best performing design consisted of a three-layer, 

forked channel in which an upper and lower PDMS channel were separated 

using ultrathin glass. These novel devices exploiting the vertical alignment 

force increased the throughput 20-fold compared with previously used 

channels relying on the lateral separation of particles across the channel 

[140].  

 

4.5.2 Future work 

A rigorous analysis of the system and the differences between the FE 

element model and the experimental conditions should be performed to 

investigate the origin of the 30% difference observed between the model and 

the experiments. Moreover, the work presented in this chapter concentrated 

on determining the optimum alignment forces for particles experiencing 

nDEP for increased separation throughput. However, validation experiments 

using particles experiencing pDEP (such as live cells) will be necessary for 

predicting pDEP alignment. Particles experiencing pDEP will be attracted to 
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the bottom of the channel where the electric field is higher, and any 

mechanical perturbation of the liquid by the SAW is most likely to have an 

influence on alignment. Another further improvement to the model would be 

to combine the model with the multi-layered fluidics model to account for the 

effect of flow rate on particle alignment times. This dual model would be 

useful to determine if a longer acoustic aperture needs to be implemented for 

higher flow rates, thereby increasing the time for which the particles are 

exposed to the SAW-DEP forces to allow them to reach their equilibrium 

height. 

The typical concentration of cells injected in the SAW-DEP devices is 107 

cells/mL (as shown in Chapter 6), so the new improved flow rate (3.6 mL/h) 

corresponds to a throughput of 36 million cells/h, which moves the SAW-DEP 

cell separation technology significantly closer to throughput needed to 

achieve separation within intra-operative times. In order to achieve 

concentration of BM-MSCs from 30 mL of bone marrow (containing a cell 

concentration of 107 cells/mL) in less than an hour, the throughput would 

need to be further increased by a factor of 10. This could be achieved by 

using parallelisation to separate a higher volume of cells simultaneously. The 

multi-layered configuration only has two output channels which is easily 

scalable, as each forked channel would be further split in a second stage 

separation and parallelisation could be achieved without too much 

complexity. This type of approach could take advantage of the SAW 

generated in both directions from each IDT, as only one direction is currently 

exploited. Alternatively, the introduction of reflective gratings would increase 

the DEP forces generated by the SAW within a single channel, thereby 

decreasing alignment times. 
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Chapter 5  

Characterisation of bone marrow cells’ dielectric 

properties 

5.1 Introduction  

The bone marrow is a tissue that can be found inside the bone cavities and 

is the primary site of new blood cell production (also called haematopoiesis) 

[232].  Haematopoietic stem cells found in bone marrow can differentiate into 

myeloid progenitors and lymphoid progenitors. The myeloid progenitors can 

then differentiate into erythrocytes (red blood cells), megakaryocytes 

(platelets precursors), myeloblasts (granulocyte and monocyte precursors) 

and mast cells. On the other hand, the lymphoid progenitors can differentiate 

into natural killer cells and T and B lymphocytes (Figure 5.1) [233]. 

 

Figure 5.1: Diagram of haematopoiesis showing the differentiation of 
multipotential haematopoietic stem cells into the mature blood cells. 
This image was made by A. Rad and M. Häggström (CC-BY-SA 3.0 
license). 

Since the bone marrow is the place where haematopoiesis occurs, it contains 

a complex mixture of cell types including hematopoietic cells, leukocytes and 

a very low percentage of mesenchymal stem cells which we aim to 

concentrate by using SAW-DEP (Table 5.1).  
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Cell type Mean percentage 

Promyeloblast 0.3 ± 0.3 % 

Myelocyte 2 ± 1.4 % 

Metamyelocyte 9.4 ± 4.5 % 

Band cell 24 ± 2.1 % 

Neutrophils 23.3 ± 3 % 

Eosinophils 2.9 ± 1.2 % 

Basophils 1.3 ± 0.6 % 

Lymphocyte (B and T) 16.3 ± 2.9 % 

Monocyte 2.6 ± 1 % 

Plasma cell 0.4 ± 0.6 % 

Proerythroblast 3.7 ± 1.8 % 

Erythroblast 14 ± 3.4% 

Mesenchymal Stromal Cells 0.01% to 0.001% 

Table 5.1: Distribution of cell types in human bone marrow. The data 

was taken from [234]. The cell types shown in italic are precursors of 

white blood cells (myelocytes, band cells) and red blood cells 

(erythroblasts). The cell types shaded will be studied in this chapter. 

For the preliminary work shown in this chapter, in order to simplify the system, 

only the dielectric properties of the main mature cell types found in bone 

marrow (T and B lymphocytes, monocytes, neutrophils and eosinophils) were 

characterised. Myelocytes and band cells were not considered in this study, 

as they are precursors of granulocytes (neutrophils, eosinophils, basophils), 

can be difficult to isolate and do not constitute a homogenous population, as 

they consist of cells at different stages of cell maturation [235]. Erythroblasts 

were not characterised in this chapter either, as they are precursors of red 

blood cells and red blood cells are lysed during the purification process. 

The different cell types found in bone marrow can be identified by their 

characteristic morphologies (Figure 5.2). Monocytes are the largest type of 

white blood cell, have an amoeboid shape and an ellipsoidal nucleus. 

Lymphocytes (T and B cells) can be recognised by their large nucleus and 

lack of granules. Granulocytes (neutrophils and eosinophils) are 

characterised by the presence of granules in the cytoplasm and a 

multilobulated nucleus [236].  
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Figure 5.2: Table showing the morphologies and sizes of different white 
blood cells. Image reproduced from [236]. 

The differences in morphologies found between the white blood cells indicate 

are indicative of differences in dielectric properties that could be exploited for 

DEP separations [237]. Cell dielectric properties have been proven to depend 

on morphological factors, such as the cell radius, membrane area, 

topography, and composition of the cytoplasm and nucleus [79], [237]. The 

diameter of a cell has an influence on the capacitance of the membrane. With 

increasing diameter, the total surface area of the membrane increases and 

with it so does the charge storing capacity of the cell [79]. Another factor 

influencing the membrane capacitance of a cell is the membrane topography. 

The presence of membrane folds such as blebs and microvilli increases the 

effective surface area of the membrane and strongly influences the dielectric 

properties of the cell [238]. The membrane capacitance could also be 

dependent on its composition. As described in Chapter 2 section 2.2.2.1, the 

cell membrane is composed of a lipid bilayer containing cholesterols and 

membrane proteins surrounded by phospholipids [239]. The protein content 

of the membrane has been shown to have a minor role in determining its 

capacitance, which is largely influenced by lipid composition of the membrane 

and in particular the amount of saturated lipids [193], [240].  

Cells dielectric properties have been reported in the literature for different  

methods such as electrorotation (Chapter 1 section 1.4.3) and impedance 

spectroscopy (Chapter 1 section 1.4.2). However, as seen in Table 5.2, the 

dielectric properties obtained differed from one method to another. Since the 

dielectric properties of all the cell types studied in this chapter have not been 

determined using the same method  in the same conditions, differences in 

set up between research groups could lead to biases in the determination of 

the dielectric properties. In this chapter, all cells were characterised using the 

same method and in the same experimental  conditions to reduce any biases 

arising from the dielectric properties determination experimental conditions.
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Cell types Date Reference Model used 
Type of 

measurement 
Radius 
(µm) 

Membrane 
capacitance 

(mF/m2) 

Membrane 
conductance 

Cytoplasm 
conductivity 

(S/m) 

Cytoplasm 
permittivity 

Erythrocytes 

1995 [241] Single-shell Electrorotation 2.8±0.1 9±0.8  - 0.52±0.051 57±5.4 

2018 [242] - FM wave DEP - 31.3±6.7  - 0.17 - 

2004 [243]   3.6 8.72  222.2 0.31 59 

1998 [192]   2.4 9.99 125 0.53 50 

1997 
[195] Single-shell 

spheroid 
Electrorotation 3.10±0.02 12± 1.2 271 0.52±0.05 57±5.4 

T 
lymphocytes 

1995 [241] Single-shell Electrorotation 3.5±0.2 11±1.1  - 0.76±0.058 64±5.9 

1999 [164] Single-shell Electrorotation 3.29±0.35 10.5±3.1  - 0.65±0.15 103.9±24.5 

2013 [161] Single-shell Electrorotation 3.6±0.6 7.01±0.91 - 0.53±0.1 100 

2009 [146] Single-shell Impedance spec 3.40±0.08 13.29±1.82  - - - 

1999 [244] Double-shell Dielectric spec 3.4 14.1     

1986 
[245] 

Maxwell-Wagner 
Line capacitive 

sensor 
- 7.7 - - - 

1999 [166] Single-shell Electrorotation 3.04±0.26 12.1±1.5  - 1.06±0.14 74.0±5.3 

2012 [246] - DEP FFF 3.40±1.29 12.8±2.9  - -  

B 
lymphocytes 

1999 [164] Single-shell Electrorotation 3.29±0.03 12.6±3.5  - 0.73±0.18 154.4±39.9 

2013 [161] Single-shell Electrorotation 3.6±0.6 10.33±1.6  - 0.41±0.1 100 

2009 [146] Single-shell Impedance spec 3.09±0.22 9.91±0.80  - - - 

1999 [244] Double-shell Dielectric spec 3.3 16.2   - - 

2018 [157] Single-shell Electrorotation 4.1±0.7 10.14±0.08 - 0.55±0.07 - 

Monocytes 

1999 [164] Single-shell Electrorotation 4.63±0.36 15.3±4.3  - 0.56±0.10 126.8±35.2 

2013 [161] Single-shell Electrorotation 4.8±0.55 11.77±2.12  - 0.37±0.15 100 

2009 [146] Single-shell Impedance spec 3.09±0.22 14.23±0.81  - - - 

Granulocytes 
1999 [164] Single-shell Electrorotation 4.71±0.23 11.0±3.2    - 0.60±0.13 150.9±39.3 

2013 [161] Single-shell Electrorotation 4.3±0.55 9.14±1.06    - 0.31±0.06 100 

Neutrophils 2009 [146] Single-shell Impedance spec 3.09±0.22 9.84±0.07    - - - 

Eosinophils 2009 [146] Single-shell Impedance spec 3.09±0.22 9.39±0.41    - - - 

MSCs Stro-
1+ 

2016 
[247] 

Single-shell 3DEP 7.7 10.7±0.13   0.34±0.13  91.6  

Table 5.2: Dielectric properties of bone marrow cells as reported in the literature. 
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5.1.1 Research questions 

The objective of this chapter was to determine the best conditions in terms of 

frequency and conductivity to separate BM-MSCs from the main cell types 

present in bone marrow using SAW-DEP. This objective was addressed via 

the following research questions: 

1. Can pure populations of white blood cells be obtained from blood 

samples? 

In order to determine the dielectric properties of the most present cell types 

found in bone marrow (B cells, T cells, Monocytes, neutrophils and 

eosinophils), the cells had to be isolated and purified. Since bone marrow 

aspirates are difficult to obtain, the cells were isolated from blood samples 

obtained from healthy donors, which were more readily available. The white 

blood cells were isolated from whole blood using a MACS approach (Chapter 

1 section 1.2.3.2), and the purity of the samples obtained was determined 

using a FACS multi-panel approach (Chapter 1 section 1.2.3.2), whilst bone 

marrow mesenchymal stem cells (BM-MSCs) were obtained from pure 

commercial samples. 

2. Can we determine the dielectric properties of the main cell types 

present in bone marrow using 3DEP and what are the factors influencing 

these properties? 

Following isolation, the dielectric properties of each purified cell type were 

determined via 3DEP (Chapter 1 section 1.4.4). The cells’ dielectric 

properties were determined for three different conductivities in order to 

account for a wide range of conductivities. The use of different fitting 

programs based on the single shell model (Chapter 2 section 2.2.2.3) to 

determine the dielectric properties from the DEP spectra obtained was also 

investigated. The influence of  factors such as cell suspension concentration, 

conductivity and the passage number for BM-MSCs in the determination on 

the dielectric properties of the cells were studied. 

3. What are the ideal conditions to separate BM-MSCs from other cell 

types present in bone marrow in terms of media conductivity and SAW-DEP 

frequency? 

Once the dielectric properties of the cells were determined via 3DEP, the 

DEP responses of all the cell types were modelled for different frequencies 
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and medium conductivities in order to determine the best conditions allowing 

for separation of BM-MSCs from the rest of the white blood cells studied. 

 
 

5.2 Materials and Methods  

The materials were purchased from Sigma unless otherwise specified. 

 

5.2.1 Buffers 

MACS separation buffer: For MACS separation, a solution containing 

phosphate-buffered saline (PBS), pH 7.2, 0.5% bovine serum albumin (BSA), 

and 2 mM EDTA was prepared. 

FACS separation buffer: For FACS, a solution of PBS containing 0.05% 

sodium azide was prepared. 

3DEP solution: For 3DEP, the solution used consisted of a 5.4% (w/v) 

mannitol solution pH 7 and the conductivity was adjusted using a 10% NaCl 

solution. For higher conductivity buffers, the amount of mannitol was 

decreased so as to maintain the buffer osmolarity between 280 and 300 

mosm. In the course of the experiments, three buffers were prepared at 0.01 

S/m, 0.05 S/m and 0.1 S/m. 

 

5.2.2 Culture of bone marrow stem cells 

For all experiments, BM-MSCs (Promocell) were cultured from passage 2 

until passage 6 in T75 flasks filled with 25 mL of MSCs culture medium 

following the passaging procedure described in Chapter 3 section 3.2. 

 

5.2.3 Blood collection 

Cell characterisation was conducted using blood provided by healthy 

volunteers, the procedure for which ethical approval was sought via the 

School of Dentistry’s Research ethics Committee (DREC ref: 

200417/ASD/227). All volunteers signed an approved informed consent form 

before each blood donation.  
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Two 10 mL venous blood samples were collected in heparin coated tubes 

following a standard procedure carried out by a trained phlebotomist [248]. 

Studies suggest that cryopreservation could have an effect on the cells’ 

dielectric properties, as it can affect the surface morphology and gene 

expression of the cells, therefore all blood was used within the same day 

[249]. 

 

5.2.4 MACS separations of blood cells for dielectric 

characterisation  

Blood was an ideal test sample for optimisation of methodologies as it was 

more readily available than bone marrow aspirate and also contained all the 

desired cell types, although at different proportions as shown in Table 5.3. 

Cell type 
Adult human blood (% 

distribution in white blood cells) 

Bone marrow (% distribution 

in white blood cells) 

Myelocytes N/A 8-40 % 

T cells 15 – 34%  
5 – 23% 

B cells 2 – 10%  

Neutrophils 45 – 75%  21 – 46% 

Monocytes 4 – 10%  0.3 – 5% 

Eosinophils 1 – 7%  0.8 – 7% 

Basophils 0 – 2%  0.1 – 0.8% 

Table 5.3: Distribution of cell types in human blood and bone marrow. 
The data was taken from [250]. Note: myelocytes are precursors of 
granulocytes (neutrophils, eosinophils, basophils). 

As mentioned in the Chapter 2 section 1.2.3.2, MACS uses antibody-coated 

magnetic beads which can have an influence on the cell morphology and 

properties. Moreover, the presence of magnetic beads in the sample induces 

signal noise that affects the determination of the cell’s dielectric properties. 

Consequently a negative selection approach was used for all cell 

purifications. This was done to ensure that the fraction collected was 

unlabelled to eliminate the influence of the magnetic beads on the dielectric 

properties of the cells separated. A summary of the workflow used to obtain 

pure populations of cells from blood is described in Figure 5.3.  
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Figure 5.3: Purification of white blood cells from whole blood using 
density centrifugation and MACS negative selection. Neutrophils were 
obtained from whole blood using a MACSxpress negative selection kit. 
A lymphoprep density gradient was used to separate whole blood into 
mononuclear and polymorphonuclear cells that were later separated 
into B cells, T cells, monocytes and eosinophils using MACS separation 
kits and MidiMACS separator magnets. This figure was created using 
biorender.com. 

 

5.2.4.1 Blood  preparation for MACS separation 

Each 10 mL sample of blood was first diluted with an equal volume of PBS 

and carefully layered on top of 10 mL of LymphoprepTM (Axis-Shield, Alere 

Technologies, UK) so as to not disturb the surface of the density gradient. 

The tubes were then centrifuged at 800 g for 20 minutes at 20°C in a swinging 

bucket rotor without brake. The mononuclear cell fraction (Figure 5.4) was 

then carefully removed using a pastette and centrifuged at 350 g for 10 

minutes. The remaining plasma and LymphoprepTM solutions were removed 

to obtain the fraction containing the PMNs and the red blood cells. 
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Figure 5.4: Separation of blood into mononuclear and 
polymorphonuclear cells using a LymphoprepTM density gradient. The 
blood sample (represented in red) is diluted with PBS and layered onto 
the LymphoprepTM medium (light blue). Following centrifugation, the 
blood is fractionated into plasma and platelets (yellow), LymphorepTM 
medium (light pink) and red blood cells and granulocytes (dark red). The 
buffy coat containing the mononuclear cells (white) can be found at the 
interface between the plasma and the LymphoprepTM medium. This 
figure was created using biorender.com. 

 

5.2.4.2 Lysis of red blood cells  

The red blood cells (RBCs) were lysed using a 10X RBC lysis buffer 

(Biolegend, USA) diluted ten times with distilled water and warmed to 37°C. 

The cell pellet was resuspended in 50 mL of lysis buffer and left for 10 

minutes. Then, the cells were centrifuged at 350 g for five minutes and the 

supernatant containing the lysed RBCs was removed. A white pellet indicated 

that a minimal number of RBCs remained. 

 

5.2.4.3 Isolation of mononuclear white blood cells using MACS 

B cells, T cells and monocytes were isolated from the mononuclear fraction 

using commercially available MACS isolation kits purchased from Miltenyi 

Biotec: human B cell isolation kit II, human pan T cell isolation kit and human 

pan monocyte isolation kit.   

Cell numbers in the mononuclear fraction were first determined by manual 

cell count using a haemocytometer and then the fraction was centrifuged at 

350 g for 10 minutes. The cell pellet was resuspended in 40 μL of buffer per 

10⁷ total cells and 10 μL of Biotin-antibody cocktail per 10⁷ total cells. After a 
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5 minutes incubation in the refrigerator (2−8°C) 30 μL of buffer per 10⁷ total 

cells and 20 μL of Anti-Biotin MicroBeads per 10⁷ total cells were mixed in. 

The mixture was then incubated for 10 minutes in the refrigerator (2−8°C) 

prior to magnetic separation. When the final volume was less than 500 μL, 

MACS buffer was added. A MACS LS column (Miltenyi Biotec, Germany) was 

placed in a MidiMACS separator and rinsed with 3 mL of MACS buffer. The 

cell suspension was then applied onto the column and washed with three sets 

of 3 mL of MACS buffer. The flow-through containing the unlabelled cells was 

collected and the cells were counted manually using a haemocytometer. The 

cells were then pelleted via centrifugation at 400 g for 10 minutes and when 

the pellet was red, an additional RBC lysis step was added as described in 

5.2.4.2. 

 

5.2.4.4 Isolation of eosinophils using MACS 

Eosinophils were isolated from the polymorphonuclear (PMN) cells fraction 

using a human eosinophil isolation kit (Miltenyi Biotec, Germany) following 

RBC lysis as described in 5.2.4.2. The PMN pellet was first lysed following 

the RBC lysis protocol and the remaining cells were resuspended in 50 mL 

of MACS buffer, counted using a haemocytometer and centrifuged at 350 g 

for 10 minutes. Typical initial cell numbers varied from 20 to 70 million 

depending on the initial blood volume and RBC contamination. The cell pellet 

was resuspended in 40 μL of buffer per 10⁷ total cells and 10 μL Biotin-

antibody cocktail per 10⁷ total cells. After a 10 minute incubation in the 

refrigerator (2−8°C), 30 μL of buffer per 10⁷ total cells and 20 μL of Anti-Biotin 

MicroBeads per 10⁷ total cells were mixed in. The mixture was then incubated 

for 15 minutes in the refrigerator (2−8°C) prior to magnetic separation, 

washed with 2 mL of MACS buffer and centrifuged at 300 g for 10 minutes. 

The supernatant was completely removed and the pellet was resuspended in 

500 μL of MACS buffer. A MACS LS column (Miltenyi Biotec, Germany) was 

placed in a magnetic field and rinsed with 3 mL of MACS buffer. The cell 

suspension was then applied onto the column and washed with three sets of 

3 mL of MACS buffer. The flow-through containing the unlabelled cells was 

collected and the cells were manually counted using a haemocytometer. 
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5.2.4.5 Isolation of neutrophils using MACS 

Neutrophils were isolated from whole blood using a MACSxpress® human 

Neutrophil Isolation Kit (Miltenyi Biotec, Germany), a MACSmix Tube Rotator 

(Miltenyi Biotec, Germany) and a MACSxpress® Separator (Miltenyi Biotec, 

Germany). The antibody cocktail (details of the antibodies not given by 

manufacturer) was first prepared according to the manufacturer’s 

instructions. Then, 6 mL of blood were processed by adding 0.5 mL volumes 

of antibody cocktail in a 15 mL Falcon tube and left to incubate for 5 minutes 

at room temperature using the MACSmix Tube Rotator on permanent run 

speed of approximately 12 rpm. After mixing, the tube was opened and 

placed on the MACSxpress Separator for 15 minutes. The magnetically 

labelled cells adhered to the wall of the tube while the aggregated 

erythrocytes sedimented to the bottom. While the tube was still inside the 

MACSxpress Separator, the supernatant containing the target cell fraction 

was  collected. The supernatant was spun at 300 g for 10 minutes and the 

pellet was resuspended in RBC lysis solution following the RBC lysis protocol 

(Section 5.2.4.2). 

 

5.2.5 Determination of isolated cell suspensions purity using 

FACS 

FACS (Chapter 2, section 1.2.3.1) was used to assess the purity of the cell 

suspensions obtained. For this, a simplified multi antibody panel based on 

the one described by Bocsi et al. (2014) was used [251]. This panel was 

adapted for use with the FACS analyser available in house, a CytoFLEX 

(Beckman Coulter, USA) that had four lasers (blue 488 nm, violet 405 nm, 

red 633 nm and UV 355 nm) and 13 filters allowing for detection of up to 13 

different fluorophores.  

In order to minimise spill over, markers co-expressed by a given cell were 

labelled using antibody-conjugated fluorochromes with low spectral overlap 

(APPENDIX B). For this, where possible, fluorophores were spread out 

across the three available lasers (Table 5.4). This reduced the spill over of 

one fluorophore onto a second channel, as each laser was used sequentially. 

The details of the FACS analyser set up and the fluorescent compounds and 

antibodies used can be found in Table 5.4.  
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Laser 
Filter (wavelength/ 

bandwidth) 
Fluorochrome Specificity Target cells 

Blue 
(488 nm) 

525/40 FITC CD8 
T cells, NK cells, 

dendritic cells 

585/42 PE CD56 T cells, NK cells 

780/60 PE-Cy7 CD16 
Neutrophils, NK cells, 

eosinophils/monocytes 

Violet 
(405 nm) 

450/45 Pacific Blue CD14 Monocytes 

525/40 V500 CD3 T cells 

610/20 BV605 CD45 All white blood cells 

Red 
(633 nm) 

660/20 APC HLA-DR B cells, monocytes 

712/25 APC R700 CD19 
B cells, MSCs, 
dendritic cells 

780/60 APC Cy7 CD4 T cells, monocytes 

Table 5.4: Specifications of lasers and band-pass filters setup of the 
Cytoflex flow cytometer, antibodies used and cell types targeted. APC 
= allophycocyanine; PE = phycoerythrin; Cy = cyanine; FITC = 
fluorescein isothiocyanate; NK = natural killer cells; MSCs = 
mesenchymal stem cells.  

The main factor considered during the panel set up was peak resolution. As 

a general rule, the brightest antibody conjugated fluorochromes were used to 

label antigens with predicted lower densities and antibodies conjugated to 

dim fluorochromes were used to label high density antigens to increase peak 

resolution (Table 5.5). These antigen densities were provided by BD 

Biosciences. The densities had been determined by the company using 

standard curves made with beads expressing different amounts of antigens 

against which the populations of interest were measured. However, the 

antigen densities of some cell types were unknown. It is important to note 

that the expression of a given antigen can vary based on the cell type. For 

example, monocytes express 110,000 CD14 molecules (high density) per cell 

whereas neutrophils only express 3,500 CD14 molecules per cell (low 

density) (Table 5.5). In the panel used here, CD14 was used to gate 

monocytes so the marker was labelled using an antibody conjugated with a 

low brightness score fluorophore.   

The flow cytometry files were analysed using the Cytexpert software 

developed by Beckman Coulter. 
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Cell type Fluorophores 
Fluorophore 

Brightness score 
Markers 

Marker molecules 

per cell 

B cells 
APC-R700 3 CD19 18,000 

APC 3 HLA-DR 85,000 

T cells 

V500 1 CD3 123,000 

APC-Cy7 1 CD4 100,000 

FITC 2 CD8 90,000 

PE 1 CD56  

Monocytes 

APC-Cy7 1 CD4  

APC 3 HLA-DR  

Pacific Blue 1 CD14 110,000 

PE-Cy7 3 CD161  

Neutrophils 
Pacific Blue 1 CD14 3,500 

PE-Cy7 3 CD16 225,000 

Table 5.5: Fluorophore brightness score and marker density for all the 
different white blood cells studied. 

 

5.2.5.1 Titration of antibody concentrations for use in FACS  

All antibodies (described in Table 5.6) were titrated to optimise their 

performance and limit background signal.  

Antibody Name and target reference  Lot Clone concentration 

CD3 V500 mouse 561416 7096601 UCHT1 100 µg/mL 

Isotype V500 mouse IgG1, κ 560787 7004583 X40 200 µg/mL 

CD4 APC-Cy7 mouse 557871 7075668 RPA-T4 50 µg/mL 

Isotype APC-Cy7 mouse IgG1, κ 557873 7079856 MOPC-21 50 µg/mL 

CD8 FITC mouse 555366 6190704 RPA-T8 12.5 µg/mL 

Isotype FITC mouse IgG1, κ 556649 7072907 MOPC-21 50 µg/mL 

CD14 Pacific Blue mouse 558121 6350793 M5E2 200 µg/mL 

Isotype Pacific Blue mouse 

IgG2a, κ 
558118 6266867 G155-178 200 µg/mL 

CD16 PE-Cy7 mouse 557744 7019721 3G8 100 µg/mL 

Isotype PE-Cy 7 Mouse IgG1, κ 557872 7135509 MOPC-21 50 µg/mL 

CD19 APC-R700 mouse 564977 7026663 HIB19 25 µg/mL 

Isotype APC-R700 mouse IgG1, κ 564974 7062612 X40 200 µg/mL 

CD45 BV605 mouse 564047 7129951 HI30 50 µg/mL 

Isotype BV605 mouse IgG1, κ 562652 7039790 X40 200 µg/mL 

CD56 PE mouse 555516 6054620 B159 6 µg/mL 

Isotype PE mouse IgG1, κ 555749 7089770 MOPC-21 50 µg/mL 

HLA-DR APC mouse 559866 7012621 G46-6 12 µg/mL 

Isotype APC mouse IgG2a, κ 555576 7096625 G155-178 6 µg/mL 

Table 5.6: Detail of all antibodies used in the FACS experiments: BD 

Biosciences reference number, lot number, clone and concentration. 

 

1 Note: only 20% of the monocytes express CD16 according to [397]. 
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Samples containing 100 µL of blood were lysed by adding 2 mL of warm RBC 

lysis buffer and incubated for 10 minutes at room temperature, protected from 

light. The tubes were then centrifuged at 350 g for 5 minutes and the 

supernatant removed carefully so as to not disturb the pellet. The pellet was 

resuspended in 2 mL of FACS buffer and centrifuged at 350 g for 5 minutes. 

The supernatant was discarded again and the pellet was resuspended in 100 

µL of FACS buffer with 5% mouse serum and different volumes of antibodies 

were added to each tube. Each anti-CD antibody solution was tested at three 

different volumes. For the antibodies where the recommended volume was 5 

µL, the volumes tested were 5, 2.5 and 1 µL. For the antibodies where the 

recommended volume was 20 µL, the volumes tested were 20, 10 and 5 µL. 

All volumes were tested in different tubes. After incubation with the antibodies 

on ice for 45 minutes in the dark, 2 mL of FACS buffer were added. After 

centrifugation at 350 g for 5 minutes at 4°C, the supernatant was removed 

and the pellet was washed with 1 mL of FACS buffer. The tubes were 

centrifuged again at 350 g for 5 minutes, the pellet was resuspended in 400 

µL of FACS buffer and the tubes were kept on ice until FACS analysis on the 

Cytoflex. 

The isotype controls are antibodies raised against antigens not found in the 

cell type analysed and are used to account for non-specific binding, so they 

were not titrated and they were used at the same concentration as their pair. 

The analysis of the titration results for one of the antibodies tested is 

presented in section 5.3.1.1 and the titration results for the other antibodies 

can be found in APPENDIX C. 

 

5.2.5.2 Compensation experiments  

Compensation is a mathematical method needed when multiple fluorophores 

are used to stain the same sample to account for the spill over of the 

fluorophores in the other detection channels (Figure 5.5).  
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Figure 5.5: Spectral overlap between the emission of FITC and PE. A 
525/40 (wavelength/bandwidth) filter is used to detect the FITC signal 
whilst the PE signal is detected by a 585/40 filter. The blue are of the PE 
emission spectrum and detected in the FITC channel is must be 
subtracted from the PE signal. Similarly, the red area of the FITC 
emission spectra is detected in the PE channel and must be subtracted 
from the PE signal. 

To determine the compensation matrix, the blood samples (treated as 

explained in section 5.2.5.1) were stained with one fluorophore at a time 

using the volumes described in Table 5.7 and their fluorescence was 

recorded for all FACS channels.  

Tube Antibody Volume / dilution 

1 Unstained  

2 Anti-CD3 V500 2.5 µL 

3 Anti-CD4 APC-Cy7 1 µL 

4 Anti-CD8 FITC 5 µL 

5 Anti-CD14 Pacific Blue 10 µL 

6 Anti-CD16 PE-Cy7 1 µL of 2X dilution 

7 Anti-CD19 APC-R700 1 µL 

8 Anti-CD45 BV605 2.5 µL 

9 Anti-CD56 PE 20 µL 

10 Anti-HLA-DR APC 
20 µL of 2X 

dilution 

Table 5.7: Distribution of antibodies volumes and dilutions used in 
compensation experiments.  

The Cytexpert software was used to calculate the spill over values of each 

fluorophore in each channel, and created a compensation matrix (Table 

5.8) that was used for subsequent experiments. 

wavelength (nm) 
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Table 5.8: Antibody panel compensation matrix. The compensation 
factors were calculated by accounting for the spill over values of each 
of the fluorophores (left column) into each of the detection channels 
(first row). 

 

5.2.5.3 Fluorescence minus one controls experiments 

Fluorescence minus one (FMO) controls are necessary when building a 

multicolour FACS panel to determine where the gates should be set. An FMO 

control is a tube where cells are stained with all fluorophores used in the 

panel except for one, and it is used to determine the limit between the 

background fluorescence and the positive populations in a sample stained 

with multiple fluorophores (Figure 5.6). 

 

Figure 5.6: Gating of populations using FMO controls. a) Fluorescence 
of a blood sample containing all antibodies minus CD3 V500. The gate 
(red) represents the boundary between CD3+ and CD3- cells. b) 
Fluorescence of a blood sample containing all antibodies minus CD56 
PE. The gate (green) represents the boundary between CD56+ and 
CD56- cells. c) Fluorescence of a blood sample containing all 
antibodies. The gates established in A and B are used to determine 
which populations are CD3 positive or negative and CD56 positive or 
negative. 
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For the FMO control experiments, the initial treatment of the blood samples 

was the same as described in the section 5.2.5.1 but in each tube, all of the 

antibodies were used minus one as shown in Table 5.9. The volumes of 

antibodies used for these experiments are described in Table 5.10. 

Tube Antibodies 

1 UNSTAINED 

3 V500 CD4 CD8 CD14 CD16 CD19 CD45 CD56 HLA-DR 

4 CD3 APC-Cy7 CD8 CD14 CD16 CD19 CD45 CD56 HLA-DR 

5 CD3 CD4 FITC CD14 CD16 CD19 CD45 CD56 HLA-DR 

6 CD3 CD4 CD8 Pac Blue CD16 CD19 CD45 CD56 HLA-DR 

8 CD3 CD4 CD8 CD14 
PE-

Cy7 
CD19 CD45 CD56 HLA-DR 

9 CD3 CD4 CD8 CD14 CD16 
APC-

R700 
CD45 CD56 HLA-DR 

10 CD3 CD4 CD8 CD14 CD16 CD19 BV605 CD56 HLA-DR 

11 CD3 CD4 CD8 CD14 CD16 CD19 CD45 PE HLA-DR 

12 CD3 CD4 CD8 CD14 CD16 CD19 CD45 CD56 APC 

Table 5.9: Distribution of antibodies in FMO controls experiments. The 
first tube did not contain any antibodies and the isotype controls are 
represented in bold. 

 

Antibody Volume / dilution Isotype controls Volume / dilution 

Anti-CD3 V500 2.5 µL Isotype V500 2.5 µL of 2X dilution 

Anti-CD4 APC-Cy7 1 µL Isotype APC-Cy7 1 µL 

Anti-CD8 FITC 5 µL Isotype FITC 5 µL of 4X dilution 

Anti-CD14 Pacific Blue 10 µL Isotype Pacific Blue 10 µL 

Anti-CD16 PE-Cy7 1 µL of 2X dilution Isotype PE-Cy7 1 µL 

Anti-CD19 APC-R700 1 µL Isotype APC-R700 1 µL of 8X dilution 

Anti-CD45 BV605 2.5 µL Isotype BV605 5 µL of 4X dilution 

Anti-CD56 PE 20 µL Isotype PE 20 µL of 8.3X 

dilution 

Anti-HLA-DR APC 20 µL of 2X dilution Isotype APC 20 µL 

Table 5.10: Antibody volumes and dilutions used in FMO controls and 
multi-panel FACS experiments. 

For the FMO control experiments, the incubation time was longer than the 

recommended 45 minutes, as the addition of all the components in each tube 

was very time consuming so total incubation time was of 75 minutes. The 

process after incubation was the same as described in section 5.2.5.1. For 

each tube, 40,000 events in the intact cellular bodies gate (excluding debris) 

were acquired and before analysis, the compensation table obtained 

previously (Table 5.8) was applied to account for fluorochrome spill over. The 

FMO controls were used to set up all the gates used in subsequent 

experiments using the principle described in Figure 5.6 and the details are 

presented in APPENDIX C. 
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5.2.5.4 Determination of the purity of the MACS-isolated cell 

fractions using the FACS antibody panel 

For all the purified cell suspensions, the MACS flow-through was centrifuged 

at 350 g for 5 minutes and the supernatant removed carefully so as to not 

disturb the pellet. The pellet was resuspended in 2 mL of FACS buffer and 

then centrifuged at 350 g for 5 minutes. The supernatant was discarded again 

and the pellet was resuspended in 100 µL of FACS buffer with 5% (v/v) 

mouse serum. For each purified cell sample, two tubes were prepared. One 

contained all relevant isotype controls and the other all the tagged antibodies 

in the volumes described in Table 5.10. The process after incubation was the 

same as that described in section 5.2.5.1. For each cell type, 50,000 events 

(intact cells) were acquired. The data obtained was then analysed using the 

compensation matrix (Table 5.8) and the gates set up using the data from the 

FMO control experiments (Section 5.3.1.2, Figure 5.11) to determine the 

percentage purities of each fraction using the formula: 

% 𝑝𝑢𝑟𝑖𝑡𝑦 =  
𝑡𝑜𝑡𝑎𝑙 𝑐𝑒𝑙𝑙𝑠 −  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑒𝑙𝑙𝑠

𝑡𝑜𝑡𝑎𝑙 𝑐𝑒𝑙𝑙𝑠
 𝑥 100 

 

5.2.6 3DEP measurements the MACS-purified cell suspensions 

and stem cells 

The dielectric properties of BM-MSCs and each MACS-purified cell type were 

determined using 3DEP (Labtech International Ltd, Heathfield, UK), a 

commercially available well-based DEP cytometer. The instrument used 

disposable chips formed of twenty wells that enable simultaneous stimulation 

of the cells with twenty different frequencies (Chapter 1, section 1.4.4) [173], 

[174]. For a given medium conductivity and at each frequency, the cells in the 

well either move towards the channel walls (pDEP) or are pushed towards 

the centre of the wells (nDEP). The wells are illuminated by the instrument 

and the changes in light intensity can be used to determine the magnitude 

and polarity of the DEP forces exerted on the cells (Figure 5.7).   
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Figure 5.7: Diagram of the commercial 3DEP system consisting of 20 
wells energised at different frequencies. For the lower frequencies, the 
cells experience positive DEP and are attracted towards the electrode 
walls, allowing for the light to pass through. For the higher frequencies, 
the cells experience negative DEP and are pushed away from the 
electrodes, towards the centre of the well, resulting in a decrease in 
light intensity recorded at the detectors. Image reproduced from [175]. 

For all cell types, the DEP spectra was determined for three different 

conductivities: 0.01, 0.05, 0.10 S/m. These conductivities were selected 

because they covered the range of conductivities for which the cells 

experienced both positive and negative DEP at the range of frequencies that 

the 3DEP device operates. Each cell suspension was centrifuged at 350 g 

and resuspended in 10 mL of 3DEP solution (section 5.2.1) at one of the 

three conductivities twice to ensure all of the MACS buffer was removed. 

Finally, the cells were centrifuged at 350 g resuspended in 3DEP solution to 

obtain a concentration of 1 million cells/mL and loaded onto one of the 3DEP 

chips. For each cell and conductivity, a full DEP spectrum was generated by 

applying frequencies ranging from 10 kHz to 40 MHz (maximum supported 

frequency) for 30 seconds. The lower frequency limit was chosen because it 

has been shown that for frequencies lower than 4 kHz, heating effects and 

electro-osmosis can induce fluid motion affecting data acquisition [173].  

During data acquisition, the 3DEP instrument divided each of the wells into 

ten concentric bands that were recorded separately. Hoettges et al (2008) 

noted that the field generated by the 3D electrodes did not reach the inner 

part of the well, generating noise that could be reduced by limiting the 

analysis to the region containing the particles nearest to the electrode walls 

[172], [173]. To limit the data noise, only bands 7 to 9 (corresponding to the 

30% outer radius of the well) were used for the analysis.  

At least three repeats of these measurements were made for each cell type 

and conductivity. 
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5.2.7 Modelling of 3DEP spectra for determination of dielectric 

properties of each cell type 

The frequency spectra obtained by 3DEP were analysed using Python scripts 

(APPENDIX E) based on the single-shell model to determine dielectric 

properties (Chapter 2 section 2.2.2.3). To limit the number of variables 

solved, the assumed value for conductance of the membrane was fixed at 

500 S/m2 for all cells, as this parameter has been shown to have little impact 

on the overall DEP spectrum (Chapter 2 section 2.2.3) [243]. The value used 

in the modelling for the radii of the cells was based on values obtained in the 

literature (Table 1.1) for B cells, T cells, monocytes, neutrophils, BM-MSCs 

and eosinophils.  

Three fits were used to determine the cells’ dielectric properties. A first single-

conductivity fit was used to determine the dielectric properties for one single 

conductivity. The single-shell model was fitted to the data using non-linear 

least-square minimisation with four variable parameters: the cytoplasmic 

conductivity and permittivity, the membrane capacitance and a scaling factor. 

This scaling factor was introduced because the 3DEP instrument measures 

the relative DEP  force, rather than a CM factor (Chapter 1 section 1.4.4). 

The second fit used three conductivities in combination with one single 

scaling factor and the third fit used the three conductivities in combination 

with three different scaling factors.  

For all fits, the program used a least square fit. To estimate the relative quality 

of the fit, the reduced χ2 goodness of fit test was used. The chi-square value 

is a non-parametric test used to determine how different the experimental 

value is from the fitting value. In this test, the distance between the 

experimental points and the value of the fit is squared and divided by the 

number of points and then normalised by the value of the fit. A lower χ2 value, 

indicates a better agreement between the experimental data and the fit. To 

account for overfitting when multiple fitting parameters were used, the 

Bayesian information criterion was used to compare the different fitting 

programs. This criterion introduces a penalty term for the number of 

parameters in the model and the model with the lowest Bayesian criterion is 

preferred.  
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5.2.8 Modelling ideal cell separation conditions 

The dielectric properties determined via the 3DEP system were used to 

calculate the CM factor of the different cells using the equations (2.33), (2.34), 

(2.35) and (2.37) described in chapter 2 section 2.2.2.3 for different 

conductivities and frequencies. The python scripts used to calculate the CM 

factors and generate graphs for different conductivities and frequencies 

graphs were based on the scripts described by Smith and colleagues (2017) 

and are presented in APPENDIX E [141].  

 

5.3 Results 

5.3.1 Purity of cell suspensions separated by MACS  

The first step towards the determination of the cells’ dielectric properties was 

to obtain pure populations of the cell types present in bone marrow. The 

system was simplified by only considering the cell types that are most 

prominent in bone marrow (Table 5.11) and where negative selection MACS 

kits were commercially available. These included lymphocytes (T and B), 

monocytes, neutrophils and eosinophils. Erythroblasts were excluded as 

these were depleted from the samples prior to testing using a lysis solution.  

 
Mean percentage (Observed range) 

Bone marrow 
Lysed Blood 

Cell type Men Women 

Blast cells 1.4 (0-3.2) % 

- 
Promyelocytes 7.8 (3.6-13.2) % 

Neutrophil myelocytes 7.6 (4-21.4) % 

Metamyelocytes 4.1 (1-7) % 

Neutrophils 32.1(21-45.6) % 37.4 (29.6-46.6) % 60% 

Eosinophils + 

eosinophils myelocytes 
3.5 (0.9-7.4) % 3% 

Basophils 0.1 (0-0.8) % 
- 

Erythroblasts 28.1 (18-39.4) % 22.5 (14-31.8) % 

Lymphocytes 13.1 (4.6-22.6) % 
25% T cells  

7% B cells 

Plasma cells 0.6 (0-1.4) % - 

Monocytes 1.7 (0-4.5) % 5% 
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Table 5.11: Published  values for  proportions of different cell types  in 
human bone marrow and lysed blood. Differences for men and women 
were only reported when there was a significance (P< 0.01). Adapted 
from [14]. Data on lysed blood without platelets [252]. 

Due to its availability, blood was used for these experiments as it contains all 

the desired cell types that are of interest in bone marrow, despite being 

present in different proportions (Table 5.11). Once the cell types had been 

initially separated using MACS as described in section 5.2.4, FACS  was 

used to assess the purity of the solutions obtained based upon detection of 

the relevant cell type-specific markers. The details of the marker expression 

of each cell type of interest can be found in Table 5.12. 

 

Marker Cell types expressing marker 

CD3 T cell subpopulations 

CD4 T cells, monocytes 

CD8 T cells, NK cells, dendritic cells 

CD14 Monocytes 

CD16 Neutrophils, NK cells, eosinophils/monocytes 

CD19 B cells, MSCs, dendritic cells 

CD45 All leukocytes 

CD56 T cells, NK cells 

HLA-DR B cells, monocytes 

Table 5.12: Markers used in the FACS multi-panel and marker 

expression in relevant cell types.  

 

5.3.1.1 Optimisation of antibody concentrations for FACS panel  

All antibodies used in the FACS panel were first titrated to determine the 

minimal concentration needed to achieve a reasonable fluorescence signal 

to noise ratio with minimal channel spill over at three concentrations (section 

5.2.5.1). Two examples of antibody titration are shown Figure 5.8 and Figure 

5.9 and the rest of the titrations can be found in APPENDIX C. In the case of 

CD8-FITC, all concentrations tested  yielded a similar fluorescence peak 

which was clearly distinct from the isotype control peak and so the smallest 

volume was used. 
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Figure 5.8: Titration of anti-CD8 antibody. a) Fluorescence values 
obtained when three different volumes of anti-CD8 FITC antibodies were 
used to label lymphocytes, gated on lymphocytes gate. b) Comparison 
of anti-CD8 antibody fluorescence with Isotype control. For all volumes 
of CD8 FITC, the fluorescence intensity (right peak) was similar and 
distinct from the isotype control.  

A contrasting example can be seen in the case of anti-CD56-PE antibodies, 

where only the highest concentration tested yielded a fluorescence peak 

distinct from the matching isotype control peak, so the highest concentration 

was used for all experiments. 
 

 

Figure 5.9: Titration of anti-CD56 antibody. a) Fluorescence of three 
volumes of anti-CD56 PE antibodies gated on lymphocytes gate. b) 
Comparison of CD4 antibody fluorescence with Isotype control. Note: 
Intact cells gate comprises Lymphocytes + Monocytes + Granulocytes 
gates. For 20 µL, the fluorescence peak was distinct from the isotype 

control peak, whereas for lower volumes, there was no clear separation 
between the positive and negative (isotype control) peaks. 
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5.3.1.2 Determination of MACS purified cell suspensions purity 

using a FACS multi-panel  

Once the optimised working concentrations for each antibody had been 

determined, the FMO controls were used to determine the gates to be used 

in the final FACS analysis. A simplified version of the gating strategy used to 

generate the data shown in Figure 5.13 to Figure 5.16 can be found in Figure 

5.10.  

 

Figure 5.10 : FACS panel population tree and marker expression for the 

different cell types.  

First, single cells were obtained after excluding air bubbles, debris and non-

single events. The next step was to obtain the neutrophil / eosinophil, 

monocyte and lymphocyte gates based on the CD45 marker expression (as 

all leukocytes are CD45+) against the side scatter (SSC) plot. All CD45- 

events including any remaining erythrocytes, debris and thrombocytes were 

excluded. The combined neutrophil /eosinophil population was then divided 

into a CD3- / CD16- population (representing pure eosinophils) and a CD3- / 

CD16+ gate (containing the neutrophil fraction). All CD4+ events (possible 

monocytes or T cells contamination) were then removed. Finally, CD8+ 

events (representing possible NK cells contamination) were excluded from 

the CD4- CD16+ population to obtain the pure neutrophil fraction. The 

monocyte population was further purified by selecting only the population that 

was CD14+. To confirm the purity of the population, any possible 

contamination by lymphocytes (CD4+ HLA-DR- events for T cells and CD4- 

HLA-DR+ events for B cells) was excluded and only CD4+ HLA-DR+ events 
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(pure monocytes) were considered. The lymphocyte gate was first divided 

between a CD3+ and a CD3- population (containing B cells and NK cells). The 

T cell population was defined as CD3+ CD16-. The CD3- population was 

further gated around CD4- to make sure that there was no remaining 

contamination from the T cells.  Finally, B cells (HLA-DR+ CD56-) were 

separated from NK cells (HLA-DR- CD56+). 

This antibody panel was used to collect the data shown in Figure 5.13 - Figure 

5.16. The cell purity results are summarised in Table 5.13. 

 Samples 

Cell type 
Lysed 
blood 

Purified 
B cells 

Purified 
T cells 

Purified 
Monocytes 

Purified 
Neutrophils 

Purified 
Eosinophils 

B cells 4% 82% 0.9% 0.1% 0% 0% 

T cells 30% 2% 94% 0% 0% 0% 

Monocytes 4% 1.2% 0.5% 74% 0.1% 0.4% 

Neutrophils 27% 0% 0% 0% 98% 0.8% 

Eosinophils 3% 0.2% 0% 1% 0.2% 93% 

Other1 32% 15% 4% 25% 2% 6% 

Table 5.13: Summary table showing the presence of mononuclear cells 

(T cells, B cells, monocytes) and granulocytes (eosinophils, 

neutrophils) in lysed blood and each of the MACS-purified cell 

suspensions. The percentages are calculated as percentage of single 

cells using the FACS multi-panel. 1Other may refer to debris or 

remaining RBCs. 

The percentages of B cells, T cells monocytes and eosinophils obtained for 

the lysed blood sample were similar to those expected in a blood sample 

(Table 5.3). In contrast, the amount of neutrophils was lower than expected, 

but this could be due to neutrophil activation and clumping that was observed 

when resuspending the MACS-purified neutrophil cell suspension in FACS 

media. The results showed that all MACS-purified cell suspensions contained 

some debris and RBC contamination despite the lysis step but no major 

contamination from other white blood cells. The debris and RBC 

contamination could be seen in the CD45 plot represented as  CD45- events, 

notably in the monocytes and the B cells purified samples, which explains 

why the percentage purity for these samples was lower.  
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Figure 5.11: FACS panel gating analysis on whole lysed blood. The gates used to define the eosinophils, 
neutrophils, monocytes, B cells and T cells populations (explained in detail in Figure 5.10) show the proportion of 
each cell type found in blood. The colour of the plots represents the cell density (blue  represents low density whilst 
red represents high density).    
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Figure 5.12: FACS panel gating analysis of monocytes isolated from whole blood using MACS kits. The monocytes 
gate contains 74% of the intact cell events and the other empty gates show there was no contamination from B 
cells, T cells, neutrophils or eosinophils. The colour of the plots represents the cell density (blue  represents low 
density whilst red represents high density).
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Figure 5.13: FACS panel gating analysis of B cells isolated from whole blood using MACS kits. The B cells gate 
contains 82% of the intact cells and other empty gates show there was no contamination from monocytes, T cells, 
neutrophils or eosinophils. The colour of the plots represents the cell density (blue  represents low density whilst 
red represents high density)
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Figure 5.14: FACS panel gating analysis of purified T cells isolated from whole blood using MACS kits. The T cells 
gate contains 94% of the intact cells and other empty gates show there was no contamination from monocytes, B 
cells, neutrophils or eosinophils.  The colour of the plots represents the cell density (blue  represents low density 
whilst red represents high density). 
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Figure 5.15: FACS panel gating analysis of neutrophils isolated from whole blood using MACS kits. The neutrophils 
gate contains 98% of the intact cells and other empty gates show there was no contamination from monoctyes, T 
cells, B cells or eosinophils. The colour of the plots represents the cell density (blue  represents low density whilst 
red represents high density). 
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Figure 5.16: FACS panel gating analysis of eosinophils isolated from whole blood using MACS kits. The eosinophils 
gate contains 82% of the intact cells and other empty gates show there was no contamination from monocytes, B 
cells, T cells or neutrophils. The colour of the plots represents the cell density (blue  represents low density whilst 
red represents high density). 
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5.3.2 Dielectric properties of MACS-purified cell suspensions 

determined using 3DEP  

Once the purity of the MACS-purified white blood cell suspensions had been 

confirmed by FACS (section 5.3.1.2), the dielectric properties of the different 

cell types were determined using 3DEP. The dielectric properties (membrane 

conductivity, cytoplasm conductivity and permittivity) were extracted from the 

3DEP experimental DEP spectra by using python scripts (APPENDIX E) 

derived from the single-shell model described in Chapter 2 section 2.2.2.3. To 

increase the dataset used to determine the dielectric properties and ensure 

that the values described the behaviour of the cells for a range of 

conductivities, the 3DEP spectra of each cell type were determined for three 

different conductivities (0.01, 0.05 and 0.1 S/m). The experimental 3DEP 

spectra were then fitted using three different fitting approaches: a single 

conductivity fit for each conductivity studied, a triple conductivity fit with one 

single scaling factor, and a triple conductivity fit with three different scaling 

factors. 

Since the 3DEP device does not give directly the CM factor values obtained 

for different frequencies, but instead gives a relative DEP value (Chapter 1 

section 1.4.4), a scaling parameter was added to the single-shell fit. For the 

third fit consisting of triple conductivity fits, the parameters used for fitting were 

the three dielectric parameters (membrane conductivity, cytoplasm 

conductivity and cytoplasm permittivity) and one scaling factor for each 

conductivity studied. The concern was that when fitting models it is possible to 

increase the likelihood of the fit adhering the data by adding parameters, but 

doing so may result in overfitting. To account for overfitting, the Bayesian 

information criterion used to compare the different fitting programs. This 

criterion introduces a penalty term for the number of parameters in the model 

and the model with the lowest Bayesian criterion is preferred. To estimate the 

quality of the fit for each of the different fitting programs, the chi-square (χ2) 

goodness of fit test was used. The chi-square value is a non-parametric test 

used to determine how different the experimental value is from the fitting value. 

In this test, the distance between the experimental points and the value of the 

fit is squared and divided by the number of points and then normalised by the 

value of the fit. A lower χ2 value, indicates a better agreement between the 

experimental data and the fit. 
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5.3.2.1 Dielectric properties of MACS-purified monocytes derived 

from blood  

The dielectric properties of MACS-purified monocytes were determined 

independently for one single donor using the three conductivity fits described 

in the above section 5.3.2. The dielectric properties were first determined by 

fitting the experimental DEP spectra obtained for each of the three 

conductivities studied (0.01 S/m, 0.05 S/m and 0.1 S/m) using the single-

conductivity fit (Figure 5.17).  

a) b)  

c)  

Figure 5.17: DEP spectra of monocytes from donor 1 (D1) at three buffer 
conductivities: 0.01 S/m (a), 0.05 S/m (b) and 0.1 S/m (c). The dashed line 
represents the single-conductivity fit and the experimental DEP 
response obtained by 3DEP is shown by dots. The different replicates (A, 
B, C, D, E, F) are shown in different colours.  

The experimental replicates of all conductivities were very similar and there 

was a good fit between experimental data and the fitting curve, as shown by 

the reduced χ2 values obtained for all the fits and the low standard deviation 

obtained for each of the dielectric properties determined (Table 5.14).  
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Conductivities used for the single conductivity fit  

0.01 S/m 0.05 S/m 0.1 S/m 

Cell radius (µm) 3.7 (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.12 0.062 0.026 

Bayesian criteria -220 -196 -268 

Membrane capacitance (mF/m2) 4.5±0.3 5.3±0.3 3.8±0.2 

Cytoplasm permittivity 99±7 77±8 80±7 

Cytoplasm conductivity (S/m) 0.034±0.004 0.098±0.005 0.127±0.004 

Scaling factor 3 3.5 3.5 

Table 5.14: Summary of dielectric properties of MACS-purified 
monocytes from a single donor (D1) derived using a single conductivity 
fit of DEP spectra obtained for different medium conductivities. The 

reduced 𝝌𝟐 values and Bayesian criteria showed that the fits accurately 
described the experimental data.  

Theoretically, the dielectric properties are independent of the conductivity of 

the solution they are suspended in, so the values obtained should be the same 

for all conductivities. However, as seen in Table 5.14, the cytoplasm 

conductivity value obtained for the 0.01 S/m conductivity was four times 

smaller than that obtained for the 0.1 S/m conductivity.  

In order to increase the dataset used to determine the dielectric properties and 

ensure that the values described the behaviour of the cells for a range of 

conductivities, a triple conductivity fit including the datasets obtained for 0.01, 

0.05 and 0.1 S/m was then used to determine the dielectric properties of 

monocytes. For the triple conductivity analysis, two fitting methods were 

considered: one using a common scaling factor for all three conductivity data 

sets and another with three separate scaling factors (Figure 5.18). The 

dielectric properties obtained using each fitting method can be found in Table 

5.15. 
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a) b)  

Figure 5.18: 3DEP spectra of monocytes from donor 1 using the three-
conductivity model for a single common scaling factor (a) and three 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

As seen in Figure 5.18, the triple conductivity analysis did not match all three 

conductivity datasets when a common scaling factor was used but the 

goodness of the fit improved when three different scaling factors were used, 

as shown by a smaller reduced 𝜒2 value than when the same scaling factors 

were used. This was further confirmed by a smaller value of Bayesian criteria, 

which accounts for overfitting.  

 
Triple conductivity fit (0.01, 0.05, 0.1 S/m) 

Same scaling factor Different scaling factor 

Cell radius (µm) 3.7 (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.17 0.10 

Bayesian criteria -447 -573 

Membrane capacitance (mF/m2) 3.6±0.2 4.5±0.2 

Cytoplasm permittivity 92±8 83±7 

Cytoplasm conductivity (S/m) 0.078±0.005 0.102±0.005 

Scaling factor 2.8 1.8, 3.5, 3.6 

Table 5.15: Summary of dielectric properties of MACS-purified 
monocytes from a single donor (D1) derived using a triple conductivity 
fit (with the same or different scaling factors) of DEP spectra obtained 

for different medium conductivities. The reduced 𝝌𝟐 values and Bayesian 
criteria showed that the fits accurately described the experimental data.  

The differences in dielectric properties between four different donors were 

investigated next (Table 5.16). The 3DEP spectra and fits obtained for each of 

the four donors for all conductivities can be found in APPENDIX D.  
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Donors 

D1 D2 D3 D4 

Cell radius (µm) 3.74 (fixed) 

Membrane 
conductance 

500 S/m2 (fixed) 

Reduced 𝜒2 0.10 0.1 0.076 0.030 

Bayesian criteria -573 -383 -380 -257 

Membrane 
capacitance (mF/m2) 

4.5±0.2 6.3±0.3 10.0±0.5 11.5±0.5 

Cytoplasm Permittivity 83±7 90±10 98±9 71±9 

Cytoplasm 
Conductivity (S/m) 

0.102±0.005 0.129±0.007 0.133±0.006 0.120±0.009 

Table 5.16: Summary of dielectric properties of MACS-purified 
monocytes derived using a multiple conductivity fit of DEP spectra with 
different scaling factors obtained for different donors. Note: For donors 
2, 3 and 4, only the data for 0.01 S/m and 0.1 S/m was available, so a 
double conductivity fit was used instead of a triple conductivity fit used 

to fit the data from donor D1. The reduced 𝝌𝟐 values and Bayesian criteria 
showed the quality of the fits.  

For all donors studied, there was a good fit between experimental data and the 

fitting curve, as shown by the low reduced χ2 values obtained for all the fits and 

the standard deviation obtained for each of the dielectric properties determined 

(Table 5.16). The values obtained for cytoplasm permittivity and conductivity 

were very similar for all donors. However, there were differences in terms of 

membrane capacitance, where the cells from donor 3 had double the 

capacitance of that observed for donor 1. Since the Bayesian criterion of the 

fit for donor 1 was lower than that for donor 3, the values obtained for D1 were 

considered more accurate. 

5.3.2.2 Dielectric properties of MACS-purified B cells derived from 

blood  

As for monocytes, the dielectric properties of MACS-purified B cells were 

determined independently for the same donor using the three conductivity fits 

described in the above section 5.3.2. The full DEP spectra and fits obtained 

for all three fitting methods can be found in APPENDIX D, and the dielectric 

properties obtained are shown in Table 5.17. 
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Single conductivity fit Triple conductivity fit 

0.01 S/m 0.05 S/m 0.1S/m 
Same scaling 

factor 
Different 

scaling factor 

Cell radius (µm) 3.1 (fixed) 

Membrane 
conductance 

500 S/m2 (fixed) 

Reduced 𝜒2 0.12 0.069 0.18 0.17 0.13 

Bayesian criteria -195 -291 -190 -553 -635 

Membrane 
capacitance (mF/m2) 

12.5±1.0 9.2±0.5 4.3±0.5 8.9±0.6 9.8±0.5 

Cytoplasm 
permittivity 

117±10 86±9 109±15 99±12 93±10 

Cytoplasm 
conductivity (S/m) 

0.04 
±0.006 

0.12 
±0.006 

0.09 
±0.01 

0.131 
±0.009 

0.133 
±0.007 

Scaling factor 2.7 3 2.6 2.2 1.69, 2.9, 2.65 

Table 5.17: Summary of dielectric properties of MACS-purified B cells 
from a single donor (D7) derived using a single conductivity fit and the 
triple conductivity fit of DEP spectra obtained for different medium 

conductivities. The reduced 𝝌𝟐 values and Bayesian criteria showed that 
the fits accurately described the experimental data.  

Similarly to the monocytes, the dielectric properties (the membrane 

capacitance and cytoplasm conductivity in particular) obtained using the single 

conductivity fit varied for the different conductivities studied. The triple 

conductivity with different scaling factors showed a smaller reduced 𝜒2 value 

than when a single scaling factor was used and showed the smallest Bayesian 

criterion of all the models used, so this was determined to be the best fitting 

method. 

The differences in dielectric properties between four different donors were 

investigated next (Table 5.18).  

 
 

Donors 

D2 D5 D6 D7 

Cell radius (µm)  3.1 (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.14 0.044 0.097 0.13 

Bayesian criteria -199 -230 -209 -635 

Membrane capacitance 
(mF/m2) 

10±0.7 11.0±0.6 7.8±0.6 9.8±0.5 

Cytoplasm Permittivity 97±7 96±19 85±26 93±10 

Cytoplasm Conductivity 
(S/m) 

0.02±0.002 0.19±0.02 0.16±0.03 0.133±0.007 

Table 5.18: Summary of dielectric properties of MACS-purified B cells 
derived using a multiple conductivity fit of DEP spectra with different 
scaling factors obtained for different donors. Note: For donors 2, 5 and 
6, only the data for 0.01 S/m and 0.1 S/m was available, so a double 
conductivity fit was used instead of a triple conductivity fit used to fit the 

data from donor 7. The reduced 𝝌𝟐 values and Bayesian criteria showed 
the quality of the fits.  
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The values for membrane capacitance and cytoplasm permittivity obtained 

were similar for all donors. The value of cytoplasm conductivity obtained for 

donor JM  was seven times lower than that obtained for the other donors, but 

this was the fit for which the reduced 𝝌𝟐 and Bayesian criterion values were 

the highest, so the difference could be due to a higher error in the fit. 

 

5.3.2.3  Dielectric properties of MACS-purified T cells derived from 

blood  

As for the previous cell types , the dielectric properties of MACS-purified T cells 

were determined independently for the same donor using the three 

conductivity fits described in the above section 5.3.2. The full DEP spectra and 

fits obtained for all three fitting methods can be found in APPENDIX D, and the 

dielectric properties obtained are shown in Table 5.19. 

 

Single conductivity fit Triple conductivity fit 

0.01 
S/m 

0.05 
S/m 

0.1 
S/m 

Same 
scaling factor 

Different 
scaling factor 

Cell radius (µm) 3.1 (fixed) 

Membrane 
conductance 

500 S/m2 (fixed) 

Reduced 𝜒2 0.0047 0.049 0.046 0.108 0.052 

Bayesian criteria -322 -225 -282 -616 -812 

Membrane 
capacitance (mF/m2) 

9.45±0.5 12.1±0.7 13.5±0.8 10.2±0.5 11.7±0.4 

Cytoplasm 
permittivity 

105±18 56±17 50±16 63±22 57±12 

Cytoplasm 
conductivity (S/m) 

0.18 
±0.02 

0.21 
±0.01 

0.25 
±0.01 

0.26 
±0.01 

0.237 
±0.008 

Scaling factor 1.7 2.5 2.9 1.97 1.6, 2.4, 2.9 

Table 5.19: Summary of dielectric properties of MACS-purified T cells 
from a single donor 7 derived using a single conductivity fit and the triple 
conductivity fit of DEP spectra obtained for different medium 

conductivities. The reduced 𝝌𝟐 values and Bayesian criteria showed that 
the fits accurately described the experimental data.  

The membrane capacitances and cytoplasm conductivities obtained were 

similar for all conductivities analysed using the single conductivity fit. However, 

the cytoplasm permittivity varied for the different conductivities studied. The 

triple conductivity with different scaling factors showed a reduced 𝜒2 value 

comparable to that obtained for the single conductivity fits and showed the 

smallest Bayesian criterion of all the models used, so this was determined to 

be the best fitting method. 
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The differences in dielectric properties between four different donors were 

investigated next (Table 5.20). The 3DEP spectra and fits obtained for each of 

the four donors for all conductivities can be found in APPENDIX D.  

 
 

Donors 

D6 D2 D5 D7 

Cell radius (µm) 3.1 (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.034 0.11 0.24 0.052 

Bayesian criteria -254 -201 -97 -812 

Membrane capacitance (mF/m2) 10.4±0.5 8.3±0.7 9±1 11.7±0.4 

Cytoplasm Permittivity 39±20 113±38 54±36 57±12 

Cytoplasm Conductivity (S/m) 0.24±0.02 0.21±0.04 0.13±0.03 0.237±0.008 

Table 5.20: Summary of dielectric properties of MACS-purified T cells 
derived using a multiple conductivity fit of DEP spectra with different 
scaling factors obtained for different donors. Note: For donors 2, 5 and 
6, only the data for 0.01 S/m a was available, so the single conductivity 
fit was used instead of a triple conductivity fit used to fit the data from 

donor 7. The reduced 𝝌𝟐 values and Bayesian criteria showed the quality 
of the fits.  

The values for membrane capacitance and cytoplasm conductivity were similar 

for all donors, except for donor 5 that had a lower value of cytoplasm 

conductivity, but this could be due to the higher error in the fitting as described 

by a higher reduced 𝜒2 and Bayesian criterion values than the other donors, 

which suggests the fitting was worse. The biggest intra-donor differences were 

observed for the cytoplasm permittivity with values ranging from 39 to 113 S/m. 

However, the fits with the lowest reduced 𝜒2 and  Bayesian criterion values 

showed a cytoplasm permittivity of 39 and 54, so these values were considered 

the most accurate.  

 

5.3.2.4 Dielectric properties of MACS-purified neutrophils derived 

from blood 

As for the previous cell types, the dielectric properties of MACS-purified 

neutrophils were determined independently for the same donor using the three 

conductivity fits described in the above section 5.3.2. The full DEP spectra and 

fits obtained for all three fitting methods can be found in APPENDIX D, and the 

dielectric properties obtained are shown in Table 5.21 to Table 5.19. 
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Single conductivity fit Triple conductivity fit 

0.01 
S/m 

0.05 
S/m 

0.1 
S/m 

Same scaling 
factor 

Different 
scaling factor 

Cell radius (µm) 3.5 (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.038 0.074 0.061 0.16 0.091 

Bayesian criteria -229 -284 -254 -508 -654 

Membrane capacitance 
(mF/m2) 

9.3±0.4 7.4±0.4 5.1±0.4 6.5±0.4 7.3±0.3 

Cytoplasm permittivity 97±3 75±8 79±9 88±8 82±6 

Cytoplasm conductivity 
(S/m) 

0.029 
±0.002 

0.117 
±0.006 

0.127 
±0.006 

0.098 
±0.005 

0.112 
±0.004 

Scaling factor 4 3.4 3.6 3 2, 3.4, 3.7 

Table 5.21: Summary of dielectric properties of MACS-purified 
neutrophils from a single donor (D5) derived using a single conductivity 
fit and the triple conductivity fit of DEP spectra obtained for different 

medium conductivities. The reduced 𝝌𝟐 values and Bayesian criteria 
showed that the fits accurately described the experimental data.  

The membrane cytoplasm conductivities obtained were similar for all 

conductivities analyses using the single conductivity fit. However, the 

membrane capacitance and cytoplasm permittivity varied for the different 

conductivities studied. The triple conductivity with different scaling factors 

showed a reduced 𝜒2 value comparable to that obtained for the single 

conductivity fits and showed the smallest Bayesian criterion of all the models 

used, so this was determined to be the best fitting method. 

The differences in dielectric properties between four different donors were 

investigated next (Table 5.22). The 3DEP spectra and fits obtained for each of 

the four donors for all conductivities can be found in APPENDIX D. 

 
 

Donors 

D8 D2 D6 D5 

Cell radius (µm) (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.085 0.11 0.098 0.091 

Bayesian criteria -452 -362 -384 -654 

Membrane capacitance 
(mF/m2) 

6.0±0.3 8.0±0.5 5.3±0.3 7.3±0.3 

Cytoplasm Permittivity 93±8 93±11 95±10 82±6 

Cytoplasm Conductivity 
(S/m) 

0.118±0.006 0.135±0.008 0.12±0.007 0.112±0.004 

Table 5.22: Summary of dielectric properties of MACS-purified 
neutrophils derived using a multiple conductivity fit of DEP spectra with 
different scaling factors obtained for different donors. Note: For donors 
2, 6 and 8, only the data for 0.01 S/m and 0.1 S/m was available, so a 
double conductivity fit was used instead of a triple conductivity fit used 

to fit the data from donor 5. The reduced 𝝌𝟐 values and Bayesian criteria 
showed the quality of the fits. 
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The values for all dielectric properties obtained were similar for all donors, and 

the quality of the fits was good, as shown by the low reduced 𝜒2 and Bayesian 

criteria values. 

 

5.3.2.5 Dielectric properties of MACS-purified eosinophils derived 

from blood 

As for the previous cell types, the dielectric properties of MACS-purified 

eosinophils were determined independently for the same donor using the three 

conductivity fits described in the above section 5.3.2. The full DEP spectra and 

fits obtained for all three fitting methods can be found in APPENDIX D, and the 

dielectric properties obtained are shown in Table 5.23Table 5.19. 

 

Single conductivity fit Triple conductivity fit 

0.01 
S/m 

0.05 
S/m 

0.1 
S/m 

Same 
scaling 
factor 

Different 
scaling 
factor 

Cell radius (µm) 3.7 (fixed) 

Membrane 
conductance 

500 S/m2 (fixed) 

Reduced 𝜒2 0.09 0.16 0.082 0.21 0.12 

Bayesian criteria -262 -132 -275 -430 -592 

Membrane 
capacitance (mF/m2) 

10.7±0.7 9.2±0.9 10.1±0.6 7.5 9.1±0.4 

Cytoplasm 
permittivity 

154±12 88±11 66±10 94 80±8 

Cytoplasm 
conductivity (S/m) 

0.05 
±0.007 

0.09 
±0.006 

0.16 
±0.006 

0.13 0.142±0.006 

Scaling factor 2.6 3.7 3.7 2.6 1.9, 3, 3.7 

Table 5.23: Summary of dielectric properties of MACS-purified 
eosinophils from a single donor (D1) derived using a single conductivity 
fit and the triple conductivity fit of DEP spectra obtained for different 

medium conductivities. The reduced 𝝌𝟐 values and Bayesian criteria 
showed that the fits accurately described the experimental data.  

The membrane capacitance values obtained were similar for all conductivities 

analyses using the single conductivity fit. However, the cytoplasm conductivity 

and permittivity values varied for the different conductivities studied. The triple 

conductivity with different scaling factors showed a reduced 𝜒2 value 

comparable to that obtained for the single conductivity fits and showed the 

smallest Bayesian criterion of all the models used, so this was determined to 

be the best fitting method. 

The differences in dielectric properties between four different donors were 

investigated next (Table 5.24). The 3DEP spectra and fits obtained for each of 

the four donors for all conductivities can be found in APPENDIX D. 
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Donors 

D4 D2 D7 D1 

Cell radius (µm)  (fixed) 

Membrane conductance 500 S/m2 (fixed) 

Reduced 𝜒2 0.05 0.10 0.16 0.12 

Bayesian criteria -273 -212 -464 -592 

Membrane capacitance 
(mF/m2) 

9.7±0.6 5.5±0.4 9.4±0.7 9.1±0.4 

Cytoplasm Permittivity 90±19 166±15 38±32 80±8 

Cytoplasm Conductivity 
(S/m) 

0.19±0.02 0.06±0.01 0.26±0.02 0.142±0.006 

Table 5.24: Summary of dielectric properties of MACS-purified 
eosinophils derived using a multiple conductivity fit of DEP spectra with 
different scaling factors obtained for different donors. Note: For donors 
2 and 4, only the data for 0.01 S/m was available, so a single conductivity 
fit was used instead of a triple conductivity fit used to fit the data from 

donors 1 and 7. The reduced 𝝌𝟐 values and Bayesian criteria showed the 
quality of the fits.  

There were intra-donor differences for all the dielectric parameters determined. 

The dielectric values obtained for donor 1 were considered the most accurate, 

as the fit had the lowest Bayesian criterion value and a low reduced 𝜒2. 

 

5.4 Discussion 

5.4.1 Establishing a multi-antibody panel for FACS analysis of 

specific cell types purified from whole blood  

FACS is the gold standard for single cell analysis based upon detection of 

fluorescently tagged antibodies to their respective cell surface marker epitope. 

FACS was therefore selected to determine the purity of isolated fractions of 

specific cell types from whole blood using MACS before the determination of 

their dielectric properties. However, the  total number of cells available per 

donor was necessarily limited due to the low prevalence of some cell types 

and the volume of blood available for each donor. A panel of multiple 

antibodies (“multi-panel”)  was used to reduce the amount of sample needed 

for FACS analysis but this approach is traditionally associated with loss of 

resolution due to fluorophores “spill over”. Fluorescence spill over introduces 

spread of the data from one fluorophore (and therefore one antibody) detector 

into other detectors that cannot be removed with compensation and this results 

in a systematic underestimation of specific cell populations. Sources of spill 

over include the use of dyes with similar emission spectra or the use of tandem 

dyes, also known as Förster resonance energy transfer (FRET) pairs. FRET 
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dyes are composed of two fluorophores linked together in closed proximity. 

One of the fluorophores (called donor) is excited by a laser and transfers the 

excitation energy non-radiatively to the second fluorophore, called the 

acceptor (Figure 5.19).  

 

Figure 5.19: Schematic representation of Förster resonance energy 
transfer (FRET). (a) A laser is used to excite the donor (D) and the energy 
is transferred to the nearby acceptor (B) by a non-radiative process, 
causing it to emit fluorescence. (b) The donor emission peak (blue) must 
overlap with the acceptor excitation spectrum (orange). Image adapted 
from [253]. 

In order to achieve FRET, the donor and acceptor fluorophores must be in very 

close proximity (<10 nm) [253]. The tandem dyes used in the FACS panel are 

composed of two fluorophores linked together. The linker can be degraded 

over time due to light exposure, temperature changes or cell interaction [254].  

Once the linker is broken, the acceptor is no longer close to the donor and 

there is no energy transfer, so the only fluorescence recorded is that of the 

donor instead of that of the acceptor, which results in channel spill over. To 

minimise this effect, tandems were spread out where possible in different cell 

types as each cell is analysed individually.  

 

5.4.2 Factors influencing the determination of the cell’s dielectric 

properties 

The determination of cells’ dielectric properties can be influenced by a number 

of factors during cell purification and the determination of the properties via 

3DEP. A detailed analysis of these factors is presented in this section.  

One of the factors that can alter the immune cells’ dielectric properties is their 

activation. For example, human B lymphocytes have a higher dielectrophoretic 

mobility when secreting antibodies compared to their resting state which might 

be due to an increase of intracellular protein production with associated shifts 

in size and volumes of organelles such as rough endoplasmic reticulum [167].  
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Activation of white blood cells can be triggered by antibody-antigen 

interactions, so a negative MACS selection approach (Chapter 1 section 

1.2.3.2) was used to avoid antigen-antibody interactions during the purification 

[255], [256]. However, some cells could have been activated before cell 

isolation if the donor was in contact with a pathogen before the donation, with 

which could lead to intra-population variations in the dielectric properties. A 

problem could arise if the differences in dielectric properties between activated 

and resting cells within a specific population were bigger than the differences 

between populations of different cells. Hu et al. (1990) showed that even 

though mature lymphocytes had a higher apparent membrane conductivity 

than immature ones, the difference between B and T cells was still significantly 

different for both parameters, despite the intra-population differences due to 

variations in size and maturity [237]. This would suggest that it would be 

possible to differentiate T and B cells using their dielectric properties alone.  

Another factor that has been shown to affect the cells’ dielectric properties is 

osmolarity. Burt et al (1990) reported mammalian cells are sensitive to sugar 

deprivation in media of low conductivity and required isotonic conditions to 

ensure membrane integrity [257]. When mammalian cells are suspended in a 

hypertonic solution, the water flows out of the cell and causes the cell to shrink, 

which affects surface roughness and cytoplasm conductivity, thus altering the 

dielectric properties of the cell [160], [258]. Conversely, when mammalian cells 

are suspended in hypotonic solution, the water enter the cells and the cell 

membrane stretches increasing the effective radius and reducing the number 

of microvilli  on the surface [238]. Irimajiri et al (1987) studied the dielectric 

properties of basophil leukaemia cells and found that the specific membrane 

capacitance value was strongly correlated with the number density of microvilli 

on the membrane surface, so osmoregulation must be maintained during the 

determination of the cells’ dielectric properties [204]. In the work presented, a 

lysis step was needed after MACS purification of white blood cells from blood 

to avoid contamination with RBCs. However, studies have shown that RBC 

lysis solutions are hypertonic and the ammonium chloride present in the 

buffers can cause leukocyte swelling and damage [259], [260]. To limit this 

factor, following MACS purification, the white blood cells were resuspended in 

isotonic 3DEP medium after lysis for up to 1 h before 3DEP measurements. 

The 3DEP medium used to suspend the cells during the determination of the 

dielectric properties was adjusted with different concentrations of mannitol to 

ensure it was isotonic (280-320 mosmol)  and the cells were not deprived of 

sugar. 
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Finally, the presence of dead cells and clumped cells in the analysed fraction 

could cause an inconsistency in the data, increasing the data spreading. 

Indeed, dead cells have very different properties to living cells. Even at early 

stages of the apoptotic process, the cell membrane is often compromised and 

the cells shrink [247], [261]. Big clumps of cells may affect the analysis as cell-

cell dipole interactions can alter the DEP force by distorting the field locally 

[79]. Clumping was particularly observed here for purified neutrophils. In some 

cases, the cells were activated and started clumping, so the data could not be 

used. DNAse I has been shown to reduce clumping of mononuclear cells after 

thawing, so it could be used to prevent clumping of the neutrophils in future 

experiments.  

For BM-MSCs, changes in dielectric properties were observed at different 

passages, but the behaviour of the MSCs with passage differed greatly 

between donors. For donor 2, an increase in cell membrane capacitance with 

passage number was observed. However, for donor 1, all of the dielectric 

properties at passage 4 and 5 were similar for membrane capacitance but 

drastically different in terms of cytoplasm permittivity and conductivity. This is 

in line with recent studies that showed there were intra-donor differences in 

the impedance profile of undifferentiated adult stem cells [262]. Phenotypic 

changes at different passages have also been documented in the literature 

[263]. The differentiation stage of stem cells can be associated with changes 

in cell radius and membrane morphology and therefore dielectric properties. 

Cho and colleagues (2008) demonstrated that differences in dielectric 

properties could be used to distinguish BM-MSCs that were low (lower than 

P6) and high passage (P12 or higher) [264].  The data analysed in this chapter 

was taken for low passage BM-MSCs (P2 to P6). In the experiments described 

here, the models were carried out using a cell radius value of 9.5 µm for cells 

from all passages, as the average cell diameter reported in the literature for 

expanded BM-MSCs was 9.1 to 10.5 µm [247], [265]–[268]. However, data 

from Xavier et al (2017) suggested that there could be differences in size and 

dielectric properties of skeletal stem cells (SSC) from passage 0 [127]. They 

reported that freshly isolated SSCs had a mean radius of 4.5 µm. After 

expansion the radius increased significantly up to 9 µm and up to 10.5 µm at 

passage 3 but did not increase further. The membrane capacitance increased 

with increasing surface area and osteogenic differentiation.  Other research 

groups have also reported an increase in radius, stiffness and loss of surface 

markers along with decrease of differentiation potential with increasing 

passage numbers [265]–[267], [269]–[277]. This meant that the data obtained 
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for expanded cells used here  could not be fully representative of the freshly 

isolated cells that would be injected in intraoperative timeframes (<1h). For 

this, freshly isolated cells should be used to determine their properties and to 

optimise the device. It was however difficult, time consuming and expensive to 

obtain high enough numbers of BM-MSCs fresh after isolation to carry out the 

experiments needed to develop the SAW-DEP device so cells had to be used 

up to passage 4 for later experiments. 

 

5.4.3 Dielectric properties of BM-MSCs  

The dielectric properties of BM-MSCs were determined in order to separate 

them from a mixture containing white blood cells. Although the ultimate 

objective is to separate primary non cultured BM-MSCS from bone marrow, 

clinical samples are difficult to obtain, so commercially available isolated BM-

MSCs cultured until passage 2 were used instead. As for all purified cells, the 

dielectric properties of BM-MSCs were determined in three different ways: a 

single conductivity fit for each conductivity studied, a triple conductivity fit with 

one single scaling factor, and a triple conductivity fit with three different scaling 

factors. 

The analysis was carried out for two donors and different cell passages to 

investigate the influence of passage number on the dielectric properties and 

assess whether passaged cells can be a substitute for primary non cultured 

BM-MSCs (Figure 5.20 and Figure 5.21). The graphs for the single conductivity 

fit for each frequency studied, and the triple conductivity fit can be found in 

APPENDIX D.   

The data analysed for the first donor showed there were differences in cell 

dielectric properties when moving from passage 4 to passage 5 for all solution 

conductivities used, as the spectra shifted with passage. The factors that could 

explain the differences observed between passages will be discussed in 

section 5.4.2. 
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Figure 5.20: DEP spectra of BM-MSCs obtained for donor 1 at two 
different passages (P4 in blue and P5 in green) for medium conductivities 
of 0.01 S/m (a),  0.05 S/m (b) and 0.1 S/m (c). Each data point corresponds 
to the mean value from four replicates. 

BM-MSCs from a second donor were analysed at passage 2 (as supplied by 

the company) to passage 4 (Figure 5.21).  

 

Figure 5.21: DEP spectra of BM-MSCs obtained for donor 2 at three 
different passages (P2 in blue, P3 in red and P4 in blue) for medium 
conductivities of 0.01 S/m (a),  0.05 S/m (b) and 0.1 S/m (c). Each data 
point corresponds to the mean value from four replicates. 

For donor 2, there was no differences between the cells at different passages 

for the 0.01 S/m conductivity solution. However, there was a shift in DEP 

spectra and hence dielectric properties for solutions with conductivities of 0.05 

and 0.1 S/m. This further confirmed the need to use the triple conductivity fit 

which takes into account the datasets for all three conductivities instead of the 

single conductivity fits for each medium conductivity (as discussed in the 

previous section 5.3.2). Since the triple conductivity model with different 

scaling factors was deemed to be more accurate, only the data obtained using 

the triple conductivity model is shown in Table 5.25. The data obtained using 

the single conductivity fits and triple conductivity fit with one single scaling 

factor can be found in APPENDIX D. 
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Donor 2 Donor 1 

Passage 2 Passage 3 Passage 4 Passage 4 Passage 5 

Cell radius 7.5 µm (fixed) 

Membrane 
Conductance 

500 S/m2 (fixed) 

Reduced 𝜒2 0.072 0.12 0.27 0.12 0.071 

Bayesian criteria -638 -546 -155 -466 -687 

Membrane 
capacitance 

(mF/m2) 
17±2 26±1 16±2 9.0±0.6 10.6±0.9 

Cytoplasm 
Permittivity  

128±13 99±21 126±21 30±68 121±13 

Cytoplasm 
Conductivity (S/m) 

0.112±0.007 0.26±0.02 0.11±0.01 0.38±0.03 0.110±0.007 

Table 5.25: Summary of dielectric properties of BM-MSCs derived using 
a triple conductivity fit of DEP spectra with different scaling factors for 

different donors and passages. The reduced 𝝌𝟐 values and Bayesian 
criteria showed the quality of the fits.  

For donor 2, all of the BM-MSC dielectric properties obtained at passage 2 and 

4 were similar. However, the values obtained for the membrane capacitance 

and cytoplasm were doubled for passage 3 when compared to those obtained 

for passages 2 and 4. 

For BM-MSCs derived from donor 1, all the cell dielectric properties at passage 

4 and 5 were similar for membrane capacitance but drastically different in 

terms of cytoplasm permittivity and conductivity. This behaviour is closer to 

that described in the literature.  

 

5.4.4 Modelling of ideal cell separations 

In order to determine the ideal conditions to separate the BM-MSCs from the 

other white blood cells characterised, the Clausius Mossotti factor of each cell 

type was modelled using the dielectric properties determined in sections 5.3.2 

and 5.4.3 and the script shown in APPENDIX D. As discussed in Chapter 1 

section 1.2.4, the Clausius Mossotti factor indicates whether a cell experiences 

positive or negative dielectrophoresis and depends on the dielectric properties 

of the cell, the conductivity of the medium and the frequency of the applied 

signal. The same cell can experience both negative and positive DEP for a 

different set of frequency and medium conductivity parameters. The best 

conditions for separation of BM-MSCs from the other cell types are the 

frequencies and medium conductivities for which BM-MSCs and the other cells 

are experiencing DEP in different polarities. 
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For all cell types, the dielectric properties obtained using the triple 

conductivities model with different scaling factors were used to model the CM 

factor for different frequencies and medium conductivities. To model BM-

MSCs, the dielectric properties values obtained for the lower passage (P2) 

were used as they were considered to be the closest to the primary non 

cultured BM-MSCs that would be obtained in any clinical procedure. 

 B cells T cells Monocytes Neutrophils Eosinophils 
BM-MSCs 
Donor 2 P2 

Radius (µm) 3.1 3.1 3.74 3.5 3.65 6.5 

Membrane 
Conductance 

 500 S/m2 

Membrane 
capacitance 

(mF/m2) 
9.8±0.5 11.7±0.4 4.5±0.2 7.1±0.4 9.1±0.4 17±2 

Cytoplasm 
Permittivity 

93±10 57±12 83±7 110±8 80±8 128±13 

Cytoplasm 
Conductivity 

(mS/m) 
133±7 237±8 102±5 49±5 142±6 112±7 

Table 5.26: Summary table of dielectric properties of all cells 
investigated. The values were obtained using the triple conductivity fit 
with three different scaling factors. 

The CM factors of all the cell types characterised were first modelled for two 

medium conductivities and a range of frequencies (Figure 5.22).  

 

Figure 5.22: Clausius Mossotti (CM) factor of blood cells and BM-MSCs 
for multiple frequencies for a medium conductivity of 0.05 S/m (a) and 0.2 
S/m (b). The regions shaded in red are the zones where BM-MSCs and 
the rest of the cell types experienced opposing DEP forces. 

The DEP response of the blood cells and BM-MSCs described in Figure 5.22 

showed that there were two regions in terms of conductivities where the 

differences in DEP behaviour could be exploited for the separation of BM-

MSCs from the other cell types. These two regions corresponded to the two 

frequency crossovers described in Chapter 2 section 2.2.1.1. The first 

conductivity crossover  was observed for 100 kHz whilst the second frequency 

crossover was seen at 40 MHz. SAW-DEP technology is limited by the size of 
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the electrodes. The minimum feature that could be made using the available 

mask aligner was 1 µm wide and so the maximum frequency was 1 GHz 

(chapter 2, section 2.1.3). Below 1 MHz, the IDT fingers would be 1 mm wide, 

which would significantly increase the size of the chip so the frequencies 

around the first crossover were not considered further. Since all frequencies 

lower than 1 MHz were disregarded, the region of interest was  between 20-

100 MHz. The ideal medium conductivities for those ranges were then 

investigated and the results are shown in Figure 5.23. 

 

Figure 5.23: Clausius Mossotti (CM) factor of blood cells and BM-MSCs 
for multiple conductivities for a SAW-DEP frequency of 20 MHz (a), 50 
MHz (b) and 100 MHz (c). The regions shaded in red are the zones where 
BM-MSCs and the rest of the cell types experienced opposing DEP 
forces. 

For the frequencies studied, regions of interest were found between 0.15 and 

0.40 S/m solution conductivity. The ideal frequencies for these ranges were 

then investigated further in Figure 5.24 to obtain a final set of conditions 

predicted to be ideal for separation of MSCs from the other cell types 

considered.                   
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Figure 5.24: Clausius Mossotti (CM) factor of blood cells and BM-MSCs 
for multiple frequencies for a medium conductivity of 0.2 S/m (a) 0.22 S/m 
(b), 0.25 S/m (c) and 0.3 S/m (d). The regions shaded in red are the zones 
where BM-MSCs and the rest of the cell types experienced opposing DEP 
forces. 

The ideal frequency and conductivity pairs for separation of BM-MSCs from 

the white blood cells were found to be: 50 MHz for 0.22 S/m and 70 MHz for 

0.30 S/m. These were the conditions for which BM-MSCs experienced positive 

DEP whilst the rest of the cells experienced negative DEP. Moreover, since 

the BM-MSCs experiencing positive DEP are also the biggest cells (12 µm 

diameter), the sedimentation force will help the cells move to the bottom 

channel. The  best separation of BM-MSCs from other cell types could 

therefore be potentially achieved by choosing the conditions where the 

negative DEP force is more prominent as this force will decrease with distance 

to the electrodes. In this case, the best conditions would be a frequency of 60 

MHz and 0.30 S/m solution conductivity. 

 

5.5 Summary and future work 

5.5.1 Summary 

The objective of this chapter was to determine the best conditions in terms of 

frequency and conductivity to separate BM-MSCs from the main cell types 

present in bone marrow (monocytes, T cells, B cells, neutrophils and 

eosinophils). Each white blood cell type was extracted from blood, which was 
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more readily available than bone marrow samples, using a MACS negative 

selection approach whilst BM-MSCs were obtained commercially. The purity 

of the MACS-isolated cell suspensions was verified using a FACS multi-panel, 

which showed that the purity of the isolated cell suspensions was higher than 

74% for all cell types. The dielectric response of the purified cell suspensions 

was determined for a range of frequencies using 3DEP and a triple conductivity 

single-shell model fit was used to extract the dielectric properties from the DEP 

spectra. The dielectric properties obtained were used to model the DEP 

responses of all the cell types for a range of frequencies and conductivities. 

The best conditions for separation were a 50 MHz SAW-DEP frequency and a 

0.22 S/m medium conductivity. For that frequency and medium conductivity 

the BM-MSCs experienced positive DEP whilst the rest of the cells 

experienced negative DEP. 

 

5.5.2 Future work 

Now that the theoretical ideal frequency for separation has been determined, 

the next step would be to fabricate SAW-DEP devices of 40, 50 and 60 MHz 

operating frequencies. To test these devices experimentally, each cell type 

characterised (BM-MSCs, B cells, T cells, monocytes, neutrophils and 

eosinophils) should be tested individually for a range of conductivities close to 

0.22 S/m to determine the experimental conditions for which the white blood 

cells experience negative DEP while the BM-MSCs experience positive DEP.  

If a single set of conditions in terms of frequency and conductivity suggests 

that the BM-MSCs could be separated from the white blood cells, mixtures of 

BM-MSCs and each of the other cell types should be tested one at a time in 

the devices to assess the interactions between cells and see if this would affect 

the separation efficiency. The concentration of BM-MSCs could be also 

assessed for decreasing concentrations in order to determine the enrichment 

percentage for low concentrations. 

If the experimental results suggest that the BM-MSCs cannot  be separated 

from all the white blood cells in one set of conditions in terms of frequency and 

conductivity, a multi-step separation approach could be implemented (Figure 

5.25). A first SAW-DEP frequency would be used to separate the BM-MSCs 

and the other white blood cells experiencing positive DEP from all the rest of 

white blood cells experiencing negative DEP. Then, successive SAW-DEP 
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steps would be used for different frequencies or conductivities until the BM-

MSCs would be concentrated and the other cells discarded into a waste outlet. 

   

Figure 5.25: Schematic of a SAW-DEP multi-separation approach. In the 

first step, the a first cell type (represented in red) is discarded at a first 

SAW-DEP frequency. In the second step, a second SAW-DEP frequency 

is used to discard the second cell type (represented in green) into a 

waste outlet whilst the target cells (represented in blue) are collected in 

a separate reservoir. 

 

 

  

waste 

target cells 
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Chapter 6  

In vitro and in vivo proof of safety of SAW-DEP 

6.1 Introduction  

In this chapter, the impact of SAW-DEP on the osteogenic potential of MSCs 

was investigated both in vitro and in a preclinical study in vivo. In order to better 

understand how SAW-DEP separation of cells could affect the bone healing 

process, it is important to know what the architecture of healthy bone looks like 

and what the steps of fracture healing are. 

Bones are formed of a compact shell of cortical bone surrounding a spongy 

cancellous bone (Figure 6.1). Cortical bone is composed of an array of osteon 

units consisting of concentric layers of collagen fibrils and hydroxyapatite 

crystals surrounded by blood vessels and nerves whereas cancellous bone 

consists of a network of trabeculae [278]. 

 

Figure 6.1: Different levels of bone structure: from whole bone to 

nanostructure. Image adapted from [279]. 

Fracture healing can be achieved in two different ways. Primary fracture 

healing occurs when there is only a partial crack in the bone or when two bone 

fragments are held together by external fixation. This type of healing assumes 

that the edges of both bone fragments are touching exactly and does not 

require cartilaginous callus formation (described below). However, most 

fracture cases result in shattering and multiple bone fragments, which requires 

a process of secondary fracture healing involving callus formation [280], [281]. 

Secondary fracture healing is a more complex process that involves the use of 

multiple cell types and molecules and takes place over several discrete stages: 

haematoma formation and inflammation, blood vessel formation 
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(angiogenesis), early stage cartilage formation, cartilage calcification and bone 

remodelling (see Figure 6.2) [282]–[284]. 

 

Figure 6.2: Schematic representing the different stages of secondary 

bone fracture healing and the cells involved in each event. During days 

0-5, a haematoma is formed around the edges of the bone fracture and 

inflammatory cells and stem cells are recruited. During days 5-10, a soft 

cartilaginous callus is formed and vascularisation begins. Following the 

differentiation of MSCs into osteoclasts and osteoblasts, the soft callus 

is progressively replaced by a harder mineralised callus. The final phase 

involves remodelling of the newly formed bone into a more organised 

and packed structure orchestrated by osteocytes. Note: 

polymorphonuclear leukocyte is abbreviated as PMN. The image was 

adapted from [285]. 

The first stage of secondary bone healing typically takes seven days and 

involves an acute inflammatory response and the formation of a haematoma 

that will be used as a template for subsequent callus formation [284], [286]. 

Within the first 24 h, the haematoma is formed between the ends of the 

fractured bone and inflammatory cells such as monocytes, macrophages, 

polymorphonuclear cells and lymphocytes are recruited. These cells secrete 

growth factors and cytokines necessary to prevent infection, to recruit 

progenitor mesenchymal stem cells (MSCs) and  to initialise angiogenesis 

[281], [287], [288]. After haematoma formation, the next stage of bone repair 

is the formation of a cartilaginous callus which is generally observed within 7 

to 9 days post trauma in most animal models (rabbit, rat and mouse) [281], 

[289]. This callus is mainly composed of proteoglycans and collagen type II 
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and provides a mechanically stable framework to start the mineralisation of the 

tissue [288]. 

Another key step of bone regeneration is the revascularisation of the injured 

site [290]. This involves degradation of the cartilage and extracellular matrices 

to make space for blood vessels to infiltrate the wound site [291]. As 

vascularisation progresses, the initial cartilaginous callus is progressively 

resorbed and replaced by a harder mineralised callus. The recruitment and 

subsequent differentiation of MSCs into osteogenic cells is instrumental in the 

production of collagen type I and II necessary for hard callus formation [292]–

[294]. The calcified cartilage will be ultimately replaced with a more 

mechanically rigid woven bone that will allow for weight bearing [280], [295].  

In animal models, bony callus formation typically peaks by day 14 and is 

characterised by an increased number of osteogenic markers such as alkaline 

phosphatase or osteocalcin [281], [284]. 

The final stage of bone regeneration is bone remodelling of the hard callus 

which starts three weeks after bone fracture in humans and animal models and 

can last between six months and a year [296], [297]. This process consists of 

a balance between bone resorption and the generation of new lamellar bone 

infiltrated by blood vessels [283], [286], [288], [294]. Bone remodelling involves 

two main differentiated cell types: osteoclasts which break down the bony 

callus and osteoblasts which secrete alkaline phosphatase that encourages 

mineral deposition onto extracellular matrices [297].  

However, in some complex cases spontaneous bone healing does not occur 

resulting in fracture non-unions. This is often observed in fractures resulting 

from congenital or degenerative diseases, tumour ablation or complex trauma 

[282]. When a large amount of bone regeneration is required, the use of 

biomaterial scaffolds implanted in the site of defect and the injection of 

autologous bone marrow have been investigated.  

Commonly used scaffolds include polymer scaffolds, acellular demineralised 

bone matrix and porous hydroxyapatite scaffolds, which have a similar 

composition, structure or mechanical strength as the original bone [298]–[302]. 

Depending on the biomaterial, the immune response can promote 

regeneration or lead to a fibrotic foreign body reaction hindering bone repair. 

The immune response to the biomaterial depends on a range of factors such 

as particle size, surface properties or substances released from the biomaterial 

so it is important to test its biocompatibility [303].  
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In attempts to improve regeneration, the use of bone marrow mesenchymal 

stem cells (BM-MSCs) in combination with the scaffolds has also been studied. 

BM-MSCs have a key role in bone regeneration as has been established in 

clinical models and their ablation can disrupt the healing process [304]–[307]. 

The use of concentrated bone marrow loaded onto scaffolds has been 

reported in the literature to treat long bone defects and has been shown to 

promote angiogenesis and decrease the healing duration [298], [308], [309]. 

Other approaches have used the amplification of isolated BM-MSCs ex vivo 

cultured onto acellular scaffolds and showed that the combination therapy was 

successful in increasing bone regeneration [285], [310], [311]. 

 

6.1.1 Research questions 

In this chapter, the main objective addressed was the initial proof of safety of 

SAW-DEP. In order to demonstrate that the SAW-DEP technology can 

separate out BM-MSCs without altering their phenotype, the osteogenic 

potential of human MSCs exposed to the SAW-DEP device was characterised. 

This objective was addressed via the following research questions: 

1. Does SAW-DEP affect the osteogenic potential of cells in vitro?   

For this, following in vitro culture of BM-MSCs, the expression of alkaline 

phosphatase (early osteogenic marker) was assessed qualitatively via 

histological staining. The presence of calcium deposits (and hence a 

mineralised matrix) was also assessed via Alizarin red staining. 

2. Do cells subjected to SAW-DEP induce chronic inflammation in vivo? 

After successful in vitro results, the ability of BM-MSCs undergoing SAW-DEP 

to regenerate bone was studied in vivo using an athymic rat cranial defect 

model. A preliminary study was first performed to prove that the procedure did 

not elicit chronic inflammation and to determine the most suitable scaffold for 

MSCs delivery. A second study with a larger sample size was then carried out 

at two different time endpoints. Histological staining was performed to find any 

signs of inflammatory cells characteristic of chronic inflammation. 

3. Does SAW-DEP affect bone formation negatively in vivo? 

The degree of mineralisation of the implants was assessed at two endpoints 

using micro computed tomography (micro CT) to check for calcified tissue and 

quantify any newly formed bone. The retrieved explants were also analysed 
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by histological and immunohistological staining following decalcification to 

assess the quality and composition of the newly formed bone. 

 

6.2 Materials and Methods  

Refer to Chapter 3 section 3.2 for cell source, normal cell culture, passaging 

and freeze/thaw. 

 

6.2.1 In vitro experiments 

Note: All chemicals described in this section were purchased from Sigma 

Aldrich unless otherwise specified. 

 

6.2.1.1 Buffers and solutions 

SAW-DEP Buffer:  The buffer used for all SAW-DEP experiments comprised 

of 8 % sucrose, 0.3 % dextrose, 2 % BSA, 0.02 % EDTA and 0.595 % HEPES 

and the pH was adjusted to 7.0-7.2 by adding drops of 5 M KOH. The buffer 

conductivity was adjusted to 0.15 S/m by adding drops of 12 % NaCl solution. 

MSCs culture medium: Cells were cultured in Alpha MEM  supplemented with 

10 % Foetal Calf serum, 1 % Penicillin-streptomycin solution and 1 % L-

glutamate. 

BM-MSCs osteogenic medium: During osteoinduction, cells were cultured in 

osteogenic medium supplemented with 1 % (v/v) Penicillin-Streptomycin 

solution. 

 

6.2.1.2 Preparation of the BM-MSCs suspension 

For all experiments, BM-MSCs (Promocell) were cultured from passage 2 until 

passage 4 in T75 flasks filled with 25 mL of MSCs culture medium following 

the passaging procedure described in Chapter 3 section 3.2.2. 

The cell suspension obtained was then centrifuged at 800 g for 5 minutes. The 

supernatant was discarded, and the cell pellet was resuspended in 2 mL of 

SAW-DEP buffer. This step was repeated twice and the last pellet was 

resuspended in 400 µL of SAW-DEP buffer at a concentration of 107 cells/mL. 
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6.2.1.3 BM-MSCs exposure to SAW-DEP field in device 

The set-up used for the experiments was the same as that described in 

Chapter 3 section 3.1.4. A signal generator was connected to an amplifier 

powered with a 24 V DC power supply. The signal was split via a signal splitter 

to provide each interdigitated electrode (IDT) with the same signal. The SAW-

DEP device used had an insertion loss of - 8 dB and an operating frequency 

of 10.125 MHz and a 75 µm height channel. 

The fluidic setup was stored overnight in 5 % Decon 90 (Camlab, UK) to 

dissolve cellular residues from previous experiments. To sterilise the channel 

and tubing, 70 % ethanol was flowed in the device and left for 10 minutes prior 

to the start of the experiment. Once sterilised, the device was functionalised 

by flowing SAW-DEP buffer into the channel for 30 minutes. This allowed for 

the BSA to coat the surface of the channels in order to reduce cell adhesion. 

The cell suspension was injected in the microfluidics channel at a density of 

107 cells/mL via a 1 mL syringe connected to the tubing (2 mm outer diameter 

and 0.5 mm inner diameter). The fluid was controlled using a Harvard 

instruments syringe pump. When the SAW-DEP was turned on, a flow rate of 

3 µL/min was used to ensure the cells had the time to experience SAW-DEP. 

This is the slowest flow rate that allowed 98 % separation of dead from alive 

DPSCs that had been reported previously by Smith and colleagues (2017) 

[141]. The two highest possible total input powers per electrode (24 dB and 22 

dB) were investigated in order to test the limits of the system. The input powers 

and conditions used are summarised in Table 6.1. During the exposure to 

SAW-DEP, the cells were monitored using a non-inverted fluorescent 

microscope (Olympus BX60) with a mercury lamp, through a 10x objective, to 

ensure cells were aligning to the field and there were no bubbles. For each 

condition tested, 100 µL of cell suspension were collected in a sterile 50 mL 

Falcon tube to ensure enough cell numbers were obtained for the alkaline 

phosphatase and alizarin red experiments. To preserve sterility as much as 

possible, the Falcon tube was closed with parafilm and tubing was punched 

through to limit contamination. The collection tube contained 20 mL of MSCs 

culture medium to limit the amount of time the cells spent in the SAW-DEP 

medium and maximise viability. After collection, the BM-MSCs were counted 

using a haemocytometer, centrifuged at 800 g for 10 minutes and resuspended 

in 1 mL of BM-MSCs culture medium. 
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6.2.1.4 Preparation of controls 

Microfluidics control: This control was added to assess if the shear stress 

experienced in the microfluidics set up had any effect on the cells. For this, 

BM-MSCs resuspended in SAW-DEP buffer were flown into the device at a 

speed of 3 µL/min with the power turned off. 

SAW-DEP buffer control: This control contained cells that had been 

resuspended in SAW-DEP buffer for 1 h and kept at room temperature (which 

was the time it took to obtain the samples going through the SAW-DEP device). 

After incubation for 1 h, cells were counted using a haemocytometer, 

centrifuged at 800 g and resuspended in BM-MSCs medium. 

Positive control: A positive control consisted of BM-MSCs obtained 

immediately after flask detachment using trypsin. 

Negative control: A negative control comprised of fibroblasts which are cells 

that do not normally express alkaline phosphatase or undergo osteoinduction. 

This control was added to identify the possibility of false positives. 

 

6.2.1.5 Alkaline phosphatase expression of BM-MSCs after SAW-

DEP exposure 

To assess the effect of SAW-DEP exposure on the osteogenic potential of BM-

MSCs, an alkaline phosphatase staining was performed. Alkaline phosphatase 

has a key role in the early stages of bone formation and is considered an early 

marker of osteoblast differentiation [312]–[314]. 

All cell suspensions shown in Table 6.1 were seeded in duplicates in a 24-well 

plate at a density of 1.5x105 cells/well  and cultured for two days until they 

reached 80 % confluence. 
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Sample name Cell type 
Medium before 

seeding 
Signal generator 

power 
Total power 

applied 
Flow 
rate 

20 dBm BM-MSCs SAW-DEP 2 dBm 20 dBm 3 µL/min 

18 dBm BM-MSCs SAW-DEP 0 dBm 18 dBm 3 µL/min 

Microfluidics 
control 

BM-MSCs SAW-DEP N/A N/A 3 µL/min 

SAW-DEP 
buffer control 

BM-MSCs SAW-DEP N/A N/A N/A 

Positive 
control 

BM-MSCs 
BM MSCs 
medium 

N/A N/A N/A 

Negative 
control 

Fibroblasts 
Fibroblasts 

medium 
N/A N/A N/A 

Table 6.1: Details of cell samples included in the Alkaline Phosphatase 
experiments: cell types used, SAW-DEP powers and flow rates. Total 
power was calculated by considering the amplification (29 dB), the power 
halving of the signal splitter (- 3 dB), the device insertion loss (- 8 dB) 
and the input power of the signal generator. The positive and negative 
control samples were not flown into the device and were seeded straight 
after detachment.  

Once the cells had reached 80 % confluence, the BM-MSCs culture medium 

was removed and replaced with osteogenic medium which was changed every 

three days. Fourteen days after seeding, the medium was removed and the 

cell monolayers were washed carefully three times using PBS. Then, the cells 

were fixed using a 98 % ethanol solution and left in the cold room for 20 

minutes. The ethanol was then removed and the cells were washed with PBS 

three times.  

The PBS was removed and replaced with a staining solution made up of 0.4 

mL of naphtol AS-MX phosphate alkaline solution diluted in 9.4 mL of distilled 

water and 2.4 mg of fast violet B salt. The cells were incubated with the staining 

solution in the dark for 45 minutes. The remaining staining solution was then 

aspirated and the monolayers were rinsed three times with distilled water and 

left in distilled water to avoid drying until photographed. 

 

6.2.1.6 Alizarin red staining of calcium deposits generated by BM-

MSCs  

To assess the effect of SAW-DEP exposure on the ability of MSCs to 

differentiate in to osteoblast-like cells, an alizarin red assay was performed 

[315]. Alizarin red is commonly used in histology to stain calcium-rich deposits, 

which are indicative of mineralised matrix  and can be used as a biomarker of 

osteogenic differentiation of MSCs [316]–[318]. 
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All cell suspensions shown in Table 6.1 were seeded in duplicates in a 24-well 

plate at a density of 1.5x105 cells/well  and cultured for two days until they 

reached 80% confluence (Figure 6.8). Once the cells reached 80% confluence, 

the BM-MSCs culture medium was removed and replaced with osteogenic 

medium which was changed every three days. Twenty-eight days after 

seeding, the medium was removed and the cell monolayers were washed 

carefully three times using PBS. Then, the cells were fixed using a 98 % 

ethanol solution and left in the cold room for 15 minutes. After the incubation, 

the ethanol was removed and the cells were washed with PBS three times. 

The PBS was removed and the monolayers incubated with 300 µL of 2 % 

alizarin red stain (Sciencell, USA) at room temperature for 15 minutes. The 

staining solution was then aspirated and the monolayers were rinsed three 

times with distilled water and photographed using a Leica microscope.  

 

6.2.2 In vivo experiments 

Despite the development of new alternative technologies to animal testing, the 

use of standardised animal models is still essential to test therapies before 

their translation into human use [319].  However, strict ethical regulation exists 

to ensure humane animal research. To ensure this, the principles of the 3Rs 

(refinement, replacement and reduction) were followed in the experiments 

described in this chapter [320]. 

An ideal animal model must be reproducible, relevant to the clinical condition 

investigated and cause little mortality to the animal to ensure the experimental 

endpoints can be reached [321]. For investigations of bone healing, multiple 

animal models exist such as sheep, pigs, goats, dogs, rabbits, rats and mice 

but due to costs and throughput, rodent models are the most commonly used  

in the most preliminary stages of translational research [322]–[326].  

Depending on the clinical condition investigated, multiple sites of defect have 

been described including the mandible, vertebrae, femora and calvarium [321], 

[326]–[328]. Among these defects, the rat calvarial defect is one of the most 

clinically relevant models for non-union application because regeneration of 

this area is challenging due to the poor vascularisation [321], [329]–[331]. It 

has been extensively used for testing biomaterials and does not require 

external fixation, as there is no load bearing conditions [321], [332], [333]. 

However, because the calvarium is not load-bearing, it is not clinically relevant 

to therapies involving long bone repair, as these involve an endochondral bone 
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formation that is not observed in most skull bones, which are formed by 

intramembranous bone formation. The term critical is defined as the smallest 

size of defect that cannot spontaneously heal over the animal’s lifetime or by 

the experimental endpoint fixed [333]. In the literature, sizes ranging from 4 to 

8 mm have been considered critical for rat calvarias as there was no healing if 

left untreated [326], [334], [335]. For this study, this model was chosen 

because the surgical procedure is short (45 minutes), our laboratory had 

people that were experienced in performing the surgery and the bone 

regeneration in rats is quick (2 - 4 months) so data can be generated faster. 

 Two in vivo experiments were carried out to determine if SAW-DEP 

influenced the viability and osteogenic potential of the stem cells implanted. 

For both experiments, cell-coated scaffolds were implanted into critical 

calvarial defects in immunocompromised rats. 

A preliminary study with a lower number of animals was first considered in 

order find the most suitable scaffold for the test and investigate any signs of 

chronic inflammation caused by the exposure of cells to SAW-DEP. Various 

types of scaffolds were considered such as chipped bone, demineralised bone 

matrix, acellular tendon and cancellous bone (provided by the NHS blood and 

tissue service), ABM/P-15, Bio-Gide® (Geistlich Biomaterials, Switzerland) 

and BioOss (Geistlich Biomaterials, Switzerland). These scaffolds were first 

tested in vitro by Dr Guillaume Perry. Tests included seeding the scaffolds with 

DPSCs and testing proliferation, viability, surface adherence and osteogenic 

potential. Among the scaffolds tested in vitro, the two best performing scaffolds 

(Bio-Gide and ABM/P-15) were investigated here in a preliminary in vivo study. 

Bio-Gide® is a commercially available scaffold composed of type I and type III 

collagen fibres. This collagenous scaffold is resorbable and has been used 

clinically for bone regeneration around periodontal implants [336]. Despite 

being of porcine origin, the scaffold has been shown not to elicit an immune 

response in humans after implantation for up to 9 weeks [337].  

The second scaffold investigated was ABM/P-15, an anorganic bovine-derived 

hydroxyapatite matrix (ABM) combined with a 15-amino-acid peptide (P-15). 

The attached peptide replicates the cell-binding domain of collagen type I and 

has been shown to significantly improve cell growth when compared to ABM 

alone [338], [339].This composite material provides a stable matrix for new 

bone formation and has been shown to release minerals promoting 

osteoinduction [340]–[342]. ABM/P-15 has been shown to be effective in 

human clinical studies for over 10 years in dental applications and has gained 
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CE approval in Europe where it is used in humans with the commercial name 

i-Factor™. Its use in orthopaedics has also been investigated in pre-clinical 

studies and one human clinical trial involving tibia repair [343]–[347]. 

After the preliminary results showed which scaffold was most appropriate and 

that there was no chronic inflammation or deleterious effect to bone repair, a 

second formal study was then carried out with a larger number of animals and 

two time endpoints to obtain more rigorous data. 

 

6.2.2.1 Experimental design of preliminary in vivo study 

The first in vivo study was carried out to determine which scaffold (Bio-Gide® 

or ABM/P-15) was most suitable for bone repair and check if there were any 

concerns in terms of safety of the device so a small number of rats was used 

in order to abide by the reduction and refinement policies in terms of animal 

trials [320]. This number did not allow for significant comparisons between 

groups but informed the planning of the second formal in vivo study. 

Ten two-months-old 300-350 g athymic (immunocompromised with no T cell 

formation) nude male rats were purchased from Charles River and housed in 

the CBS facility at the Wellcome Trust Brenner building. The rats were 

immunocompromised to avoid an immune reaction to the human stem cells 

implanted. Two animals were allocated to each condition to be tested (Table 

6.2) and only one endpoint at 5 weeks was considered. For each animal, two 

4 mm defects were performed to reduce the number animals needed. To limit 

the potential interactions between the two adjacent defects, the same cell 

conditions (no cells, control or SAW-DEP cells) were used for both defects 

within the same rat and care was taken to limit spill over of ABM/P-15 onto the 

adjacent defects.  

For this first experiment, DPSCs at passage 5 were used as they were readily 

available and their doubling times were faster than BM-MSCs. A negative 

control without treatment (no cells, no scaffold) was used to prove the defects 

were critical and did not heal over the experimental time. A positive control 

consisting of a scaffold seeded with cells that did not undergo SAW-DEP was 

also used as a clinical standard for comparison with the SAW-DEP cells. 

The in vitro results showed there was no significant difference in terms of 

viability and osteogenic potential between the cells that had undergone SAW-

DEP and the control ones for all powers tested so the highest tested input 

power (20 dBm) was used for these experiments. 
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 Defect 1 Defect 2 

Rat 2 Bio-Gide® No cells ABM/P-15 No cells 

Rat 3 Bio-Gide®  SAW-DEP cells ABM/P-15 SAW-DEP cells 

Rat 4 Bio-Gide® Control cells ABM/P-15 Control cells 

Rat 5 No scaffold SAW-DEP cells Bio-Gide® SAW-DEP cells 

Rat 6 No scaffold Control cells ABM/P-15 Control cells 

Rat 7 ABM/P-15 SAW-DEP cells No Scaffold SAW-DEP cells 

Rat 8 No scaffold No cells ABM/P-15 No cells 

Rat 9 No Scaffold Control cells Scaffold Control cells 

Rat 10 Bio-Gide® No cells No Scaffold No cells 

Table 6.2: Details of scaffolds and DPSCs implanted into each rat 
calvarial defect for the preliminary in vivo. Control cells were DPSCs that 
had been cultured and not subjected to SAW-DEP whereas SAW-DEP 
cells had been flown through the device at 3 µL/min and had been 
subjected to a SAW-DEP field of 19 dBm. Note: The first rat died during 
the operation so was excluded from this table. 

 

6.2.2.2 Experimental design of second formal in vivo study 

After obtaining the preliminary experiment results, ABM/P-15 was deemed the 

most suitable scaffold (section 6.3.2) and was used in the  formal in vivo 

experiment.  

Twenty-two 8-weeks old 300-350 g athymic (immunocompromised) nude 

male rats were purchased from Charles River and housed in the CBS facility 

at the Wellcome Trust Brenner building. Eight animals were allocated to each 

condition tested (Table 6.3) and two endpoints were considered in order to see 

any progression of bone formation over time. The chosen endpoints were 1 

and 2 months. The animals were identified by markings on their ears. For each 

animal, two 4 mm defects were performed as the preliminary experiments 

showed that there was no spontaneous healing of the defect over the time of 

the experiment (5 weeks) so this size was considered critical. The operations 

were done in two separate days due to the length of the surgical procedures. 

For this second, larger experiment, BM-MSCs were intended to be used but 

the  cells we obtained from the donor had significantly lower doubling times 

compared with the cells that had been used for the in vitro experiments so due 

to time constraints DPSCs were finally used in the experiments. 
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 Defect 1 Defect 2 Endpoint 

Rat 1 (3R) No scaffold SAW-DEP cells Scaffold SAW-DEP cells 1 month 

Rat 2 (3N) No scaffold No cells Scaffold No cells 1 month 

Rat 3 (6L) No scaffold Control cells Scaffold Control cells 1 month 

Rat 4 (5L) No scaffold SAW-DEP cells Scaffold SAW-DEP cells 1 month 

Rat 5 (6N) No scaffold No cells Scaffold No cells 1 month 

Rat 6 (7N) No scaffold Control cells Scaffold Control cells 1 month 

Rat 7 (4R) No scaffold SAW-DEP cells Scaffold SAW-DEP cells 2 months 

Rat 8 (6R) No scaffold No cells Scaffold No cells 1 month 

Rat 9 (7R) No scaffold Control cells Scaffold Control cells 1 month 

Rat 10 (4N) No scaffold SAW-DEP cells Scaffold SAW-DEP cells 2 months 

Rat 11 (7L) No scaffold No cells Scaffold No cells 1 month 

Rat 12 (9R) No scaffold Control cells Scaffold Control cells 2 months 

Rat 13 (11R) Scaffold SAW-DEP cells Scaffold SAW-DEP cells 1 month 

Rat 14 (2R) No scaffold No cells Scaffold No cells 2 months 

Rat 15 (2L) No scaffold Control cells Scaffold Control cells 2 months 

Rat 16 (11N) Scaffold SAW-DEP cells Scaffold SAW-DEP cells 2 months 

Rat 17 (8L) No scaffold Control cells Scaffold Control cells 2 months 

Rat 18 (8N) No scaffold No cells Scaffold No cells 2 months 

Rat 19 (9N) No scaffold Control cells Scaffold Control cells 2 months 

Rat 20 (8R) No scaffold No cells Scaffold No cells 2 months 

Rat 21 (9L) No scaffold No cells Scaffold No cells 2 months 

Table 6.3: Details of scaffolds and DPSCs implanted into each rat 
calvarial defect during the second in vivo experiment. Control cells were 
DPSCs that had been cultured and not subjected to SAW-DEP whereas 
SAW-DEP cells had been flown through the device at 3 µL/min and had 
been subjected to a SAW-DEP power of 20 dBm.  

 

6.2.2.3 Preparation of scaffolds for in vivo implantation in rat 

calvarial defects 

ABM/P-15 (available in house) scaffolds were sterilised under UV for 30 

minutes and then conserved in 1mL Eppendorf® tubes containing small 

volumes of sterile Alpha MEM medium for ease of handling. Sterilisation using 

ethanol was avoided as this would damage the structure of P-15. The precise 

quantity of ABM/P-15 was difficult to establish when dry, so it was packed 

using a scoop until the defect was filled. 

Bio-Gide® (Geistlich Biomaterials, Switzerland) was cut into 1.9 mm radius 

circles, sterilised under UV for 30 minutes and kept in sterile containers until 

the time of implantation. Tests on dead rats showed that upon wetting with 

medium, Bio-Gide® scaffolds expanded to 4 mm and two sheets were 

sufficient to fill the 12 mm3 defect. Additionally, two sheets had been shown to 

perform better than a single layer [348]. 
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6.2.2.4 Preparation of DPSCs suspensions for in vivo implantation 

The SAW-DEP devices used were sterilised using ethanol 70% and 

functionalised by flowing DEP media 30 minutes before the separation. For the 

first in vivo study, a device of 50 µm height and 9 dB insertion loss was used 

whereas for the second in vivo study, the device used was the same as the 

one used for the in vitro tests and had a channel of 75 µm height and an 

insertion loss of 8 dB. 

The cells were prepared as described in section 6.2.1.2 but for the in vivo 

experiments, DPSCs at passage 4 were used instead of BM-MSCs. The SAW-

DEP procedure was the same as described in section 6.2.1.3. The only 

difference was that all the cells were injected at 3 µL/min and the SAW-DEP 

power used was 20 dBm.  After collection, the DPSCs were counted using a 

haemocytometer, centrifuged at 800 g for 10 minutes, resuspended at a 

concentration of 10 million cells/mL and kept on ice until time of implantation. 

The seeding concentration (2.105 cells/defect) and density was chosen 

following optimisation by Dr Guillaume Perry in previous scaffold-seeding in 

vivo experiments. The defect volume was small (13 µL) so the cells were highly 

concentrated to limit cell dispersion during the injection in the scaffold seeding 

procedure.  

 

6.2.2.5 Surgical procedures 

Calvarial defects were created under Home Office project license number 

70/8549 by Dr Xuebin Yang, a trained orthopaedic surgeon. Each rat was 

sedated using 5 % isoflurane (dial 5) in oxygen for 5 minutes until the sedative 

took effect. The rat was then placed on a heated pad on to the operating table 

to ensure body temperature was kept at 37°C. The animal was kept under 

sedation in oxygen supplemented with 3% isoflurane. The head of the animal 

was then shaved using an electric razor and the fur was aspirated using gentle 

vacuum. A solution made up of 70 % ethanol was used to sterilise the 

operating site and sterile drapes were used. 

A first incision was made through the skin and then through the periosteum. 

Where bleeding occurred, cold injection water was used and pressure was 

applied with a sterile swab. Two 4 mm diameter defects were made at both 

sides of the calvarium (as shown in Figure 6.3) using a 4 mm trephine drill. 

The scaffold was then placed into the defect and the cells were administered. 

Where Bio-Gide® was used, two 3.8 mm sheets of dry scaffold were placed 
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on the defect and immediately soaked with the cell suspension. In the case of 

ABM/P-15, the scaffold was wet prior to implantation but was dried using a 

sterile swab once packed in order to maximise the absorption of the 12 µL of 

cell mixture (equivalent to 2x105 cells/defect).  

a)   b)   c)  

Figure 6.3: Surgical procedure of rat calvarial defects. a) Two 4 mm 
calvarial defects were made using a 4 mm trephine drill. These defects 
were left empty to act as a control. A Bio-Gide® sheet is shown next to 
the defects for size comparison. b) Defects packed with ABM/P-15. c) 
Defects packed with two sheets of Bio-Gide®.  

Once the cell-seeded scaffolds were in place, the periosteum was sutured 

using 5.0 Vicryl Ethicon (Ethilon W9105) resorbable sutures and the cranial 

skin was closed using 5.0 Ehicon sutures (Ethilon W1616T).  

Post-surgery, the animals were administered 0.1 mL of 0.3 mg/mL 

Vetergesic® (Ceva Animal health ltd, UK) and placed in a recovery chamber 

heated at 37°C until awake and then re-housed. The animals were checked 

daily for signs of pain and behavioural changes until the day of schedule 1 

procedure. 

Schedule 1 was performed by placing the rats in a chamber gradually filled 

with CO2 and death was further confirmed via cervical dislocation. The top of 

the cranial vault containing the defects was immediately harvested and placed 

in 10 % formalin for five days to allow for fixation. 

 

6.2.2.6 Image reconstruction and quantification of new bone 

formation via micro Computed Tomography (micro CT)  

Microcomputed tomography (micro CT) is a non-destructive imaging tool for 

the production of high resolution three-dimensional (3D) images of a target 

specimen [349]. Micro CT equipment is essentially composed of an X-ray 

source, a radiation filter, a collimator used to focus the X-ray beam, a rotating 

specimen stand and a charge-coupled detector (CCD) [350]. In desktop 
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systems such as the one used in these experiments, the X-ray source travels 

through the sample to generate a series of 2D projections that will be converted 

to a 3D representation by using a computer program (Figure 6.4) [310], [351].  

 

Figure 6.4: Schematic of micro Computed tomography set up and 
projection analysis. X-rays travel from the source through the sample, 
reaching the detector with attenuation, and a grayscale projection image 
is acquired at each rotation angle. The generated projections are 
reconstructed via a computer program to generate 3D images or slices 
used to determine material density. The red dashed line indicates the 
position of the reconstructed cross-sectional image. Image adapted from 
[350]. 

Over the past thirty years, micro CT has become a standard tool for the 

quantification of bone regeneration in preclinical experiments [349]. This 

technique can be performed on entire defect sites and, using analysis 

programs, the volume and mineral density of newly formed bone can be 

quantified reliably [352]–[354]. 

In the experiments described in this chapter, the explants were imaged using 

a Skyscan 1172 micro-CT instrument (Bruker, Billerica, MA, USA) in the 

Wellcome Trust Brenner Building.  The bone fragments were tightly lodged in 

2 mL Eppendorf tubes filled with 10 % formalin solution to prevent them from 

moving and drying out during the scan. Scanning was performed using a 0.5 

mm Aluminium filter, the X-ray tube voltage used was 53 kV, the image binning 

was 2000 x 1332 and the images were taken with an isotropic voxel size of 

11.19 µm.  

Two standards were scanned before each sample to ensure that the X-ray 

intensity did not change throughout the day. The density of the hydroxyapatite 

standards was known (0.5 and 0.75 g/cm3) and used to calibrate the pixel 

grayscale to the density of the bone (Figure 6.5). 
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a)  b)  

Figure 6.5: X-ray slices of the two hydroxyapatite standards used to 

calibrate the mineral density. a) Slice through first standard (0.5 g/cm3) 

b) Slice through second standard (0.75 g/cm3). A circle was drawn inside 

the image of the standard at different slices for each standard and the 

grayscale obtained was matched to the known density of the 

hydroxyapatite. 

After reconstruction using NRecon Skyscan software (Version: 1.6.6.0; 

Skyscan Bruker, Billerica, MA, USA) 3D image reconstructions were obtained 

using the 3D Visualization Software CTvox v. 2.5 (Skyscan Bruker, Billerica, 

MA, USA). 

The datasets obtained after reconstruction were analysed using Image J to 

obtain a quantitative measurement of the newly formed bone volume. The 

slices obtained via micro CT were overlaid and a 4 mm circular region of 

interest (ROI) was drawn around the defect, representing the original defect 

area (Figure 6.6). 

In order to distinguish the newly formed bone from the ABM/P-15 particles, a 

bone density threshold was used. It was determined that the newly formed 

bone had a density between 0.5 and 1.5 g/cm3 whereas (consistent with values 

observed in the literature) the ABM/P-15 particles were brighter and had a 

density higher than 1.51 cm3 [355]. Using a script, the area corresponding to 

the new bone density threshold within the 4 mm circle of each slice was 

determined. The area was then multiplied by the number of slices and the 

depth of each slice (11.19 µm) to obtain the volume of newly formed bone. 

Similarly, the volume of the ABM/P-15 particles within the defect was 

determined. 
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Figure 6.6: Micro CT image reconstruction steps for quantification of new 
volume formed using Image J. a) Overlay of all slices obtained for the 
defect using micro CT. A 4 mm region of interest (ROI), represented in 
blue, was drawn to represent the original defect. b) For each individual 
slice, only the data inside the ROI was considered. New bone is shown 
in grey corresponding to a density between 0.5 and 1.5. ABM/P15 
particles are shown as white corresponding to a density between 1.51 
and 3. c) The area corresponding to ABM/P-15 particles is selected for 
each slice by using a threshold and the total area is calculated.  

The newly formed bone volume was analysed on R using a script written by 

Professor Robert West. The statistical model used for the comparison between 

the different conditions tested was a multilevel study [356]. The linear mix 

regression model accounts for the variability of the rats and considers three 

fixed effects: the experimental endpoint (1 or 2 months), the scaffold use (no 

scaffold or ABM+P15) and the type of cells used (no cells, control DPSCs or 

SAW-DEP DPSCs). The condition consisting of no scaffold, control DPSCs 

and 1-month endpoint was considered as the intercept (control condition) and 

the effects of each of the variables was compared to the intercept. 

The effect of the rats was modelled as a random effect. A comparison was 

made between a linear model containing the rat’s random effect and a 

simplified model that did not account for this effect. Although the effect was  

small compared to the model error it was statistically significant, so it was 

included in the modelling.  

 

6.2.2.7 Decalcification of bone samples  

After micro CT scanning was performed, the fixed samples were decalcified to 

remove all inorganic material, softening bone tissue and allowing for easier 

sectioning using a microtome [357]–[359]. This step is routinely performed in 

histology laboratories by means of acids such as acetic acid, formic acid, nitric 
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acid and Morse’s solution or chelants such as ethylenediaminetetraacetic acid 

(EDTA) [360]–[363]. An ideal decalcifying solution should be fast, allow for 

easier tissue slicing, preserve the tissue morphology for histological staining 

and preserve its antigenicity for immunohistochemical staining. In order to find 

the most suitable decalcifying approach, Liu and colleagues (2017) evaluated 

the performance of different solutions [364]. They found that mineral acids 

were quicker than chelants but the integrity of the histological structures and 

the antigens was better when chelants were used, which is consistent with 

previous literature. 

Overall, the sections demineralised with a 10 % solution of neutral buffered 

EDTA had the highest integrity of collagen type I and III as revealed by H&E, 

Masson’s trichrome, Picrosirius red and collagen immunohistochemical 

staining. Therefore, all explants obtained from the in vivo experiments in this 

study were decalcified for two weeks at 5 °C in a solution made of 10 % EDTA 

in distilled water buffered to pH 7.0 with sodium hydroxide.  

The EDTA solution was changed every week and the decalcification process 

was followed using X-rays to ensure total decalcification was achieved (Figure 

6.7). The radiographs were taken using an Oralix 65 X ray machine 

(Secondent, Philips, UK) for 7.5 mA, 0.2 seconds, 65 kVp. 

 

 Figure 6.7: Decalcification process of retrieved bone samples followed 
by X-ray imaging. All images were taken on an Oralix 65 X-ray machine 
(Secondent, Philips, UK). Pictures a-d show the decalcification of ABM/P-
15 filled defects 0, 3, 6 and 12 days after start of decalcification. Pictures 
e-g show decalcification of Bio-Gide® filled defects 0, 3 and 6 days after 
start of decalcification.  In both cases, by day 6 the original and newly 
formed bone had been completely decalcified. However, even after day 
12 the ABM/P-15 particles are still mineralised. 
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6.2.2.8 Preparation of histological sections 

After demineralisation, the decalcified bone samples were processed using a 

tissue processor and embedded in paraffin wax. Using a Leitz Wetzlar 

microtome fitted with MX PREMIER+ microtome blades (Thermo Scientific, 

UK), the paraffin embedded samples were cut into 5 µm sections. The sections 

were then mounted onto Superfrost slides, heated at 90°C for 1h and left in a 

37 °C for at least 2 days prior to histological staining. 

For the second formal in vivo study, the bone samples were decalcified and 

the histological processing, paraffin inclusion, sectioning and mounting was 

done by Covance Inc. 

 

6.2.2.9 Haematoxylin and Eosin (H&E) staining of histological 

sections 

Haematoxylin and Eosin (H&E) is the most widely used stain combination for 

medical diagnostics [365]. Haematoxylin stains the cell nuclei in dark blue 

whilst eosin stains the cytoplasm in pink.  

To perform the H&E staining, the paraffin-embedded decalcified bone sections 

were first deparaffinised. For this, the slides were immersed in two 5-minute 

baths in xylene followed by two 5-minute baths in absolute ethanol and 

rehydrated in running tap water for 5 minutes. The sections were then stained 

with Harris’ haematoxylin (Atom scientific, UK) solution for 3 minutes and 

washed in running tap water for 5 minutes. Nuclear staining was differentiated 

by dipping the slides quickly in 1 % acid alcohol (1 % HCl in 70 % ethanol 

solution) three times and washing them in running tap water for 5 minutes. The 

slides were then “blued” in Scott’s tap water (Atom Scientific, UK) for 2 

minutes, rinsed in running tap water for 5 minutes and counterstained with 

eosin (Atom scientific, UK) for 3 minutes. The stained slides were finally 

washed in tap water for 5 minutes, dehydrated in two 5-minute absolute 

ethanol baths and cleared in two 5 minute baths of xylene before being 

mounted using dibutylphthalate polystyrene xylene (DPX) mountant. The 

stained sections were left to dry and imaged using a Leica microscope. 
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6.2.2.10 Alcian blue and Picrosirius red staining of histological 

sections 

Picrosirus red and alcian blue are a stain combination commonly used to 

distinguish bone and cartilage [366]. Collagen is stained in red whilst 

proteoglycans observed in cartilage are stained blue. 

Before staining, the paraffin-embedded decalcified bone sections were 

deparaffinised in two xylene and ethanol baths and hydrated in tap water as 

described in the previous section. 

After hydration, the sections were first stained in Weigerts Hematoxylin (TCS 

biosciences, UK) for 8 minutes. After a 5-minute rinse in tap water, the slides 

were stained with an Alcian blue solution (Merck Milllipore, USA) for 10 

minutes and rinsed in tap water for 5 minutes. The slides were then placed in 

phosphomolybdic acid solution (Polysciences Inc, USA) for 2 minutes, rinsed 

in distilled water and stained for 60 minutes using a Picrosirius Red solution 

(Polysciences Inc, USA). After staining, the slides were placed in a 0.1 M HCl 

solution (Polysciences Inc, USA) for 2 minutes followed by a 45 seconds wash 

in 70 % ethanol. The stained slides were finally dehydrated in two 5-minute 

absolute ethanol baths and cleared in two 5-minute baths of xylene before 

being mounted using DPX and imaged using a Leica microscope. 

 

6.2.2.11 Gomori’s trichrome staining of histological sections 

Gomori’s trichrome is a single step staining used to differentiate between 

collagen and smooth muscle fibres [367]. It can also be used to differentiate 

between old mature bone (stained in dark red) and newly formed bone (stained 

in green or blue). 

Before staining, the sections were deparaffinised in two 5-minute baths in 

xylene followed by two 5-minute baths in absolute ethanol and rehydrated in 

running tap water for 5 minutes. The sections were then stained for 5 minutes 

in Harris Hematoxylin solution and washed with tap water until clear. The slides 

were then immersed in Gomori trichrome stain for 10 minutes and 

differentiated by quickly dipping in 0.2 % acetic acid three times. The stained 

slides were finally dehydrated in two 5-minute absolute ethanol baths and 

cleared in two 5-minute baths of xylene before being mounted using DPX and 

imaged using a Leica microscope. 
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6.2.2.12 Collagen type I and osteocalcin immunostaining of 

histological sections 

Immunohistochemistry (IHC) uses antibodies to specifically bind to and 

therefore permit precise detection of cell /extracellular antigens in tissue 

sections [368]. The antibodies used can be labelled using either fluorescent 

tags or enzymes enabling colorimetric visualisation of the antigen-antibody 

interactions. This technique is commonly used for histological evaluation of 

sections as it can determine the localisation and level of expression of 

particular antigens [369]. IHC was used in this study to detect and localise two 

markers found in bone: collagen type I and osteocalcin. Collagen type I was 

chosen as it is the main component of the organic matrix of bone (as shown in 

Section 6.1 Figure 6.1). Osteocalcin was also selected because it is a protein 

secreted by osteoblasts that is involved in osteogenic differentiation after bone 

calcification starts [370]. 

To ensure the immuno-histological staining had been performed correctly, 

control sections containing osteochondral plugs were also included. In these 

sections, the bone part acted as a positive control for both collagen type I and 

osteocalcin whereas the cartilage portion was a negative control for both 

markers to avoid false positives due to background staining. 

The sections were deparaffinised in two 5-minute baths in xylene followed by 

two 5-minute baths in absolute ethanol and rehydrated in running tap water for 

5 minutes followed by a 5-minute PBS bath. The slides were then transferred 

into a bath of 2 % hydrogen peroxide dissolved in methanol for 20 minutes and 

washed in a PBS bath for 5 minutes with gentle agitation. Antigen retrieval was 

achieved by submerging the slides in a chymotrypsin solution for 20 minutes 

at 37 °C. The solution was made by dissolving 100 mg of calcium chloride and 

100 mg of chymotrypsin in 100 mL of distilled water and drops of 0.1 M NaOH 

were added until the solution reached pH 7.8. The slides were then washed in 

PBS for 5 minutes and then placed onto SequenzaTM (Fisher Scientific, USA) 

plates and racks. After a second 5-minute wash with PBS, the sections were 

incubated for 30 minutes with 100 L of 1/5 normal goat serum (Dako, Agilent 

Technologies, USA) in 0.1 % bovine serum albumin solution. The “positive” 

sections were then incubated with 100 µL of diluted monoclonal antibody 

solution overnight at 4°C for collagen type I and at room temperature for 

osteocalcin. For the collagen type I immunostaining, the antibody (ab6308, 

Abcam UK) was diluted 200 times in 0.1 % BSA solution and for the 

osteocalcin immunostaining, the antibody (ab13420, Abcam, UK) was diluted 
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50 times in 0.1 % BSA solution. The optimal dilutions were determined after 

dosage of both solutions to ensure staining was achieved with minimal non-

specific background. Negative control sections were left in the 1/5 normal goat 

serum solution and were not exposed to the monoclonal antibody solution.  

Following the overnight incubation, the slides were washed three times in PBS 

for 5 minutes and 1 drop of labelled polymer-HRP (Dako Envision® + Dual 

Link System-HRP (DAB+) Kit, Agilent Technologies, USA) was added in each 

well and left for 30 minutes. After the incubation with the secondary antibody, 

the slides were washed three times with PBS for 5 minutes and developed by 

adding 100 µL of diluted DAB+ solution (Dako Envision® kit) for 10 minutes. 

The SequenzaTM plates were then removed and the slides were washed well 

in PBS for 5 minutes and counterstained in Harris’ Haematoxylin for 15 

seconds, followed by a 1-minute wash in running tap water and a 1-minute 

incubation in Scott’s tap water. The stained slides were finally washed in 

running tap water for 1 minute and dehydrated in two 5-minute absolute 

ethanol baths and cleared in two 5-minute baths of xylene before being 

mounted using DPX and imaged using a Leica microscope. 

 

6.3 Results 

6.3.1 Influence of SAW-DEP exposure on BM-MSCs osteogenic 

potential in vitro 

 Preliminary experiments conducted by Dr Alban Smith demonstrated 

that DPSCs separated using SAW-DEP showed the same alkaline 

phosphatase expression levels and same level of osteodifferentiation after 2 

weeks of monolayer culture in osteoinductive medium compared to control 

cells [141]. These results were obtained using DPSCs for SAW-DEP force 

powers of 12 dBm (16 mW) per IDT. In the present study, after optimisation of 

the fabrication methods, the insertion loss of the SAW-DEP devices (described 

in 2.1.3) was found to be considerably lower than previous devices, allowing 

for SAW-DEP forces four times higher than the ones previously obtained. The 

aim of the work shown in this section was to test if the higher power SAW-DEP 

affected the ability of clinically relevant MSCs to differentiate and produce a 

mineralisable matrix. Alkaline phosphatase expression was first observed 

qualitatively via staining of BM-MSCs cultures 14 days after osteoinduction 
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(Figure 6.8). The two highest total powers of SAW-DEP were tested in 

comparison with a microfluidics control and a SAW-DEP buffer control. 

 

 Figure 6.8: Alkaline phosphatase expression by BM-MSCs 14 days after 
osteoinduction following exposure to different conditions. a) 24-well 
plate overview image. b) Image of individual wells taken at 10X 
magnification with a Leica microscope. The 20 dBm and 18 dBm samples 
contained BM-MSCs subjected to SAW-DEP electric field at a total power 
of 20 and 18 dBm respectively. The microfluidics control contained BM-
MSCs flowed through the SAW-DEP device at 3 µL/min but with no 
exposure to the electric field. The SAW-DEP control contained BM-MSCs 
resuspended in SAW-DEP buffer but had not been flown through the 
device. The positive control contained BM-MSCs obtained straight after 
culturing with no exposure to the SAW-DEP device and the negative 
control contained fibroblasts.  

For all conditions tested, alkaline phosphatase expression of the experimental 

samples was similar to the controls. This marker is considered to have a key 

role in the early stages of bone tissue mineralisation, so the results obtained 

indicated that SAW-DEP had no influence in BM-MSCs differentiation even at 

the highest powers [312]. 

To reveal the presence of calcium deposits at later stages of differentiation, 

Alizarin red staining of BM-MSCs cultures was performed 28 days after initial 
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osteoinduction (Figure 6.9). For this test, the same controls as described 

above for the alkaline phosphatase test were performed. However, the cultures 

obtained for the microfluidics control and the SAW-DEP at 18 dBm conditions 

were lost after washes as the monolayer peeled off. 

 

Figure 6.9: Photos of Alizarin red-stained calcified deposits present in 

cultures of BM-MSCs 28 days after osteoinduction for different 

conditions of SAW-DEP. All images of individual wells were taken at 10X 

magnification with a Leica microscope. The 20 dBm sample contained 

BM-MSCs subjected to SAW-DEP with a total power of 20 dBm per 

electrode. The positive control contained BM-MSCs obtained straight 

after culturing with no exposure to the SAW-DEP device, the negative 

control contained fibroblasts. 

For all samples, aside from the negative control, calcified deposits were 

revealed by Alizarin red staining. The presence of Alizarin red-stained calcium 

deposits in the wells containing BM-MSCs that experienced the highest SAW-

DEP forces showed that the electric fields did not influence their ability to 

produce calcium salt. 

 

6.3.2 Determination of most appropriate scaffold for bone repair 

in vivo 

The first in vivo study described here was carried out to determine which 

scaffold (Bio-Gide® or ABM/P-15) was the most suitable for testing the 

influence of SAW-DEP on bone regeneration and investigate any signs of 

chronic inflammation / tissue necrosis that might be associated with the 

exposure of cells to SAW-DEP. Calvarial explants were retrieved 5 weeks after 

implantation, sectioned after decalcification and stained using Haematoxylin 

SAW-DEP 

24 dB 

Negative 

control 

Positive 

control 
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and Eosin (Figure 6.10). Only a selection of representative images are shown 

here. The images of the other replicates can be found in APPENDIX F. 

 

Figure 6.10: Histological staining using H&E of defects from rats 
sacrificed after 1 month. Nuclei were stained blue by Haematoxylin 
whereas cytoplasm and collagen were stained pink by eosin. Old bone 
was stained in a darker shade of pink. The pictures were taken using a 
5X objective and the scale bars in the pictures represent 200 µm. a) 
Control defect left empty. b) Defect filled with ABM/P-15 (no cells). c) 
Defect filled with Bio-Gide® (no cells). d) Control defect filled with SAW-
DEP DPSCs. E) Defect filled with ABM/P-15 and SAW-DEP DPSCs. f) 
Defect filled with Bio-Gide® and SAW-DEP DPSCs. g) Control defect 
filled with control DPSCs. Note: A particle of ABM/P-15 had migrated 
towards the empty defect during the procedure. h) Defect filled with 
ABM/P-15 and control DPSCs. i) Defect filled with Bio-Gide® and control 
DPSCs. 

The histological sections revealed there was no signs of chronic inflammation 

or tissue necrosis 5 weeks after implantation as no granulomas were found in 

any of the samples investigated. These preliminary results suggested that both 

scaffolds performed better than the negative control (no scaffold). Even if a 

thin bridging was formed between both sides of the empty 4 mm defects, the 
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collagen structure was not dense so this defect was still considered critical and 

the same size defect was used for the formal in vivo study. 

After 5 weeks, both biomaterials were still clearly identifiable in the defects. 

Bio-Gide® is a commercially available collagen bilayer membrane and it has 

been reported to last for 9 months in vivo [371]. Both sheets remained in place 

and did not move during the entire duration of implantation. However, its 

structure is very similar to that of the newly formed bone after demineralisation 

so it was difficult to distinguish the collagen fibres belonging to Bio-Gide® from 

any newly formed collagen even when using higher magnification (Figure 

6.11). ABM/P-15 is mainly composed of hydroxyapatite and has been shown 

to take 1-2 years to be resorbed [372]. Even after demineralisation, the 

particles were still visible and clearly distinguishable from the newly formed 

collagen fibres (Figure 6.11). However, some particles migrated during the 

procedure and were not evenly distributed throughout the defect area so this 

could affect reproducibility. 

 

Figure 6.11: H&E Histological staining of defects filled with ABM/P-15 (a) 
and Bio-Gide® (b) from rats sacrificed after 1 month. The pictures were 
taken using a 10X objective and the scale bars in the pictures represent 
100 µm. In the H&E stained sections, nuclei were stained blue by 
haematoxylin whereas cytoplasm and collagen were stained pink by 
eosin. Old bone presents as a darker shade of pink. 

In summary, no signs of chronic inflammation or tissue necrosis were observed 

in any of the animals, so the use of cells subjected to SAW-DEP was 

considered ready to be tested in a study with a larger sample size. Both 

scaffolds provided support for the implanted cells and enhanced bone 

formation when compared to the empty defect controls but ABM/P-15 was 

chosen for the larger in vivo experiment as it was easier to distinguish from the 

newly formed tissue after histological staining. 
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6.3.3 Influence of SAW-DEP exposure on DPSCs bone repair in 

vivo 

6.3.3.1 Qualitative and quantitative determination of new bone 

formation using 3D reconstruction of micro CT data 

Preliminary results showed ABM/P1-15 was the most appropriate scaffold to 

facilitate determination of newly formed bone and the presence of any chronic 

inflammation / necrosis following implantation of cells undergoing SAW-DEP 

exposure. The objective of the second in vivo study was to determine 

qualitatively but also quantitatively the amount of newly formed bone for all 

conditions tested to determine whether SAW-DEP exposure affected the 

osteogenic potential of the cells and their ability to effect bone repair.  

For this, the calvaria explants were first analysed using micro CT. Unlike 

histological examination, micro CT provides information about the entire defect 

in a non-invasive way by means of reconstructed 3D images (see section 

6.2.2.6) [373], [374]. Moreover, micro CT allows for quantification of the volume 

and mineral density of newly mineralised bone prior to the demineralisation 

step required for histological analysis. For each rat, two calvarial defects were 

performed. Each defect was filled with either a scaffold or no scaffold and 

either no cells, control cells or cells that had gone through the SAW-DEP 

process (“SAW-DEP cells”). Four rats were allocated to each combination and 

sacrificed at either one month or two months after the implantation. A summary 

of the samples and variables analysed can be found in Table 6.4. 

Group 
Variables Planned number of 

defects 
(experimental number*) Time Scaffold Cells 

1NN 1 month No scaffold No cells 4 (4) 

1NC 1 month No scaffold Control cells 4 (4) 

1NS 1 month No scaffold SAW-DEP cells 4 (2) 

1AN 1 month ABM+P15 No cells 4 (4) 

1AC 1 month ABM+P15 Control cells 4 (2) 

1AS 1 month ABM+P15 SAW-DEP cells 4 (4) 

2NN 2 months No scaffold No cells 4 (3) 

2NC 2 months No scaffold Control cells 4 (4) 

2NS 2 months No scaffold SAW-DEP cells 4 (2) 

2AN 2 months ABM+P15 No cells 4 (3) 

2AC 2 months ABM+P15 Control cells 4 (4) 

2AS 2 months ABM+P15 SAW-DEP cells 4 (4) 

Table 6.4 Details of variables and number of defects allocated to each 
group.*Experimental number refers to the actual number of defects 
available after the experiments. The defects that were damaged during 
harvest or for which data was not collected were excluded. 
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Following micro CT scanning, a 3D reconstruction of the samples was used to 

determine the volume of newly formed bone. The volume of ABM/P-15 scaffold 

was also calculated to determine if it had an influence in bone repair (section 

6.4). 

A control group consisting of defects that had not been filled with cells was first 

analysed (Table 6.5). For all empty defects, the volume of newly formed bone 

was very low one-month post-surgery and the defect remained empty. This 

confirmed that the defects were critical as no spontaneous bone formation was 

observed during the time of the study. The defects containing ABM/P-15 

showed a few bony spicules throughout the defect but the newly formed bone 

volume remained low except for sample 7L where new bony bridging was 

visible at the sides of the defect. 

Sample  

name 

Micro CT 

reconstruction Front 

Micro CT 

reconstruction Back 

ABM/P-15 defect 
No scaffold 

defect 

New bone 

volume 

Scaffold 

volume 

New bone 

volume 

3N 

  

1.04 mm3 1.5 mm3 0.59 mm3 

6N 

  

1.68 mm3 2.36 mm3 0.35 mm3 

6R 

  

1.69 mm3 1.17 mm3 0.15 mm3 

7L 

  

3.32 mm3 2.76 mm3 0.35 mm3 

Table 6.5: 3D micro CT reconstructions of explants with no cells 1 month 
after implantation and determination of newly formed bone volume and 
scaffold volumes. For all the samples shown, the left defect contained 
ABM/P-15 particles whilst the right defect was left empty (control). Note: 
The 6N explant control was damaged whilst being retrieved. 



- 199 - 

 

The trend observed for the no cells control one month after implantation was 

still similar in the two months group (Table 6.6). The amount of newly formed 

bone increased compared to the one-month group especially in the ABM/P-15 

filled defects where bony bridging was visible at the defect borders. In the 

empty defects, thin bone bridging was observed but the overall new bone 

volume remained low. 

Sample 

name 

Micro CT 

reconstruction 

Front 

Micro CT 

reconstruction Back 

ABM/P-15 defect 
No scaffold 

defect 

New bone 

volume 

Scaffold 

volume 

New bone 

volume 

2R 

  

2.13 mm3 1.07 mm3 1.45 mm3 

8N 

  

3.98 mm3 2.88 mm3 - 

8R 

  

N/A N/A 1.37 mm3 

9L 

  

3.25 mm3 1.65 mm3 N/A 

Table 6.6: 3D micro CT reconstructions of explants with no cells 2 
months after implantation and determination of newly formed bone 
volume and scaffold volumes. For all the samples shown, the left defect 
contained ABM/P-15 particles whilst the right defect was left empty 
(control). Note: The 8N explant control was damaged whilst being 
retrieved. For 8R, the bone disk remained inside the ABM/P-15 defect so 
the new bone volume for this defect was not considered. Similarly, the 
control defect was not considered for 9L. 

The following group analysed consisted of defects that had been treated with 

control DPSCs (Table 6.7). Due to the presence of bone disks that remained 

after the procedure, little information was available for this group. However, 

the 3D reconstructions showed the presence of bony spicules dispersed 
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through the empty defects showing an improvement in bone formation 

compared to the no cell controls. 

Sample 

name 

Micro CT 

reconstruction Front 

Micro CT 

reconstruction Back 

ABM/P-15 defect 
No scaffold 

defect 

New 

bone 

volume 

Scaffold 

volume 

New bone 

volume 

6L 

  

N/A N/A 0.53 mm3 

7N 

  

3.21 

mm3 

1.99 

mm3 
0.76 mm3 

7R 

  

N/A N/A 1.13 mm3 

Table 6.7: 3D micro CT reconstructions of explants with control DPSCs 

1 month after implantation and determination of newly formed bone 

volume and scaffold volumes. For all the samples shown, the left defect 

contained ABM/P-15 particles whilst the right defect was left empty 

(control). Note: For both 6L and 7R the bone disk remained inside the 

ABM/P-15 defect so the new bone volume for these defects was not 

considered.  

The data obtained for the control cells group two months after implantation is 

shown in Table 6.8. This data showed mixed results for the samples observed. 

In samples 9L and 9R, the presence of newly formed bone on the edges of the 

defect is clear and shows an improvement compared to the previous groups. 

However, samples 2L and 8L did not show any significant increase in bone 

volume compared to the one-month group. In terms of ABM/P-15, the 

reconstructions showed some new bone repair but there was no improvement 

compared to the no cells samples after two months. 
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Sample 

name 

Micro CT 

reconstruction Front 

Micro CT 

reconstruction Back 

ABM/P-15 defect 

No 

scaffold 

defect 

New bone 

volume 

Scaffold 

volume 

New bone 

volume 

2L 

  

2.05 mm3 
1.92 

mm3 
0.44 mm3 

8L 

  

1.11mm3 
1.45 

mm3 
1.28 mm3 

9N 

  

2.41 mm3 
1.07 

mm3 
1.53 mm3 

9R 

  

2.08 mm3 
1.98 

mm3 
2.73 mm3 

Table 6.8: 3D micro CT reconstructions of explants with control DPSCs 

2 months after implantation and determination of newly formed bone 

volume and scaffold volumes. For all the samples shown, the left defect 

contained ABM/P-15 particles whilst the right defect was left empty 

(control). Note: The 8L control and 9N ABM/P-15 defects were damaged 

during retrieval but were still considered as a whole defect. 

The final group analysed consisted of defects that had been treated with 

DPSCs subjected to SAW-DEP (Table 6.9). For this group, both the controls 

with no scaffold and the ones containing ABM/P-15 showed the formation of 

new bone bridging around the edges of the defect and the presence of bony 

islands.  

 

 

 

 



- 202 - 

 

Sample 
name 

Micro CT 
reconstruction 

Front 

Micro CT 
reconstruction Back 

ABM/P-15 defect 
No scaffold 

defect 

New 
bone 

volume 

Scaffold 
volume 

New bone 
volume 

3R 

  

2.63 
mm3 

2.17 
mm3 

1.76 mm3 

5L 

  

1.89 
mm3 

2.08 
mm3 

1.46 mm3 

 

ABM/P-15 defect 
1 

ABM/P-15 
defect 1 

New 
bone 

volume 

Scaffold 
volume 

New 
bone 

volume 

Scaffold 
volume 

11R 

  

3.92 
mm3 

2.52 
mm3 

3.41 
mm3 

2.97 
mm3 

Table 6.9: 3D micro CT reconstructions of explants with DPSCs 

subjected to SAW-DEP 1 month after implantation and determination of 

newly formed bone volume and scaffold volumes. For 3R and 5L, the left 

defect contained ABM/P-15 particles whilst the right defect was left 

empty (control). For 11R, both defects were filled with ABM/P-15. 

In the two-month group, the volume of newly formed bone increased compared 

to the one-month group for both no scaffold and ABM/P-15 defects (Table 

6.10). The 3D reconstructed images and showed integration of the particles 

into the newly formed bone and bridging between the two sides of the defect. 

Both ABM/P15 defects filled with SAW-DEP were performed on the same 

animal so the differences should be minimal. However, there was a big 

difference in terms of the newly formed bone. The factors influencing this were 

discussed in section 6.4. 
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Sample 

name 

Micro CT 

reconstruction 

Front 

Micro CT 

reconstruction 

Back 

ABM/P-15 defect 
No scaffold 

defect 

New 

bone 

volume 

Scaffold 

volume 
New bone volume 

4R 

  

3.49 

mm3 
2.4 mm3 3.07 mm3 

4N 

  

5.44 

mm3 

1.66 

mm3 
1.17 mm3 

 

ABM/P-15 defect 

1 

ABM/P-15 defect 

1 

New 

bone 

volume 

Scaffold 

volume 

New 

bone 

volume 

Scaffold 

volume 

11N 

  

4.37 

mm3 

1.83 

mm3 

2.93 

mm3 

2.47 

mm3 

Table 6.10: 3D micro CT reconstructions of explants with DPSCs 

subjected to SAW-DEP 1 month after implantation and determination of 

newly formed bone volume and scaffold volumes. For 4R and 4N, the left 

defect contained ABM/P-15 particles whilst the right defect was left 

empty (control). For 11N, both defects were filled with ABM/P-15. 

An image analysis script was used on the micro CT data to quantify the volume 

of newly formed bone to allow for comparison of all the conditions tested 

(Figure 6.12).  
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Figure 6.12: Box plots showing new bone volume formed within the 

original 4 mm calvarial defect using data from micro CT 1 month (a) and 

2 months (b) after implantation for different conditions of cells (no cells, 

control DPSCs and SAW-DEP DPSCs) and scaffold (control with no 

scaffold and ABM/P-15). 

The data obtained showed there was no negative effect of SAW-DEP on new 

bone formation. The statistical results obtained using the linear mixed effects 

model (described in section 6.2.2.6) are shown in Table 6.11.   

Fixed effects Estimate change 

in new bone 

volume (mm3) 

Standard 

error 
P value 

Endpoint Scaffold Cells 

1 month None Control 1.05 0.27  

2 months None Control 0.07 0.30 NS 

1 month ABM/P-15 Control 1.59 0.37 <0.001 

1 month  None None -0.29 0.30 NS 

1 month None SAW-DEP 1.23 0.45 <0.001 

Table 6.11: Statistical results obtained using a linear mixed effects 

regression model. The estimated change in volume and P values were 

obtained when compared to that of the control condition (highlighted in 

light grey) corresponding to the samples with control cells, no scaffold 

1 month after implantation. The number of samples corresponds to the 

number of experimental samples available for analysis. 

The use of ABM+P15 scaffold was shown to significantly increase the new 

bone volume when compared to the no scaffold control, which has been shown 

in multiple publications[343], [372], [375]–[377]. The use of SAW-DEP was also 

shown to significantly increase the new bone volume when compared to the 

no cells or DPSCs control cells. However, the number of samples used in the 

statistical analysis was limited but is indicative that SAW-DEP had no 

deleterious effect on new bone formation.  

a) b) 



- 205 - 

 

The analysis also showed that despite an increase in bone volume at 2 months 

compared to 1 month there was no significant statistical difference between 

the two endpoints.  

 

6.3.3.2 Characterisation of new bone formed via histological 

staining 

Histological staining is a technique that involves the use of stains to colour the 

different components of a tissue sample to assist its observation via 

microscopy [378]. The first histological techniques were derived from 

experiments carried out in the 17th century [379]. However, the use of histology 

for pathology and diagnosis did not begin until the 19th century when surgeons 

started examining patient tissue samples under the microscope to determine 

the malignancy of tumours [365]. 

Nowadays, histology is a well-established technique used to study tissue 

morphology and the microscopic structure of cells [380]. In bone, histological 

staining is used to highlight the different components of the extracellular matrix 

(collagen types I and III) and the presence of inflammatory cells or osteocytes 

involved in bone repair (Figure 6.13). 

 

Figure 6.13: Microscopic structure of bone. At the microscopic level, 
cortical bone is formed of an array of osteon units composed of 
concentric layers of collagen fibres infiltrated by osteocytes surrounding 
blood vessels and nerves. Adapted from [381]. 
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The presence of osteocytes and blood vessels in newly formed bone is 

indicative of bone vitality and maturity and serve as parameters in 

histopathologic evaluations [382]. Another important parameter is the 

presence of inflammatory cells indicating chronic inflammation or foreign body 

reactions (granuloma) [383]. Although inflammation is a necessary step in 

bone repair (see section 6.1), chronic inflammation can have a negative effect 

on bone healing and can be indicative of a rejection of the biomaterial or cells 

implanted [303]. 

The most commonly used stains are haematoxylin and eosin, which stain 

nuclei in dark blue and cytoplasm in pink. This stain was used to give an overall 

idea of the tissue structure and the images can be found in APPENDIX G. In 

this chapter, only the sections stained with Gomori’s trichrome were presented, 

as the staining shows the difference between mature bone stained in dark red 

and immature bone made of collagen fibres stained in blue (Table 6.12 to 

Table 6.23).  

In the following tables, the micro CT images corresponding to each histological 

section stained with Gomori’s trichrome were also included (on the left column) 

to confirm that the newly formed bone observed in the demineralised sections 

(right column) corresponded to mineralised bone. 

Table 6.12 shows the control defects left empty (no scaffold and no cells) from 

animals sacrificed after 1 month. Samples 3N and 7L showed signs of 

inflammation corresponding to suture granulomas (Figure 6.14). These suture 

granulomas are present on the outside of the newly formed bone.  Other than 

the granuloma, little inflammation was found with no presence of neutrophils 

or multinucleate giant cells. In sample 6R, some brain tissue was also 

observed in the section, but this might have been as a result from the 

harvesting rather than a damage to the brain sustained during the operation. 

Newly formed bone was formed around the edges of the defect, showing a 

callus formation. 
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Sample 

name 

Micro CT 

reconstruction 
Gomori’s trichrome 

3N 

   

6N 

  

6R 

  

7L 

  

Table 6.12: Control defects (no scaffold and no cells) from rats sacrificed 

after 1 month. Micro CT 3D reconstruction and histological sections 

stained with Gomori’s trichrome. The limit between the old and new bone 

is marked by white arrows. Decalcified mature bone sections are stained 

in red whereas collagen fibres are coloured in blue. The rectangular 

areas on samples 3N and 7L were studied at further magnification and 

are shown in Figure 6.14. 

 

 Figure 6.14: Suture granulomas observed in histological samples 3N (a) 
and 7L (b) stained with H&E. The pictures were taken at 20x and 10x 
magnification respectively. The round and white circles correspond to 
suture fibres and are encased in a granuloma. 
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The data obtained for the control defects left empty (no scaffold and no cells) 

from animals sacrificed after 2 months is shown in Table 6.13. Two months 

after implantation, some mature bony islands can be observed in some of the 

samples and a suture granuloma was also observed, due to the foreign body 

reaction caused by the sutures used. 

Sample 

name 
Micro CT 

reconstruction  
Gomori’s trichrome 

2R 

  

8N 

 

MISSING 

 

 

8R 

 
 

Table 6.13: Control defects (no scaffold and no cells) from rats sacrificed 

after 2 months. Micro CT 3D reconstruction and histological sections 

stained with Gomori’s trichrome. The limit between the old and new bone 

are marked by white arrows. Decalcified mature bone sections are 

stained in red whereas collagen fibres are coloured in blue. Sample 8R 

was damaged during the harvesting procedure. Note: Sample 9L was not 

considered for histology because the bone disk was left in during the 

procedure and this could have affected new bone formation.  

Table 6.14 shows the control defects (no cells) left filled with ABM/P-15 

particles from animals sacrificed after 1 month. All samples showed no signs 

of inflammation and good integration of the biomaterial particles as shown by 

the presence of thick collagen fibres and new mature bone. The newly formed 

bone found in sample 7L showed signs of maturity with the presence of small 

blood vessels and lacunae containing osteocytes encasing the ABM/P-15 

particles (Figure 6.15). 
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Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

3N 

  

6N 

  

6R 

  

7L 

  

Table 6.14: Defects filled with ABM/P-15 (without cells) from rats 

sacrificed after 1 month. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. 

a)  b)  

Figure 6.15: Newly formed mature bone in histological samples with  no 

cells and ABM/P-15 scaffold 1 month after implantation (sample 3N on 

the left) and 2 months after implantation (9L on the right) with Gomori’s 

trichrome. The picture was taken at 20x magnification. An ABM/P-15 

particle is seen encased in newly formed bone containing small lacunae. 
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Two months after implantation, the presence of newly formed bone bridging in 

the control defects filled with ABM/P-15 (no cells) was more evident, with no 

signs of inflammation (Figure 6.15). Some mature bony islands can be 

observed in some of the samples.  

Sample 

name 

Micro CT 

reconstruction 
Gomori’s trichrome 

2R 

  

8N 

  

9L 

  

Table 6.15: Defects filled with ABM/P-15 (without cells) from rats 

sacrificed after 2 months. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. Note: 

Sample 8R was not considered for histology because the bone disk was 

left in during the procedure and this could have affected new bone 

formation.  

Table 6.16 shows the control defects filled with control DPSCs from animals 

sacrificed after 1 month. In sample 6L two suture granulomas were observed 

at both sides of the defect (inside and outside the skull) (Figure 6.16). This 

might be explained by the prolapse of the sutured periosteum inside the defect 

cavity.  Other than the granuloma (Figure 6.16), no inflammatory cells were 

present in any of the defects. Some new bone formation can be observed by 

the presence of bony islands but predominantly around the edges of defect but 
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the thin tissue bridging both sides is composed of collagen fibres 

corresponding to immature bone. 

Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

6L 

  

7N 

 

 

7R 

 

 

Table 6.16: Defects filled with control DPSCs (no scaffold) from rats 

sacrificed after 1 month. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. 

 

Figure 6.16 Suture granulomas observed in histological sample 6L 
stained with Gomori’s trichrome. The picture was taken at 10x 
magnification. The round and white circles correspond to suture fibres 
and are encased in a granuloma. 

The trend observed 2 months after implantation for control defects filled with 

control DPSCs is analogous to that observed in animals sacrificed after 1 

month. The tissue connecting the edges of the defect was composed of thin 

collagen fibres with limited mature bone formation (Table 6.17). 

200 µm 
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Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

2L 

  

8L 

 
 

9N 

 
  

9R 

  

Table 6.17: Defects filled with control DPSCs (no scaffold) from rats 

sacrificed after 2 months. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. 

The data obtained for defects filled with ABM/P-15 and control DPSCs from 

rats sacrificed after 1 month was limited to one sample (Table 6.18). The other 

two samples were not considered due to the bone disk remaining in the defect 

site after the procedure. For this sample, there was evidence of new mature 

bone formation at the edges of the defect encasing ABM/P-15 particles. 
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Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

7N 

  

Table 6.18: Defects filled with ABM/P-15 and control DPSCs from rats 

sacrificed after 1 month. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. Note: 

Samples 6L and 7R were not considered for histology because the bone 

disk was left in during the procedure and this could have affected new 

bone formation.  

Two months after implantation, defects filled with ABM/P-15 and control 

DPSCs showed bony callus formation at the edges (Table 6.19). No 

inflammatory cells were observed on the defects aside from one suture 

granuloma observed in sample 8L. 

Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

2L 

  

8L 

  

9N 

 
 

Harvesting 
damage 
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9R 

  

Table 6.19: Defects filled with ABM/P-15 and control DPSCs from rats 

sacrificed after 2 months. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. Sample 

9N was damaged during the harvesting procedure. A suture granuloma 

observed in 8L is shown by a black rectangle. 

Table 6.20 shows the control defects filled with DPSCs that went through the 

SAW-DEP field from animals sacrificed after 1 month. In sample 3R, new bony 

islands were observed both in the micro CT reconstruction and in the 

histological section where lacunas and blood vessels were visible. On the other 

hand, sample 5L showed only thin and collagen fibres bridging both edges and 

a suture granuloma on the outside of the defect. 

Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

3R 

  

5L 

  

Table 6.20: Defects filled with SAW-DEP DPSCs (no scaffold) from rats 

sacrificed after 1 month. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. Two 

regions corresponding to suture granulomas are shown in squares. 
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The samples of the control defects filled with DPSCs that went through the 

SAW-DEP field from animals sacrificed after 2 months showed significant bony 

bridging and no signs of chronic inflammatory response (Table 6.21). For 

sample 4R, the bridging spanned across the entire defect with lacunae and 

small blood vessels infiltrating the newly formed bone. The newly formed bone 

in sample 4N was smaller but this could be explained by the presence of brain 

tissue that could have been damaged during the procedure. 

Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

4R 

  

4N 

  

Table 6.21: Defects filled with SAW-DEP DPSCs (no scaffold) from rats 

sacrificed after 2 months. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. 

Table 6.22 shows the defects filled with ABM/P-15 seeded with DPSCs that 

went through the SAW-DEP field obtained from animals sacrificed after 1 

month. All samples showed integration of the particles and the presence of 

new mature bone islands or callus formation at the edges of the defect. Other 

than the suture granulomas observed in sample 3R, no immune reaction was 

observed in the samples. 
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Sample 

name 

Micro CT 

reconstruction  
Gomori’s trichrome 

3R 

  

5L 

  

11R 

  

11R 2 

 
 

Table 6.22: Defects filled with SAW-DEP DPSCs (no scaffold) from rats 

sacrificed after 1 month. Micro CT 3D reconstruction and histological 

sections stained with Gomori’s trichrome. The limits between the old and 

new bone are marked by white arrows. Decalcified mature bone sections 

are stained in red whereas collagen fibres are coloured in blue. Two 

suture granulomas (indicated by a rectangle) were observed in sample 

3R. 

Two months after implantation, the defects filled with ABM/P-15 seeded with 

DPSCs that went through the SAW-DEP field showed increased bone repair 

compared to the 1-month samples and no chronic inflammation that might 

have been expected if the SAW-DEP treated cells had caused a localised 

tissue reaction resulting in tissue death (Table 6.23). 
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Sample 
name 

Micro CT 
reconstruction 

Back 
Gomori’s trichrome 

4R 

  

4N 

  

11N 

  

11N 2 

  

Table 6.23: Defects filled with ABM/P-15 and SAW-DEP DPSCs from rats 
sacrificed after 2 months. Micro CT 3D reconstruction and histological 
sections stained with Gomori’s trichrome. The limits between the old and 
new bone are marked by white arrows. Decalcified mature bone sections 
are stained in red whereas collagen fibres are coloured in blue. One 
suture granuloma (indicated by a rectangle) was observed in sample 11N 
(2). 
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6.3.3.3 Detection of osteocalcin and Collagen type I in decalcified 

histological bone samples via immunohistochemistry 

Immunohistochemistry was used to determine the localisation and level of 

expression of osteocalcin and collagen type I in the histological sections 

obtained after demineralisation of the rat calvarial defects. Collagen type I is 

the main component of bone matrix and was observed in all newly formed 

tissues bridging the defect. The images of the sections stained with collagen 

type I can be found in APPENDIX G. 

The expression of osteocalcin was also assessed via immunochemistry and 

the results are shown in Figure 6.17 to Figure 6.20. Osteocalcin is an 

extracellular matrix protein produced by osteoblasts that can be used as a late 

marker for bone formation as its production is upregulated during bone 

maturation [384], [385]. This protein has a key role in bone mineralisation and 

determines the shape, strength and size of newly formed bone [386]–[388]. 

In this section, only one sample is shown for each condition tested. The rest of 

the histological images corresponding to the other defects can be found in 

APPENDIX G. For all samples analysed, osteocalcin was present throughout 

the old bone but also within the newly formed bone islands within the defect. 

A faint staining for osteocalcin was also found in the collagen matrix bridging 

the defect. This is to be expected, as osteocalcin is a marker of mature bone 

so the cells within the bony islands should express more of this protein. These 

findings suggest that the newly formed bone observed in all samples is 

following normal patterns of development and is mature. A gradual decrease 

of the osteocalcin staining can be observed in some samples from the edge of 

the defect (containing the oldest bone) towards the centre of the defect 

consisting of the newest collagen fibres. 
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a  b  

c  d  

e  f  

Figure 6.17: Osteocalcin immunohistological staining of defects with no scaffold 1 month after implantation. a) 
Positive staining for osteocalcin in sample 6R where the defect was not filled with cells. b) Sample 6R negative 
control. c) Positive staining for osteocalcin in sample 7N where the defect was filled with control DPSCs. d) Sample 
7N negative control. e) Positive staining for osteocalcin in sample 5L where the defect was filled with SAW-DEP 
cells. f) Sample 5L negative control. Scale bars correspond to 200 µm and the magnification used was 10x. Note: 
Brain tissue also expresses osteocalcin.  
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a  b  

c  
c  

e  
f  

Figure 6.18: Osteocalcin immunohistological staining of defects with no scaffold 2 months after implantation.  a) 
Positive staining for osteocalcin in sample 8N where the defect was not filled with cells. b) Sample 8N negative 
control. c) Positive staining for osteocalcin in sample 9R where the defect was filled with control DPSCs. d) Sample 
9R negative control. e) Positive staining for osteocalcin in sample 4R where the defect was filled with SAW-DEP 
cells. f) Sample 4R negative control. Scale bars correspond to 200 µm and the magnification used was 10x. 
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a   b  

c  d  

e  
f  

Figure 6.19: Osteocalcin immunohistological staining of defects with ABM/P-15 1 month after implantation.  a) 
Positive staining for osteocalcin in sample 7L where the defect was not filled with cells. b) Sample 7L negative 
control. a) Positive staining for osteocalcin in sample 7N where the defect was filled with control DPSCs. d) Sample 
7N negative control. e) Positive staining for osteocalcin in sample 11R where the defect was filled with SAW-DEP 
cells. f) Sample 11R negative control. Scale bars correspond to 200 µm and the magnification used was 10x. 
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a  b  

c  
d  

e  f  

Figure 6.20: Osteocalcin immunohistological staining of defects with ABM/P-15 2 months after implantation.  a) 
Positive staining for osteocalcin in sample 9L where the defect was not filled with cells. b) Sample 9L negative 
control. c) Positive staining for osteocalcin in sample 9R where the defect was filled with control DPSCs. d) Sample 
9R negative control. e) Positive staining for osteocalcin in sample 4N where the defect was filled with SAW-DEP 
cells. f) Sample 4N negative control. Scale bars correspond to 200 µm and the magnification used was 10x. 
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6.4 Discussion 

When determining the factors influencing the volume of newly formed bone 

in rat calvaria defects, three variables were considered: the presence or 

absence of scaffold, the cell type used (no cells, control DPSCs and SAW-

DEP DPSCs) and the endpoint (1 or 2 months). However, other confounding 

factors could affect bone formation and explain the differences between the 

replicates for each of the conditions considered.  

One of the factors that could have influenced the total volume was the 

placement of the defect (Figure 6.21). O’Reilly and colleagues (2011) 

measured the parietal bone thickness at four different locations and found 

that the average skull thickness of adult rats was 0.71 ± 0.03 mm. Although 

small, there were differences between rats, and it is also important to note 

that the parietal bone is slightly thicker at the margins than at the central part.  

a) b)  

Figure 6.21: a) Anatomy of a rat’s skull. The defects are represented by 
red circles and the location of the cross section shown in b is shown 
by a blue dashed line. Note: The image was modified from [389]. b) Micro 
CT cross section of a rat skull as shown in [390]. The defect areas are 
represented in red. 

During the surgical procedure used in this thesis, the defects were placed 

symmetrically on the parietal bone when possible in order to limit the 

differences in thickness but small differences might have remained between 

rats. 

Another factor that could influence the volume of newly formed bone is the 

volume of ABM/P-15 particles present in each sample. Despite delivering a 

similar amount in each defect, due to the nature of the biomaterial (small 

loose particles) it was difficult to obtain a reproducible amount throughout all 

defects. As shown in section 6.3.3.1, some of the ABM/P-15 particles 

migrated during the procedure. Moreover, the particle size was not consistent 

between samples, and different particle volumes and surface areas could 

result in differences in bone formation. The correlation between the total 

volume of ABM/P-15 particles and the volume of newly bone formed was 

investigated in Figure 6.22. 
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Figure 6.22: Correlation analysis between the volume of newly formed 

bone and the total volume of ABM/P-15 particles present in the defect 

determined by image J analysis of the micro CT stacks. a) For all 

samples harvested 1 month after implantation. b) For all samples 

harvested 2 months after implantation. R2 is the Pearson’s correlation 

coefficient. 

There was a small correlation between the total volume of ABM/P-15 particles 

and the volume of newly bone formed for the samples obtained at the 1-

month endpoint suggesting that a larger volume of ABM/P-15 resulted in 

increased bone formation. However, the two-month endpoint showed there 

was little correlation between the variables. It could be hypothesized that that 

a smaller volume of particles could result in less support for initial new bone 

formation. However, the presence of a large volume of ABM+P15 particles 

could limit the space available for new bone to be formed so both effects 

could negate each other at the two-month endpoint.  

Finally, the presence of brain tissue in some of the histological samples could 

be indicative of damage during the surgery. Damage to the dural and brain 

tissues could arise if the trephine penetrated the bone too far during the 

defect formation. The dura has been shown to play a role in bone healing so 

a damage in this tissue could result in reduced bone healing [391], [392]. 

 

6.5 Summary and future work 

6.5.1 Summary 

The main objective of this chapter was to investigate whether the SAW-DEP 

technology was minimally manipulative and that it did not adversely affect 

bone repair. In vivo experiments showed that BM-MSCs exposed to SAW-

DEP had the same expression of alkaline phosphatase and ability to form 
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calcified deposits as unexposed control cells.  After successful in vitro results 

and a preliminary in vivo study, a second in vivo study was carried out using 

a rat cranial defect model. The bone volume was analysed via micro CT and 

the data suggested the SAW-DEP exposure did not affect negatively the 

amount newly formed bone volume compared to control DPSCs. Histological 

analysis of the explant showed that aside from some suture granulomas, 

there was no sign of chronic inflammation / tissue necrosis associated with 

the SAW-DEP exposed cells. The newly formed bone showed signs of 

maturity as histological stains revealed the presence of lacunae and small 

vessels as well as osteocalcin expression. 

 

6.5.2 Future work 

The in vitro analysis could be extended by quantifying the expression of 

osteogenic markers such as the runx2 gene, and osteocalcin during the 

osteoinduction process in SAW-DEP MSCs using quantitative PCR. The 

runx2 gene codes for core-binding factor alpha-1, a transcriptional activator 

involved in the differentiation of osteoblasts [393], [394]. As explained in 

section 6.3.3.3, the level of osteocalcin expression increases with osteogenic 

differentiation of MSCs into osteoblasts [370]. Monitoring osteocalcin 

expression could further confirm that SAW-DEP does not affect the 

differentiation process of the MSCs. For this, a commercially available assay 

(96-well TaqMan® Array Human Osteogenesis, Thermo Fisher Scientific, 

USA) containing 96 markers involved in osteogenesis could be used to 

further show that the cells are minimally manipulated. 

During the in vivo trials, problems due to the slow culturing of BM-MSCs and 

contaminations resulted in the use of DPSCs as replacement due to time 

constraints. However, another in vitro experiment with BM-MSCs and a 

higher number of replicates for each variable considered would be needed to 

obtain more significant results. To keep the number of animals used low, a 

single time-point at two months could be considered, as the data showed that 

there was no statistical difference between the volume formed at one and two 

months. This would increase the number of observations two-fold without 

increasing the number of animals needed. 

In order to have more information at different timepoints, Raman 

spectroscopy could be used. This technique is a label-free, non-invasive 

measurement that has been previously used to measure BM-MSCs 

differentiation in vitro and bone repair in vivo [395], [396]. This measurement 
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can be done every two weeks on sedated rats to follow one regeneration 

without the need for multiple endpoints. 

In addition to the staining performed, an immunohistological staining could 

be used to determine if the human cells implanted remain 2 months after 

surgery. The cells used were obtained from a human donor, so a simple anti-

human antibody could be used to detect the presence of the implanted cells. 

Finally, in addition to the histological staining, mechanical testing of the 

explants could be performed. Push out testing, consists in placing the 

specimen on a support jig and pushing the centre of the defect with a metal 

rod until bone failure. This test can be used to assess the strength of newly 

formed bone bridging the edges of the defect [321]. Even if the calvaria is not 

a load bearing bone, the integrity of the newly formed bone is still critical to 

its function, so testing the mechanical strength of the new bone could give an 

indication of its integrity. 
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Chapter 7  

Conclusion and future work  

7.1 Summary of key achievements 

The objective of this thesis was to develop the understanding of SAW-

DEP technology to determine its suitability to separate MSCs from other cell 

types found in bone marrow whilst maintaining their osteogenic potential and 

increase its throughput to achieve separation within intra-operative 

timeframes. 

In Chapter 4, the effect of parameters such as the input power and 

channel height on the dielectrophoretic forces generated by the SAW-DEP 

device were investigated in order to better understand the underlying physics 

behind the remote dielectrophoresis separation. The negative 

dielectrophoretic forces generated on latex beads for a range of input powers 

and channel heights were determined by tracking the particles’ motion in the 

SAW-DEP device. These experimental results were compared to the 

predicted DEP force values generated by a three-dimensional FE model 

developed by Dr Akshay Kale. The model was able to predict the trends 

observed experimentally and could therefore be used in combination with the 

experimental data to inform the design of the separation devices.  

The detailed analysis of the DEP forces generated by the SAW-DEP device 

revealed that the vertical forces (i.e. the forces acting on the particles 

perpendicular to the SAW plane) are an order of magnitude stronger than the 

horizontal alignment forces, which had been previously exploited for 

alignment. To exploit the vertical DEP forces and the alignment height 

difference between the cells experiencing pDEP and nDEP, different 

multilayer approaches consisting of two output channels at staggered heights 

were modelled in silico using COMSOL Multiphysics. The best performing 

design consisted of a three-layered forked channel in which an upper and 

lower PDMS channel were separated using an ultrathin glass separation 

layer. The multichannel was realised experimentally and showed a 20-fold 

increase in throughput (corresponding to 36.106 cells/h) compared with 

previously used channels relying on the lateral separation of particles across 

the channel. 

 In chapter 5, the characterisation of the dielectric properties of MSCs 

and other cell types found in bone marrow was described. BM-MSCs were 

obtained commercially whilst pure populations of the principal cells found in 

bone marrow (B cells, T cells, monocytes, neutrophils and eosinophils) were 
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extracted from blood using a MACS negative selection approach. Before the 

determination of the cell’s dielectric properties, the purity of the MACS-

isolated cell suspensions was verified using a bespoke FACS multi-panel and 

was found to be higher than 74% for all cell types.  

The dielectrophoretic response of the purified cell suspensions was then 

determined using a commercial technology (3DEP), for a range of 

frequencies and conductivities. The dielectric properties of the cells were 

determined from the experimental DEP spectra obtained using different fitting 

approaches based on the single-shell cell model. The dielectric properties 

determined for each cell type were then used to model the DEP responses 

of all the cell types for a range of frequencies suitable for SAW-DEP and 

buffer conductivities compatible with minimal manipulation of cells in order to 

determine the best conditions for MSC enrichment. The data suggested that 

for a 50 MHz SAW-DEP frequency and a 0.22 S/m medium conductivity, 

MSCs experienced positive DEP and could be separated from the other white 

blood cells experiencing negative DEP, showing that SAW-DEP has the 

potential to enrich MSC populations from bone marrow samples. 

In chapter 6, the minimal-manipulation requirement of the SAW-DEP 

cell separation technology was assessed in order to investigate whether the 

exposure of MSCs to SAW-DEP affected their ability to repair bone defects.  

Preliminary in vitro experiments showed that BM-MSCs exposed to SAW-

DEP showed the same alkaline phosphatase expression and ability to form 

calcified deposits as unexposed control cells following osteoinduction.  

After successful in vitro results, a two-phase in vivo study was performed, 

where human stem cell-seeded scaffolds were implanted into athymic rats 

with calvarial defects to assess the impact of cell-seeding and the treatment 

of the cells prior to seeding. The volume of newly formed bone in the explants 

was determined using micro CT. The data showed that cell seeding increased 

the bone formation, and that exposure to SAW-DEP prior to seeding did not 

affect negatively the amount of newly formed bone volume compared to 

control cells. To corroborate these findings further, histological analysis of the 

bone explants was carried out.  The newly formed bone showed signs of 

maturity evidenced by the histological stains which revealed osteocalcin 

expression and the presence of lacunae and small vessels. Importantly, there 

was no sign of inflammation or tissue necrosis associated with the exposure 

to SAW-DEP.  
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7.2 Future directions of the SAW-DEP technology 

The analysis of the dielectric properties of BM-MSCs and other white 

blood cell types presented in chapter 5 suggests that a single set of 

conditions in terms of frequency and conductivity could be used to separate 

BM-MSCs from B cells, T cells, monocytes, neutrophils and eosinophils. To 

exploit this optimal frequency and conductivity for the separation of BM-MSCs 

from other white blood cells, the next step would be to fabricate SAW-DEP 

devices operating at a range of frequencies close to the optimal frequency to 

test the behaviour of the cells experimentally. To investigate these devices, 

each characterised cell type (BM-MSCs, B cells, T cells, monocytes, 

neutrophils and eosinophils) should be tested individually for a range of 

conductivities close to the optimal conductivity revealed by the model (0.22 

S/m). These experiments can then be used to determine the conditions for 

which the white blood cells experience negative DEP while the BM-MSCs 

experience positive DEP. Following the single conductivity experiments, 

mixtures of BM-MSCs and each of the other cell types should be tested one 

at a time in the devices to assess the interactions between cells and see if 

this would affect the separation efficiency. 

It has to be anticipated that the experimental studies may reveal that BM-

MSCs cannot be separated from white blood cells at the same frequency and 

medium conductivity with the desired yield and purity. In this case, a multi-

step separation approach could be implemented. A first SAW-DEP frequency 

would be used to separate the BM-MSCs and the other white blood cells 

experiencing positive DEP from all the rest of white blood cells experiencing 

negative DEP. Then, successive SAW-DEP steps would be used for different 

frequencies or conductivities until the BM-MSCs are separated and the other 

cells are discarded into a waste outlet. For this, a potential SAW-DEP cell 

separation device would contain several different sets of IDTs designed for 

the specific frequencies to be applied at each stage. Ideally, all steps will be 

performed in the same medium and at the same conductivity. However, 

where this is not possible, the buffer may need to be exchanged between 

steps using pumps and this process will have to be accounted for when 

designing the fluidic setup. 

The multi-step design would then be tested with a mixture of cells including 

MSCs and other white blood cells. Following enrichment via SAW-DEP, the 

FACS antibody panel described in chapter 5 could be used to assess the 

purity of the sample and by comparing it to the initial composition of the 

mixture, the enrichment factor will be determined. Each of the separation step 
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could be optimised and fine-tuned to ensure that the stem cell enrichment 

satisfies the downstream specificity requirements. After these preliminary 

optimisation steps, the design could be tested with either commercially 

supplied bone marrow aspirates or clinically relevant aspirates from patients. 

The clinical samples would be centrifuged prior to SAW-DEP separation in 

order to eliminate debris and the red blood cells would be removed using 

either lysis or MACS depletion. The sample could be then concentrated to 

achieve optimal separation and injected into the microfluidics design to 

undergo SAW-DEP separation. 

 

In terms of throughput suitable for intra-operative stem cell enrichment, the 

20-fold increase achieved by exploiting the vertical SAW-DEP forces is a 

promising development, which brings the throughput within the reach of what 

is needed to achieve clinically relevant separation times. One option to 

increase the separation rate further would be to design a highly parallel multi-

channel to separate a higher volume of cells simultaneously. The multi-

layered configuration presented in chapter 4 only has two output channels on 

different layers, which are easily scalable and expandable, as each forked 

channel could be further split in a second stage separation and parallelisation 

could be achieved without much complexity. This type of approach could also 

take advantage of the SAW generated in both directions from each IDT. 

Alternatively, the introduction of reflective gratings would increase the DEP 

forces generated by the SAW within a single channel, thereby decreasing 

alignment times and allowing for a higher throughput. 
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Appendix A 

Experimental DEP profiles for different channel heights and 

powers  

 

 

Figure 0.1: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different powers power 
in 24 µm high channel.  

 

Figure 0.2: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different powers power 
in 44 µm high channel.  

 

Figure 0.3: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different powers power 
in 64 µm high channel.  
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Figure 0.4: Plots of experimentally measured profiles of the DEP force 
component driving alignment of 5 µm beads for different powers power 
in 84 µm high channel.  
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Appendix B 

Spectral overlap of antibodies used in FACS multi-panel 

a)  

b)  

c)  

Figure B.0.0.1: a) Spectral overlap of antibodies excited with the violet 
laser. b) Spectral overlap of antibodies excited with the blue laser. c) 
Spectral overlap of antibodies excited with the red laser. The excitation 
spectra are represented in dotted lines and the emission spectra are 
represented in coloured peaks. This figure was created using BD 
fluorescence spectrum viewer (BD biosciences). The filters used are 
represented as boxes around the passband. 
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Appendix C 

Titration of antibodies used in FACS and FMO controls 

C.1. Titration of antibodies used in FACS panel 

 

Figure C.0.1: Gates used for all antibody titrations.  

 

 

Figure C.0.2: Titration of CD3 antibody using the lymphocyte gate. a) 
Fluorescence of three volumes of CD3 V500. b) Comparison of CD3 
antibody fluorescence with Isotype control.  
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Figure C.0.3: Titration of CD4 antibody using the lymphocytes gate. a) 
Fluorescence of three volumes of CD4 APC-Cy7. b) Comparison of CD4 
antibody fluorescence with Isotype control.  

 

Figure C.0.4: Titration of CD8 antibody using the lymphocytes gate. a) 
Fluorescence of three volumes of CD8 FITC. b) Comparison of CD8 
antibody fluorescence with Isotype control.  

 

Figure C.0.5: Titration of CD14 antibody using the monocytes gate. a) 
Fluorescence of three volumes of CD14 PB450 gated. b) Comparison of 
CD14 antibody fluorescence with Isotype control.  
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Figure C.0.6: Titration of CD16 antibody using the granulocytes gate. a) 
Fluorescence of three volumes of CD16 PE-Cy7. b) Comparison of CD16 
antibody fluorescence with Isotype control.  

 

Figure C.0.7: Titration of CD45 antibody using the intact cells gate. a) 
Fluorescence of three volumes of CD45 BV605 . b) Comparison of CD45 
antibody fluorescence with Isotype control.  

 

Figure C.0.8: Titration of HLA-DR antibody using the lymphocytes gate. 
a) Fluorescence of three volumes of HLA-DR APC. b) Comparison of 
CD45 antibody fluorescence with Isotype control.  
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C.2. FMO controls used in FACS panel 

 

Figure C.0.9: Neutrophils, monocytes, and lymphocytes gating for 

sample containing all antibodies – CD45 (a) and a sample containing all 

antibodies (b). 

 

Figure C.0.10: Plot showing CD4-Cy7 fluorescence for a sample 
containing all antibodies – CD4 (a) and a sample containing all 
antibodies (b). The CD4- gate was placed using sample a). 

 

 

Figure C.0.11: Plots showing CD3-V500 fluorescence against CD16-PE-
Cy7  for a sample containing all antibodies – CD16 (a), a sample 
containing all antibodies – CD3 (b) and a sample containing all 
antibodies (c). Plot a) was used to place the CD16- gate, plot b) was 
used to set the CD3- gate and plot c) shows the eosinophils gate (CD3- 
CD16-) and the CD3-CD16+ gate. 

a) b) c) 
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Figure C.0.12: Plots showing CD8-FITC fluorescence against CD16-PE-
Cy7  for a sample containing all antibodies – CD16 (a), a sample 
containing all antibodies – CD8 (b) and a sample containing all 
antibodies (c). Plot a) was used to place the CD16- gate, plot b) was 
used to set the CD8- gate and plot c) shows the pure neutrophils gate 
(CD8- CD16+) and the CD3-CD16+ gate. 

a)  b)  

Figure C.0.13: Plot showing CD14-Pacific blue fluorescence for a 
sample containing all antibodies – CD14 (a) and a sample containing all 
antibodies (b). The CD14+gate was placed using sample a). 

 

 

Figure C.0.14: Plots showing HLA-DR-APC fluorescence against CD4-
APC-Cy7 for a sample containing all antibodies – CD14 (a), a sample 
containing all antibodies – HLA-DR (b) and a sample containing all 
antibodies (c). Plot a) was used to place the CD4- gate, plot b) was used 
to set the HLA-DR- gate and plot c) shows the pure monocytes gate 
(CD14+ HLA-DR+). 

a) b) c) 

a) b) c) 
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Figure C.0.15: Plot showing CD3-V500 fluorescence for a sample 
containing all antibodies – CD3 (a) and a sample containing all 
antibodies (b). The CD3- gate and T cells gate (CD3+) were placed using 
sample a). 

 

Figure C.0.16: Plot showing CD4-APC-Cy7 fluorescence for a sample 
containing all antibodies – CD4 (a) and a sample containing all 
antibodies (b). The CD4- gate was placed using sample a). 

 

  

Figure C.0.17: Plots showing HLA-DR-APC fluorescence against CD56-
PE for a sample containing all antibodies – CD4 (a), a sample containing 
all antibodies – HLA-DR (b) and a sample containing all antibodies (c). 
Plot a) was used to place the CD56- gate, plot b) was used to set the 
HLA-DR- gate and plot c) shows the NK cells gate (CD56+ HLA-DR-) and 
the B cells gate (CD56- HLA-DR+). 

  

a) b) c) 
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Appendix D 

Determination of dielectric properties of cells  

D.1. Dielectric properties of monocytes 

a) b)  

Figure D.0.1: DEP spectra of monocytes from donor 2 at two buffer 
conductivities: 0.01 S/m (a) and 0.093 S/m (b) The dashed line 
represents the single-conductivity fit and the experimental DEP 
response obtained by 3DEP is shown by dots. The different replicates 
(A, B, C, D, E) are shown in different colours. 

a) b)  
Figure D.0.2: 3DEP spectra of monocytes from donor 2 using the two-
conductivity model for a single common scaling factor (a) and two 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

 

Conductivities used (S/m) 

0.01 0.093 
0.01 & 0.93 
Same scale 

0.01 & 0.93 
different scale 

Cell cadius 3.735 µm 

Membrane Conductance 500 S/m2 (fixed) 

Reduced χ2 0.055 0.081 0.16 0.10 

Bayesian criteria -215 -183 -304 -383 

Membrane capacitance (mF/m2) 9.1±0.5 3.9±0.3 6.0±0.4 6.3±0.3 

Cytoplasm Permittivity 108±9 69±16 103±12 90±10 

Cytoplasm Conductivity (S/m) 0.074±0.009 0.16±0.01 0.104±0.008 0.129±0.007 

Scaling factor 2.5 3.2 2.7 2.1 & 3.5 

Table D.1: Summary of dielectric properties of monocytes from a single 
donor (D2) derived using a triple conductivity fit (with the same of 
different scaling factors) of DEP spectra obtained for different medium 
conductivities. 
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a) b)  

Figure D.0.3: DEP spectra of monocytes from donor 3 at two buffer 
conductivities: 0.01 S/m (a) and 0.093 S/m (b) The dashed line 
represents the single-conductivity fit and the experimental DEP 
response obtained by 3DEP is shown by dots. The different replicates 
(A, B, C, D, E) are shown in different colours. 

 

a) b)  

Figure D.0.4: 3DEP spectra of monocytes from donor 3 using the two-
conductivity model for a single common scaling factor (a) and two 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

 

Conductivities used (S/m) 

0.01 0.093 
0.01 & 0.93 
Same scale 

0.01 & 0.93 
different scale 

Radius (µm) 3.735 

Membrane Conductance (S/m2) 500 (fixed) 

Reduced 𝜒2 0.045 0.050 0.16 0.076 

Bayesian criteria -168 -158 -264 -380 

Membrane capacitance (mF/m2) 14.0±0.9 5.9±0.5 9.3±0.7 10.0±0.5 

Cytoplasm Permittivity 114±15 85±12 116±14 98±9 

Cytoplasm Conductivity (S/m) 0.11±0.02 0.149±0.008 0.11±0.1 0.133±0.006 

Scaling factor 2 3.5 2.5 2 & 3.7 

Table D.2: Summary of dielectric properties of monocytes from a single 
donor (D3) derived using a triple conductivity fit (with the same of 
different scaling factors) of DEP spectra obtained for different medium 
conductivities. 
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D.2. Dielectric properties of neutrophils 

a) b)  

Figure D.0.5: DEP spectra of neutrophils from donor 8 at two buffer 
conductivities: 0.01 S/m (a) and 0.10 S/m (b) The dashed line represents 
the single-conductivity fit and the experimental DEP response obtained 
by 3DEP is shown by dots. The different replicates (A, B, C, D, E) are 
shown in different colours. 

a) b)  

Figure D.0.6: 3DEP spectra of neutrophils from donor 8 using the two-
conductivity model for a single common scaling factor (a) and two 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

 

 

Conductivities used (S/m) 

0.01 0.10 
0.01 & 0.10 
Same scale 

0.01 & 0.10 
different scale 

Fixed values Radius: 3.52µm           Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.081 0.067 0.13 0.085 

Bayesian criteria -269 -197 -372 -452 

Membrane capacitance (mF/m2) 6.7±0.4 4.1±0.3 5.7±0.3 6.0±0.3 

Cytoplasm Permittivity 99±11 88±12 106±9 93±8 

Cytoplasm Conductivity (S/m) 0.90±0.01 0.14±0.009 0.083±0.006 0.118±0.006 

Scaling factor 2.4±0.1 3.46 2.8 2.2&3.6 

Table D.3: Summary of dielectric properties of neutrophils from a single 
donor (D8) derived using a triple conductivity fit (with the same of 
different scaling factors) of DEP spectra obtained for different medium 
conductivities. 

 



- 264 - 

 

a) b)  

Figure D.0.7: DEP spectra of neutrophils from donor 2 at two buffer 
conductivities: 0.01 S/m (a) and 0.093 S/m (b) The dashed line 
represents the single-conductivity fit and the experimental DEP 
response obtained by 3DEP is shown by dots. The different replicates 
(A, B, C, D, E) are shown in different colours. 

a) b)  

Figure D.0.8: 3DEP spectra of neutrophils from donor 2 using the two-
conductivity model for a single common scaling factor (a) and two 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

 

 

Conductivities used (S/m) 

0.01 0.093 
0.01 & 0.93 
Same scale 

0.01 & 0.93 
different scale 

Fixed values Radius: 3.52µm           Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.12 0.056 0.19 0.11 

Bayesian criteria -192 -209 -278 -362 

Membrane capacitance 
(mF/m2) 

8.3±0.6 6.2±0.4 7.2±0.6 8.0±0.5 

Cytoplasm Permittivity 113±20 82±11 111±14 93±11 

Cytoplasm Conductivity 
(S/m) 

0.048±0.007 0.160±0.008 0.0956±0.009 0.135±0.008 

Scaling factor 2.9 3.4 2.5 1.9 & 3.6 

Table D.4: Summary of dielectric properties of neutrophils from a single 
donor (D2) derived using a triple conductivity fit (with the same of 
different scaling factors) of DEP spectra obtained for different medium 
conductivities. 
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a) b)  

Figure D.0.9: DEP spectra of neutrophils from donor 6 at two buffer 
conductivities: 0.01 S/m (a) and 0.1 S/m (b). The dashed line represents 
the single-conductivity fit and the experimental DEP response obtained 
by 3DEP is shown by dots. The different replicates (A, B, C, D, E) are 
shown in different colours. 

a) b)  

Figure D.0.10: 3DEP spectra of neutrophils from donor 6 using the two-
conductivity model for a single common scaling factor (a) and two 
different scaling factors (b). The fitting curves are represented as dotted 
lines while the experimental data is shown by circles and triangles. For 
each conductivity, at least four replicates were considered. 

 

 

Conductivities used (S/m) 

0.01 0.10 
0.01 & 0.10 
Same scale 

0.01 & 0.10 
different scale 

Fixed values Radius: 3.52µm           Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.080 0.098 0.16 0.098 

Bayesian criteria -228 -168 -305 -384 

Membrane capacitance 
(mF/m2) 

5.9±0.4 4.1±0.4 4.8±0.03 5.3±0.3 

Cytoplasm Permittivity 109±10 92±14 110±11 95±10 

Cytoplasm Conductivity 
(S/m) 

0.068±0.008 0.14±0.01 0.085±0.007 0.12±0.007 

Scaling factor 2.6 3.5 2.8 2.6 &3.6 

Table D.5: Summary of dielectric properties of neutrophils from a single 
donor (D6) derived using a triple conductivity fit (with the same of 
different scaling factors) of DEP spectra obtained for different medium 
conductivities. 
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D.3. Dielectric properties of eosinophils 

a) b)  

c)  

Figure D.0.11: DEP spectra of eosinophils from donor 7 at three buffer 
conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The dashed line 
represents the single-conductivity fit and the experimental DEP 
response obtained by 3DEP is shown by dots. The different replicates 
(A, B, C, D, E) are shown in different colours. 

a) b)  

Figure D.0.12: 3DEP spectra of eosinophils from donor 7 using the 
three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 
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a) b)    

c) d)  

d)  
Figure D.0.13: DEP spectra of eosinophils from donors 1, 2, 3, 4 and 7 
(a, b, c, d, e) at 0.01 S/m buffer conductivity. The dashed line represents 
the single-conductivity fit and the experimental DEP response obtained 
by 3DEP is shown by dots. The different replicates (A, B, C, D, E) are 
shown in different colours. 

a) b)  

c) d)  
Figure D.0.14: DEP spectra of eosinophils from five different donors (a, 
b, c, d, e) at 0.1 S/m buffer conductivity. The dashed line represents the 
single-conductivity fit and the experimental DEP response obtained by 
3DEP is shown by dots. The different replicates (A, B, C, D, E) are shown 
in different colours 
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D.4. Dielectric properties of BM-MSCs 

a) b)  

c)  

Figure D.0.15: DEP spectra of BM-MSCs from donor 1 passage 4 at three 
buffer conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The 
dashed line represents the single-conductivity fit and the experimental 
DEP response obtained by 3DEP is shown by dots. The different 
replicates (A, B, C, D, E) are shown in different colours. 

a) b)  

Figure D.0.16: 3DEP spectra of BM-MSCs from donor 1 passage 4 using 
the three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 
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 0.01 0.05 0.1 
0.01, 0.05 & 0.1 

Same scale 
0.01, 0.05 & 0.1 
different scale 

Fixed values Radius: 7.5 µm                            Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.0425 0.085 0.22 0.12 0.12 

Bayesian criteria -289 -131 -100 -469 -466 

Membrane 
capacitance (mF/m2) 

8.8±0.6 11.2±0.1 6.7±1 8.87±0.6 9.0±0.6 

Cytoplasm 
Permittivity 

106±26 1±13 1±164 44±76 30±68 

Cytoplasm 
Conductivity (S/m) 

0.25±0.03 0.40±0.06 0.48±0.1 0.41±0.04 0.38±0.03 

Scaling factor 1.6 1.7 1.6 1.6 1.5, 1.7&1.7 

Table D.6: Summary of dielectric properties of BM-MSCs from Donor 1 
P4 derived using a single conductivity fit and the triple conductivity fit 
of DEP spectra obtained for different medium conductivities. 

a) b)

c)  

Figure D.0.17: DEP spectra of BM-MSCs from donor 1 passage 5 at three 
buffer conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The 
dashed line represents the single-conductivity fit and the experimental 
DEP response obtained by 3DEP is shown by dots. The different 
replicates (A, B, C, D, E) are shown in different colours. 
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a) b)  

Figure D.0.18: 3DEP spectra of BM-MSCs from donor 1 passage 5 using 
the three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 

 

 

BM-MSCs – Donor 1 P5 Conductivities used (S/m) 

0.01 0.05 0.1 
0.01, 0.05, 0.1 

Same scale 
0.01, 0.05, 0.1 
different scale 

Fixed values Radius: 7.5 µm                            Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.021 0.043 0.067 0.080 0.071 

Bayesian criteria -353 -288 -200 -663 -687 

Membrane 
capacitance (mF/m2) 

22±2 7.1±0.7 0.8±1 9.4±0.8 10.6±0.9 

Cytoplasm 
Permittivity 

53±23 81±38 60±66 125±17 121±13 

Cytoplasm 
Conductivity (S/m) 

0.19±0.02 0.24±0.03 0.23±0.04 0.12±0.01 0.110±0.007 

Scaling factor 0.9 1.2 1.3 1.3 1.1, 1.7 & 1.7 

Table D.7: Summary of dielectric properties of BM-MSCs from Donor 1 
P5 derived using a single conductivity fit and the triple conductivity fit 
of DEP spectra obtained for different medium conductivities. 
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a) b)

c)  

Figure D.0.19: DEP spectra of BM-MSCs from donor 2 passage 2 at three 
buffer conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The 
dashed line represents the single-conductivity fit and the experimental 
DEP response obtained by 3DEP is shown by dots. The different 
replicates (A, B, C, D, E) are shown in different colours. 

 

a) b)  

Figure D.0.20: 3DEP spectra of BM-MSCs from donor 2 passage 2 using 
the three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 
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BM-MSCs – Donor 2 P2 Conductivities used (S/m) 

0.01 0.05 0.1 
0.01, 0.05 & 

0.1 
Same scale 

0.01, 0.05 & 
0.1 

different scale 

Fixed values Radius: 7.5 µm         Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.025 0.029 0.056 0.081 0.072 

Bayesian criteria -272 -326 -217 -617 -638 

Membrane 
capacitance (mF/m2) 

20±2 3.7±0.3 0.8±0.1 14±1 17±2 

Cytoplasm 
Permittivity 

10±71 146±10 34±84 141±20 128±13 

Cytoplasm 
Conductivity (S/m) 

0.32±0.03 0.031±0.003 0.26±0.04 0.13±0.01 0.112±0.007 

Scaling factor 0.82 1.8 1.2 1.2 1,1.7 &1.6 

Table D.8: Summary of dielectric properties of BM-MSCs from Donor 2 
P2 derived using a single conductivity fit and the triple conductivity fit 
of DEP spectra obtained for different medium conductivities. 

 

a) b)

c)  

Figure D.0.21: DEP spectra of BM-MSCs from donor 2 passage 3 at three 
buffer conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The 
dashed line represents the single-conductivity fit and the experimental 
DEP response obtained by 3DEP is shown by dots. The different 
replicates (A, B, C, D, E) are shown in different colours. 
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a) b)  

Figure D.0.22: 3DEP spectra of BM-MSCs from donor 2 passage 3 using 
the three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 

 

BM-MSCs – Donor 2 P3 Conductivities used (S/m) 

0.01 0.05 0.1 
0.01, 0.05 & 0.1 

Same scale 
0.01, 0.05 & 0.1 
different scale 

Fixed values Radius: 7.5 µm                            Membrane Conductance: 500 S/m2 

Reduced χ2 0.030 0.094 0.149 0.15 0.12 

Bayesian criteria -262 -211 -169 -491 -546 

Membrane 
capacitance (mF/m2) 

34±2 35±2 16±2 26±2 26±1 

Cytoplasm 
Permittivity 

99±14 8±152 132±38 80±58 99±21 

Cytoplasm 
Conductivity (S/m) 

0.15±0.02 0.38±0.05 0.28±0.03 0.37±0.03 0.26±0.02 

Scaling factor 1.8 1.9 2.6 1.7 1.6, 2.2 & 2.8 

Table D.9: Summary of dielectric properties of BM-MSCs from Donor 2 
P3 derived using a single conductivity fit and the triple conductivity fit 
of DEP spectra obtained for different medium conductivities. 

 

Figure D.0.23: DEP spectra of BM-MSCs from donor 2 passage 4 at three 
buffer conductivities: 0.01 S/m (a) 0.05 S/m (b) and 0.1 S/m (c). The 
dashed line represents the single-conductivity fit and the experimental 
DEP response obtained by 3DEP is shown by dots. The different 
replicates (A, B, C, D, E) are shown in different colours. 

c) 
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a) b)  

Figure D.0.24: 3DEP spectra of BM-MSCs from donor 2 passage 4 using 
the three-conductivity model for a single common scaling factor (a) and 
three different scaling factors (b). The fitting curves are represented as 
dotted lines while the experimental data is shown by circles and 
triangles. For each conductivity, at least four replicates were 
considered. 

 

 

BM-MSCs – Donor 2 P4 Conductivities used (S/m) 

0.01 0.05 0.1 
0.01, 0.05 & 

0.1 
Same scale 

0.01, 0.05 & 0.1 
different scale 

Fixed values Radius: 7.5 µm Membrane Conductance: 500 S/m2 

Reduced 𝜒2 0.064 0.19 0.16 0.28 0.27 

Bayesian criteria -115 -64 -69 -151 -155 

Membrane 
capacitance (mF/m2) 

36±4 4.3±0.8 1.7±0.3 15 16±2 

Cytoplasm 
Permittivity 

64±21 9±202 1±100 126 126±21 

Cytoplasm 
Conductivity (S/m) 

0.14±0.02 0.31±0.06 0.31±0.06 0.12 0.11±0.01 

Scaling factor 1.9 1.8 2 2.2 2,1, 2.6 & 2.8 

Table D.10: Summary of dielectric properties of BM-MSCs from Donor 
2 P4 derived using a single conductivity fit and the triple conductivity 
fit of DEP spectra obtained for different medium conductivities. 
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APPENDIX E 

Python Scripts used to analyse DEP response curves 

E.1. Single-conductivity script 

import numpy  
import matplotlib.pyplot as plt 
import lmfit 
import pandas 
plt.rcParams[ 'axes.color_cycle' ] = [ 'm' , 'k' , "b", "g" ] 
vacperm = 8.854e-12  
 
def mamcell_cap_model(freq, radius , g_membrane , cap_membrane , perm_cyt , 
sigma_cyt, scale0) : #modify the conductivity here!!! 
 
# General values  
    scale = []  
    sigma_medium = [0.01]  
    scale.append(scale0) 
    scale = numpy.asarray(scale)  
    sigma_medium = numpy.asarray(sigma_medium)  
     
    #sigma_membrane = 3e-6  
    omega = 2*numpy.pi*freq  
    e1 = perm_cyt*vacperm 
    perm_medium = 80*vacperm 
    #membrane thickess 
    d=7e-9 
    a=((radius+d)/radius)*((radius+d)/radius)*((radius+d)/radius)  
     
# Complex permittivities .  
     
   #ec1 Cytoplasm complex permittivity 
    ec1 = numpy. vectorize (complex) (e1, sigma_cyt/omega) 
    #ec2 Membrane complex permittivity 
    ec2 = numpy.vectorize(complex) (cap_membrane*d , g_membrane*d/omega)  
    #ec3 Medium complex permittivity 
    ec3 = numpy.vectorize(complex) (perm_medium , sigma_medium/omega) 
 
# Complex permittivity of the cell   
    ec12= (ec1-ec2)/(ec1+2*ec2) 
    ef2=ec2*(a+2*ec12)/(a-ec12) 
 
# FCM calculation  
    FCM = (ef2-ec3)/(ef2+2*ec3) 
    return FCM.real*scale 
 
# Makes a model/fit out of my previously defined mamcell_cap_model function 
cellmodel = lmfit.Model(mamcell_cap_model) 
 
# Declaring all parameters 
params = cellmodel.make_params()    
params.add('radius', value=6.5e-6, vary=False)  
params.add('cap_membrane', value=0.01, min=1e-6, max=0.1) 
params.add('perm_cyt', value=50, min=10, max=500) 
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params.add('sigma_cyt', value=0.1, min=1e-6, max=1) 
params.add('g_membrane', value=500, vary=False)  
params.add('scale0', value=1.6, min=0.5,max=5)   
 
data0 = pandas.read_csv("C:/Users/DATA/ReplicateA.csv",sep=",")   
data1 = pandas.read_csv("C:/Users/DATA/ReplicateB.csv",sep=",")   
data2 = pandas.read_csv("C:/Users/DATA/ReplicateC.csv",sep=",")   
data3 = pandas.read_csv("C:/Users/DATA/ReplicateD.csv",sep=",")   
data4 = pandas.read_csv("C:/Users/DATA/ReplicateE.csv",sep=",") 
average = pandas.read_csv("C:/Users/DATA/Average.csv",sep=",") 
 
#Concatenates all data into the same columns 
dataconcat = pandas.concat([data0,data1,data2,data3,data4],axis=0) 
data=dataconcat.sort_values(by=['Frequency [Hz]'], ascending=True) 
 
x = data["Frequency [Hz]"] 
y = data["Value"] 
x0 = data0["Frequency [Hz]"] 
y0 = data0["Value"] 
x1 = data1["Frequency [Hz]"] 
y1 = data1["Value"] 
x2 = data2["Frequency [Hz]"] 
y2 = data2["Value"] 
x3 = data3["Frequency [Hz]"] 
y3 = data3["Value"] 
x4 = data4["Frequency [Hz]"] 
y4 = data4["Value"] 
x7 = average["Frequency [Hz]"] 
y7 = average["Value"] 
 
result = cellmodel.fit(y, params, freq=x)  
print(result.fit_report()) 
 
plt.figure(1) 
plt.semilogx(x0,y0,"bo",label="A") 
plt.semilogx(x1,y1,"go",label="B") 
plt.semilogx(x2,y2,"ro",label="C") 
plt.semilogx(x3,y3,"co",label="D")  
plt.semilogx(x4,y4,"mo",label="E") 
plt.semilogx(x7,y7,"kx",label="Average") 
plt.semilogx(x,result.best_fit[0:len(x)],"k--",label="Fit")  
plt.xlabel ('Frequency, Hz') # x axis name 
plt.ylabel ('DEP response') # y axis name 
 
ax = plt.subplot(111) 
box = ax.get_position() 
ax.set_position([box.x0, box.y0, box.width * 0.8, box.height]) 
ax.legend(loc='center left', bbox_to_anchor=(1, 0.5)) 
plt.axhline (0 , color = 'black') 
plt.title ('DPSCs Donor 1 P3 0.010 S/m')  
plt.savefig('DPSCs - Donor 1 - P3 - 0.010 Sm - all replicates.png', edgecolor='black', 
dpi=1600, transparent=True) 
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E.2. Three-conductivity script 

import numpy  
import matplotlib.pyplot as plt 
import lmfit 
import pandas 
plt.rcParams[ 'axes.color_cycle' ] = [ 'm' , 'k' , "b", "g" ] 
vacperm = 8.854e-12  
 
def mamcell_cap_model(Modfreq, radius , g_membrane , cap_membrane , 
perm_cyt , sigma_cyt, scale0,scale1,scale2) :  
 
# General values  
    conductivities = [0.01, 0.05, 0.10]   
    condIndex = Modfreq // 100000000    
    freq = Modfreq - condIndex * 100000000  
 
# This allows for different scaling factor to be used for each conductivity 
     
    scale = []  
    sigma_medium = []  
     
    for c in condIndex: 
        if c == 0:  
            scale.append(scale0)  
            sigma_medium.append(conductivities[0])  
        elif c == 1:  
            scale.append(scale1) #for same scale, scale1 is replaced by scale0 
            sigma_medium.append(conductivities[1]) 
        elif c == 2:  
            scale.append(scale2) #for same scale, scale1 is replaced by scale0 
            sigma_medium.append(conductivities[2]) 
             
    scale = numpy.asarray(scale)  
    sigma_medium = numpy.asarray(sigma_medium)  
     
    omega = 2*numpy.pi*freq  
    e1 = perm_cyt*vacperm 
    perm_medium = 80*vacperm 
    d=7e-9  #membrane thickess 
    a=((radius+d)/radius)*((radius+d)/radius)*((radius+d)/radius)  
     
# Complex permittivities 
     
    #ec1 Cytoplasm complex permittivity 
    ec1 = numpy. vectorize (complex) (e1, sigma_cyt/omega) 
    #ec2 Membrane complex permittivity 
    ec2 = numpy.vectorize(complex) (cap_membrane*d , g_membrane*d/omega)  
    #ec3 Medium complex permittivity 
    ec3 = numpy.vectorize(complex) (perm_medium , sigma_medium/omega) 
 
# Complex permittivity of the cell   
    ec12= (ec1-ec2)/(ec1+2*ec2) 
    ef2=ec2*(a+2*ec12)/(a-ec12) 
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# FCM calculation  
    FCM = (ef2-ec3)/(ef2+2*ec3) 
    return FCM.real*scale 
 
# Makes a model/fit out of my previously defined mamcell_cap_model function 
cellmodel = lmfit.Model(mamcell_cap_model) 
 
# Declaring all parameters 
params = cellmodel.make_params()    
params.add('radius', value=7.5e-6, vary=False)  
params.add('cap_membrane', value=0.01, min=1e-6, max=0.1) 
params.add('perm_cyt', value=50, min=1, max=500) 
params.add('sigma_cyt', value=0.1, min=1e-6, max=1) 
params.add('g_membrane', value=500, vary=False) 
params.add('scale0', value=1.7, min=0.5,max=5)   
params.add('scale1', value=1, min=0.5,max=5)   
params.add('scale2', value=1, min=0.5,max=5)   
 
data00 = pandas.read_csv("C:/Users/Africa/DATA2/0.01.csv",sep=",")     
data11 = pandas.read_csv("C:/Users/Africa/DATA2/0.05.csv",sep=",")     
data22 = pandas.read_csv("C:/Users/Africa/DATA2/0.10.csv",sep=",")     
 
data0=data00.sort_values(by=['Frequency [Hz]'], ascending=True) 
data1=data11.sort_values(by=['Frequency [Hz]'], ascending=True) 
data2=data22.sort_values(by=['Frequency [Hz]'], ascending=True) 
 
data1["Frequency [Hz]"] = data1["Frequency [Hz]"] + 100000000 
data2["Frequency [Hz]"] = data2["Frequency [Hz]"] + 200000000 
 
data = pandas.concat([data0,data1,data2],axis=0) 
 
x = data["Frequency [Hz]"] 
y = data["Value"]   
x0 = data0["Frequency [Hz]"] 
y0 = data0["Value"]    
x1 = data1["Frequency [Hz]"] - 100000000 
y1 = data1["Value"]  
x2 = data2["Frequency [Hz]"] - 200000000 
y2 = data2["Value"]  
 
result = cellmodel.fit(y, params, Modfreq=x)  
print(result.fit_report()) 
 
plt.figure(1) 
plt.semilogx(x0,y0,"ko",label="0.010 S/m")  
plt.semilogx(x0,result.best_fit[0:len(x0)],"k--",label="Fit 0.010 S/m ")  
plt.semilogx(x1,y1,"rv",label="0.050 S/m")  
plt.semilogx(x1,result.best_fit[len(x0):len(x0)+len(x1)],"r--",label="Fit 0.050 S/m ") 
plt.semilogx(x2,y2,"bv",label="0.10 S/m") 
plt.semilogx(x2,result.best_fit[len(x0)+len(x1):len(x0)+len(x1)+len(x2)],"b--
",label="Fit 0.10 S/m ")  
plt.xlabel ('Frequency, Hz') 
plt.ylabel ('DEP response') 
 
plt.axhline (0 , color = 'black') 
plt.title ('3DEP spectra of  BM-MSCs Donor 1 P5 3 conductivities')  
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plt.savefig('BM-MSCs - Donor 1 P5 - 0.01, 0.05 & 0.10 - ALL - different scale.png', 
edgecolor='black', dpi=1600, transparent=True) 
 
# Generates plot for the first conductivity 
plt.figure(2) 
plt.semilogx(x0,y0,"ko",label="DATA")  
plt.semilogx(x0,result.best_fit[0:len(x0)],"k--",label="Fit")  
plt.xlabel ('Frequency, Hz')  
plt.ylabel ('DEP response')  
plt.axhline (0 , color = 'black') 
plt.title ('3DEP spectra of BM-MSCs Donor 1 P5 0.01 S/m')  
plt.savefig('BM-MSCs - Donor 1 P5 - 0.01, 0.05 & 0.10 - 0.01 - different scale.png', 
edgecolor='black', dpi=1600, transparent=True) 
 
# Generates plot for the second conductivity 
plt.figure(3) 
plt.semilogx(x1,y1,"rv",label="DATA")  
plt.semilogx(x1,result.best_fit[len(x0):len(x0)+len(x1)],"r--",label="Fit") 
plt.xlabel ('Frequency, Hz')  
plt.ylabel ('DEP response')  
plt.axhline (0 , color = 'black') 
plt.title ('3DEP spectra of BM-MSCs Donor 1 P5 0.05 S/m')  
plt.legend(loc=4)  
 
plt.savefig('BM-MSCs - Donor 1 P5 - 0.01, 0.05 & 0.10 - 0.05 - different scale.png', 
edgecolor='black', dpi=1600, transparent=True) 
 
# Generates plot for the third conductivity 
plt.figure(4) 
plt.semilogx(x2,y2,"bv",label="DATA")  
plt.semilogx(x2,result.best_fit[len(x0)+len(x1):len(x0)+len(x1)+len(x2)],"b--
",label="Fit")  
plt.xlabel ('Frequency,  Hz')  
plt.ylabel ('DEP response')  
plt.axhline (0 , color = 'black') 
plt.title ('3DEP spectra of BM-MSCs Donor 1 P5 0.10 S/m')  
plt.legend(loc=4)  
 
plt.savefig('BM-MSCs - Donor 1 P5 - 0.01, 0.05 & 0.10 - 0.10 - different scale.png', 
edgecolor='black', dpi=1600, transparent=True) 

 

E.3. DEP response of blood cells for varying  frequencies  

import numpy  
import matplotlib.pyplot as plt 
plt.rcParams[ 'axes.color_cycle' ] = [ 'm' , 'c' , 'k', "b", "g", "y" ] 
vacperm = 8.854e-12  
 
def mamcell_cap_model( cell_type , freq , sigma_medium , radius , membrane_thick 
,cap_membrane , perm_cyt , sigma_cyt ) : 
 
#General values  
    sigma_membrane = 3e-6  
    omega = 2*numpy.pi*freq  
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    e_cyt = perm_cyt*vacperm 
    g_membrane = sigma_membrane/membrane_thick  
    perm_medium = 80*vacperm 
 
#Complex permittivities .  
comcap_membrane=numpy.vectorize(complex)(cap_membrane,g_membrane/om
ega)  
comperm_cyt = numpy. vectorize (complex) ( e_cyt , sigma_cyt/omega) 
 
#Complex permittivity of the cell and medium  
comperm_cell=(comcap_membrane*radius*comperm_cyt)/(comcap_membrane*ra
dius+comperm_cyt)  
comperm_medium=numpy.vectorize(complex)(perm_medium,sigma_medium/ome
ga) 
 
#FCM calculation  
    FCM= (comperm_cell-comperm_medium)/(comperm_cell+2*comperm_medium) 
    return FCM.real 
 
xValues = numpy.arange (0.00100,0.4,0.001) 
 
#Define cells  
# Note, in this case we are checking the FCM at a range of values (xValues that we 
had previously generated) of medium conductivity, the rest are all constants. 
a = mamcell_cap_model ('B cells', 100e6, xValues, 3.1e-6 , 8e-9, 9.8e-3 , 93, 0.13)  
b = mamcell_cap_model ('T cells', 100e6, xValues, 3.1e-6 , 8e-9, 11.7e-3, 57, 0.24)  
c = mamcell_cap_model ('Monocytes', 100e6, xValues, 3.74e-6, 8e-9, 4.5e-3, 83, 0.10)  
d = mamcell_cap_model ('Eosinophils', 100e6, xValues,3.65e-6, 8e-9, 9.1e-3, 80, 0.14)  
e = mamcell_cap_model ('Neutrophils', 100e6, xValues, 3.51e-6,8e-9,7.1e-3,110, 0.05)  
f = mamcell_cap_model ('BM-MSCs', 100e6, xValues, 7.5e-6, 8e-9, 17e-3, 128, 0.11) 

 
plt.figure(1) 
plt.xlabel ('Medium conductivity, S/m') 
plt.ylabel ('DEP response') 
plt.title ('Cells DEP response at 100 MHz')  
plt.axhline (0 , color = 'black' 
plt.legend ()  
plt.savefig('Cells DEP response - Conductivities - 100 MHz.png', edgecolor='black', 
dpi=1600, transparent=True) 
 
 

E.4. Response of blood cells for varying medium 

conductivities 

import numpy  
import matplotlib.pyplot as plt 
plt.rcParams[ 'axes.color_cycle' ] = [ 'm' , 'k' , "b", "g", "c", "y" ] 
vacperm = 8.854e-12  
 
def mamcell_cap_model( cell_type , freq , sigma_medium , radius , membrane_thick 
,cap_membrane , perm_cyt , sigma_cyt ) : 
 
#General values  
    sigma_membrane = 3e-6  



- 281 - 

 

    g_membrane = sigma_membrane/membrane_thick  
    omega = 2*numpy.pi*freq  
    e_cyt = perm_cyt*vacperm 
    perm_medium = 80*vacperm 
 
#Complex permittivities .  
comcap_membrane=numpy.vectorize(complex)(cap_membrane, 
g_membrane/omega)  
comperm_cyt = numpy. vectorize (complex) ( e_cyt , sigma_cyt/omega) 
 
#Complex permittivity of the cell and medium  
comperm_cell=(comcap_membrane*radius*comperm_cyt)/(comcap_membrane*ra
dius+comperm_cyt)  
comperm_medium=numpy.vectorize(complex)(perm_medium, 
sigma_medium/omega) 
 

#FCM calculation  
    FCM =(comperm_cell-comperm_medium)/(comperm_cell+2*comperm_medium) 
    return FCM.real 
freqs = numpy.logspace(7, 8, num=100, base=10) 
 
# Define cells  
# Note, in this case we are checking the FCM at a range of values (freqs) of 
frequency 
a = mamcell_cap_model ('B cells', freqs , 0.22 , 3.1e-6 , 8e-9, 9.8e-3 , 93, 0.13)  
b = mamcell_cap_model ('T cells', freqs , 0.22 , 3.1e-6 , 8e-9, 11.7e-3, 57, 0.24)  
c = mamcell_cap_model ('Monocytes', freqs , 0.22 , 3.74e-6, 8e-9, 4.5e-3 , 83, 0.10)  
d = mamcell_cap_model ('Eosinophils', freqs , 0.22 , 3.65e-6, 8e-9, 9.1e-3, 80, 0.14)  
e = mamcell_cap_model ('Neutrophils', freqs , 0.22 , 3.51e-6, 8e-9, 7.1e-3, 110, 
0.05)  
f = mamcell_cap_model ('BM-MSCs P2', freqs , 0.22 , 7.5e-6 , 8e-9, 17e-3 , 128, 
0.11) 
 
plt.semilogx(freqs, a, label='B cell') 
plt.semilogx(freqs, b, label='T cell') 
plt.semilogx(freqs, c, label='Monocytes') 
plt.semilogx(freqs, d, label='Eosinophils') 
plt.semilogx(freqs, e, label='Neutrophils') 
plt.semilogx(freqs, f, label='BM-MSCs') 
plt.xlabel ('Frequency, Hz')  
plt.ylabel ('DEP response') 
plt.title ('Cells DEP response for 0.22 S/m')  
plt.axhline (0 , color = 'black') 
plt.legend (loc=4)  
plt.savefig('Cells DEP response - Frequencies - 0.22 Sm.png', edgecolor='black', 
dpi=1600, transparent=True)  
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APPENDIX F 

Preliminary in vivo histological sections 

 

a) b)  

Figure F.0.1: Histological staining using H&E of defects 8L (a) and 9L 
(b) with no scaffold and no cells 1 month after implantation. Nuclei were 
stained blue by Haematoxylin whereas cytoplasm and collagen were 
stained pink by eosin. Old bone was stained in a darker shade of pink. 

a)  b)  

Figure F.0.2: Histological staining using H&E of defects 2L (a) and 8R 
(b) with ABM+P15 scaffold and no cells 1 month after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.  

a)  b)  
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Figure F.0.3: Histological staining using H&E of defects 2R (a) and 10R 
(b) with Biogide scaffold and no cells 1 month after implantation. Nuclei 
were stained blue by Haematoxylin whereas cytoplasm and collagen 
were stained pink by eosin. Old bone was stained in a darker shade of 
pink.  

a)   b)  

Figure F.0.4: Histological staining using H&E of defects 5L (a) and 7L 
(b) with no scaffold and cells exposed to SAW-DEP 1 month after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.  

 

a)  b)  

Figure F.0.5: Histological staining using H&E of defects 3L (a) and 7R 
(b) with ABM+P15 scaffold and cells exposed to SAW-DEP 1 month after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.  
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Figure F.0.6: Histological staining using H&E of defects 3R with Biogide 
scaffold and cells exposed to SAW-DEP 1 month after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.  

 

Figure F.0.7: Histological staining using H&E of defects 6L (a) with no 
scaffold and control cells 1 month after implantation. Nuclei were 
stained blue by Haematoxylin whereas cytoplasm and collagen were 
stained pink by eosin. Old bone was stained in a darker shade of pink.  

 

Figure F.0.8: Histological staining using H&E of defects 4L (a) with 
ABM+P15 scaffold and control cells 1 month after implantation. Nuclei 
were stained blue by Haematoxylin whereas cytoplasm and collagen 
were stained pink by eosin. Old bone was stained in a darker shade of 
pink.  

 



- 285 - 

 

a)  b)  

Figure F.0.9: Histological staining using H&E of defects 4R (a) and 9R 
(b) with Biogide scaffold and control cells 1 month after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.  
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APPENDIX G 

Formal in vivo histological sections 

G.1. Histological sections of samples with no scaffold no 

cells 1 month after implantation  

a)  

b)  

c)  

d)  
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Figure G.0.1: Histological staining using H&E of defects 3N (a), 6N (b), 
6R (c), 7L (d) with no scaffold and no cells 1 month after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.  

a)  

b)  

 

Figure G.0.2: Histochemical staining of defect 3N with no scaffold and 
no cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody.  

a)  
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b)  

Figure G.0.3: Histochemical staining of defect 6R with no scaffold and 
no cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody.  

a)

b)  

c)  

Figure G.0.4: Histochemical staining of defect 6N with no scaffold and 
no cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody.   

a)  
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b)  

Figure G.0.5: Histochemical staining of defect 7L with no scaffold and 
no cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody.  

G.2. Histological sections of samples with no scaffold no 

cells 2 months after implantation 

a)  

b)  

c)  
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Figure G.0.6: Histological staining using H&E of defects 2R (a), 8N (b), 
8R (c) with no scaffold and no cells 2 months after implantation. Nuclei 
were stained blue by Haematoxylin whereas cytoplasm and collagen 
were stained pink by eosin. Old bone was stained in a darker shade of 
pink.    

a)  

b)  

c)  

Figure G.0.7: Histochemical staining of defect 2R with no scaffold and 
no cells 2 months after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 
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a)  

b)  

Figure G.0.8: Histochemical staining of defect 8N with no scaffold and 
no cells 2 months after implantation. a) Negative control. b) Collagen 
type I antibody.  

 

a)  

b)  

c)  
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Figure G.0.9: Histochemical staining of defect 8R with no scaffold and 
no cells 2 months after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 

a)  

b)  

c)  
Figure G.0.10: Histochemical staining of defect with no scaffold and no 
cells 2 months after implantation. a) Negative control. b) Collagen type 
I antibody. c) Osteocalcin antibody. 

 

G.3. Histological sections of samples with no scaffold and 

control cells 1 month after implantation 

a)  

b)  
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Figure G.0.11: Histological staining using H&E of defects 7N (a) and 7R 
(b) with no scaffold and control cells 1 month after implantation. Nuclei 
were stained blue by Haematoxylin whereas cytoplasm and collagen 
were stained pink by eosin. Old bone was stained in a darker shade of 
pink.   

a)   

b)  

Figure G.0.12: Histochemical staining of defect 7N with no scaffold and 
control cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody.  

a)  

b)  
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c)  
Figure G.0.13: Histochemical staining of defect 7R with no scaffold and 
no cells 2 months after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 

 

G.4. Histological sections of samples with no scaffold and 

control cells 1 month after implantation 

 

a)  

b)  

c)  
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d)  

Figure G.0.14: Histological staining using H&E of defects 2L (a), 7R (b), 
9N (c), 9R (d) with no scaffold and control cells 1 month after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.   

 

a)  

b)  

c)  

Figure G.0.15: Histochemical staining of defect 2L with no scaffold and 
control cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 
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a)

b)  

Figure G.0.16: Histochemical staining of defect 9R with no scaffold and 
control cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody.  

a)  

b)  

b)  

Figure G.0.17: Histochemical staining of defect 8L with no scaffold and 
control cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 
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a)   

b)  

c)  

Figure G.0.18: Histochemical staining of defect 9N with no scaffold and 
control cells 1 month after implantation. a) Negative control. b) Collagen 
type I antibody. c) Osteocalcin antibody. 

G.5. Histological sections of samples with no scaffold and 

cells exposed to SAW-DEP 1 month after implantation 

 

a)  

b)  
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Figure G.0.19: Histological staining using H&E of defects 3R (a), 5L (b), 
with no scaffold and cells exposed to SAW-DEP 1 month after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.   

 

a)  

b)  

Figure G.0.20: Histochemical staining of defect 5L with no scaffold and 
cells exposed to SAW-DEP 1 month after implantation. a) Negative 
control. b) Collagen type I antibody.  

 

a)  

b)  
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c)  

Figure G.0.21: Histochemical staining of defect 3R with no scaffold and 
cells exposed to SAW-DEP 1 month after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 

 

 

 

 

 

 

 

 

 

 

 

G.6. Histological sections of samples with no scaffold and 

cells exposed to SAW-DEP 2 months after implantation 

 

a)  
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b)  

c)  

Figure G.0.22: Histological staining using H&E of defects 4R (a), 4N (b), 
3N (c), with no scaffold and cells exposed to SAW-DEP 2 months after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.   

 

 

 

a)  

b)  
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Figure G.0.23: Histochemical staining of defect 4R with no scaffold and 
cells exposed to SAW-DEP 2 months after implantation. a) Negative 
control. b) Collagen type I antibody.  

 

a)

b)  

Figure G.0.24: Histochemical staining of defect 4N with no scaffold and 
cells exposed to SAW-DEP 2 months after implantation. a) Negative 
control. b) Collagen type I antibody.  

 

 

G.7. Histological sections of samples with ABM+P15 

scaffold no cells 1 month after implantation  

a)  
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b)  

c)  

Figure G.0.25: Histological staining using H&E of defects 6N (a), 6R (b), 
7L (c), with ABM+P15 scaffold and no cells 1 month after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.   

 

 

 

 

a)  

b)  
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c)  

Figure G.0.26: Histochemical staining of defect 3R with ABM+P15 
scaffold and no cells 1 month after implantation. a) Negative control. b) 
Collagen type I antibody. c) Osteocalcin antibody. 

a)  

b)  

c)  

Figure G.0.27: Histochemical staining of defect 6R with ABM+P15 
scaffold and no cells 1 month after implantation. a) Negative control. b) 
Collagen type I antibody. c) Osteocalcin antibody. 

 

   

a)  
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b)  

c)  

Figure G.0.28: Histochemical staining of defect 6N with ABM+P15 
scaffold and no cells 1 month after implantation. a) Negative control. b) 
Collagen type I antibody. c) Osteocalcin antibody.   

 

 

 

a)

b)  
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c)  

 

Figure G.0.29: Histochemical staining of defect 7L with ABM+P15 
scaffold and no cells 1 month after implantation. a) Negative control. b) 
Collagen type I antibody. c) Osteocalcin antibody. 

 

 

 

 

 

 

 

 

 

 

G.8. Histological sections of samples with ABM+P15 

scaffold no cells 2 months after implantation  

 

a)  
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b)  

c)  

Figure G.0.30: Histological staining using H&E of defects 2R (a), 8N (b), 
9L (c), with ABM+P15 scaffold and no cells 2 months after implantation. 
Nuclei were stained blue by Haematoxylin whereas cytoplasm and 
collagen were stained pink by eosin. Old bone was stained in a darker 
shade of pink.   

 

 

 

 

 

a)  

b)  
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c)  
Figure G.0.31: Histochemical staining of defect 2R with ABM+P15 
scaffold and no cells 2 months after implantation. a) Negative control. 
b) Collagen type I antibody. c) Osteocalcin antibody. 

a)  

b)  

c)  
Figure G.0.32: Histochemical staining of defect 9L with ABM+P15 
scaffold and no cells 2 months after implantation. a) Negative control. 
b) Collagen type I antibody. c) Osteocalcin antibody. 

a)  
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b)  

c)  

Figure G.0.33: Histochemical staining of defect 8N with ABM+P15 
scaffold and no cells 2 months after implantation. a) Negative control. 
b) Collagen type I antibody. c) Osteocalcin antibody. 

 

G.9. Histological sections of samples with ABM+P15 

scaffold and control cells 1 month after implantation  

 

Figure G.0.34: Histological staining using H&E of defects 7N with 
ABM+P15 scaffold and control cells 1 month after implantation. Nuclei 
were stained blue by Haematoxylin whereas cytoplasm and collagen 
were stained pink by eosin. Old bone was stained in a darker shade of 
pink.   
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a)

b)  

c)  

Figure G.0.35: Histochemical staining of defect 7N with ABM+P15 
scaffold and control cells 1 month after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 

 

G.10. Histological sections of samples with ABM+P15 

scaffold and control cells 2 months after implantation  
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a)  

b)  

c)  

d)  

Figure G.0.36: Histological staining using H&E of defects 2L (a), 8L (b), 
9N (c), 9R (d) with ABM+P15 scaffold and control cells 2 months after 
implantation. Nuclei were stained blue by Haematoxylin whereas 
cytoplasm and collagen were stained pink by eosin. Old bone was 
stained in a darker shade of pink.   
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a)

b)  

c)  

Figure G.0.37: Histochemical staining of defect 2L with ABM+P15 
scaffold and control cells 2 months after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 

a)  

b)  

c)  

Figure G.0.38: Histochemical staining of defect 9N with ABM+P15 
scaffold and control cells 2 months after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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a)  

b)  

c)  

Figure G.0.39: Histochemical staining of defect 8L with ABM+P15 
scaffold and control cells 2 months after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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a)

b)  

c)  

Figure G.0.40: Histochemical staining of defect 9R with ABM+P15 
scaffold and control cells 2 months after implantation. a) Negative 
control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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G.11. Histological sections of samples with ABM+P15 

scaffold and cells exposed to SAW-DEP 1 month after 

implantation  

 

 

a)  

b)  

c)  

d)  
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Figure G.0.41: Histological staining using H&E of defects 3R (a),  5L (b),  
11R1 (c), 11R2 (d) with ABM+P15 scaffold and cells exposed to SAW-
DEP 1 month after implantation. Nuclei were stained blue by 
Haematoxylin whereas cytoplasm and collagen were stained pink by 
eosin. Old bone was stained in a darker shade of pink.   

a)

b)  

c)  

Figure G.0.42: Histochemical staining of defect 3R with ABM+P15 
scaffold and cells exposed to SAW-DEP 1 month after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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a)

b)  

c)  

Figure G.0.43: Histochemical staining of defect 5L with ABM+P15 
scaffold and cells exposed to SAW-DEP 1 month after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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a)  

b)  

c)  
Figure G.0.44: Histochemical staining of defect 11R1 with ABM+P15 
scaffold and cells exposed to SAW-DEP 1 month after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 

a)  

b)  

c)  
Figure G.0.45: Histochemical staining of defect 11R2 with ABM+P15 
scaffold and cells exposed to SAW-DEP 1 month after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 
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G.12. Histological sections of samples with ABM+P15 

scaffold and cells exposed to SAW-DEP 2 months after 

implantation  

 

a)  

b)  

c)  

d)  

Figure G.0.46: Histological staining using H&E of defects 4R (a),  4N (b),  
11N1 (c), 11N2 (d) with ABM+P15 scaffold and cells exposed to SAW-
DEP 2 months after implantation. Nuclei were stained blue by 
Haematoxylin whereas cytoplasm and collagen were stained pink by 
eosin. Old bone was stained in a darker shade of pink.   
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a)

b)  

c)  

Figure G.0.47: Histochemical staining of defect 4N with ABM+P15 
scaffold and cells exposed to SAW-DEP 2 months after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 

 

 



- 320 - 

 

a)

b)  

c)  

Figure G.0.48: Histochemical staining of defect 4N with ABM+P15 
scaffold and cells exposed to SAW-DEP 2 months after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 

a)

b)  
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c)  

Figure G.0.49: Histochemical staining of defect 11N1 with ABM+P15 
scaffold and cells exposed to SAW-DEP 2 months after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 

 

a)  

b)  

c)  

Figure G.0.50: Histochemical staining of defect 11N2 with ABM+P15 
scaffold and cells exposed to SAW-DEP 2 months after implantation. a) 
Negative control. b) Collagen type I antibody. c) Osteocalcin antibody. 

 


