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Abstract

Individuals diagnosed with autism spectrum disorder (ASD) are characterised as hav-

ing impairments in social-emotion interaction and communication, alongside displaying

repetitive behaviours and a limited range of interests. Additionally, they can frequently

experience difficulties in processing sensory information with prevalence in the auditory

domain. Often triggered by everyday environmental sounds, auditory hypersensitivity can

lead to self-regulatory fear responses such as crying and isolation from sounds. Rather

than a physiological pain reaction, literature suggests that these hypersensitivities are es-

tablished in an irrational fear of the sounds. This has subsequently led to several successful

interventions that increase habituation to problematic auditory stimuli through controlled,

safe and graduated exposure. In recent years this therapy has been embedded into serious

computer game mechanics, delivering exposure-based training within an engaging and

motivating virtual environment. The research presented in this thesis investigates the use

of three-dimensional spatial audio as an approach to rendering realistic simulations of

adverse stimuli within a virtual reality game environment developed to reduce auditory

hypersensitivity in autistic children and adolescents (8− 19 years old). This was achieved

through empirical studies assessing the effectiveness of reducing the negative emotional

associations towards auditory stimuli presented using binaural based spatial audio. With

additional emphasis evaluating the VR intervention environment and game mechanics.

Findings indicate that playing the game produced as part of this doctoral project over

the course of 4-weeks can be effective in reducing negative emotions linked to problematic

sounds in autistic young people. Furthermore, comparative results suggest that these

reductions can be significantly improved upon when using binaural based spatial audio

instead of stereo audio rendering. This therefore supports the use of three-dimensional

sound as an audio rendering technique to target auditory hypersensitivity in autistic

individuals, ultimately improving their quality of life.
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Chapter 1

Introduction

1.1 Introduction

ASD is a complex pervasive neurological condition that influences perception, cognition and

emotion. Characterised through impaired development in social interaction, communication

and repetitive behaviours and interests, standard diagnosis manuals such as the The

Diagnostic and Statistical Manual of Mental Disorders 5th edition (DSM-IV-TR) [1]

have partitioned ASD into a number of sub-types which accommodates multiple levels of

cognitive and social abilities [2].

Commonly, autistic children experience complications in tactile, visual and auditory

processing, with over 96% of children with ASD experiencing hypersensitivities in multiple

domains. Whilst difficulties in processing sensory information is not specifically limited

to individuals on the autistic spectrum, it is more prevalent within this population when

compared to other developmental disabilities [3], [4]. Sound sensitivity is a specifically

poignant and common issue for those with ASD. Diagnostic questionnaires collected from

17,000 familes by the Autism Research Institute revealed that approximately 40% of children

displayed symptoms associated with auditory hypersensitivity [5]. These difficulties in

sensory processing can provoke atypical self-regulatory behaviours which may be observed

as aggressive or autonomic fear responses such as covering ears, crying and self injury from

blows to the ears [6]. Unfortunately these profound aversions are reported to be provoked by
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common environmental sounds [7]. By avoiding challenging acoustic environments, autistic

children can experience increased isolation and further impairment in social communication.

Atypical and extreme behavioural responses to auditory sensory simulation within the

autistic population can be attributed to an irrational fear of the sound in place of a

physiological pain reaction associated with the stimulus [7]. In addition, there is extensive

literature that observes specific phobias as one of the most frequent causes of anxiety with

autism. The prevalence rates of phobias recorded in ASD is at 30-64% [8], [9] compared

to the 5-18% recorded within the typically developed population [10]. With this in mind,

Cognitive Behavioural Therapy (CBT) interventions such as exposure based training have

gained the most empirical support for addressing auditory hypersensitivity in autism. Such

interventions aim to develop new and positive emotional associations with aversive sounds

through safe graduated exposure during play based activities.

It is highly recommended that early intervention is essential for autistic children, with

evidence supporting very early intervention for children as young as 3 years old [11],

[12]. Early brain development not only includes the emergence of associated abnormal

neural connections and an exponential rate of brain growth, but also a period of increased

brain plasticity [13]. Early therapy can therefore influence the development of brain

systems implicated in social, emotional and communication behaviours [13], [14]. As well as

pharmaceutical [15] and dietary [16] treatments, there are a wide range of interventions that

include speech/language therapy [17], occupational therapy [18] and sensory integration

[19].

Computer based interventions for ASD have been the subject of extensive research for

the last decade [20]. With noted success in addressing social [21], communication [22],

behavioural [23] and adaptive skills [24]. Autistic people respond well to computerised

therapies, as they provide a predictable, repeatable and immediate learning environment

that can deliver clearly defined tasks away from unnecessary stimuli [25]. Furthermore,

computers are free from the social constraints that those with ASD can often find challenging

a confusing [26].

Novel approaches to computer based interventions have moved passed the traditional

desktop computer, with examples incorporating the use of serious games [27] and Virtual

Reality (VR) [28]. These innovative uses of technology not only address the core symptoms
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of autism, but they emphasise the importance of integrating realistic multi-sensory stimuli

in enhancing the therapy experience for anxiety and phobias. Recently, serious computer

games have demonstrated success in reducing auditory hypersensitivity symptoms in

children with autism by integrating CBT into the core game mechanics [29], [30]. During

game-play, players are rewarded for gradually being exposed to reproductions of problematic

environmental sounds, resulting in increased habituation and decreased negative emotional

responses [29], [30].

The use of virtual reality based interventions have been successful in reducing anxiety based

disorders in those with and without ASD [31]–[34]. The technology is capable of rendering

realistic 3D environments that accurately simulate feared stimuli and environments [35].

Further to this, an audio rendering technique known as Ambisonics has the ability to

reproduce immersive 360◦ soundfields that include dynamically moving virtual sound

sources which respond to the users head rotation and position within a virtual environment

[36].

The aim of the research presented in this thesis is to examine how binaural based Ambisonics

can be used to help reduce auditory hypersensitivity in autistic children and adolescents.

The prominent audio rendering technique used within contemporary VR systems, binaural

Ambisonics, is capable of simulating realistic auditory environments which rotate and

adjust based upon the listener’s head rotation and position within a virtual environment

[37]. Improved realism could therefore be applied to the reproduction of averse auditory

stimuli within exposure based therapy games deployed to VR. Enhancing established

empirically supported intervention techniques and increasing accessibility to therapy.

1.2 Statement of Hypothesis

The overall hypothesis that forms the primary motivation of the research presented in this

thesis is as follows:

The use of binaural ambisonic rendering to deliver auditory stimuli within an

exposure based serious game will have a positive impact on reducing associated

negative emotions of autistic children and adolescents experiencing auditory

hypersensitivity.
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The primary terms of this hypothesis and how they relate to the thesis are explained as

follows:

• Binaural Ambisonic Rendering: The reproduction of immersive 3D virtual auditory

environments over headphones. Commonly used in VR systems, this audio rendering technique

can rotate a virtual soundfield based on the listener’s movements to allow for localisation of

sound sources.

• Autism Spectrum Disorder: A complex and lifelong developmental disability that typi-

cally appears during early childhood. Individuals diagnosed with autism are characterised as

having impairments in social emotional interaction and communication, alongside displaying

repetitive behaviours and interests. Additionally, they can frequently experience difficulties

in processing sensory information.

• Auditory Hypersensitivity: Often experienced by autistic people, this can manifest

as an intense aversion to common environmental sounds. Reactions can be displayed as

covering ears, verbalisation and sound avoidance. Observation in research suggest that

auditory hypersensitivity is caused by a psycho-emotional response to sound rather than

malformations within the auditory canal.

1.3 Structure of Thesis

The remainder of this thesis is divided into seven chapters. The first two will provide

detailed reviews of existing literature that will inform the original research presented in

the subsequent chapters. A summary description of the chapters are as follows:

Chapter 2 explores some of the unique ways in which individuals with autism process

sensory information within the auditory domain, with a focus on auditory hypersensitivities.

This is followed by a review of the current intervention approaches used to target the issue.

Finally, the chapter will discuss the benefits of computer driven therapy, in particular serious

games and VR, and how these technologies can be used to enhance existing intervention

frameworks.

Chapter 3 describes the fundamentals of spatial audio. First binaural listening, including

interaural time and level difference and spectral cues caused by the pinnae are explored.

Following this, the chapter will discuss spatial audio rendering techniques with a focus on
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Ambisonics. Finally, the chapter will explore psychological and emotional responses to

spatialised sound and how it can be applied within exposure based therapy frameworks.

Chapter 4 presents a novel VR based experiment that aims to investigate how individ-

uals with autism respond to spatial audio events delivered with a multi-modal virtual

environment. Based upon the atypical auditory processing outlined in Chapter 2, a two

phase experiment is presented that compares behavioural reactions to spatialised and

non-spatialsed audio and the effect of background noise on the participant’s interactions

with the environment.

Chapter 5 describes a novel VR game named SoundFields. A game developed to reduce

the negative emotions associated with specific auditory stimuli experience by autistic

children and adolescents who display auditory hypersensitivity. A detailed explanation

will be given about the underlying therapeutic schemes that have been embedded into

the games core mechanics in order to motivate the player to interact and engage with the

framework.

Chapter 6 is the first of two original studies which evaluates the use of 3rd order Ambisonics

as an audio rendering tool to target auditory hypersensitivity in autism. The 4-week

investigation exposed participants to problematic sounds embedded into the serious game

mechanics and VR environment discussed in Chapter 5. The primary outcome of the

experiment compared pre-and-post measurements of participants self-reported emotional

associations towards problematic stimuli. This was supported by a secondary outcome

which tracked voluntary interactions with exposure stimuli across the experimental sessions.

Alongside the spatial audio rendering technique, how participants engaged with the VR

game is also evaluated.

Chapter 7 expands upon the study presented in Chapter 6 with a longitudinal 8-week study

to compare 3rd order Ambisonics to stereo rendering of problematic stimuli. Replicating

the outcome measurements of the previous chapter, comparisons were made between

the two audio conditions. In addition to a 4-week experimental period, a control period

was implemented to increase the validity of the results gathered from the experimental

sessions. Finally, a follow-up measurement was added to asses if any increase tolerance

was maintained.
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Chapter 8 summarises the experimental studies presented throughout the thesis followed

by conclusions derived from the core hypothesis. Finally, suggestions are made for how

future studies can expand on the outcomes of this research.

1.4 The description of autism within the thesis

The way in which autism is described has been the subject of much discussion for many

years [38]. Disagreement occurs within the autism community and is frequently attributed

to the wide variations in which autism touches peoples lives [39]. Furthermore, the

increasing influence of the neurodiversity movements has generated discussion within the

research community concerning the most appropriate approach to describing autism within

literature. This is a crucial topic to consider as the terminology used within research can

influence how people perceive autism, clinical practice, public policy and future research

directions [38]. Furthermore, language can have a direct impact on how individuals with an

autism diagnosis perceive autism. This self-perception has links to a person’s self-esteem,

self-identity and mental health [40]. Finally, due to the the interdisciplinary nature of this

thesis ( see Section 1.5), it is crucial to highlight the importance of this issue to those

unfamiliar with autism research. This section aims to briefly outline the key issues in

the language used for the description of autism and their links to the different models of

disability, Following this, it will identify the terminology used throughout this thesis.

Within literature there are two different and contested approaches, Person First Language

(PFL) (i.e person with autism) and Identity First Language (IFL) (i.e autistic person).

PFL is taught in health profession programs and often finds usages within literature that

places autism within the medical model of disability [41], [42]. The medical model of

disability examines the pathology of a condition and attempts to prevent, cure or care for

a disabled person through medical intervention [43]. In terms of autism, medical research

has aimed to explore the neurological causes of autism such as excess neuron overgrowth

[44] or a dysfunctional mirror neuron system [45].

Person first language was first introduced in the 1970s as an alternative to terminology such

as ‘handicapped’ and ‘disabled’ [38]. By doing so it aimed to humanise disabled people

by putting the person before the disability, highlighting that a disability is not their only
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defining feature [46]. In addition, it recognised that a disabled person is a ‘person first’

and therefore should be provided the same rights and protections as any other person [38].

However, in recent years there has been opposition to the use of PFL. Gernsbacher [47]

suggests that person-first language can increase stigma as it is often used with more

stigmatised disabilities. For example ‘children with autism’ compared to ‘blind children’.

In addition, autistic scholars such as Sinclair explain that PFL suggests that autism can be

separated from the individual, when in fact this is not the case [48]. This also brings into

focus the potential limitations of placing autism into the medical model of disability. Medical

intervention has been crucial in the treatment of many physical co-moralities associated

with autism such as epilepsy [49], [50]. However, critics argue that it hyper-focuses on

the deficits of autism rather than what they can accomplish through characteristic traits

[41] such as strengths in pattern recognition [51] and enhanced perception of sound [52].

The deficit-focused discourse of the medical model has also been observed as having a

significant impact upon how autistic individuals build an identity outside of a diagnosis

[53].

Gernsbacher [47] and other autistic scholars and advocates champion the use of IFL

[48], [54], [55]. This support has been documented within the autistic community with

research conducted by Bury et al [56] observing 49% of autistic participants electing for

IFL. One of the central arguments for its use is that it does not separate the individual

from the diagnosis, minimising the societal view that autism is ‘bad’ [38]. Instead, IFL

assists in expanding upon the view that autism should be celebrated as central part of a

person’s identity [57]. This perspective of oneself has been echoed in a recent study which

investigated the attributes autistic people perceived as having a positive or negative impact

upon their identity and wellbeing [40]. The survey identified a wide range of attributes of

autism that participants were proud of (e.g “gifted”, “uniqueness”), creating a positive

affiliation with their autism identity. However, despite the fact that IFL is preferred, saying

that a person is “on the spectrum” is still considered less offensive than “with autism” [56].

This is despite it essentially being a person first expression.

Identity first language has been linked to the social model of disability. The social model

describes disability not as an individual’s impairment but as a social construction and a

result of an oppressive and excluding environment [43]. Therefore, any improvement made

to a disabled person’s life will be from a successful adaption of the social environment
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which originally failed to account for their differences [43]. Under the social model,

common behaviours associated with autism can be seen not as medical symptoms but as

unconventional forms of behaviour that are not yet accepted by society [41]. One example

is the syntactliy faithful repetitions of overheard words, known as echolalia [58], which has

previously been regarded as meaningless vocalisations [59]. However, research has now

shown that these repetition of phrases may act as an important communicative function

between the individual and their caregivers [59].

Throughout this thesis, identity first language will be used when referencing individuals with

an autism diagnosis. Firstly, this decision was based upon the support in literature calling

for the use of IFL. Secondly, and possibly more importantly, is the supporting empirical

evidence that this terminology is the preferred approach within the autistic community [39],

[56], with PFL being considered as offensive [60]. Additionally it is important to discuss

how the heterogeneous nature of autism will be described in the proceeding research. Past

research has used the spectrum metaphor to describe an autistic individual as being either

‘high functioning’ or ‘low functioning’. It is believed that the categorisation based on

what an individual cannot do is an oversimplification of the individual autism experience

[61]. With this in mind, ‘high’ and ‘low’ high functioning will not be used. Instead, as

recommended by Botha et al [62], language will be used that highlights the particular

constellation of characteristics within the context of the research being described.

Although the terminology used reflects that of the social disability and neuro-diversity

movements [38], [62], how the research in this thesis is categorised is somewhat different.

Anderson [41] suggests that autism may not fall under either the medical or social model

of disability, but rather a third model: the predicament model. This paradigm recognises

that disability is both biologically based and socially constructed. In which a person

with atypical functionality will confront restrictions within a society which has not taken

into consideration atypical function [41], [63]. The predicament model encompasses the

unique and subjective experiences of each individual and how they identify with their

disability [41], [64]. Anderson argues that autism is highly individualised and both an

ability and disability [41]. Therefore, the predicament model encompasses positive autism

experiences such as visual-spatial aptitude, and the negative experiences such as auditory

hypersensitivity.
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As explored in Chapter 2, auditory hypersensitivity can mean autistic people will experience

specific auditory stimuli in unique ways. Unfortunately, due to the commonality of the

sounds it is impossible for society to adapt in order to mitigate these negative experiences.

This therefore necessitates the need for interventions to help people on the autistic spectrum

to become habituated to sounds which may normally cause distress [7], [29], [65]. The

objective of the research in Chapters 6 and 7 is to reach this goal by delivering an

intervention through engaging interactive game (see Chapter 5). The game takes advantage

of the general positive experiences provided by computer games [66]–[69], whilst also

addressing the unique and nuanced sensory processing of the individual.

This section aimed to briefly outline the key considerations when describing autism,

particularly within research. The issue is a complicated one and can directly impact

the lives of autistic people. The author recognises the arguments surrounding correct

terminology necessitates exploration beyond this section of the thesis. The author therefore

recommends the following literature for more a comprehensive description [38], [39], [43],

[61], [62].

1.5 Positioning of Research

The design, development and empirical evaluation of an interactive technology based

intervention for autistic people requires the input of a number of key fields of study.

Furthermore, these interventions will benefit from the diverse strengths and viewpoints

that each discipline brings to the singular research project [70]. The research presented is

this thesis adopts this approach, and so therefore at this stage it is important to examine

its inter-disciplinary nature and its positioning as a contribution to the wider research

community.

Firstly, the application of spatial audio in reducing auditory hypersensitivity in autistic

individuals relies upon established psychological theories and practices which address this

issue using CBT [7], [65], [71]. The application of CBT is grounded in extensive psychological

and neurological investigations conducted by the autism research community spanning over

five decades (see Chapter 2). In addition, the thesis examines the psychological concepts

of immersion and presence [72] when neurotypical (NT) and autistic people experience
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virtual environments (see Chapters 2 and 3). These models form the foundation for the

support and utilisation of spatial sound within the research described later.

Secondly, this research relies on areas of empirical investigations which explore the use

of computer games as tools for delivering cognitive behavioural therapy [29], [73]–[76]

(see Chapters 2 and 5). Research which focuses on using computer game mechanics to

address the difficulties experienced by autistic people in areas such as social interaction,

communication and auditory hypersensitivity, has shown that this is an engaging and

motivating approach to therapy. Furthermore, the development of consumer virtual reality

technology means that computer based interventions can now benefit from the immersive

and realistic visual and auditory stimuli VR provides.

Finally, the proceeding research employs technology and conventions from the research

field of audio engineering. The reproduction of realistic immersive 3D virtual environments

through binaural Ambisonic rendering is one of the core components of the hypothesis.

How Ambisonic sound is recorded, produced and delivered to an individual is founded upon

ongoing research originating in the 1970s [77] (see Chapter 3). A culmination of nearly

half a century of research and advancements in technology now allows users to experience

spatial audio environments on consumer platforms such as virtual reality [78], [79]. This

increased accessibility therefore creates new opportunities for Ambisonic technology to be

utilised in novel applications outside of the realm of entertainment. Applications such as

the proposed intervention presented in this thesis.

Further to outlining the research areas this thesis is rooted in, Figure 1.1 also illustrates

its contribution to the same research fields. Virtual reality has been a focus of research

within the autism research community for over two decades [80]. Despite this, the use of

spatial audio within interactive interventions has not yet been explored. The primary use of

spatial audio within the thesis is a tool to address auditory hypersensitivity through CBT

techniques. However, the investigation in Chapter 4 explores the behavioural response

of autistic children to auditory stimuli rendered through binaural Ambisonics within VR.

Therefore, this work may provide a valuable contribution to an active research area that

investigates and develops VR based interventions for autistic individuals. Furthermore, it

provides further empirical support for the use of virtual interactive technology as viable

tools for delivering psychology established therapy for autistic children and adolescents.
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Figure 1.1: The Multi-disciplinary background and contributions of this thesis

Finally, by examining an use of Ambisonic audio technology the scope of this research also

extends into the domain of audio engineering. Although the sound production and rendering

techniques used throughout the thesis are not novel (see Chapter 5), the application in

which they are experienced is. As previously mentioned, digital interventions benefit from

multi-disciplinary engagement [70]. With that in mind, it is hoped that this work will inspire

future collaboration between the audio engineering and autism research communities.

1.6 Research Contributions

The main aim of this research is to investigate how binaural based ambisonic audio can

be used as an tool to target auditory hypersensitivity in autistic children and adolescents.

Below is a list of novel research contributions presented in this thesis:
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• A Review of literature investigating computer based technology to deliver ther-

apy for auditory hypersensitivity experienced by autistic people: This provides

an in depth analysis of the use of computer driven technology such as serious games and

VR as tools to deliver CBT interventions for autistic people. The review discusses how

this technology can be used to bypass some of the core symptoms of autism to increase

engagement, therapeutic outcomes and accessibility to treatment.

• Measurement of the behavioural response to spatial audio within a multi-modal

VR environment in autistic children: Literature has observed atypical auditory pro-

cessing displayed in autistic individuals such as deficits in auditory scene analysis and sound

source localisation (see Section 2.2). This novel experiment investigates if these difficul-

ties in processing auditory information would directly impact how autistic school children

interact with a presented virtual spatial audio environment presented within VR. Two ex-

periments were conducted with participants diagnosed with ASD (n = 29) that compared:

(1) behavioural reaction between spatialised and non-spatialised audio; and (2) the effect

of background noise on participant interaction. Participants listening to binaural-based

spatial audio showed higher spatial attention towards target auditory events. In addition,

the amount of competing background audio was reported to influence spatial attention and

interaction. These findings indicate that despite suggested associated sensory processing

difficulties, those on the autistic spectrum can correctly decode the auditory cues simulated

with current spatial audio rendering techniques.

• Development of a VR serious game that targets auditory hypersensitivity in

autistic children and adolescents: Developed using exposure based mechanics found in

serious games designed to target auditory hypersensitivity in autistic individuals (see Section

2.5.1), this novel game uses head-tracked binaural based spatial audio to deliver realistic

auditory stimuli.

• The application and evaluation of binaural based Ambisonics to help reduce

auditory hypersensitivity in autistic children: Finally, the use of 3rd order ambisonic

audio is evaluated as a tool for the reproduction of problematic auditory stimuli in order to

reduce auditory hypersensitivity in ASD. Direct comparisons were made between ambisonic

and stereo audio rendering techniques. Research outcomes were achieved by measuring

emotional responses to problematic stimuli before and after the experimental period. In

addition, voluntary interactions with stimuli were recorded within the virtual environment.
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1.7 Statement of Ethics

The experimental procedures and data management presented throughout this thesis were

approved by the University of York Physical Sciences Ethics Committee. Reference numbers

for each study are as follows: Chapter 4 Johnston030518, Chapters 6 & 7 Johnston220219.



Chapter 2

Auditory Hypersensitivity in

Autism Spectrum Disorder:

Current approaches to therapy

2.1 Introduction

This literature review begins with an examination of atypical auditory processing in autism,

with particular focus on hypersensitivity to sound. Before evaluating current therapy

frameworks, research will be presented that investigates its potential physiological, neu-

rological and psychological causes. Following this, there is an in-depth investigation into

how new technologies such as VR and serious games are able to enhance traditional cogni-

tive behaviour therapy interventions for autism, improving engagement with therapeutic

sessions and increasing generalisation of new skills following an intervention. Finally, the

implications of current research are explored with suggestions for both future investigations

and important design considerations for interventions addressing auditory hypersensitivity

for individuals on the autism spectrum.

28
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2.2 Auditory Processing in Autism

Research into sensory perception in autism has revealed an interesting profile of strengths

and weaknesses in processing auditory information [81]. Observations are diverse, ranging

from enhanced musical abilities [82] to an impaired ability to separate speech sounds

from environmental background noise [83]. For the context of this thesis it is important

to consider the complex ways autistic individuals process auditory sensory information.

Primarily this will provide a foundation of empirical evidence for using spatial audio to

target auditory hypersensitivity. Moreover, understanding these unique auditory processing

patterns will aid in making informed sound design choices, tailoring the audio environments

to maximise the potential therapy outcomes of the intervention presented later in this thesis

(see Chapter 5). This section will therefore focus on studies which use both behavioural

and neurological analysis techniques to investigate the various mechanisms behind the

processing of auditory stimuli in ASD.

2.2.1 Enhanced perception of sound

How an autistic person perceives sound has been the focus of a large amount of research,

beginning with investigations into autistic savants. Savant, which is derived from the

french work savoir, which means ‘to know’ [84], refers to an individual who in spite of low

general cognitive abilities, shows remarkable skills in isolated domains such as mathematical

calculations [85] , drawing [86], [87] and musical memory and interpretation [84], [88], [89].

Although savants are rare within populations of individuals with cognitive impairments

[90], incidences of these special abilities appears to be higher within the autistic population

[52].

However, increased sound perception and pitch discrimination in ASD is not limited

to savants and most recent research into this area has concentrated on musically naive

individuals with no formal training in music theory or performance. Research conducted by

Heaton et al. [91] compared ten autistic children to neurotypical controls in their capacity to

identify and recall musical tones. Results showed that autistic children with no specialised

musical training or talent had superior abilities in discriminating and labelling signal music

notes. A further study by Heaton et al. [92] examined the capacity to discriminate pitch



Chapter 2. Literature Review 30

in speech stimuli in autistic and NT children. Results showed that when compared to

controls, the autistic participants displayed exceptional sensitivity to the non-semantic

pitch information of speech. Subsequent research in which children were asked to match

sentence stimuli and graphical representations to pitch shape found that autistic children

were able to provide significantly more perceptual interpretations of auditory stimuli than

NT controls[93].

These investigations identify that enhanced pitch perception may contribute to language

impairment in the early stages of development. This is supported in a study that reported

a significant proportion of ASD participants who displayed both accurate auditory dis-

crimination and early language delays [94]. An intriguing argument for this is the reduced

engagement with linguistic stimuli and a biased attention towards the musical non-speech

aspects, resulting in an over-specialisation of pitch-processing mechanisms [95]–[98]. It

has also been suggested that those on the autistic spectrum have a brain that focuses

on right hemispheric cognitive functions such as spectral processing, at the disadvantage

of left hemispheric cognitive mechanisms like temporal, speech and language processing

[99]. However, a study by Boets et al [100] that compared temporal amplitude modulation

detection and pitch perception in both autistic and TD controls, found no convincing

evidence to support enhanced right and decreased left hemisphere processing is ASD.

Instead they concluded, that the atypical pitch processing observed in ASD is not due to

an enhanced perceptual ability, rather a higher focus and attention to simple and local

auditory information.

2.2.2 Processing sound in background noise

Commonly within a natural listening environment speech will coexist with competing

everyday background sounds, creating an amalgamation of acoustic signals arriving at the

ear [101]. In order to perceive grouped elements as separate acoustic events, the auditory

system must perform Auditory Scene Analysis (ASA) [102]. A process which is heavily

reliant upon synchronous and successive organisation of acoustic information, Bregman [102]

conceptualised that ASA was a two staged operation that involved primitive and schema-

driven mechanisms. During the first stage, simultaneous processing of psycho-acoustic cues

such as fundamental frequency, changes in amplitude and temporal differences begin to
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decode the incoming sounds into discrete auditory objects. The second stage schema-driven

mechanism requires the listener to utilise top down processes such as attention, working

memory of a sound source and language to correctly identify the auditory object.

It has been reported that in the presence of competing background noise, those with autism

often have difficulties in separating relevant auditory information (i.e., speech and target

noises) into discrete auditory objects connected to the different sound sources within the

environment [103]. Interestingly, this is despite literature that observes a superior ability

in processing the frequency information of pure tones and musical stimuli [92]. These

complications in processing sound information in noise have links to a deficit in auditory

spatial attention, which is often exhibited as a failure to orient to speech and other social

stimuli [104] and being distracted or having trouble functioning in the presence of increased

noise [105].

These difficulties in understanding speech in noisy environments for those with autism

has been attributed to a reduction in the use of spectral and temporal dips. In addition

to auditory scene analysis, retrieving speech signals from background noise can also be

supported by exploiting the minute spectral reductions in the masking of target speech

frequencies (spectral dips), and reductions in the intensity of background noise (temporal

dips) [106]. When a Signal-to-noise ratio (SNR) increases substantially, this allows the

listener to successfully distinguish segments of the target speech source. Following this, the

higher-order cognitive mechanics such as memory and language can replace the missing

information and infer what has been said [83], [106]. In a study that compared the

perception of speech amongst background noise with spectral and temporal dips, autistic

participants displayed a significantly higher speech reception threshold when compared

to TD controls [83]. Suggesting an impaired ability to utilise spectral and temporal dips

to decode speech in noise. Similarly, Groen et al [107] observed that autistic children

performed significantly worse at identifying words in pink noise without temporal dips

than in noise containing dips, relative to NT participants. However, recent research by

Schelinski and colleagues [108] noted contradictory findings. Despite autistic participants

demonstrating lower performance at speech in constant noise recognition, the introduction

of temporal gaps into the noise signal did generate a significant improvement. Nonetheless,

all three studies indicated that small changes in SNR can significantly change speech

recognition in the presence of persistent background noise [83], [107], [108].
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It has also been observed that the presence of competing noise can have an impact upon

the localisation and spatial attention towards non-speech stimuli. A study conducted by

Teder-Salejarvi et al [109] presented pink-noise stimuli accompanied by distractor signals

from multiple positions across two free-field loudspeaker arrays. Relative to NT controls,

autistic adults showed a significantly reduced ability to spatially attend to a singular sound

source in the presence of multiple environmental sounds.

2.2.3 Sound Source Localisation

Biological mechanisms within the human hearing system allow healthy listeners to make

perceptual inferences about sound sources within a space, which will discussed in detail

in Chapter 3. However, there is neurological evidence suggesting that impaired auditory

localisation is prevalent within the autistic population. Postmortem analyses of brain tissue

of autistic individuals have indicated neurological differences in the size and structure

of the medial superior olive, an area of the auditory pathway associated with auditory

localisation [110], [111]. Further to this, electroencephalogram recordings of brain activity

in autistic people found reduced neural processing of presented sound stimuli within the

cortical regions connected to spatial processing and selective attention. This suggests poor

sound source localisation and diffuse spatial attention [109].

There has also been research that suggests that autistic people experience significant deficits

in processing the binaural cues of Interaural Time Differences (ITD) and Interaural Level

Differences (ILD). [103]. These cues are discussed in detail in Chapter 3. This impairment

in decoding the binaural cues essential to localisation across the horizontal plane would

therefore suggest poor sound localisation. Furthermore, impaired sensitivity to ITD and

ILD cues are also consistent with malformations in the medial superior olive [110], [111].

Despite these findings, Visser et al [112] found sound localisation was not impaired in

autistic participants along the horizontal plane, however they did perform significantly

worse than TD controls in vertical localisation.

2.2.4 Orientation towards speech stimuli

During typical development, an infant of 6-weeks can display a significant sensitivity to

social stimuli, with particular focus to the features of the human face and speech [113],
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[114]. Autistic children on the other hand have been reported to display atypical cortical

responses to synthetic speech-like stimuli, culminating in reduced involuntary attention

to social auditory events [115]. These early limited reactions to social stimuli represent

the core social impairments in the earliest and most basic form and have negative impacts

on future social and communication development [116]. Soskey et al. [117] found that

compared to TD controls, autistic children showed a significant impairment in attending

to sounds, in particular speech sounds.

2.3 Auditory Hypersensitivity

Atypical responses to sensory stimulation have been documented in autistic people since

its original descriptions in the 1940s by Kanner [118] and Asperger [119], with particular

prevalence being exhibited within the auditory domain [5], [120]–[123]. Often, autistic

individuals can display negative emotional or extreme behavioural responses when in the

presence of everyday environmental sounds such as vocalisations or self injury through

hitting the ears[7]. These reactions to perceptually averse auditory stimuli will have

an impact upon the daily lives of the individual, resulting in activity limitations and

participation restrictions brought on by sound avoidance behaviours [6]. However, despite

the extensive literature that reports these atypical reactions to sound there has been debate

over the underlying causes, with both physiological and psycho-emotional investigations.

Auditory hypersensitivity has been the focus of much research aiming to detect some

physiological evidence that could demonstrate a difference in auditory processing between

autistic people and their NT peers. This has been investigated by measuring auditory

thresholds as a means of searching for evidence that supports oversensitive hearing. Au-

diology examinations conducted by Tharpe et al [124] of a group of 22 autistic children

demonstrated no differences in auditory brainstem responses, distortion product otoa-

coustic emissions, or acoustic reflex when compared to NT controls. These findings were

also supported by Gravel et al [125] who reported no significant differences in auditory

thresholds between 37 autistic and control participants. Interestingly, parental reports

noted that 6 of the autistic children experienced hypersensitivity to sounds.

Further studies have also tested the tolerance of those on the autistic spectrum towards

free-field warble tones. Gomes et al. [126], who investigated 46 autistic people, found
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that only 2 of the 11 participants clinically diagnosed with auditory hypersensitivity

displayed negative behaviours towards auditory test stimuli rendered at 90dB and playing

between between frequencies of 500Hz to 6000Hz. Suggesting that auditory hypersensitivity

behaviours are not the result of the auditory pathway. More recently, an investigation

involving 50 autistic children and auditory hypersensitivity measured tolerance of warble

tones presented at varying loudness levels [127]. When compared to NT controls, there

were no significant differences in the tolerance of sounds up to 100 dBHL, with 68% of

the autistic participants being able to tolerate sounds at 110 dBHL. Furthermore, rather

than an all-inclusive response to sounds of a particular intensity or frequency, empirical

evidence also reports that negative behaviours are activated by specific sounds [6], [7], [65],

[128]. With this in mind, researchers have suggested that rather than an auditory based

problem, adverse reactions may be a psycho-emotional response caused by impairments in

the limbic system [126]–[128]. A mechanism referred to as phonophobia [129].

Phonophobia is described as a pathological fear of a sound [130]. This manifests as an

abnormally strong activation within the limbic system without a parallel activation of the

auditory system, caused by atypical connections between the two mechanisms. An individual

who is displaying phonophobia will exhibit strong sound avoidance behaviours in response

to specific auditory stimuli [129]. This can also commonly be experienced by younger

NT children, who’s overactive auditory system alongside an absence of understanding

of the experience can activate the limbic and autonomic nervous systems, resulting in a

maladaptive fight or flight response [121], [131], [132]. However, whilst this commonly

subsides in NT children by early school age, it can persist in autistic people until adulthood

[65].

Reactions to auditory stimuli within the limbic system have been ascribed to the non-

classical auditory pathway, otherwise called polysensory, non-specific or extralemniscal

pathways [133]. Rather than transmitting sensory information from the cochlea to the au-

ditory cortex via the inferior colliculus, resulting in highly processed information controlled

by intrinsic brain activity. The non-classical pathway diverts non-processed information at

the level of the lateral lemniscus towards the thalamus, which is linked to the auditory

association cortex. These association areas of the brain project to the limbic system,

including the amygdala, which is involved with emotional memories and responsiveness.
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Figure 2.1: Diagram of the non-classical auditory pathways, showing communication
across the pathways between the auditory system, limbic system and to the auditory

cortex. Diagram adapted from [134].

Furthermore, the non-classical pathway also receives information from the somoatosensory

systems [134], [135].

A study by Moller and Rollins [136], investigated the link between the somatosensory

systems and the non classical pathway. An increased perception of loudness could be
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induced through electrical stimulation of the median nerve only in NT children up to the

age of 8 years old. After this age it was concluded that the classical auditory pathway takes

over. In further research, Moller et al [133] discovered that the same increased perception

of loudness was identified in autistic adults up to 38-years-old. This was recently supported

by a magnetic brain imaging study by Shen et al [137], which found abnormal amygdala

connectivity resulting in sensory hypersensitivity.

An atypical reaction to particular stimuli may also be due to a reduced top-down control

of the amygdala from the prefrontal cortex and the hippocampus, which has been linked

to anxiety-related disorders such as Post-Traumatic Stress Disorder (PTSD) and social

anxiety disorder [138]. Neurological studies have reported evidence of reduced reciprocal

connectivity between the pre-frontal cortex and the limbic system in autistic people. This

lack of cortical interaction could therefore impair complex information processing from

emotional systems, resulting in impairments in emotional regulation [139]–[142]. Further

to this, problematic emotional responses to stimuli and situations are well documented in

autism research with empirical evidence reporting reduced emotional functioning [143]–[147].

By taking this into consideration, Stiegler et al [6] suggests that auditory hypersensitivity

could be caused by misophonia. A sound processing impairment in which common sounds

can trigger strong negative emotions such as anxiety or anger, not necessarily a phobic

reaction [148]. If an autistic person is angered or annoyed by a sound, an intense or extreme

emotional reaction could be misinterpreted as dysfunctional auditory pathway.

2.4 Therapy techniques for auditory hypersensitivity

The literature presented in Section 2.3 indicates that rather than physiological differences in

the auditory system, auditory hypersensitivity displayed by those on the autistic spectrum

is a psycho-emotional response to sounds. If left untreated individuals will continue to

display negative emotional reactions and sound avoidance behaviours which can have

a significant effect on the quality of life of themselves and family [7]. Therefore, it is

suggested that early interventions are crucial in order to reduce any impact [6]. Intervention

methods for addressing auditory hypersensitivity are varied in approach and background,

mirroring the mixed views of possible causes. However, the most successful approaches
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aim to habituate an individual to sounds that would normally be considered abhorrent.

This section will discuss the varying approaches to therapy for this issue.

2.4.1 Ear protection and noise cancelling headphones

For autistic children who experience auditory hypersensitivity one suggested intervention

involves sound isolation using ear protection or noise cancelling headphones [149]. By

reducing the level of auditory stimulation experienced by the user, this intervention could

be an effective temporary approach to managing problematic auditory stimuli in everyday

situations [149]. There is however, a lack of research examining the degree to which ear

protection can reduce the associative behaviours of auditory hypersensitivity. A study by

Ikuta et al [150] included 17 autistic children who exhibited auditory hypersensitivity and

associated negative behaviours. The investigation was comprised of two sequenced two week

test periods in which subjects would wear PELTOR Optime 1 Earmuffs followed by SONY

Digital MDR-NC500D Noise Cancelling Headphones. All participants were permitted to

choose to wear ear protection either full time or part time. In order to evaluate any changes

in behaviour resulting from either form of ear protection, Goal Attainment Scaling (GAS)

was used. GAS is a standardised means of assessing functional goal attainment of a patient

over a certain period of time [151], and has been used to evaluate a number of sensory

interventions for children with autism [4]. A rating scale of -2 to +2 is used to rate goal

achievement. Zero represents no change in performance, with negative numbers given for

less-than-expected outcomes, and positive representing greater-than-expected outcomes

[152].

In the case of the study conducted by Ikuta et al [150], GAS scores were taken to gauge a

child’s reaction to auditory stimuli during the baseline control period, with comparative

measurements recorded throughout both ear protection periods. For noise cancelling head-

phones, results showed no significant differences in auditory reactive behaviour. However,

GAS T-scores taken during the earmuff use showed a reduction in behavioural problems

related to sound hypersensitivity. These results are to be expected, the earmuffs used in

this experiment are manufactured for industrial purpose and attenuate frequency content

across the spectrum (see Table 2.1). Therefore, by considerably reducing the volume of

environmental auditory stimuli, an individual will not experience sounds that they find
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Table 2.1: Attenuation Values of 3M PELTOR Optime 1 Earmuffs 3m.

Frequency (Hz) 63 125 250 500 1000 2000 4000 8000

Mean Attenuation (dB) 14.1 11.6 18.7 27.5 32.9 33.6 36.1 35.8

intolerable. This will provide an effective and immediate intervention for individuals with

serious cases of auditory hypersensitivity.

In more recent research, Pfeiffer et al [153] investigated the use of noise cancelling head-

phones in reducing skin conductance levels and frequency of non-specific conductance

response as a result of high levels of hypersensitivities to sound. A small group of autistic

participants wore both in-ear and over-ear noise cancelling headphones over an experimental

period integrated into their everyday lives. Results from the study indicated that both

in-ear and over-ear equipment led to a significant decrease in anxiety related physiological

responses when presented with problematic auditory stimuli. However, the use of sound iso-

lators and noise cancelling headphones should be carefully considered when recommending

them for individuals with hypersensitivity. By creating a blanket attenuation of environ-

mental sounds, important speech sounds are also affected. As discussed in Section 2.2,

autistic individuals have difficulties in processing speech, especially in noisy environments

[83]. Ear protection presents an additional obstacle to verbal communication, and could

in consequence contribute to social and communicative impairments. Furthermore, it

has been warned that ear protection should be considered a temporary intervention, as

overuse has been found to increase auditory hypersensitivity by decreasing opportunities

for habituation [6], [129].

2.4.2 Auditory integration therapy

Although there is increasing research in both neurological and psychology literature that

supports emotional neural mechanisms being involved in oversensitivity to sounds, the

topic still remains unclear and greater understanding is needed. However, interventions

based upon possible physiological malformations present in the autistic auditory canal

exist. Auditory Integration Training (AIT), a therapy first developed by Berard in 1982

[154], is built upon the theory that individuals have a more acute perception of particular

frequencies over others, associating the distortions in hearing with cognitive and behavioural

problems in autism, dyslexia and depression. The intervention begins with an audiogram
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which identifies the certain frequencies that elicit atypical reactions. These results are

used to psychoacoustically modify classical music, filtering out and removing problematic

frequencies. Music is usually listened to over headphones during two half-hour daily

sessions over 10 days [155]. During this time, the audio filtering is used to dampen the

peak frequencies that the individual is hypersensitive too. Presenting modulated sound

that aims to re-educate the hearing system by comprehensively “massaging” the ossicles,

eardrum and cochlea [154]. Therefore, correcting any hypothesised distortions in the

auditory canal [154]. AIT has gained support in literature [5], [121], [156], however these

results are either anecdotal or from small sample groups. In contrast there is evidence

from controlled randomised trials [157], [158] and a systematic review [6] that AIT is

an ineffective intervention for auditory hypersensitivity within the autistic population.

Due to this, it remains unsupported by key organisations such the American Academy

of Audiology, the American Speech-Language-Hearing Association, and the American

Academy of Paediatrics, who have categorised AIT as a investigational non evidence-based

technique [6].

2.4.3 Cognitive behavioural therapy

With evidence suggesting that auditory hypersensitivity within the ASD population is

caused by pycho-emotional problems rather than specific physiological manifestations

within the auditory system, interventions have been developed which focus on the neural

mechanisms involved with emotional processing, emotional memory and emotional reactions.

Techniques such as systematic desensitisation can reduce pathological fear and its related

emotions by exposing the patient to the feared or conditioned stimulus whilst in the presence

of relaxation or play activity. However, this does not alter any existing pathological

structures, rather it forms completely new and competing structures that contain no

pathological associations [159], [160].

This approach has been demonstrated to reduce fear in children with ASD who have

specific phobias such as eating, dogs and visits to the dentist [161]–[163]. Importantly,

desensitisation has been used to treat the hypersensitivity of autistic children to specific

environmental auditory stimuli. An early example of which is a study by Jackson & King

[71] in which a desensitisation process combined with positive reinforcement was used to
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reduce phobic responses to the sound of a toilet flushing in a 4-year-old autistic boy. An

In-Vivo exposure desensitisation technique was used in which the child would be tickled

under the arm during using the toilet and flushing. If no negative behaviours were displayed

the child would receive verbal praise and an edible. Following a 15 day program the phobic

reactions to the toilet flushing were eliminated, these results were maintained at three and

six month follow ups.

Another example of desensitisation successfully used to reduce auditory hypersensitivity in

autistic children was conducted by Koegal et al [7]. The investigation involved a small

group of three participants who exhibited extreme aversion to sounds including toilet

flushing, household appliances and animal noises. All displayed extreme behaviours such as

sound avoidance, covering the ears and screaming. The systematic desensitisation process

involved hierarchical exposure towards both real-world stimuli and sounds played through

speakers during play activities. At each stage of the intervention the sound source would

move closer to the child. After each hierarchical step was completed observers judged to see

if the child felt comfortable with the stimulus. When compared to baseline measurements

all participants showed a considerable decrease in anxiety levels and adverse reactions to

auditory stimuli following the intervention period. This resulted in the children being able

to tolerate the sounds and display some positive behaviours, for example laughing and

smiling. Another important outcome from this study is that the extinction of negative

behaviour was maintained at a 34 week follow-up measurement.

Passive music listening has also been used as a tool for auditory desensitisation for when

the conditioned stimulus is broader than a specific sound. In a study by Steigler and

Ruhlin [65], a 26 year old male diagnosed with autism presented hypersensitive symptoms

towards low pitched voices, describing hearing them as uncomfortable and having a similar

effect to fingernails on a chalkboard. As well as the apparent discomfort, the participant

also displayed a concomitant vocal disorder which manifested as a high vocal pitch, a

self-regulatory behaviour to avoid the lower frequencies of his own voice. For the first six

months of the intervention the subject listened to instrumental music he found enjoyable for

30-60 minutes per day. Bass frequencies were initially reduced to a just audible level before

being progressively increased across the subsequent weeks until reaching an amplitude

perceptually consistent with the middle and higher frequencies. However, for the second

six month period the music was substituted for recordings of thunder storms and male
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singing voices. This was due to the participant’s self-reported pessimism in relation to

the prognosis and treatment, resulting in him requesting a change of stimuli. Directly

following the intervention, the participant was able to lower the pitch of his own voice

as he became more comfortable with particular voices and musical notes. Unfortunately

these improvements were noted to be impermanent and failed to generalise beyond the

experimental conditions. The clinicians surmised that this was due to the participant’s

reluctance to accept prognosis and goals of the intervention, negatively impacting the

outcomes of the investigation.

Similar to the behavioural desensitisation techniques used in vivo exposure, sound-based

interventions use modified music and environmental sounds which have a limited relationship

to the autistic people, specific audio over-sensitivity. One particular intervention, The

Listening Program (TLP) [164], claims to lessen the negative hypersensitivity related

behaviours through psychoacoustically altered classical music via audio filtering, whilst

also delivering additional therapy to key functional impairments such as social-emotional

regulation, language, creativity and stress response [165], [166]. The individual therapy

sessions span a total of 20 weeks and require passive listening through specially designed

headphones that allow bone conduction. The modulation of low (0 - 750 Hz), mid-range

(750-4000 Hz) and high sound wave frequencies (4000 - 8000 Hz), gradually exposes and

habituates participants to frequencies that they may find abhorrent [167]. Although there is

reported success of the TLP in peer-reviewed articles [168], [169], the study groups remain

small. Gee at al. [167] conducted a case control study with three autistic children aged 5-10

years old who exhibited sound hypersensitivity, in order to report any improvements in

behaviour and sensory tolerance following the TLP intervention. Each participant listened

to 15 minute sessions of the modulated classical music twice a day, five days per week for ten

weeks. Measurements taken included the SenSOR scale which rates the over-responsivness

of a child to auditory, tactile, vestibular, visual, proprioceptive and gustatory stimuli [170].

As well as improvements on the SenSOR scale for all three case studies, results showed a

reduction in sensory processing difficulties and negative self-regulatory behaviours [167].

Innovative multi-modal user interfaces are also offering treatment for sensory processing

disorders via Sensory Integration Therapy (SIT). Through play and sensory rich activities,

SIT increases the child’s ability to integrate sensory information resulting in more adaptive

and organised responses to stimuli and environmental challenges [171], [172]. Traditionally
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SIT takes part in clinic settings such as a specially designed Snoezelen, multi-sensory

environments are physical spaces which house a variety of tools to deliver audio, visual and

tactile stimuli such as ball pits and fibre optics string [173]. However, tangible multi-modal

interfaces are enhancing musical and sound therapies by augmenting sensory integration

therapy through providing added visual and auditory stimuli [174]. SensoryPaint [175], an

interactive painting tool, administers a multi-sensory experience by allowing users to freely

paint digital artwork on a projected surface with complementary sounds which react with

the user’s movement. The system was evaluated within a laboratory setting with a total

of 15 autistic children aged between 10 and 14, with intervention spanning five sessions

lasting a maximum of 20 minutes. Results reported improvements in socialisation, motor

functions and engagement. Additionally, parents and therapists reported positive impacts

in how children reacted to not only auditory inputs, but also visual and somatosensory

stimuli.

The previous sections have explored the atypical processing of sound experience by people

of the autistic spectrum, with particular focus upon auditory hypersensitivity. Although

the cause of negative responses to specific environmental sounds is not fully understood, it

is believed that auditory hypersensitivity is rooted in psycho-emotional reactions to sound

[127]. Therefore it is believed that the most effective approach is to utilise CBT with the

goal of habituation [7]. The following sections will explore how interactive technologies can

assist in delivering such interventions, creating engaging therapy environments for autistic

young people.

2.5 Computer assisted cognitive behavioural therapy for ASD

Since the early 2000s there has been an exponential growth in the use of Computer Assisted

Interventions (CAI) supporting research and the development of children with ASD in

social, communicative, language, and educational domains [176], [177]. This has in part

been due to technological developments in computer based multimedia technology such

as mobile devices and motion capture sensors (e.g. Microsoft Kinect), which has brought

advanced and novel approaches to computer interaction into the public domain, moving

far beyond the traditional desktop computer.
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For an autistic individual that might find the world confusing and unpredictable, computers

are free from social constraints and provide an experience that delivers consistent and

predictable responses that contribute to maintain interest and increase motivation levels

in autistic children [178]. In addition, CAIs can construct a safe environment through

graphically displayed cues that promote multi-sensory exploration, which can be modified

and personalised to maximise experience towards the individual’s specific needs [176], [179].

Finally, computer based environments have been shown to reduce anxiety for autistic

people by limiting the multi-sensory distractions that occur in the real world, increasing

independence, social interaction and enjoyment [180].

Most existing technology developed for autistic children is a combination of game play and

an intervention framework [181]–[183]. For neurotypical children, play activities form an

important part in language and social development. But for autistic children, play is heavily

affected by cognitive and emotional impairments, thus limiting its associated learning

processes [184]. Through technology-driven therapies which offer new forms of interaction

via motion capture, children on the autistic spectrum can explore the relationship between

physical activities and cognitive mechanisms which stem from sensorimotor interactions

with a physical environment [185]. These exploratory interventions have had reported

success in helping autistic children learn social cues [186], learn real world scenarios (e.g.

crossing the street) [187] and aid in motor skill development [188]. However, there are

limited investigations into computer technology’s application to CBT for autism.

There is extensive literature that supports the use of CBT as an effective intervention to

reduce anxieties in autism [22]. However, there are arguments based on the core symptoms

of autism that would suggest that traditional CBT techniques are not appropriate for

individuals within this population. Firstly, CBT sessions often involve face-to-face verbal

exchanges. These aim to teach the child to not only become knowingly aware of their

pathological associations with a conditioned stimulus, but also challenges them to develop

new positive associations [189]. This would be challenging for a child with cognitive and

social impairments, resulting in diminished motivation and engagement in traditional CBT

[190]. Secondly, CBT techniques that use imaginal exposure are not contextualised and

do not fully characterise the medium in which the patient experiences their anxiety. This

is also problematic for ASD, as they need frequent practice and contextualised exposure

to increase chances of real life generalisation [191]. Another important consideration of



Chapter 2. Literature Review 44

Table 2.2: Benefits of computers as tools in psychotherapy [194].

Computers in psychotherapy:

Reduced cost of treatment
Improve access to psychotherapy
Promote engagement in the therapy process
Give systematic feedback to user
Promote self-monitoring
Rehearse coping skills
Encourage self-help
Provide psychoeducation
Store, analyse, and display data
Provide built-in outcome measures
Function reliably without fatigue

current CBT is a lack of accessibility. A recent systematic review by Ince et al. [192] has

noted that the rates of implementation for cognitive behavioural therapy are below the

recommended levels for the United Kingdom. This gap in delivering successful mental

health interventions has stemmed from a number of influences including, lack of resources,

limited dedicated therapy time, and a lack of specialist training [193].

Computer technology can offer new approaches to therapy and provide solutions to

barriers associated with the provision of mental health care. By addressing these possible

impairments, computer based therapies could therefore increase the amount of patients

gaining access to successful treatment. However, the reasoning for computer assisted

therapy extends further than positive impacts on health care resources and accessibility

(see Table 2.2).

The present chapter will discuss two approaches to providing computer driven CBT to

autistic people, VR and serious games, and provide examples of existing interventions that

target auditory hypersensitivity. It will be argued that the current technological state of

these computerised interventions could administer a realistic, engaging, safe and repeatable

intervention, that is both accessible and cost effective.

2.5.1 Serious games

Unlike conventional computer games which are developed for the purpose of entertainment,

serious games are designed with integrated educational goals delivered through in-game
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mechanics that are proven to support knowledge acquisition and support generalisation

of skills [75]. By adopting traditional computer game motivational features such as point

rewards and progression systems, they can encourage learning of target skills that the

user can either find difficult or unrewarding [195] (eg. tackling medication adherence in

adolescents with cancer through behavioural training [76]). In addition to making use of

the fundamentals of video game design to produce an immersive and entertaining learning

environment, in-game features are also based upon empirical research that recommends

that learning outcomes are best achieved when they take place in a context relevant to the

user[196], [197].

Table 2.3: Differences between entertainment games and serious games [198]

Serious Games Entertainment Games
Task vs. rich
experience

Problem solving in focus Rich experiences preferred

Focus
Defined learning
or theraputic outcomes

To have fun

Game Mechanics
Challenge may be limited
to maintain motivation

Winning and losing is part
of the experience

Virtual Environments Realistic virtual environments
Simplified, realistic or
hyper-realistic environments

Within treatment for autism, serious games have been shown to improve emotion and

facial recognition capabilities, language and social skills and teach literacy [199]–[201]. This

is in part due to a preference to technology based therapy within the ASD population.

Furthermore, the individualised virtual environment allows users to acquire new skills

and repeatedly practice them within a safe medium, away from the social and emotional

contexts they may find difficult [73], [202]. But before it is discussed how serious games

can be used in cognitive behaviour interventions for ASD, it is important to understand

what serious games are and how their unique design elements and game mechanisms can

be targeted to address key impairments within the autistic population.

Further to enhancing education frameworks, serious video games have had noted success in

providing an alternative approach to therapy. For example, Arshia et al. [203] developed a

computer game that uses digital story telling to teach autistic children how to use money

whilst simultaneously employing a therapy protocol to address social impairments. Another

game by Barajas et al. [204] combined both a 3D onscreen Graphical User Interface

(GUI), with a Tangible User Interface (TUI) consisting of Lego like blocks augmented

with electronic components. This created an interesting integration between the virtual
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and physical world and was designed to develop the social and cognitive skills of 9 autistic

children. The project was evaluated based on social interaction between participants

and compared the computer game with a non-computer game comprised of just the TUI.

Results showed that the computer based game encouraged more social interactions and

collaborative play. Furthermore, the interactivity and visual feedback of the GUI helped

the users follow instructions which significantly improved cognitive performance as opposed

to the non-computer game.

To date there is limited research investigating CBT interventions delivered through serious

games for autistic children. There is an ongoing study by Wijnhoven et al. [189] which

investigates the effects of an serious game named MindLight in decreasing clinical anxiety

symptoms in children with ASD, however, the results are not yet published. MindLight is

grounded in the principles of cognitive-behavioural therapy [205]. During play, users are

gradually exposed to ‘threatening’ cues through structured auditory and visual sensory

information, whilst certain game mechanics are based on Alpha and Beta brainwave

readings from an EEG-headset. These mechanics aim to teach participants to control

anxiety through focused relaxation and concentration.

An important therapy mechanism employed by MindLight is Attention Bias Modification

(ABM) [189]. This relatively new form of therapy is based on evidence that suggests

that individuals with an anxiety disorder have an implicit bias in attention towards a

stimulus that they experience as threatening [206], [207]. ABM therapy aims to correct

these cognitive biases towards threat related attention through computer based treatment.

This is achieved by directing attention away from threatening cues and focusing on the

positive features of the virtual environment or by performing tasks [208], [209]. This differs

from CBT which exposes patients to feared stimulus so that they can learn and understand

the feared stimulus as safe (see Section 2.4.3). As CBT and ABM target different cognitive

features of anxiety, it is believed that attention bias modification could augment existing

cognitive behavioural therapy frameworks [209].

In the case of MindLight, children focus attention on specially designed puzzles, learning

to concentrate and respond to positive stimuli. Therefore, distracting themselves from

negative stimuli. This is also scaffolded with CBT exposure techniques controlled by Alpha

waves. When the child repeatedly encounters threatening stimuli they learn to habituate
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themselves to them. The recorded Alpha waves are used to measure relaxation which

awards points and reduces the virtual threats.

At this time there is only one published study examining this area. Sinbad and the Magic

Cure [29] is a mobile game, in which during game play children were exposed to sounds

that were found to be particularly disturbing to those diagnosed with autism. Audio files

were chosen based on an auditory questionnaire completed by ten male children diagnosed

with ASD. The game was evaluated using a small cohort of 7 autistic participants aged

between 8-11 who experience hypersensitivity to sound. The intervention involved playing

the game over multiple sessions over a course of seven days, with their responsiveness to

the sounds measured daily through an auditory questionnaire. Although testing spanned

a shorter time than most desensitisation methods, the results showed that the children

started to develop a tolerance to the sounds. Despite its success there is no mention of

the extreme self regulatory behaviours that are associated with auditory hypersensitivity,

such as vocalisations or hitting the ears. Instead, a negative response was represented by a

series of graphical faces on a scale from angry to happy. This suggests that the participants

did not experience the same level of hypersensitivity as the subjects in the study by Koegal

et al [7]. Furthermore, unlike the sounds used by Koegal et al. and Steigler and Ruhlin

[65], the sounds are not specific to the individual and a more generalised stimulus would

possibly also yield results pointing towards an improved tolerance to the auditory stimulus.

Nonetheless, the evaluation of Sinbad and the Magic Cure does warrant future examination

into how serious computer games can be developed to tackle auditory hypersensitivity.

2.5.2 Virtual Reality

VR is accurately described as a ”computer-mediated simulation that is three-dimensional,

multi-sensory, and interactive, so that the user’s experience is “as if” they are inhabiting

and acting within an external environment” [35]. In terms of technology the modes in

which VR can be delivered are broad, using Collaborative Virtual Environment (CVE),

HMDs or desktop computer displays. All of which aim to create an accurate simulation

of the physical world in order to promote sensory and behavioural responses comparable

to that of real-world experiences [210]. Outside of the realms of entertainment, this has

therefore given rise to a wide range of applications for psychological interventions including
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eating disorders [211], attention-deficit disorders[212], specific phobias [213] and autism

[214].

VR has been an active area of research in the development of interventions for the autistic

population for over two decades. Empirical studies have recognised VR as an important

therapy tool for addressing the core symptoms associated with ASD such as difficulties in

social interaction [215] and communication [216]. In addition, the dynamic and controllable

environments have been utilised for educational and training practices such as disaster

awareness [28], driving [217] and independent functioning [218] training to take place for

autistic individuals.

Early work conducted by Strickland [80] in 1996 suggested key aspects of this technology

which can be applied to effective and engaging therapeutic solutions for both autistic

children and adults, and despite extensive advancements in how VR is delivered these

can still be applicative to contemporary research practices. Firstly, many autistic people

respond to and enjoy using VR technology [219]. This translates to users actively engaging

with interventions, with the enjoyment providing motivation to progress with the therapy

program [220]. Secondly, virtual environments provide an experience with consistent and

predictable interactions and responses [190]. This can be in the form of limiting social

and communication pressures that can often cause anxiety in real world situations [178].

Furthermore, people on the autistic spectrum can frequently experience complications

in processing sensory information, with particular prevalence in the auditory and visual

domains. This atypical sensory receptiveness can often be a catalyst for a deterioration in

behaviour observed as aggressive or autonomic fear responses [6]. VR can control all audio

and visual stimuli that are encountered during an intervention session, simplifying complex

sensory arrays and thus reducing the elicitation of anxiety [80], [180]. The control of VEs

and interactions within them can also construct important opportunities for individualised

treatment [80]. Re-adjusting the sensory and learning parameters of the intervention to

compensate for the complex needs of the individual [219]. Finally, VR technology can

replicate realistic representations of real-world situations in which participants can learn

and practice new behaviours and real-life skills. The increased feeling of presence and

ecological validity as a result of this realism can have a positive impact on the generalisation

of newly acquired skills from the virtual intervention to their real-world applications [219].

However, the visual experience of the user is often the focus of research when investigating
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VR interventions for autism. Although what the user sees can increase generalisation

via realistic visual similarities with the real world, the sense of realism is reliant on the

extent and fidelity of the VR technology delivering the multi-sensory stimuli to the user,

including audio.

Similar to serious games, VR has the facility to control audio and visual stimuli and deliver

a consistent error free learning environment [221]. However, a significant difference between

VR and serious games is its specific ability to deliver immersive three-dimensional virtual

surroundings based on either real life or simulated environments. These realistic VEs can

be interpreted by young autistic people as real, making decisions based on the similarity

between the virtual and real world. This rationalisation is further demonstrated in studies

that observe generalisation of skills and information learned with VEs to real world context

[222]–[224].

2.5.3 Virtual Reality Exposure Therapy

Outside of autism research, there is extensive literature that supports the use of VR as a

tool for delivering exposure based therapy for phobias treatments such as fear of heights

[31], agoraphobia [32], and combat-related post traumatic stress disorder [33]. Virtual

Reality Exposure Therapy (VRET), sometimes known as In-Virtuo Exposure, makes the

most of the technology outlined above to provide precise and safe control over the feared

stimulus or situation. One notable example would be in the treatment of a fear of heights,

in which a therapist can place the user at different heights whilst removing any chance of

them falling. In addition, the same situation can be repeated, offering multiple chances to

practise until any avoidance behaviour has become extinct.

VRET relies upon the assumption that virtual environments are able to evoke feelings of

anxiety and in turn, through graded exposure, provide the opportunity for the patient

to become habituated towards a feared stimulus [225]. This approach to CBT provides a

viable alternative to In-Vivo exposure exposure therapy, but with the added benefits of

computer driven technology outlined in Table 2.2. In addition, a meta analysis review by

Powers et al [226]. which included studies on specific phobias, PTSD, and social and panic

disorder, concluded In-Vivo exposure exposure interventions were not significantly more

effective than VRET.
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One crucial advantage to using VR technology such as HMDs of CVEs, is the high levels of

presence felt by the user. Presence, defined as a psychological state or subjective perception

of a mediated environment as real [72], is regarded as the mechanism responsible for

eliciting emotions such as anxiety in response to a virtual stimulus [213], [227], [228].

For the most part, an individual is able to correctly identify when they are using VR

technology. Yet presence caused by immersion will cause them to overlook the knowledge

that technology is involved with the experience [229]. There is however, contradicting

results in studies investigating the relationship between presence and emotions. Some

literature has observed a significant positive correlation [228], [230], whilst some have

found a negative correlation [231], [232]. Ling et al.’s meta analysis [233] which identified

33 studies, explored the relationship between self reported presence and anxiety within

immersive virtual environments. They concluded a positive interrelation between presence

experienced within VR and anxiety. In addition, it was found that particular phobias were

affected more than others, such as fear of animals and flying. However, the relationship was

not as significant in social anxiety disorders. It is important to note that these investigations

into presence in VR involved neurotypical study groups. Despite the recognition of VR

in the treatment and education of ASD, there is surprisingly limited studies that explore

presence in virtual environments in autism. Investigations conducted by Wallace et al have

compared self-reported presence between IQ and age-matched autistic and TD participants,

and found no significant differences in reported feelings of spatial presence and ecological

validity [234], [235]. These results are important as they show that young autistic people

feel spatially present within virtual environments and will engage with what they believe

is a realistic experience [235]. In addition, Newbutt et al [219] investigated the sense of

presence felt in VR in a group of autistic adults whilst wearing a head-mounted display.

Observations from this study recorded high levels of self-reported presence, with the

authors suggesting this led to the participants having virtual experiences close to those

in the real world. Taking these studies into account, it could be considered that VR

exposure interventions will have similar levels of success for both autistic people and their

neuro-typical peers.

Maskey et al. [34] developed a treatment for phobias in autistic children that combined

VR environments and CBT. Unlike the research previously mentioned which used HMDs,

this project made use of an immersive environment named The Blue Room, comprised of
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4.1 surround sound and visual images projected over walls and ceilings of a 360 degree

seamless screened room. This allowed the participants to freely move and interact with

the therapy session. An initial study in 2014 included nine male autistic participants aged

7–13 years old, each with a specific phobia such as shopping, pigeons or busy roads. Each

participant received four 20–30 minute sessions within the virtual environment in which

a therapist would gradually increase exposure to the virtual representation of the feared

stimulus. For example, treatment for the shopping experience phobia revolved around

increasing the length of the verbal exchange with the virtual shopping assistant. However,

this increase would only occur at a rate in which the child could remain relaxed and

comfortable. The children were encouraged to use breathing and stretching exercises as

a method of negating any feelings of anxiety associated with their specific phobia. After

each session the therapist and parent would then discuss any progress made, and based on

this goals would be set that would aim to gradually increase exposure to the specific fear

in real world contexts.

Figure 2.2: Young person with ASD and therapist in the Blue Room [34].

Throughout the evaluation of the The Blue Room participant anxiety was measured using

the Spence Children’s Anxiety Scale-parent (SCAS–P) version and child version (SCAS-

C). Questionnaires that were developed as a means to assess the anxiety symptoms in

neurotypical children [236]. Measurements recorded how the autistic children reacted to

feared stimulus pre-treatment and at regular intervals post-treatment up to 12–16 months.

Seven out of the nine children showed improvements of confidence in approaching the
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target phobia (both virtually and in real life) by the end of the fourth session. However,

the more significant results arose from SCAS scores taken from the 12–16 month post

treatment assessments. These results indicated that the majority of participants had

the functional ability to cope with previously feared situations or stimuli [34]. The same

system was evaluated in a randomised control trial in 2019 [237], which involved 32 autistic

young people. Results showed that the treatment group displayed statistically significant

improvement on target behaviour ratings when comparing baseline measurements to both

the two-week and 6-month follow up sessions. In addition, one-third of the group generalised

their confidence in dealing with their specific phobia to real-world contexts.

At this time there is limited literature that explores VRET for reducing phobias using

HMD technology within the autistic population. An interesting study conducted by Meindl

et al [238] aimed to use VR to reduce extreme aversion to blood taking in a 26-year-old

autistic male. Prior to the investigation, needle based blood draws required the participant

to be physically restrained by five or more adults. The presented intervention was delivered

using a low-cost HMD mounted onto a mobile phone, during the experimental sessions the

participant was shown a 360◦ point of view video capture of his father completing a blood

draw procedure. Following the experimental period the participant could successfully have

blood taken, with this generalised behaviour being maintained at the 1-month follow up

session. Although not used to target a specific phobia, the same low-cost technology has

been used to expose autistic children to virtual airport environments in order to reduce

associated negative and disruptive behaviours [239]. The small group study showed that

after three VR sessions and one In-Vivo exposure airport session, participants showed an

improvement in behaviours based on pre-post measurements of parental questionnaires

and clinical observations.

2.6 Discussion

The complexity of autism means that alongside core impairments, those diagnosed with the

disorder can often display extreme and adverse reactions to sensory stimuli, particularly

sound [1]. There is still debate over the potential reasons behind auditory hypersensitivity

in ASD, with research presenting evidence for either problems within the auditory system

[240] or an emotional based response [134]. The auditory system processes the frequency,
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intensity and temporal properties of sound. Therefore if hypersensitivity is based on a

dysfunctional auditory system, autistic people would react to all loud sounds. Research by

Lucker [128] has found this not to be the case. In fact, literature provided in this chapter

suggests that adverse reactions to particular sounds are based on negative emotional

associations. Moreover, atypical neural connections between the auditory system and

limbic system can contribute further to negative emotional reactions [134].

The evaluation of therapy techniques is also helpful when considering the underlying roots

of hypersensitivity to sound. Auditory Integration Therapy [156] which aims to address

potential malformations in the auditory system by massaging the ossicles, eardrum and

cochlea has been observed as an ineffective intervention for sound sensitivity. However,

successful treatments aim to alter the negative associations with a particular sound in the

hope of creating a more neutral or positive response. A reduction in fear based responses

can be achieved with cognitive behavioural therapy sessions that desensitise the individual

through systematic exposure to problematic sounds during positive experiences such as

play [7], [65].

Early intervention is necessary in order to take advantage of brain plasticity [12]. However,

it has been suggested that autistic people may not respond positively to traditional CBT

techniques. It is believed that impaired social, communication and cognitive abilities

may have negative effects on how an individual would knowingly become aware of their

pathological associations and then challenge them to form new positive relationships. These

difficulties may result in a decrease in engagement and a lack of motivation for therapy

[189].

Computer assisted CBT in the form of serious games or VR have had positive results in

addressing anxiety and phobias within the autistic population. Applications such as Mind

Light [189] and The Blue Room [34] provide an engaging, safe and consistent environment

in which users can practise newly acquired skills at a pace specific to their own complex

needs. Furthermore, realistic interactive virtual environments contextualise exposure to

stimuli which increase the chances of generalised habituation to post clinic situations [189].

When evaluating systematic computer driven desensitisation for audio hypersensitivity such

as Sinbad and the Magic Cure [74], it is apparent that there is a lack of contextualised ex-

posure, with negative sounds being triggered during a platformer game. Sound experienced
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in everyday life is often dynamic, moving between varying locations of the environment

and frequently occurring without its visual counterpart [241]. Headphone based 3D audio

(see Chapter 3) is a rendering technique capable of recreating a listening experience closest

to what is experienced in real life. It simulates the psychoacoustic properties of sound

wave propagation into the ear, resulting in the sound source location appearing outside

the observer’s head across the horizontal and vertical planes [242].

A combination of serious game driven CBT and realistic soundscapes created by spatial

audio production techniques could be a viable solution to sound hypersensitivity interven-

tions. Firstly, much like their NT peers, people on the autistic spectrum enjoy playing

computer games. Creating a fun and interactive environment would have a positive impact

on engagement and motivation [199]. Secondly, by introducing therapy mechanisms such

as attention bias modification, an individual can learn to become habituated to an adverse

sound by focusing attention on more positive aspects of the environment [189]. Finally, the

sense of presence and immersion experienced in VR aid in provoking the feelings of anxiety

necessary for successful VRET [213]. Although there is a small amount of literature that

links spatial audio to the provocation of fear responses [243], [244], there are investigations

supporting its influence on presence [241], [245], [246]. This warrants future examination

into the application of spatial audio used to tackle auditory hypersensitivity for autistic

people.

2.6.1 Additional research considerations

A number of additional research suggestions can be taken from the evidence provided in

this review. Firstly, there is a strong need for investigations into new therapy technologies

which are based on larger and more representative participant samples. The majority of

studies in this chapter are centred around either small groups or case studies. This may

be due to a lack of viable participants who meet the research criteria or lack of facilities.

However, developments in consumer technology and the potential for strategies to be

embedded in the child’s natural environment, could possibly open up research to a much

larger population. This could also present the opportunity to examine the effects of specific

design features via randomised control group comparisons. By conducting these studies

there is the opportunity to reach an optimal calibration in not only technology but also

intervention protocols.
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With the dynamic development of new consumer VR technology there should be continued

research into any possible applications for CBT therapy for not only autistic people but

also the wider profound and multiple learning difficulties population. By investigating

key design features, clinicians and researchers can design and make critical suggestions

for future systems and integrated frameworks. The inclusion of new technology in ASD

interventions will require a level of technical or programming expertise that clinicians

may not possess. With this in mind, collaborative and multidisciplinary research between

engineers, programmers and clinicians is essential in developing or modifying therapy tools.

An inclusive and collaborative design process should not be limited to clinicians and

engineers. A Participatory Design (PD) process that includes children with physical or

mental impairments can provide a greater understanding and insight into their complex

needs and preferences [247]. Commonly, children’s contributions are limited to aesthetics or

small non-therapeutic aspects of an intervention [248]. However, projects such as Lands of

Fog [249] aim to provide a deeper influence on its design elements and mechanics through

PD. Five sessions were conducted in which autistic children provided ideas which aided in

the design of visuals, game mechanics and interactive content. This provides researchers

and developers outside of the field of autism research to gain a valuable insight and make

informed decisions that can strengthen the new technology as an intervention tool [250].

Furthermore, taking part in participatory design sessions provides autistic children an

enriching and empowering experience as they have the opportunity to develop social and

communication skills [251]. With this is mind, there is a number of researchers that believe

that participatory design is essential to developing multi-disciplinary technology based

projects for autistic people [250]–[255].

Frauenberger et al [251] involved a cohort of autistic children is the design process of

ECHOES, a digital learning environment that targets social skills in autistic children.

Following sessions with the ECHOES system, an annotation overlay was added to the

screen that permitted the child to draw, write and place faces with different emotions

on different aspects of the environment. Following this, researchers would ask high

level questions regarding specific features of the virtual environment. Magkafa et al

[256] extended participatory design to include autistic children in multiple stages of the

development process of a museum based application. An initial discovery stage incorporated

multiple brainstorming sessions during which participants were encouraged to provide
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verbal feedback, produce low-fidelity drawing of prototypes and take part in brainstorming

sessions via drawing. The second PD stage centred around usability testing in order

to evaluate the children’s eagerness to engage with the application and its ease of use.

Following time with the software a qualitative questionnaire was used which implemented

a range of faces. This aided in bypassing any communication difficulties the participants

may have.

However, PD workshops with autistic children can often be a challenging task as they

require communication and social interactions. In addition, it is important to find the

correct balance between empowering children and overwhelming them with responsibility

[251]. Malinverni et al.[257] applied multi-modal evaluation of participatory design sessions

where children were asked to perform exploration and drawing activities whilst investigators

focused analysis of interactions based on gaze direction, position in the space, focus of

attention and the children’s drawings. Another possible challenge is to circumvent the

monotropic characteristics displayed by autistic children [258]. This may manifest in

participant’s focusing on the minor details of a project whilst missing the relevant design

decisions for that particular session [251]. In addition, this extends to autistic people

having very specific interests [1] which can cause strong bias towards some design aspects

of the project [251]. This matter could be avoided by focusing PD activities around highly

specified design choices [251].

Finally, generalisation and maintenance of new skills acquired through computer based

CBT remains under-explored. Within this review, only one study evaluated generalisation

after interventions [34]. This is a difficult area in therapeutic approaches for autism,

with many children showing improvements in the clinic environment but experiencing

difficulty in maintaining and applying the new skills to everyday situations [259]. Although

family-centred therapy is suggested to enhance generalisation [260], considerations need to

be made not only when designing new intervention programs but also assessing effectiveness

in the months following completion.

2.7 Summary

For autistic people who experience auditory hypersensitivity to specific environmental

sounds, everyday life can often be problematic and distressing. It is therefore important that
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effective, engaging and affordable interventions are developed that can alleviate negative

associations to particular sounds and reduce extreme adverse behaviours. This could not

only improve quality of life for the individual, but also make drastic improvements to

family life. This chapter has recommended a combination of serious game driven CBT

and three dimensional audio. This has the potential to create an engaging, controlled and

safe therapeutic environment in which users can be systematically exposed and eventually

become habituated to feared auditory stimuli. This review has already presented studies

that support realistic visual virtual environments employed in cognitive behavioural therapy

sessions.

Consumer VR technology can provide accessible interventions that can move away from the

clinic to the home, incorporating family members into therapy sessions. This allows them

to gain a better understanding of their child’s behaviour and specific needs, whilst also

building essential social and emotional relationships. It is important that research takes

advantage of new advances in interactive technology and adapts it to the requirements

of autistic children. This will deliver critical knowledge into the complex workings of the

autistic brain which will aid in the innovation of more efficient intervention tools and

frameworks. Furthermore, it will allow autistic children the opportunity to enjoy the same

enriched virtual experiences as their NT peers, creating enjoyment and empowerment.

It is important however, that collaborative research between clinicians and engineers

continues in order to investigate which design aspects are necessary in developing technology

driven interventions that are both useful and appealing to children on the autistic spectrum.

Autism is a complex neurological condition and occurs on a broad continuum of cognitive,

social and emotional capabilities. Autistic individuals may react differently to therapy on

a cognitive or social level, and the effectiveness of any intervention will be dependent on

the individual.



Chapter 3

The Fundamentals of Spatial

Audio Rendering

3.1 Introduction

Prior to investigating how binaural based spatial audio can be used as a tool for addressing

auditory hypersensitivity, it is important to first discuss the fundamentals of binaural

listening and spatial audio rendering. This chapter will first introduce the core principles

of how the human auditory system decodes binaural cues in order to accurately localise a

free field sound source within an environment. Following this, a description of the core

principles of binaural based Ambisonics will be presented, providing background knowledge

of how this spatial audio rendering technique can be used to simulate three-dimensional

sound fields. Finally, evidence will be provided which supports the use of spatial audio in

creating plausible virtual environments.

3.2 Binaural Hearing

The success of immersive 3D audio is heavily reliant upon the capability of reproducing

the human auditory system’s localisation cues within the digital realm [261]. This can

be accomplished via understanding the fundamental psychoacoustic principles of how a

sound wave diffracts and interacts with the head and pinnae, resulting in both temporal

58
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Figure 3.1: Image displaying sound pressure wave travelling from a source arriving at
the right ear before the left. Resulting in interaural time differences. Image adapted from

[265].

and amplitude changes as well as spectral cues created by pinnae filtering. It is these

alterations, which vary between our two ears, that enable the brain to decode acoustic

information to determine a source’s locality [262]. This section will explain the binaural

cues crucial to sound source localisation, and how they can be recorded as a Head Related

Transfer Function (HRTF) to be used to simulate binaural hearing over headphones.

3.2.1 Interaural Time Difference

Due to the physical separation between the two ears and the shape of the human head

and torso, a sound source that is not directly in-front or behind a listener will result in

sound waves arriving at one ear ahead of the other. These very small delays in sound,

which are at their most 0.65 msec, are known as ITD and are one of the two binaural cues

fundamental to interpreting a sound’s point in space along the horizontal plane (see Figure

3.1) [263], [264]. However, this hearing mechanism cannot accurately distinguish between

front and rear sources, or take into account elevation.

The simplest calculation of ITD is that the ears are separated by a distance, which is usually

considered approximately 18cm, and the delay is then derived by taking into account the

angle of incidence. Unfortunately this is inaccurate as it overlooks the extra distance by

the wave travelling around the head. Equation 3.1 is therefore the most precise method of

calculation as it incorporates this extended path, although it must assume that the head is

completely spherical [266].
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ITD =
r(θ + sin(θ))

c
(3.1)

r = half the distance between ears (m)

θ = angle of arrival of sound from median plane (radians)

c = speed of sound (ms−1)

Research by Zwislocki [267] in 1956 proved that there is a maximum frequency to which

ITD can be effective at source localisation (1.5 kHz), but this will decrease as the angle

from the median plane increases. This frequency threshold is due to the distance a sound

wave must travel in order to reach the furthest ear, causing the phase angle to differ

upon arrival. The corresponding angle being both the function of the wavelength and the

source positioning. For frequencies below 1.5kHz, the auditory system is sensitive to phase

differences between the sound reaching each ear. This is due to the difference in path

length between the sound source and the left and right ear. With frequencies below 1.5

kHz the wavelength is greater than the maximum difference in time, this phase difference

will therefore provide accurate location cues. Anything above 1.5 kHz causes problems

with localisation as the wavelength is similar to the temporal differences between the ears,

reducing the phase difference [264]. Further investigation by [268] in 1992, showed the

importance of low frequency ITD. Their experiments found that when they are present

they dominate over interaural level difference and spectral shape cues present in both

the low and higher frequencies. Consequently, when removed some localisation confusion

occurred.

3.2.2 Interaural Level Difference

ILD are the result of the interference of sounds waves by the head, pinnae and other parts

of the body such as the shoulders, these can both reflect and produce a shadowing effect.

This is influenced further by the lack of symmetry of the head. Much like ITD, when a

source moves away from the median plane, dissimilarities in sound intensity take place.

For the ear furthest from the source, this will mean a decrease in level [264], [266].
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Figure 3.2: Interaural Level Difference - Function of angle and frequency [266].

However, unlike ITD, location cues taken from ILD are most relevant towards the higher

end of the frequency spectrum, see Figure 3.2. Soundwaves with a length either equal to or

shorter than the size of a human head (18cm) are most effected by the acoustic shadowing.

This includes frequencies above 1.5 kHz. A lower frequency of 200 Hz has a wavelength

which is roughly nine times longer than the diameter of the head, allowing the waves to

travel around the head despite its azimuth. Shadowing is greater for a frequency of 10 kHz,

when compared to the size of the head as its wavelength is much smaller. This increased

shadowing effect therefore produces a greater difference in sound levels between the two

ears [264]. It is because of this that it may be considered that ILDs occurring in individual

frequency bands are more proficient at providing localisation cues rather than the overall

ILD, a product of a combined effort of both the head and the filtering properties of the

pinnae [263].

3.2.3 Spectral Cues

Up until the late 1960s, the pinna was not fully understood and regarded no further than

an imperceptible part of the body to hold glasses and hats [264]. It is now known that

it is much more important, providing localisation cues not only for the front and back,

but also the elevation of a source [264]. Audio with higher frequency content (above 5

kHz), interacts with the structure of the pinna which is constructed of a complex set of



Chapter 3. Spatial Audio 62

multifaceted ridges. Acoustic energy is distributed and consequently reflected causing

minute but significant delays. It is these delays that will deliver a comb filter effect to

sound entering the inner part of the ear, representing a three dimensional function of the

azimuth and elevation of the sound source [266], [269]. Another important point to consider

is that the perception of elevation is also frequency dependant, direct and reflective sound

waves become out of phase, this is due to the extra distance travelled by the reflections.

Studies conducted by [270] showed that when a sound is located to the front there is an

peak in amplitude at lower frequencies of 250-500 Hz and higher frequencies above 13 kHz.

This peak moves to 8 kHz when the sound travels overhead and when the source is behind,

the head peaks can be found at both 1.5 kHz and 10 kHz.

Figure 3.3: A digram to illustrate how sound from different positions interacts with the
pinnae, resulting in the spectral cues essential for vertical localisation. Image adapted

from [271].

A final note is that, in order to make full use of the frequency dependant elevation cues

there must be a sense of familiarity between the source and the listener. An acquaintance

with a sound allows them to compare the amplitudes of different frequencies with previously

experienced values. Past experiments have demonstrated that unfamiliar sound sources

are often perceived as coming from behind [264].
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3.2.4 Head-Related Transfer Function (HRTF)

Comprised of the interaural and spectral cues previously discussed, HRTF are the functions

of both frequency and position for both azimuth and elevation, containing direction-

dependent information on how a sound source positioned at a point in space reaches the

ear without environmental obstruction [272], [273]. From each position, a sound will be

subjected to distinct frequency dependant amplitude and time delay differences providing

unique binaural information that the brain can decode as a spatial cue [36]. However,

spectral shaping produced by the pinnae, torso and shoulders are individualised. Therefore

each HRTF will contain variances from listener to listener.

Figure 3.4: Neumann KU 100 binaural dummy head microphone, manufactured by
Neumann [274].

HRTF measurements are the Fourier transform of a Head Related Impulse Response

(HRIR), measuring phase shift and magnitude dependant on localisation cues mentioned in

sub-sections 3.2.2, 3.2.1 and 3.2.3 [36], [272], [273](see Figure 3.6). The process of recording

HRIR involves using either the human ear or a mannequin such as the Neumann KU 100

[274], [275] (see Figure 3.4). Microphones are placed in, or close to each ear canal as a

means to capture the transformations of a sound as it arrives at the ear drum. From here,

multiple HRIRs can be obtained by recording an output signal from a loudspeaker at a

fixed radius and at multiple positions [275]. Each pair of HRIRs will then contain unique

directional information associated with the elevation and azimuth of the free-field sound

source. If possible, recordings should be performed within an anechoic environment in

order to eliminate environmental sound reflections being encoded into the response [276].

Figure 3.5 shows a pair of HRIRs recorded for a sound source positioned at 90◦ azimuth

and 0◦ elevation, displaying contrast in time and level between each ear. In addition,

Figure 3.6 shows the HRTF representation of the HRIR shown in Figure 3.5. The plot
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Figure 3.5: Time domain representations displaying the differences in time and amplitude
between the left and right ear for a signal recorded at 90◦ azimuth and 0◦ elevation. HRIR
taken from the Spatial Audio for Domestic Interactive Entertainment (SADIE) II database

demonstrates the spectral shaping as a result of sound diffraction by the head, torso and

pinnae, in addition to the magnitude of the difference between the right and left ear spectra.

Displaying the acoustic shadowing effect of the head.

HRTFs play an important role in the headphone based spatial audio reproduction systems.

This is based on a concept that in order to accurately simulate spatial sound cues, a sound

source must undergo the same spectral shaping virtually as it would in normal listening

conditions [276]. With this in mind, perceived directionality can be achieved through the

convolution of a monoaural sound source free from echo or reverberation and a pair of

HRIRs recorded at the corresponding point in space [277], [278].

3.3 Room Acoustics

Perception of an environment via sound propagation not only depends on the initial sound

source, but also extends to the absorption coefficients of the materials in the room and the
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Figure 3.6: HRTF representation of the HRIR displayed in Figure 3.5.

geometric properties of a space. The shape of a space will have an effect particularly on the

early reflections by sculpting the spatial distribution of sound wave paths to the listener.

Within an enclosed environment sound energy is absorbed differently by surfaces depending

upon their materials, whilst in most cases a significant amount can also be reflected

back into the space. Furthermore, these reflections can produce additional reflections,

a consequence of which is the creation of a diffuse sound field. Figure 3.7 exhibits the

acoustic response of a location to a short impulsive signal. The initial early reflections

occur as the energy first encounters surfaces, usually within the first 1-80 msec and have a

significant amplitude above the noise floor. These are subsequently followed by the late

reverberations which arise from further reflections between surfaces. Having considerably

less energy than the first temporal section of the response, they eventually decay into

silence. It is these early and late reflections which provide environmental context, by

contributing to the listener’s perception of size and space [36], [276]. Furthermore, any

sound absorption will be frequency dependant, and therefore the timbral changes will vary

between different acoustic environments.
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Figure 3.7: Image displaying direct sound followed by early and late reflections. Adapted
from [279]

The acoustic characteristics of listening environments are also crucial in the localisation

of a sound source within the space. The location accuracy relative to both azimuth and

elevation angles can be impaired in a highly reflective environment [36]. In both real and

virtual spaces, a strong reverberation can dampen the perceived attack of a direct sound.

This is a process that is often exploited in orchestral pieces played in concert halls, the

large reverberation time is used to blend an ensemble together [276].

Studies [276], [280] into localisation in both reverberant and dry environmental contexts,

displayed an increase in errors with the presence of reverb and more precisely early

reflections, with the azimuth centroids being off by an average of 12◦ to 23 ◦. Demonstrating

that reverberant energy can have a negative impact upon sound source localisation. These

findings were reinforced by Hartmann, affirming that the expansion of apparent source

width caused by an increase in reverberation would also make location determination more

difficult. The perceptual increase in area therefore presents no reliable information for

azimuth and elevation discernment [281].
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3.4 Distance Cues

In addition to positioning a sound source either on the horizontal or vertical plane, an ability

to distinguish the distance of a sound is another fundamental component in interpreting

auditory environments. Distance perception is the result of several contributing factors

influenced by not only the physical distance between the listener and the sound, but also

the acoustic environment in which they are located and the listener’s cognitive familiarity

with the sound [36], [276].

Within an environment devoid of obstacles, reflective surfaces or boundaries, the intensity of

a sound is the primary consideration when interpreting distance, playing a more important

role when an individual is exposed to unfamiliar sounds [276]. Within an anechoic

environment the correlation between distance and sound intensity can be calculated

through the inverse square law, in which the intensity of an omnidirectional sound will

decrease by 6dB for each doubling of distance between the source and listener [282].

The frequency content of a sound is also a contributing parameter in the perception of

distance, influenced by the sound wave absorption through the air [36]. This process is

observed as a dynamic low-pass filter which is a function of the distance between source

and receiver. At its most basic, the high frequency content of a far-field source will become

attenuated as distance increases [283], [284]. But within the physical world there are

multiple emerging conditions such as air humidity, temperature and wind, all of which will

affect the spectral composition of sound. Despite the expediency of intensity and frequency

formation in discriminating distance, in the absence of visual accompaniments auditory

perception of distance is impeded within a non-reflective environment [36].

As mentioned in Section 3.3, the reflective properties of an acoustic environment can infer

much about a listener’s surroundings, this includes distance. A listener’s perception of

distance can also be impacted by the energy present in the late reverberations caused

by reflective surfaces. Research by Sheeline in 1982 suggested that room acoustics are

an important addition to intensity cues when establishing judgements in distance. They

came to the conclusion that reverberation delivers the ‘spatiality’ that allows the listener

to move from the domain corollaries of intensity to those of distance [285]. Further

experimnetation by Mershon concluded that judgements in a reverberant space, when
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compared to those in an anechoic chamber, are more accurate at perceiving distance [286].

This is however in contrast to the findings of von Békésey, who stated that distance cues

are more pronounced in anechoic spaces rather than reverberant environments [276]. When

used in conjunction with the other available senses, reverberation serves as an important

cue for an environment’s size or boundaries. The brain can make sub-conscious decisions to

place both real or virtual boundaries which present perceptual limits to a sound’s source’s

distance from a listener [276].

3.5 Spatial Audio Reproduction through Ambisonics

Researchers within the field of spatial audio reproduction have been attempting to recreate

auditory environments and deliver a sense of spatial realism to a listening audience for over

139 years. One of the first stereo transmissions was conducted by Clement Ader and took

place in 1881 during the first Electrical Exhibition in Paris [287]. The experiment involved

placing telephone microphones across the stage at the Paris Opera and broadcasting the

audio to telephone receivers in a separate venue. Here listeners were able to experience some

level of spatial acuity. From this initial experiment, spatial sound reproduction techniques

have moved from two channel stereo to higher multi-channel audio playback techniques

such as surround sound [288] and Ambisonics [289]. All of which can be experienced using

both multi-channel speaker setups or rendered binaurally over headphones.

Due to its prevalence as an audio renderer for VR applications [290]–[293], binaural

based Ambisonics will be the central audio rendering technique used as part of the

research investigations presented in this thesis. Therefore it is essential to understand the

fundamental concepts of ambisonic recording and reproduction techniques before they are

to be used to help target auditory hypersensitivity in individuals with ASD.

Developed by Micheal Gerzon[289] in the early 1970s, Ambisonics is a complete approach

to encoding, recording, transmission and reproduction of a 360 degree audio sound field

using spherical harmonics [294]. Spherical harmonics are a set of mathematical functions

that describe other functions located on the surface of a sphere [295]. In traditional

multi-channel audio such as stereo and 5.1 surround, each audio channel has a signal

that directly coincides with a fixed position within a fixed loudspeaker configuration.

In contrast, each channel of an ambisonic recording contains information regarding the
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Figure 3.8: The components of a 1st order Ambisonic B-Format signal. X,Y and Z
represent the three figure of eight components, with W representing the omni-directional

pressure component [36].

physical characteristic of the acoustic field which can be decoded to any number of physical

or virtual loudspeakers in any configuration [36]. This creates a distinct advantage in that

the recording and reproduction processes are entirely independent from each other.

First Order Ambisonics (FOA) or B-Format is the base form of Ambisonics that is capable

of representing the pressure and velocity properties of a 360-degree sound field. Using

four channels (see Figure 3.8), B-format is comprised of an omni-directional component

(W-channel) alongside three orthogonal figure of eight components (X, Y & Z channels).

From here, a monophonic sound source s can be encoded at any point across the sphere

represented by azimuth θ and elevation φ Cartesian angles relative to the fixed front facing

position using the following [296]:

W =s

[
1√
2

]
(3.2)

X =s [ cos θ cos φ ] (3.3)

Y =s [ sin θ cos φ ] (3.4)

Z =s [ sin φ ] (3.5)
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Encoding single or multiple sound sources surrounding a listener can be accomplished

using ambisonic panner plugins for digital audio workstations, an example of which is

the Facebook 360 spatial audio workstation [297]. In addition, a B-format signal can be

obtained using an A-Format microphone similar to that shown in Figure 3.9. Four capsules

with sub-cardioid patterns are arranged in a tetrahedral pattern array facing the A-format

directions outlined in Table 3.1 [36]. From this point the A-format signal can be converted

to B-format with the following [298]:

W =A+B + C +D (3.6a)

X =A+B − C −D (3.6b)

Y =A−B + C −D (3.6c)

Z =A−B − C +D (3.6d)

This is the followed by frequency dependant filtering and phase compensation [77]. Figure

3.9 displays a tetrahedral microphone array and illustrates the capsules mentioned in

Equation 3.6 and Table 3.1.

Table 3.1: Capsule labelling and arrangement in a tetrahedral A-Format Soundfield
microphone [36]

Capsule Direction

A Front-left-up
B Front-right-down
C Back-left-down
D Back-right-up

In addition to positioning a sound source using spherical coordinates, the use of Ambisonics

also allows for the reproduction of distance cues [299]. This is accomplished by controlling

the attenuation of amplitude and frequency content of a virtual sound source. Furthermore,

adjusting the ratio between direct and reverberant sound can also play a crucial role in

simulating the perception of distance within a virtual sound environment.
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Figure 3.9: Illustration displaying a Soundfield tetrahedral microphone array with [300]

Figure 3.10: Ambisonics spherical harmonics for orders up to 3rd order. FOA incorporates
the top two lines (4 channels) and 3OA incorporates all four lines (16 channels). Reproduced

from Narbutt et al. [301]

First order Ambisonics does however experience low spatial resolution which can negatively

impact upon sound source localisation, especially in auditory stimuli with high frequency

content [302]. This can be significantly improved with the implementation of higher orders
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which encode and decode the soundfield using a greater number of spherical harmonics (see

Figure 3.11) [302]. However, increasing the ambisonic order (M) does require an increase

in the amount of channels and the minimum number of loudspeakers (N), the number of

which is represented using:

N =(M + 1)2 (3.7)

Today, most VR systems employ a virtual ambisonic approach in order to synthesise

three-dimensional soundscapes binaurally over headphones. This technique is based on

decoding ambisonic information to virtual loudspeakers which places the listener in the

centre of the soundfield. Binaural reproduction is achieved by convolving audio with HRTF

measurements that are appropriate to the virtual loudspeaker’s position in space [276],

[303], [304].

One significant advantage to using Ambisonics is that an encoded soundfeld can be rotated

relatively easily through the use of rotation matrices. An arbitrary rotation of a 1st order

B-format soundscape characterised by a rotation matrix R would be as follows [305]:

W ′ =W (3.8a)



X ′

Y ′

Z ′


 =R




X

Y

Z


 (3.8b)

With this in mind, any rotation matrix can be applied to an ambisonic file for pitch, roll

and yaw rotation. For example, rotation across the z axis of an angle of θ can be defined

as [305]:
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W ′ =W (3.8c)

X ′ =X coz θ − Y sin θ (3.8d)

Y ′ =X sin θ + Y cos θ (3.8e)

Z ′ =Z (3.8f)

This creates a plausable and realistic virtual audio scene that responds dynamically to the

head rotation of the listener. Current VR head devices can provide stable multi-modal

interaction through accelerometers which can detect 360 orientation. Once the rendering

system has received the x, y, and z rotational information, it performs a rotation of the

encoded soundfield. This results in the perceived localisation of a dynamic virtual sound

source with 3 DoF[277], [278]. This can then be extended further to achieve 6DoF, by the

position of the HMD relative to the virtual environment. Through the use of object-based

representation, each virtual sound source is also rendered using distance dependant volume

attenuation and reverb based on the tracking data [299], [306]–[309].

Figure 3.11: Diagram illustrating the signal chain for Ambisonic rendering over multi-
loudspeaker array and a binaural headphone system. Adapted from [310].
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3.6 The importance of spatial audio in virtual environments

Larson et al. [311] suggest that the spatial properties of virtual auditory environments

have been of significant importance since the introduction of stereo sound in the 1930s.

Further stating that spatial sound is used to simulate an auditory reality that gives the

user the impression they are surrounded by a 3D audio environment [311]. In terms of

precision, spatial acuity is somewhat inferior to vision and the somatic sensory system

when perceiving the environment [312]. However, it is not unimportant. Spatial hearing is

a critical way in which the user perceives space, providing information about events and

objects that are far beyond the field of view [313].

To perceive the real world, the human brain must decode a constant stream of multi-modal

information from the various sensory channels [314]. An example of this occurs during

typical cases of face to face communication. The brain must interpret visual information

such as moving lips and facial expressions, whilst also listening to localised speech sound

from the mouth [246]. This cross modality synchronisation can also be echoed in VR by

using 3D audio, by simulating the shared spatial qualities of both audio and visual stimuli

that occupy the same time and space.

The following sections will examine how spatial audio can directly impact the presence

and emotions felt by an individual within a virtual environment. As discussed in Chapter

2 these psychological mechanisms are considered crucial components of a VR exposure

intervention, creating a safe and controllable environment for habituation towards a feared

stimulus.

3.6.1 Presence

The concept of presence and its importance to VR applications, especially for VRET

applications, has been discussed in Section 2. Often presence is looked upon as a product of

user immersion [315]. Within VR, this is reliant on the extent and fidelity of the technology

delivering the sensory stimuli to the user through head-mounted displays, haptic feedback

and spatialised sound rendering systems, all contributing to establishing the sensation of

‘being there’ by creating a realistic and immersive environment. However, despite vision

being reputed as the principle system for spatial localisation [316], Larson et al [241]
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suggest that auditory input is fundamental to realising a full sense of presence as it provides

a constant stream of omidirectional sensory information, unlike its visual counterpart

which is inherently directional and can be filtered by closing the eyes [317]. Therefore,

spatial hearing is a critical way in which we perceive space, providing information about

events and objects that are far beyond the field of view [313]. As discussed in Section

3.2 humans can localise both static and dynamically moving sound sources within a three

dimensional acoustic space through a combination of direct and reflective sounds, both of

which facilitate the sense of object and spatial presence [241]. This is also fundamental in

administrating cross-modal consistency between the sensory information rendered through

a head-mounted display and headphones, with presence being influenced by the extent

to which the visual and auditory stimuli represent the same point in the virtual space

[318]. With this in mind, the utilisation of binaural spatial audio reproduction systems

that create 3D sound environments could have a positive impact upon an individual’s sense

of presence and immersion within a VE.

First, lets take into account the accuracy of localisation of a virtual sound source achieved

by using binaural delivered Ambisonics. This has been well documented in research which

observes increased spatial attention [319] and decreases in localisation times of virtual

audio sources when using binaural Ambisonics [320]. Extending upon this, localisation

accuracy is increased significantly when moving from 1st to 3rd order Ambisonics [78].

There has been a number of investigations that evaluate the relationship between localisation

through binaural based spatial audio and presence felt within a virtual environment. A

study by Larsen et al [321] compared presence felt in stereo to headphone delivered

Ambisonics auditory environments within an immersive video game. Whilst results from

participant questionnaires indicated no significant differences between the two experimental

conditions, those within the 3D audio group displayed a significant increase in phasic

electrodermal activity in response to sound related events. The author concluded that the

physiological responses could indicate a subconsious difference in levels of immersion or

presence. Ruedigier et al. [322] presented audio and visual environments over a HMD. In

order to compare different headphone rendering techniques, audio was reproduced over

headphones using either 4th order Ambisonics or stereo rendering techniques. Using eye

tracking and audio source localisation to measure presence, the results indicated that the

spatial audio condition experienced higher levels of localisation and presence.
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Two experiments conducted by Hendrix in 1994 [323] investigated how three-dimensional

audio influences the feeling of presence within a stereoscopic virtual environment. The first

compared a silent VE to one with spatial sound. The second was a comparison between

two environments with spatialised and non-spatialised sound. In both cases it was found

that the spatial audio rendering significantly increased the feeling of presence, with the

interactive sounds perceived to be originating from the visual cue. However, interestingly

the use of spatial audio did not increase realism. Hendrix suggested that one possible

explanation was a lack of reverberation within the auditory environment.

Reproducing the response of an acoustic space is an integral part of designing a virtual

environment. Wave propagation which affects sound intensity, timings and early to late

reflections, provide enough information to judge the size, shape and material make up of

the surrounding space [278], [324]. The simulation of acoustic environments allows the

listener to consciously or unconsciously draw upon past experiences to make sense of the

new one that has been presented to them [325]. Larson et al. conducted two studies [245],

[246] investigating the influence of simulated room acoustics on the sense of presence within

a virtual auditory environment. Both studies presented participants with anechoic sound

sources and audio convolved with Binaural room impulse response (BRIR)s taken from a

computed generated space. The results showed a consistent positive correlation between

room acoustic simulation and higher presence ratings, with an increase in auralisation

quality also significantly increasing the sense of presence.

3.6.2 Spatialised Sound in Exposure Therapy

The use of VR to treat anxiety and other psychiatric disorders relies on the accurate visual

representation of the feared stimuli, with sound playing an accompanying and lesser role

[326], [327]. It has already been discussed in Chapter 2 that presence and fear are mutually

dependant upon each other [228], [328]. Furthermore Section 3.6.1 presents empirical

evidence that links the use of binaural spatial audio to increased presence. However, when

removed from accompanying visual stimuli and VR, sound alone can also be used to induce

an emotional response. Panksepp and Bernatzky suggest that the use of sound can have

a greater neurological impact on the subcortical emotional systems than visuals [329].

Research by Ekman and Kajastila [330] observed a correlation between horizontal sound
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source direction and the perceived ‘scariness’ of the sound. Results showed that through

manipulation of the location it was possible to increase associated fear response to the

stimulus. This work was extended further in a study by Hughes and Kearney [244] in

which Ambisonics was used to incorporate height into sound source directionality. It was

found that the location of a sound source had a significant effect on the emotional response

towards the presented auditory stimuli, with elevation having a significant effect.

Spatial audio rendering techniques have been used to support visual environments in VRET

interventions for combat related PTSD [331]–[333], fear of moths (mottephobia) [334], fear

of the dark [335] and to desensitise autistic children to airport stressors [336]. However,

despite its inclusion in VRET and research linking spatial sound to increased presence

and immersion, there is limited research with mixed results investigating its capability

as a primary tool for inducing the required amount of anxiety for successful exposure

therapy. Brinkman et al. [243] compared the effects of different audio rendering techniques

over headphones on the participant’s self reported anxiety. The first experiment exposed

individuals to the sound of a wasp flying around an indoor VR space. Results showed that

compared to mono, stereo and Dolby 5.1 surround, Ambisonics driven audio generated

significantly higher levels of presence and anxiety. However when the visual representation

was introduced, audio did have a positive effect on anxiety levels, although there was no

significant difference between stereo and 3D sound conditions. Outside of exposure therapy

research, empirical evidence shows that the directional properties of a virtual sound source

rendered using Ambisonics can be manipulated to invoke a more fearful emotional response

[244], [330].

Finally, Argo [337] developed a soundscape exposure therapy that made use of CBT

techniques and higher order Ambisonics rendered over multiple loudspeaker arrays. The

program was built not to tackle a specific phobia, but rather aimed at those who experience

general feelings of anxiety. The produced soundscapes did not aim to be a realistic

reconstruction of an auditory environment. Instead they were designed to be hyperreal,

with the use of spatial panning and anxiety-eliciting sounds such as vacuum cleaners, doors

slamming and sirens. These sounds were identified from an online psychology forum [337].

During exposure sessions, participants experienced feelings of anxiety and stress. However,

following the intervention program they became habituated to the physical symptoms of

anxiety they experienced in everyday life.
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3.7 Discussion

Chapter 2 examined the scope of intervention techniques used to address auditory hyper-

sensitivity autistic people. Literature indicates that a negative response to specific stimuli

is a psycho-emotional reaction rather than physiological differences within the auditory

system. Therefore the most successful intervention techniques have aimed to habituate the

individual to a problematic sound through graduated exposure. More recently, this form

of exposure therapy has been embedded into serious game mechanics that use simulated

auditory stimuli to aid in the reduction of auditory hypersensitivity. Though these inter-

ventions have displayed some degrees of success, dynamic and realistic virtual auditory

environments reproduced by spatial audio rendering systems could be used to improve

such treatments. This would adopt a similar approach to VR exposure therapy, which

is grounded in over 20 years of empirical evidence and exposes the user to perceptually

realistic virtual feared stimuli.

Within both physical and virtual worlds, the directional properties of sound play a critical

role in how an individual perceives space, delivering essential information on the environment

beyond a field of view. Through the use of spatial audio rendering techniques such as

binaural based Ambisonics, it is theoretically possible to simulate the directional properties

of a sound source at any lateral and vertical point across a sphere. Furthermore, static

and dynamic virtual sound sources can be transformed to accommodate for the rotation

of a listener’s head, all of which contributes to a realistic and believable virtual auditory

environment. It is this plausibility that has led to binaural based spatial audio being used to

reinforce visual environments with VR applications, delivering a perceptual union between

what the user sees and what they hear. This could create a distinct advantage for autistic

people who can experience impaired imagination and require contextualisation of stimuli

within therapy. Finally, the distance between the sound and a listener can be inferred by

making adjustments to amplitude and frequency content, in addition to manipulating the

ratio between direct and reverberant sound. Distance between a feared auditory stimuli

and the listener has been used as an approach for gradual and safe exposure for in-vivo

interventions. Consequently, distance simulation could be an important factor in delivering

a graduated exposure hierarchy within a safe and controlled virtual audio environment.

The perception of a virtual environment as real has a significant impact upon the immersion
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and presence felt within a VR experience, and it is the feeling of presence which has been

identified as one of the contributing factors in the successful outcomes of VRET used

in the treatment of phobias. In Chapter 2 it was discussed that VR has been used to

successfully target some of the core impairments experienced by people on the autism

spectrum, including anxiety. In addition, research has also shown that autistic individuals

also experience feelings of presence within VR environments. Taking into consideration the

enhanced perception of realism and the increased presence experienced by those listening

to 3D audio environments, its application in interventions for auditory hypersensitivity in

autism requires some empirical exploration.

However, the application of spatial audio rendering systems moves beyond improved acoustic

realism. Today, there is a wide range of consumer technology that is capable of delivering

a virtual audio environment with head-tracked 3rd order Ambisonics, for example VR

head-mounted displays and mobile phones. Deploying interventions using this technology

would increase the accessibility of the therapy. Further to this, it will allow the intervention

to be conducted within an environment in which the individual feels comfortable. A child’s

family plays a significant role in the intervention framework, often providing important

individualised information in the design process, but also in delivering the intervention

itself. Despite autistic children experiencing social and communication difficulties, parents

experience increased levels of relationship closeness with their children when compared with

parents in the TD population, and this strong parent-child relationship can be harnessed

to facilitate early social development [338]–[340]. There are a number of advantages to

providing family based interventions. Not only are they cost effective, but they also create

enriched and responsive environments for parents who wish to deliver additional support.

Further to this, such interventions will move away from the clinic and increase the child’s

time spent in their more natural home or community environment, increasing motivation

and engagement with therapy [260]. Finally, by doing so the individual is placed within the

setting in which they are exposed to the problematic stimuli, further contextualising the

simulated stimuli and resulting in generalisation of newly acquired skills to post-therapy

contexts [341].
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3.8 Summary

This chapter presented the fundamental concepts of binaural hearing and how they are

reproduced within ambisonic audio rendering systems. In addition, it was discussed

how realistic virtual auditory environments have a significant impact upon presence and

immersion experience with VR, followed by the application of spatial audio to exposure

therapy. This is important to consider for the scope of this thesis as it provides empirical

evidence that supports investigations into the use of spatial audio to address auditory

hypersensitivity in autism. Not only for the benefits of increased realism, immersion and

presence, but also in increasing accessibility to therapy.



Chapter 4

Measuring the Behavioural

Response to Spatial Audio within

Virtual Reality in Autistic

Children and Adolescents

4.1 Introduction

As previously discussed in Chapter 3 of this thesis, spatial sound has been identified as a tool

to elicit a wide array of emotions and psychological effects, including the degrees of anxiety

and presence required for interventions such as VRET to be effective. The therapeutic

outcomes of VR interventions often rely on the immersion of the participant through

place illusion [342]. This is particularly important when designing virtual interventions

for autistic people [219], a population who have difficulties in generalising new skills to

real world applications. However, as discussed in Chapter 2, together with social and

communication impairments and displaying repetitive interests and behaviours, autistic

people often experience challenges in processing sensory information [1]. These challenges

are particularly prevalent within the auditory domain, with empirical evidence liked to

impaired auditory scene analysis and sound source localisation.

81
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To date there is no study which investigates how individuals diagnosed with ASD respond to

spatial audio events and specifically those within a VR environment. Within the context of

this thesis, difficulties in processing sound environments, such as reduced spatial attention

towards auditory stimuli, may have a negative impact upon the proposed intervention tool

which is centred around rendering virtual soundscapes. This chapter therefore aims to

examine the auditory spatial attention and sound localisation ability of autistic children

and adolescents within a multi-modal VR game environment with spatial audio rendered

binaurally over headphones. By conducting investigations within a VR environment similar

to which participants may experience within an intervention setting, test parameters

may be precisely controlled whilst the user interactions and behavioural responses can be

robustly recorded. Furthermore, the inclusion of dynamic visuals and game mechanics

maintains participant immersion, therefore examining a pattern of behaviour closer to

that within a conventional VR experience removed from experimental conditions [343].

Research conducted by Newbutt et al [219] evaluated the feeling of immersion and presence

experienced in VR by 11 autistic individuals, with participants reporting high levels of

spatial presence, engagement and ecological validity. Further to this work, Wallace et

al. [235] measured spatial presence within the ‘blue room’, an advanced CVE. The room

makes use of visual images projected onto four screens located on three walls and the

ceiling, with audio being delivered over a surround sound loudspeaker system. The paper

reported that autistic children showed equal amounts of attention to the virtual content

than NT controls and engaged with the virtual environment requirements. However,

loudspeaker-based systems are often less effective at simulating the necessary ITD and ILD

cues needed for accurate three-dimensional spatial audio reproduction. In contrast, head-

tracked headphone-based systems are more successful at recreating dynamic soundfields

which respond to the listener’s position within the virtual world [278].

Initially, this chapter will present a pilot study which investigates how a small group of

autistic children respond to binaurally rendered 3rd order ambisonic audio events delivered

in a mixed reality environment. The study uses multiple sound design techniques that

test localisation and spatial attention towards complex target auditory stimuli amongst

the ambient sounds of the virtual environment. Following this, the results, materials and

procedure are discussed in order to update the protocol of the main larger sample size study.

By examining behavioural responses towards spatilised sounds in virtual environments, this
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work provides empirical evidence to inform approaches to sound design for VR interventions

for autistic people.

4.2 Pilot Study

A pilot study was conducted in order to evaluate how a group of autistic children and

adolescents responded to the experimental virtual environment outlined in Section 4.2.5.

It was crucial to examine if the group displayed any spatial attention to auditory stimuli

rendered through 3rd order ambisonics, and if it was affected by variable background audio

levels.

4.2.1 Design

The study followed a within-subject single-arm design in which all participants were

subjected to the same experimental conditions. All audio was rendered using binaural

based 3rd-order ambisonics. Each participant completed a two-phase experiment which

tested spatial audio attention and auditory localisation. The two dependant variables were

head rotation on the y axis, and time taken (seconds) to locate auditory stimulus.

4.2.2 Hypotheses

The experiment was designed to explore how the different three dimensional auditory stimuli

influence the user behaviour. The hypotheses considering the design of the experiment

were:

H1– Participant head rotation data will be influenced by spatial auditory events in Phase

one.

H2–Participants will have less head orientation towards Event 4 (speech like stimuli) than

Events 1, 2 and 3 (non-speech stimuli) in phase one.

H3– The mean time taken to locate virtual characters with ≤ 22.6dB background sound

level will be higher than those with ≤ 43.8dB background sound level in phase 2.
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Figure 4.1: Flow chart displaying experimental procedure.

H4– The mean time taken to locate virtual characters with speech like stimuli will be

significantly higher than bell stimuli.

4.2.3 Participants

A small study group was comprised of four children and adolescents (all male, mean age =

12.75, Standard Deviation (SD) = 6.65, range of 7–19 years) recruited through a charity.

Three of the four participants were diagnosed with autism spectrum disorder, with one not

diagnosed but exhibiting autistic symptoms. All the individuals taking part in the study

displayed similar social, cognitive and motor abilities.

Participants were admitted into the pilot study after informed consent and assent was

obtained from their parent(s) or legal guardian(s). This can be can be found in the

accompanying data outlined in Appendix B.
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4.2.4 Method

4.2.5 Materials

The study was conducted in the 3sixty demonstration space, University of York, York,

UK. The area features four high definition projection screens each measured 6.85m x

4.55m, with a floor space of 6.85m2. User’s head position and rotation was tracked by six

OptiTrack Flex 3 motion tracking cameras, 1 using reflective markers placed on specially

designed headwear. OptiTrack Motive 2 motion capture software then sent positional data

with 6DoF to the game engine. Only participants were tracked, any accompanying family

members or support staff were not able to interact with the VE. For safety reasons and to

maximise coverage of participant tracking, an area measuring 3.50m2 was marked on the

floor. Participants were only permitted to move within this defined section of the CVE.

Each camera has a horizontal field of view of 56◦, and was arranged to secure maximum

coverage of the 3.16m x 3.16m play area (see fig 4.2). This provides precise and robust

coordinates of participants and physical game objects with six degrees of freedom. This

data is then sent over a local area network into the game engine. To reduce unwanted

noise from the head rotation data, all information was passed through a simple linear

interpolation low pass filter. This eliminated sudden and confusing changes in perceived

sound source location relative to the users head position.

4.2.6 Game Engine

The game engine used is Unity3D [344], which allows for software deployment across

multiple platforms including Windows, Mac and console systems. Visuals for the 3D

environment were constructed using pre-bought assets and the drag and drop editor

functionality. All game mechanics and audio programming scripts were written in C#.

1Flex 3 Camera - https://optitrack.com/products/flex-3
2OptiTrack Motive - http://optitrack.com/products/motive
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Figure 4.2: Floor plan of play area and tracking camera positioning.

Figure 4.4: Visual Virtual Environment—360 degree capture from within the VE
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Figure 4.3: Infra-red head-tracking marker placement. (A) Headwear with tracking
markers (front). (B) Headwear with tracking markers (side)

Figure 4.5: Visual Virtual Environment—360 degree photo taken from within the 3sixty
space
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4.2.7 Virtual Environment

Visual Environment: The VE used for this experiment represents an enchanted forest

setting at night (see Figure 4.4). It has been noted that when designing visual aspects of VR

for ASD applications , the presence of visual clutter significantly affects user performance at

completing tasks [345]. Therefore, the graphical environment was designed to be engaging

without presenting visual elements that may have driven user attention away from the

auditory stimuli. Furthermore, autistic individuals that also exhibit abnormalities in

processing visual information can often attempt to avoid visual input such as bright lights

[346]. The use of a darker virtual environment reduces the possibility of anxiety related

behaviours that are a result of sensory over-stimulation [347].

Auditory Stimuli: Figures 4.6 & 4.7 are overhead views of the virtual environment

displaying the auditory stimuli placement and movement area, with details of each audio

object in Tables 4.1 and 4.2. The variety of audio stimuli types were implemented in

order to cover a broad range of the frequency spectrum. Often, investigations that

evaluate localisation using Ambisonic audio utilise white noise bursts as they reproduce

all frequencies at an equal amplitude [310], [348]. However, to make the experience more

enjoyable for the participants and to match the visual environment, naturalistic stimuli

were incorporated. A similar approach was used in a study conducted by Grani et al [319],

in which sounds such as geese, crows, snakes and mosquitoes were used to evaluate spatial

audio attention within a CVE.

All stimuli were recorded or edited using Reaper v5.79 [349] digital audio workstation and

Wwise 2018.1 [350] game audio engine. Participants would listen to 3rd order ambisonic

audio rendered via the Google Resonance spatial audio Software Development Kit (SDK)

[351]. Audio was presented at a fixed playback level of 68 dBA. This was fixed using a

−20dBFS RMS value of a pink noise test signal playing at a distance of 1m from the listener.

Audio was delivered using Superlux HD 681 semi-open headphones and a wearable stereo

radio receiver, avoiding cable issues during free movement around the experiment space.

However, only participants received binaural audio rendering, whereas accompanying

support staff or family members received mono representations of the soundscape. This

was implemented to reduce any influence upon the participant’s behavioural response to

spatial audio events.
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Figure 4.6: Top-down view of auditory stimuli positions within the virtual environment
during Phase One.

Figure 4.7: Top-down view of auditory stimuli positions within the virtual environment
during Phase Two.
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Table 4.1: Phase One Auditory Stimuli

Auditory Event Features

Event 1 MIDI based music - Synth Pad
Event 2 Bubble sound FX
Event 3 MIDI based music - Vibraphone
Event 4 Explosion & Speech like stimuli

Table 4.2: Phase Two Auditory Stimuli

Auditory Event Features Background Sound Level (LUFS)

Character 1 Speech like stimuli and bell ≤ -43
Character 2 Bell ≤ -53
Character 3 Bell ≤ -43
Character 4 Speech like simuli and bell ≤ -53
Character 5 Speech like stimuli ≤ -43

The audio events used to test responsiveness to spatial audio were included in two experiment

phases.

Phase 1: Four spatial auditory events (see Table 4.1) were placed in the VE, with one

appearing from each projector screen (see Figures 4.2 and 4.6 for positioning). Audio

Events 1, 2 and 3 were all stationary with the exception of Event 4 which moved around

the entire space over the course of 30 seconds. For each event all environment background

audio was muted in order to reduce possible effects caused by complications in auditory

scene analysis.

Phase 2: Five spatial audio events representing virtual characters were placed throughout

the VE (see Figure 4.7 for positioning). In terms of type, audio stimuli were divided into

simple and social types. Simple stimuli consisted of a bell sound effect, with the social

stimuli representing a speech-like sound. All events were stationary except for movement

towards the player once the character was found. These would be presented to each

participant in the same order.

A spatialised composite background audio track was provided which was derived from

several discrete auditory objects placed throughout the VE, matching the visual scene.

This included sounds representing wind, water, frogs, birds, crickets and wind chimes.

To evaluate if associated impairments in separating target auditory objects from competing

background noises would affect user experience, each character would be presented within
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varying levels of background audio (see Table 4.2). The level of the background sounds

was either ≥ −43 LUFS or ≥ −53 LUFS. This was achieved by implementing an audio

object-based hierarchical model. This was based on a simplified technique designed by

Ward et al. [352] that increases the accessibility of complex audio content for those with

hearing impairments. Background audio levels would be reduced by removing the bird,

cricket, and wind chime ambient sound objects; the aim of this process is to maintain

participant immersion.

4.2.8 Procedure

All four participants took part in a two phase experimental session which lasted no more

than 30 minutes. If required, participants would be accompanied by their parent/support

worker, who would be present alongside the experimenter within the 3sixty space whilst

the investigation took place. If present, the parents/support workers were allowed to

communicate with the participant to provide assistance if they became distressed. However,

they were not permitted to deliver instructions. Prior to the start of the session, the

experimenter would explain the use of the motion tracking system, the structure of the

experiment and place the headphones and tracking dots on the participant in order for

them to become familiarised with the soundscape and device. The participant was informed

that they could terminate the experiment at any time. The investigation would also finish

if there were any signs of distress or discomfort.

Phase 1: Participants were permitted to explore the virtual and physical space unaided for

a period of five minutes. During this time the participant was introduced to the 3sixty

and the audio/visual system in the form of spatial audio and visual events that occurred

at predetermined intervals. If a parent/support worker was present, verbal communication

with the participant was minimised to control any influence that may of led to any guided

exploration during the experiment.

Phase 2: Participants took part in a spatial audio game which required them to find hidden

characters within the virtual world based on localising sounds that they emitted and

limited visual representations. By tracking head rotation within the VE via the OptiTrack

system, it was possible to determine if the participant was looking at the hidden character.

Once this occurred the experimental system would record the time taken to locate the
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sound. In order to eliminate accidental findings, correct localisation of a sound would

be recorded after 2 seconds of the participant looking at the virtual sound source. This

two seconds would then be deducted from the localisation time. Once found, participants

were encouraged to call over the found characters who would appear to fly towards them.

This phase was guided by the experimenter, who would activate each hidden creature at a

time when the participant was comfortable to do so. This was determined by asking the

participant if they wished to continue. Once again parent/support worker communication

was restricted as to avoid an affect on the outcome of the investigation. The length of

this phase would be dependant on the participant’s ability to progress. Once each virtual

character was found the participant would be given positive reinforcement in the form of

verbal praise.

4.2.9 Outcome Measures

Phase One: An accuracy metric (a) was used to evaluate participant performance during

the spatial audio attention task. This was quantified by calculating the relative difference

between the participant head rotation on the azimuth axis (θy) and the target position of

the reproduced stimulus (θs) at 100 ms intervals.

a = 1−
∣∣∣∣
(θs − θy)

180

∣∣∣∣ (4.1)

Further data recorded the target azimuth location in degrees of each spatial auditory event

with the respective start and end times, and virtual environment positions. Higher values

of a during auditory stimulus playback time would represent greater spatial attention

towards presented auditory targets.

Phase Two: Localisation times of auditory stimuli within the virtual environment during

Phase Two were recorded for each participant for all eight virtual characters. Exploratory

analyses of participant reaction time also examined the relationship between the amount

of background ambient noises and spatial attention. To do so, localisation times for each

character were compared based on stimulus type and background audio level.
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4.2.10 Pilot Study Results

All data recorded from the investigation is located in the data folder supplied with this

thesis, see Appendix B.

4.2.11 Phase One

Figure 4.8 displays the accuracy scores for all participants across Phase One of the

experiment. With mean accuracy levels exhibiting above 0.5 across all auditory events it

therefore indicates that participant head rotation was angled towards the sound’s virtual

azimuth position during it’s presentation, thus confirming H1. When comparing results

between social and non-social stimuli it can be seen that accuracy scores were higher for

social stimuli, leading to the rejection of H2. Further to accuracy scores, the experimenter

observed that two of the participants would try and find crickets and frogs within the

virtual environment, this was based on ambient spatial auditory cues and they had no

visual representation.

Figure 4.8: Box plot displaying accuracy scores recorded for all participants during
Phase One.
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4.2.12 Phase Two

To assess if ambient background noises may interfere with participant response to auditory

cues and test H3, the amount of time taken to locate each virtual character was recorded.

Table 4.3 compares the time taken to locate each virtual character through localising their

individual spatial audio cues, with Figure 4.9 displaying the mean total time. The results

indicate that all participants localised the virtual character auditory cues faster when

presented amongst the minimum level of ambient background sounds thus confirming H3.

These results also reject H4 as the contributing condition to large differences in mean time

is not the type of stimuli. If participants had speech sound selectivity impairments the time

taken to locate characters with speech like stimuli would be higher for both background

sound level settings.

Table 4.3: Time taken in seconds to locate virtual character through sound localisation

Auditory Event 1 2 3 4 Mean -All Participants

1 21.94 4.23 4.48 5.47 9.03
2 6.99 6.67 3.90 3.68 5.31
3 11.99 20.97 6.22 3.99 10.79
4 9.10 9.86 6.7 3.63 5.87
5 21.52 6.04 4.33 4.23 9.03

Figure 4.9: Box plot displaying localisation times recorded for all participants during
Phase Two



Chapter 4. Measuring the Response to Spatial Audio in VR 95

4.2.13 Pilot Study Discussion

The results show an overall interaction with the presented spatial audio events despite

varying levels of engagement between participants. Spatial audio events were able to

influence user behaviour, attracting them to the appropriate areas of the virtual environment.

The head rotation data collected from participants showed a general focus of attention

towards auditory events, with a higher drive of user attention present during Event 4.

Research has noted that autistic children display brain hyper-reactivity when exposed to

novel auditory targets [353]. The combination of explosion and speech like stimuli was

designed with this in mind and presents a unique audio cue that focuses attention towards

it. This explanation is reinforced by the reduced attention towards Event 1, which was a

musical clip (shown in Figure 4.8). However, the lower attention levels for Events 1, 2 and

3 could be explained by the fact that the visual accompaniments spanned a wider surface

area which was inside the participants field of view. Therefore, they did not have to look

directly at the sound source to observe the event as a whole.

Interestingly, the amount of focused head rotation in the direction of Event 4 could

contradict earlier research that detected orientating deficits to speech sounds in autism

[354]. This data could be explained by the moving visual stimuli that accompanied the

spatial audio cue. However, in phase two there also appears to be no affect in attention to

speech like stimuli with no significant differences in times to locate virtual characters B

(bell) and D (speech like stimuli with bell).

Although all participants displayed an ability to determine the position of hidden virtual

characters through sound localisation the results did seem to vary depending on the levels

of ambient and environmental sounds. The mean time taken to find characters B and

D, who had lower levels of competing audio, were shorter than those with higher. These

results do support research that has surveyed difficulties in separating relevant auditory

information in the presence of competing background noises [103]. These findings could

have implications outside of this project when designing soundscapes for VR interventions

for autism. It has been noted that when designing visual aspects of VR, the presence

of visual clutter significantly affects user performance at completing tasks [345]. The

same ideas should be applied to sound design. Important auditory information should be
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amongst a reduced level of background noise. Too much and the user may not attend to it,

too little and the levels of immersion could suffer negative affects.

An interesting observation was the additional effect the 3D background environmental

audio had on the user experience. Despite having no visual representation, the frog and

cricket sound effects provoked verbal communication between participants 3 and 4 and the

experimenter. After asking where the sound sources were coming from, both participants

localised the sound sources and attempted to find the animals within the on screen VE.

This finding indicates further that participants were able to engage with spatial audio

within a virtual environment.

4.2.14 Pilot Study Summary

Results from this small group pilot study show that the participants displayed spatial

attention towards the presented spatial auditory stimuli. Firstly, this is evident from the

accuracy scores recorded during Phase one calculated using Equation 4.1, with the mean

accuracy score for Event 3 being 0.7. Secondly, all participants were able to locate the

virtual characters in Phase two using sound localisation. Further to this, background levels

did have an impact upon localisation times as participants took longer to identify the

positions of characters with a higher level of environmental audio. Finally, all participants

engaged well with the virtual environment, showing interest in the visual aesthetics as well

as environmental audio events. However, over the course of the study some limitations were

observed altered the procedure and materials of the main study. These will be outlined in

Section 4.3.

4.3 Main Experiment

As discussed in the previous sections, results from the pilot study provided evidence that

autistic young people respond to spatial audio events, with this response being affected by

competing background audio. Further to this, the virtual environment provides a robust

experimental setting that can deliver auditory stimuli and record participant behaviour.

However, there were a number of limitations to the pilot study which can be addressed in

order to better inform the larger main experiment.
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Firstly, conducting the study in the 3sixty space limits the amount of participants as it

required parents to travel to the facility. The experiment was organised as part of an

activity day in conjunction with the recruitment charity of which they have limited numbers

of autistic participants. To address this issue the virtual environment was adapted into a

VR application which permitted travelling to two special education schools, significantly

increasing the sample size. An increased participant sample allowed for the addition of

a second experimental condition group to serve as controls. The second group would

listen to mono audio representations of the virtual audio environment allowing for a direct

comparison with an Ambisonic rendering system, isolating the impact that spatial audio

has on participant behaviour.

Another modification made based on the proceeding pilot study was the inclusion of

more auditory events. As mentioned in Section 4.2.10 participants engaged with the

environmental background spatial audio, which had no visual representation. With this

in mind, Phase one would now introduce sounds events with no visuals. Thus increasing

validity of the effect spatial audio has on the research outcomes.

4.3.1 Hypothesis

It is hypothesised that subjects exposed to binaural-based spatial audio show more spatial

attention to auditory stimuli compared with the mono sound control group, indexed

through more precise head orientation towards the presented audio targets. Furthermore,

spatial audio stimuli will influence participant positional movement within the virtual

environment. Additionally, based on previous studies which investigate difficulties in

auditory scene analysis experienced by autistic people, it is predicted that localisation

times will be higher for audio cues with the most amount of competing environmental

background noise. Finally, by examining spatial attention towards complex speech and

non-speech sounds, it is possible to investigate if differences in spatial auditory attention

are the consequence of a reduced orientation towards social stimuli.

4.3.2 Main Study Design

This investigation followed a between-subjects design. Participants were randomly allocated

to either a 3D spatial audio, or control group. The 3D audio group would be exposed
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Figure 4.10: Flow chart displaying experimental procedure.

to spatial audio reproduced binaurally over headphones. The control group would listen

to a monaural representation of the virtual auditory scene presented to both ears over

headphones. Each participant group completed a two-phase experiment which first tested

spatial audio attention, followed by a sound localisation task. Both within a multi-modal

VR environment (see Figure 4.10).

4.3.3 Participants

The experimental group consisted of 29 children and adolescents (27 male and two female,

mean age = 14, SD = 2.42, range of 9–19 years). Participants were recruited from two

special education schools and one charity. All participants had a formal diagnosis of

autism spectrum disorder obtained from their local national health trust, displaying social,
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cognitive, and motor abilities that allowed them to interact with the experimental software

and equipment. Exclusion criteria were self-reported hearing problems and an inability

to finish the task. Two participants were excluded due to not being able to complete the

full experiment. This was due to them both wanting to remove the VR equipment and

stop the experiment. Participants were admitted into the study after informed consent

and assent was obtained from their parent(s) or legal guardian(s) which can be seen in the

accompanying data outlined in Appendix B.

4.3.4 Virtual Environment

The visual virtual environment remained the same as that found in the pilot study. However,

additional auditory stimuli were implemented into both phases of the experiment. These

additions are outlined below.

Version July 25, 2019 submitted to Journal Not Specified 9 of 19

Auditory Event Stimulus Background Sound Level (LUFS) SNR

1 Simple ≥ - 53 +10
2 Social ≥ - 43 +10
3 Social ≥ - 43 0
4 Simple ≥ - 43 0
5 Simple ≥ - 53 0
6 Simple ≥ - 43 +10
7 Social ≥ - 53 0
8 Social ≥ - 53 +10

Table 2. Phase Two Auditory Stimuli - SNR represents either the stimulus played at +10 LUFS above
the background audio level, or set to a level equal to that of the background audio

(a) Phase one (b) Phase two

Figure 5. Top-down view of auditory stimuli positions within the virtual environment

head rotation on the azimuth axis (y) and the target position of the reproduced stimulus (n) at 100ms263

intervals.264

a = 1−
∣∣∣∣
(n − y)
180

∣∣∣∣ (1)

Further data recorded the target azimuth location in degrees of each spatial auditory event with265

the respective start and end times, and virtual environment positions. Higher values of a during266

auditory stimulus playback time would represent greater spatial attention towards presented auditory267

targets.268

In order to better understand if spatial audio influences subject behaviour tracked horizontal269

plane positional data within the VE represented by x and z was also collected at 100ms intervals. A270

distance score was then calculated by measuring the distance between the participant and each of the271

presented auditory stimuli during playback time. Smaller distance values during auditory stimulus272

playback time would indicate movement towards the presented stimuli, indicating an influence of273

participant movement.274

3.4.2. Phase Two - Spatial Audio Localisation and background noise testing275

Participants took part in a localisation task which required them to locate a total of eight hidden276

characters within the virtual world based on localising sounds that they emitted and limited visual277

representations. Each would play either social or simple stimuli (see Table 2.278

Figure 4.11: Top-down view of auditory stimuli positions within the virtual environment
during Phase One. (1) MIDI-based music, (2) bell sound effect, (3) bubble sound effects,
(4) Explosion and speech like stimuli, (5) MIDI-based music, (6) Crow sound effect, (7)

Explosion and speech like stimuli, (8) Explosion and speech like stimuli.

Auditory Stimuli: Figures 4.11 & 4.12 are overhead views of the virtual environment

displaying the auditory stimuli placement and movement area, with details of each audio
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Figure 4.12: Top-down view of auditory stimuli positions within the virtual environment
during Phase Two.

object in Tables 4.4 and 4.5. The default level for environmental background audio was

−53 LUFS.

Phase One: Eight spatial auditory events (see Table 4.4) were placed in the VE. All

audio events were stationary with the exception of Event 7 which moved around the entire

environment over the course of 30 s. To minimise the effects of any complications in

auditory scene analysis associated with ASD [103], environmental audio was reduced to

−43 LUFS while each Phase One event was rendered.

Phase Two: Eight spatial audio events representing virtual characters were placed through-

out the VE. To further investigate auditory detection in noise, target stimuli were played

at differing signal-to-noise ratio. For auditory events with +10 SNR, the stimulus level

would be 10 LUFS higher than the background noise level in order to reach +10 SNR. For

auditory events with 0 SNR, the stimulus would be set at an equal level to that of the

background noise.
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Table 4.4: Phase One Auditory Stimuli descriptions.

Auditory Event Stimulus Visual Cue

1 MIDI-based music–Synth Pad Present
2 Bell sound effects None
3 Bubble sound effects Present
4 Explosion & Speech-like stimuli None
5 MIDI-based music–Synth Pad Present
6 Crow sound effects None
7 Explosion & Speech-like stimuli Present
8 Explosion & Speech-like stimuli None

Table 4.5: Phase Two Auditory Stimuli–SNR represents either the stimulus played
at +10 LUFS above the background audio level, or set to a level equal to that of the

background audio.

Auditory Event Stimulus Background Sound Level (LUFS) SNR

1 Simple ≥ − 53 +10
2 Social ≥ − 43 +10
3 Social ≥ − 43 0
4 Simple ≥ − 43 0
5 Simple ≥ − 53 0
6 Simple ≥ − 43 +10
7 Social ≥ − 53 0
8 Social ≥ − 53 +10

4.3.5 Equipment

All audio and visual stimuli were rendered using the Oculus Rift CV1 HMD with built-in

on-ear headphones. Head tracking was also achieved using the HMD, with motion tracking

of participant position calculated by the Oculus Rift sensors [355].

4.3.6 Procedure

The experiments took place within the participant’s recruitment school. Participants were

permitted to move freely around a pre-defined tracked experimental space of 1.6 m × 1.6

m while wearing the HMD. The combination of dynamic head and positional tracking

allowed movement around the virtual environment with 6DoF.

Throughout the experiment a support worker was present to communicate with the

participant and provide assistance if they became distressed. However, they were not
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Figure 4.13: The Oculus Rift CV1 HMD, Oculus Touch controllers and Oculus Rift
Sensors

permitted to deliver instructions. Prior to the start of the session, the experimenter

explained the use of the VR system, the structure of the experiment and placed the HMD

on the participant in order for them to become familiarised with the device.

Figure 4.14: Experimental equipment layout, displaying placement of laptop and Oculus
Rift sensors with 100 ◦ field of view.
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Phase One—Free Exploration and Spatial Audio Attention Testing

Prior to the main experimental task in Phase One, subjects were introduced to the VR

equipment and environment for a period of two minutes with minimal environmental

audio and visuals. The experimenter explained to the participant that they were free to

move around and explore the VE. This brief initial time was used to provision for any

emotional excitement experienced by using VR. The participant also received support

from the experimenter to become familiar with the virtual environment. Following this,

participants were given a further five minutes free exploration, during which they would

be exposed to eight auditory events played once at pre-determined times. Four of which

had visual accompaniments and four had no visual accompaniments (see Table 4.4). This

period was used to record participant head rotation and horizontal tracked positional data.

Once again the experimenter told the participant that they were free to move around and

explore the VE. After this, verbal communication with the participant was minimised to

control any influence that may lead to any guided exploration during the experiment.

Phase Two—Spatial Audio Localisation and Background Noise Testing

Participants took part in a localisation task which required them to locate a total of eight

hidden characters within the virtual world based on localising sounds that they emitted

and limited visual representations. Each would play either social or simple stimuli (see

Table 4.5).

The experimenter first explained the task clarifying that the participant must use their

ears to find each character. To aid the participant in becoming familiarised with the

target stimuli, they were presented with an example character in their field of view which

plays both social and simple auditory stimuli. Following this, the experimenter activated

each hidden character at a time when the participant stated they wanted to continue and

repeated the explanation of the task. This followed the same data recording technique as

the pilot study in which correct localisation was established after the participant looked at

the virtual sound source for 2 seconds.

Once again support worker communication was restricted so as to avoid an effect on

the outcome of the investigation. The length of this phase would be dependent on the

participant’s ability to progress. When each virtual character was found the participant

was given positive reinforcement in the form of verbal praise.
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4.3.7 Outcome Measurements

Phase One: Head rotational accuracy remained part of the outcome measurements for

Phase one. Further to this, the use of the Oculus Rift sensor system allowed for accurate

positional tracking within the virtual environment. This was implemented to better

understand if spatial audio influences subject behaviour. Tracked horizontal positional

data within the VE was represented by x and z and also collected at 100 ms intervals.

A distance score was then calculated by measuring the distance between the participant

and each of the presented auditory stimuli during playback time. Smaller distance values

during auditory stimulus playback time would indicate movement towards the presented

stimuli, indicating an influence of participant movement.

Phase Two: Localisation times of auditory stimuli within the virtual environment during

Phase Two were recorded for each participant for all eight virtual characters. Further

to group comparisons, exploratory analyses of participant reaction time also examined

the relationship between the amount of background ambient noises and spatial attention.

To do so, localisation times for each character were compared based on stimulus type,

background audio level and SNR.

4.3.8 Main Results

All data recorded from the investigation is located on the data folder supplied with this

thesis, see Appendix B.

Phase One Spatial Audio Attention Testing: A two-way mixed ANOVA was con-

ducted to investigate the impact of 3D audio and auditory stimuli on the accuracy metric

during Phase One. A comparison between test groups yielded a significant difference

(F (1, 26) = 29.43, p ≤ 0.001, η2p = 1.642) across all auditory events, with the 3D audio

test group (M = 0.661) scoring higher accuracy scores than the mono audio controls

(M = 0.487). Figure 4.15 shows a comparison of group mean accuracy scores with 95%

confidence intervals for each event.

In addition, there is a significant effect of stimulus type on spatial attention of both groups

(F (7, 175) = 7.657, p ≤ 0.001, η2p = 0.227), with a significant interaction between groups

and stimulus type (F (7, 175) = 2.426, p = 0.021, η2p = 0.072). Finally, the use of visual
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Figure 4.15: Mean accuracy (α) scores for each audio condition across all auditory
events in Phase One.

accompaniment had no significant effect on the accuracy of spatial attention in the spatial

audio group yielded by visual accompaniment (M = 0.627 SD = 0.187) and no visual

accompaniment (M = 0.695 SD = 0.184) paired-samples t-test; t(55) = −1.903, p = 0.062.

However, there was a significant difference between visuals (M = 0.543 SD = 0.235) and no

visuals (M = 0.431 SD = 0.176) within the mono control group; t(51) = −2.827, p = 0.007.

To better understand behavioural response to spatial audio within the virtual environment,

tracked positional data across the two groups was also analysed. The tracked positional

coordinates of all participants on the horizontal axis collected throughout the entirety

of Phase One, these are visualised as 2-dimensional density plots shown in Figure 5.1.

In addition, the figure also displays the directions and distance of all auditory events inside

and outside of the tracked area.

The figure shows differences in the extent of exploration depending on the auditory condition.

Despite both groups showing a condensation of exploration around the centre of the tracked

space, the 3D audio group show a distribution of exploration in the direction of the majority

of auditory targets. Further analysis of the distance between each participant and the

auditory target using a two-way mixed ANOVA also yielded a significant difference between

the auditory conditions (F (7, 175) = 23.111, p ≤ 0.001, η2p = 0.308). Participants within
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(a) 3D audio condition

(b) Mono condition

Figure 4.16: Two-dimensional density plot of positional tracking data throughout Phase
One for all participants. Arrows point toward the target audio objects outside of the plot
area. Distance from origin to audio objects—1 (6.8 m), 2 (4.57 m), 3 (5.98 m), 4 (12.43

m), 5 (5.96 m), 6 (3.86 m), 8 (5.74 m).

the 3D audio group moved closer towards the virtual sound sources during their respective

playback times.

Phase Two Spatial Audio Localisation and Background Noise Testing: A two-

way mixed ANOVA showed that these variations in localisation times were also significantly

different (F (7, 175) = 7.565, p ≤ 0.001, η2p = 0.232). Figure 4.17 shows the mean

localisation times for both experiment groups across all auditory events in Phase Two,
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which shows shorter localisation times in the 3D audio condition (M = 8.4 s) than in the

mono control condition (M = 17.8 s).

Figure 4.17: Mean localisation times for each audio condition across all auditory events
in Phase two. The whiskers denote 95% confidence intervals.

A HLM was used to analyse the effects background audio, SNR, and type of stimulus

have on localisation times within both the 3D audio and mono control conditions, the

results of which can be seen in Figure 4.18. Inferential statistics reported a significant

overall effect of background audio on the time taken to locate each auditory event for both

groups: 3D audio (F (1, 54.713) = 15.243, p < 0.001) and mono audio (F (1, 84) = 10.476,

p = 0.002). Auditory stimuli within the higher background audio level of −53 LUFS (3D

audio M = 10.4 s and mono audio M = 20.9 s) displayed higher localisation times than

those with −43 LUFS (3D audio M = 6.5 s, mono audio M = 15.4 s). Further to this, the

effect of SNR between background sounds and auditory stimulus was only significant for the

3D audio group (F (1, 71.029) = 5.206, p = 0.026), with the time taken to correctly locate

auditory stimuli +10 LUFS above the background audio level (M = 7.4 s) being lower than

those with no SNR (M = 9.5 s). However, the background audio and SNR interaction was

not significant for the 3D audio group (F (1, 71.729) = 1.3586, p = 0.248). Finally, the type

of auditory stimulus yielded a significant effect on the results of localisation times for both

groups: 3D audio (F (1, 68.778) = 5.545, p = 0.021) and mono audio (F (1, 84) = 4.930,

p = 0.029), showing participants taking longer to locate social stimuli (3D audio M = 9.5

s, mono controls M = 19.33 s) than simple (M = 7.3 s, mono controls M = 16.17 s).



Chapter 4. Measuring the Response to Spatial Audio in VR 108

   Simple

   0 SNR

   Social

   0 SNR

   Simple

+10 SNR

   Social

+10 SNR

5

10

15

20

25

L
o
c
a
lis

a
ti
o
n
 T

im
e
 (

s
e
c
s
)

- 43 LUFS Background Level 3D Audio Group

   Simple

   0 SNR

   Social

   0 SNR

   Simple

+10 SNR

   Social

+10 SNR

5

10

15

20

25

- 53 LUFS Background Level 3D Audio Group 

   Simple

   0 SNR

   Social

   0 SNR

   Simple

+10 SNR

   Social

+10 SNR

5

10

15

20

25

L
o
c
a
lis

a
ti
o
n
 T

im
e
 (

s
e
c
s
)

- 43 LUFS Background Level Mono Controls

   Simple

   0 SNR

   Social

   0 SNR

   Simple

+10 SNR

   Social

+10 SNR

5

10

15

20

25

- 53 LUFS Background Level Mono Controls 

Figure 4.18: Estimated means data from HLM, comparing the effect of background
audio, signal-to-noise ratio, and stimulus type for binaural spatial audio and mono control

groups. The whiskers denote 95% confidence intervals.

4.4 Main Study Discussion

4.4.1 Phase One: Spatial Audio Attention Testing

Throughout Phase One, subjects in both groups displayed overall attention towards the

presented auditory targets; however, those within the 3D audio group showed higher

levels of head orientation in the direction of audio events. These results demonstrate that

despite reported impairments in interpreting ITD and ILD binaural cues associated with

autism [356], spatial audio was capable of accurately attracting participants to the areas of

the virtual environment applicable to the auditory stimulus’s location.

Autistic individuals have been recorded as having similar evoked brain responses to speech-

like stimuli than their NT peers, but at the same time exhibit less involuntary attention

towards it [354], [357]. With this in mind, it would be expected that under the test

paradigms of free exploration that measures involuntary attention, accuracy scores for

speech stimuli to be the lowest. However, the findings from Phase One of this experiment

are contrary to this for both condition groups, with the auditory event with the lowest

scores being the crow (Event 6). This auditory stimulus type would appear to be similar

to the ambient environmental audio track and despite the lack of competing audio present
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the event was not unique enough to warrant participant attention. In the case of attention

towards speech-like sounds in Phase One, these events are a combination of explosion

sound effects and non-human speech-like stimuli. These were designed to create a unique

audio cue that attracted attention towards them. Furthermore, studies have observed

hyperactivity in the brain with response to novel auditory stimuli in children on the autistic

spectrum [353].

Research by Lokki and Grohn [358] revealed that despite audio cues being less accurate

for sound source localisation than accompanying visual cues, within a virtual environment

audio-only cues are almost equally effective as visual only cues. In addition, when objects

were placed outside of the participant’s field of view or subjected to occlusion of other

visual objects, audio-only cues were more successful in the preliminary phase of object

localisation. This could serve as explanation for the significant effect visual accompaniments

had on the overall accuracy scores for participants in the mono audio group. The visual

representations would compensate for the spatial inaccuracies of the audio rendering. This

would also account for the similar scores present in both groups for Event Three (e.g.,

bubble sound). Event Three incorporated visuals that spanned a large area of the VE

which would attract user attention once it arrived into the participant field of view.

Exploration of the virtual environment is also illustrated in the positional data density plot

(see Figure 5.1). For both conditions, tracked horizontal movement was concentrated close

to the starting position of (x, y = 0, 0). Nonetheless, participants listening to spatialised

audio displayed clear movement in the direction of both the auditory only and audio-visual

cues. Due to the grouping of both audio-visual and audio-only events it cannot be confirmed

which events encouraged participant exploration in those areas. However, the reduced

amount of tracked data in the direction of event three does suggest that the larger visual

stimuli negate the need for participant exploration of the VE.

4.4.2 Phase Two: Spatial Audio Localisation and Background Noise Test-

ing

Alongside comparing localisation times between auditory test conditions, Phase Two

of this study was carried out to determine if reported impairments in decoding speech

when background noise is present would have quantifiable effects on how they would
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respond to similar stimuli rendered via virtual spatial audio within a VR environment.

Considering the heterogeneity of abilities within the sample group, it is encouraging to

see that all participants were capable of performing this task without any particular

difficulties. However, the differences in localisation times between participants within the

experimental groups may also provide explanation for the low effect size yielded by the

two-way mixed ANOVA.

Firstly, results in Phase Two showed those in the 3D audio group performing significantly

better in the localisation task. These results are consistent with similar research conducted

with neuro-typical participants, reporting that three-dimensional auditory displays can

reduce localisation times and improve audio spatial attention in VR [320]. Furthermore,

these results provide more evidence that autistic people are capable of successfully inter-

preting binaural information to take advantage of the spatial acuity provided by spatial

audio rendering techniques.

In regards to the effect of background levels on selective hearing, results showed that local-

isation times were significantly longer when the level of background noise increased and/or

the SNR between the auditory target and ambient noise decreased. Furthermore, the type

of stimuli also had a noticeable impact on localisation times, with participants taking

longer to correctly locate speech-like stimuli. This data is comparable to evidence of speech

processing difficulties in autistic children in non-spatialised audio test conditions [112], [117],

[357]. Although the results from the mono control group would be sufficient in evaluating

the effects of background noise on the response to target audio, mono audio is rarely used

with VR environments. Therefore, for this study it was important that competing back-

ground audio had a significant effect on both experiment conditions. Autistic individuals

tend to demonstrate elevated speech perception thresholds, poor temporal resolution and

poor frequency selectivity when compared to their NT peers [83]. The poor frequency

selectivity alone could account for poor localisation along the vertical plane [112], as this is

primarily attributed to the analysis of the spectral composition of the sound arriving at the

ear [359]. However, a combination of all three alongside a diminished ability to correctly

translate ILD and ITD sound cues would account for poor selective hearing leading to

difficulties with behavioural recognition of auditory targets in background noise [83], [103].
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4.4.3 Limitations

One limitation of this study is the lack of a NT control group. Comparison data may have

highlighted any potential differences in performance between participants with autism

and neuro-typical counterparts. Nonetheless, participants in this study still showed higher

spatial attention towards binaurally rendered spatial audio, demonstrating quantifiable

evidence of audio spatial interactions.

It is important to note that the balance between male and female participants is unequal.

This is also the case in the investigations presented in Chapters 6 and 7. Literature

documents that the prevalence of autism displays a bias towards males at a ratio of 3:1

[360]–[363]. With no medical evidence suggesting a possible cause for this disproportionality,

it has been suggested that a male-centric diagnosis criteria lacks sensitivity to the female

phenotype [361], [363]. The split between male and female participants in this and

other studies in the thesis is a result of this. Furthermore, it could be seen as a direct

representation of the population demographics within the recruitment organisations.

Another important consideration is the use of a non-individualised HRTF database within

this study. The SADIE database used within Google Resonance incorporates anechoic

recordings using the Neumann KU-100 dummy head which is-based upon average dimensions

of an adult human head and ears [275]. HRTFs differ greatly between individuals, due

to the unique shape of the pinnae, head, and torso. Therefore, the use of a generalised

HRTF can sometimes result in localisation confusion and reduced externalisation of target

auditory events within a virtual environment [364], [365]. In addition, recent research

which compared individualised to non-individualised HRTFs did observe higher localisation

errors when using a generic database [310]. Finally, this may provide some explanation

for the varying accuracy and localisation times between participants within the 3D audio

experiment group as well as the lower effect scores yielded in the statistical analysis.

However, there are significant challenges involved in obtaining individualised recordings,

with the recording of children’s HRTF causing additional difficulties [366]. This warrants

the use of generic dummy head recordings in the development of VR soundscapes [367].

Future investigations could also build upon the work carried out by Wallace et al. [235]

and Newbutt et al.[219] and measure self-reported presence of autistic participants within

virtual environments that use spatial audio rendering techniques. Changes in behaviour,
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spatial focus, and interactions when altering the audio reproduction could be compared.

Furthermore, studies could be conducted to measure if removing aspects of the background

audio has any negative effects on the feelings of presence felt by the participants.

4.5 Summary

Alongside realistic graphical rendering and natural approaches to computer interaction,

spatialised audio can be used to significantly enhance presence and improve user interaction

within a VR environment [324]. In terms of clinical applications within autism research,

presenting a more realistic experience would benefit interventions such as the treatment of

phobias and vocational training. By matching the visual and auditory sensory experiences

of the real world, users will have a greater chance of generalising newly acquired skills

into their everyday lives, therefore increasing the possible positive outcomes of VR-based

therapy [259]. Within the context of this thesis, presenting a more realistic auditory

experience could benefit exposure based therapy for auditory hypersensitivity.

To date, this study is the first to assess how those with autism respond to virtual spatial

audio within a VR game environment. The main experiment involved 29 individuals

diagnosed with autism being randomly allocated to 3D audio and mono control groups.

All participants completed two experimental phases. The first compared spatial attention

towards auditory stimuli by recording head rotation accuracy and horizontal movement

towards presented audio. In Phase Two, participants were required to localise four social

and four simple stimuli among varying levels of background audio. Results collated from

head rotation and tracked positional data during the experiment do suggest that despite

reported auditory processing difficulties, autistic children and adolescents can make use

of auditory cues rendered by spatial audio. In addition, the amount of background audio

can have significant effects on the localisation of auditory stimuli within a VE. These

findings will provide valuable evidence which will inform the sound design techniques

used in the forthcoming investigations presented throughout this thesis. Furthermore, the

results of this research could contribute to those designing VR interventions for the autistic

population. Future developers and researchers should make use of similar binaural-based

spatial audio rendering approaches used in this study to increase the ecological validity of

the virtual environment and deliver important information via auditory cues. However,
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attention should be paid to the level of background audio, as too much could have a

negative impact on the experience.

This study has shown that previously reported difficulties in auditory scene analysis

associated with autism do extend into the realms of VR and binaural-based spatial audio.

The amount of competing background audio can have an effect on spatial attention towards

virtual sound targets and therefore this should be taken into consideration when designing

three-dimensional virtual acoustic environments for ASD interventions.



Chapter 5

Development of SoundFields: A

Serious Virtual Reality Game for

Autistic Young People

5.1 Introduction

Previously in Chapter 2 it was discussed how Ambisonic audio could be embedded into

exposure therapy frameworks for auditory hypersensitivity. Ambisonic spatial audio can be

rendered to the listener through either loudspeaker array or binaurally via headphones, and

so this presents an important consideration when designing a therapy framework for auditory

hypersensitivity. Work conducted by Argo [337] has shown that immersive soundscapes

presented over loudspeaker arrays are capable of eliciting the levels of anxiety needed to

address mental catharsis in neurotypical adults. With this in mind, it could therefore be

possible to conduct systematic desensitisation sessions within the 50 loudspeaker array

located at the University of York (see Figure 5.1). This system is capable of rendering

up to 5th order Ambisonics and so could simulate immersive soundscapes with the high

spatial accuracy required to trigger the fear structure needed for effective exposure training.

However, alongside delivering realistic auditory stimuli it is also important to motivate

autistic people to engage with repeated intervention sessions if the therapeutic outcomes

are to be achieved and subsequently generalised to real world applications. This could be

114
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(a) Sketch up plans of 50 speaker loudspeaker array.

(b) Photograph taken at entrance to the loudspeaker array.

Figure 5.1: 50 speaker loudspeaker array located at the AudioLab, University of York.

achieved by utilising head-tracked binaural ambisonic rendering within a VR and serious

game environment.

Earlier in this thesis, serious games were examined as a viable approach to providing

therapy farmeworks to autistic people. For over a decade researchers have been using these

interventions to improve emotional recognition, social skills and reduce anxiety including

that associated with sounds [29], [30], [368]. With their effectiveness accredited to a number

of factors. Firstly, autistic individuals have a tendency to enjoy video games and technology.
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Secondly, the individualised VE creates a safe therapy condition to acquire and practice

new skills. Finally in the context of VR based interventions, realistic models of feared

stimuli can be delivered in a controlled manner at graduated levels of exposure.

The aim of this chapter is to outline a serious game targeting auditory hypersensitivity in

autistic children and adolescents named SoundFields. First, a series of literature based

guidelines are examined which outline the specific design and implementation requirements

of a serious game for those on the autistic spectrum. This is then followed by a detailed

description of the game including the therapeutic mechanisms, game-play, and sound

design techniques used specifically to overcome any auditory impairments that may affect

auditory scene analysis in VR. In addition, the tools used to produce the stimuli used for

exposure are outlined. Finally it is discussed how the presented game complies with the

design guidelines presented at the beginning of the chapter.

5.2 Design Guidelines for Serious Games and Autism

Literature suggests a series of guidelines that should be integrated into the development of

serious games to increase engagement and therapeutic outcomes of an intervention. These

features are founded in computer game principles which are used to entertain and engage

the user [369]. These can incorporate game design features such as reward systems [66],

[67], difficulty [370]–[372], narrative based goals [373]–[375], player personalisation [376]

and audio [377], [378]. This section will present these guidelines in addition to examples of

their implementation in previous serious game therapy applications developed for autistic

young people.

5.2.1 Repeatability and predictability

One of the main characteristics of autism identified in the DMS IV [1] is that people

within this population show repetitive behaviours [379]. This is noted as one of the

principle reasons why they engage well with interactive technologies [380]. Moreover,

repetition is crucial in providing opportunities to practice and master new educational

and therapy skills. Finally, getting the player to repeat the same task delivers predictable

feedback that will maintain interest and motivation in autistic individuals [178], [381]. New
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Horizons is a serious game developed to reduce anxiety in autistic children [382]. The game

permits players to repeat mini-game levels as many times as they please. Furthermore,

the therapeutic goals remain the same regardless of the level and mechanics. Barajas et

al. [204] follow a repetition mechanic in a game targeted to improve cognitive skills of

autistic children. During the game, players must repeatedly place physical blocks in a

pattern that mirrors an on screen display using a bespoke game controller. In a serious

game designed to teach autistic people work based skills, players are required to repeatedly

practice vocational activities such as planting crops and wrapping fruit within a time limit

[381].

5.2.2 Reward System and Motivator

Much like real-world play, people play computer games to generate a positive feeling

[66]–[69]. A human being’s own subjective pleasure experiences is mediated by a set of

complex neurological processes specific brain pathways known as the reward system [383].

Neurons within the reward system communicate by releasing dopamine, a chemical which

plays a key role in how we feel pleasure [384]. These reward circuit responses have been

linked to a diverse group of both simple and complex stimuli. At its most basic level,

increased reward system activity has been observed in the reception of unconditioned

stimulus such as water, fruit juice and food smells [383], [385], [386]. Further to this, studies

have reported similar reward system activation in response to beautiful faces [387], social

interaction [388] and music [389]. However, these stimuli are conditioned and therefore any

reward status is the result of learning [390]. Similarly, research has also detected levels of

dopamine release during sessions of computer game-play [68], [391].

Computer games incorporate reward mechanics aimed at producing feelings of fun by

creating a sense of anticipation before the award is received [392]. Mechanics which

have also been adopted by digital intervention games in order to increase motivation and

engagement, resulting in the development of the target and educational therapy outcomes

[393], [394].

Score systems are one of the earliest approaches to reward mechanics within games.

Presenting a player with scores that directly link to in-game performance can serve as

a tool for self-assessment and feelings of glory [395]. Research conducted by Malone
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[396] identified that a basic scoring mechanic is one of the core features crucial to fun.

Additionally, a persistent scoring system can be extended to interact with other reward

mechanics such as the acquisition of in-game resources [392]. Classified as a sustenance

reward, collection of resources allow the player to upgrade their avatar or virtual status

[395]. Although this technique for rewarding players is a popular motivator in online

multi-player games, it is also present within serious games developed for autistic children

[397]. In Caribbean Quest [398], a game which targets improving working memory and

attention, players are rewarded with ‘sand dollars’ for successfully completing in-game

tasks. This in game currency can then be used to purchase trophies in a virtual game shop.

How a reward is delivered to the player is an important consideration when developing a

serious game intervention for autistic children. For an individual who may have impaired

cognitive abilities a quantifiable scoring system may be redundant. It has been observed

that autistic children benefit from positive reinforcement in the form of audio or visual

feedback, such as animations, applause or cheerful music [200]. New Horizons [382] which

is an intervention developed to reduce anxiety in autistic players adopts an inclusive

motivator approach. In addition to using a quantifiable point system, players are also

rewarded positive reinforcement using visual animations and audio.

5.2.3 Customisation

The customisation of a virtual environment is a popular feature of modern day computer

games. By allowing a player to customise in-game features to their own specification and

preference, the game can increase the sense of immersion [399]. Computer games utilise a

number of approaches to customisation. First, cosmetic customisation allows the player the

change the appearance of characters and objects which does not directly impact game-play

[400]. Second, customisation of character statistics and abilities can affect game-play and

how challenges are overcome [401]. Finally, a player can change in-game settings such as

difficulty in order to individualise the experience based on their own ability [400].

The type of customisation is very much dependant upon the style of game being played.

Simulation games such as The Sims [402], one of the most popular simulation games in the

past two decades [403], are built around requiring the player to create virtual characters

and design the worlds in which they exist. Further to this, multiplayer online games such
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as World of Warcraft [404] and Destiny [405] allow full customisation of in-game avatars

using both cosmetic and in-game abilities. How a player decides to represent themselves

within a virtual environment may indicate how they expect the avatar to act as a channel

of their own self-identity [406]. This personal identification with an avatar is one of the core

aspects of how a player experiences a game, impacting their engagement and enjoyment

[376], [407].

Personalisation of avatars has been utilised in a number of games developed for autistic

children [408]–[412]. This has been shown to increase the perception of self felt within the

game environment and helps in building a relationship between the autistic individual, the

VE and game mechanics [380]. One notable example is Social Stories, a game designed to

teach autistic children road safety. Photographs of the players which were placed on the

character faces were observed to have a positive impact on the child’s learning experience

[411].

As previously mentioned, a games difficulty can be customised to adapt to the player’s own

abilities. This is an important consideration to make when developing serious games for

those on the autistic spectrum. Autism is heterogeneous, and despite impairments being

commonly identified with the condition, abilities are often unique to the individual [413].

It is therefore important that the game is capable of adapting to the player’s individual

skills and their own therapeutic or educational goals [380]. An example of this appears in

work conducted by Chang et al [414], in which a serious game was developed to provide

children with autism opportunities to practise everyday skills such as setting the table.

Game activities were initially presented to the player at random. Upon completion, the

child’s performance metric informed the category and complexity of the proceeding task.

This allows the experience to be customised to each child’s unique skills and abilities.

5.2.4 Game Difficulty

Increasing game task difficulty is one of the foundations of computer game design. By

challenging the player and implementing a form of progression, the player will maintain

interest and stay motivated to perform better [370]. Furthermore, it is considered that

challenge is one of the core components in delivering a fun and immersive experience [371],

[415]–[417]. Feil and Scattergood [418] suggest that how a computer game challenges a
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player can be classified into six groups. Time based challenges allow players a limited

amount of time to complete a task. In dexterity challenges, players must use physical

dexterity or mental ability to make quick decisions. Memory and knowledge challenges

necessitate the player to remember certain facts throughout the game. Logic challenges test

player’s intelligence with puzzles. Resource management challenges the player to control

limited resources to complete tasks. Finally, endurance challenges test a player’s ability to

sustain a level of skill during a continuous course of obstacles.

Designing difficulty levels within games is important for creating the optimal experience

for players. If a game is considered too easy or too hard, it will have a negative impact

on a player’s motivation to engage with the task [419]. Further to this, game difficulty

has been seen to have a direct impact on the brain’s reward system. A brain imaging

study conducted by Huskey et al [419] observed reward system activation during difficulty

balanced cognitive control tasks in a computer game. In regards to intervention based

games, increasing game difficulty can also help deliver and progress the educational or

therapeutic objectives of the software through challenging but achievable goals [69], [420].

This has been introduced in serious games such as Mind Light, a neurofeedback game to

assist in the reduction of anxiety which has been used for autistic children [189], [205].

As game-play progresses, the virtual threats that are integrated into the game mechanics

become increasingly more difficult to ignore and the only way to advance is to confront

them.

However, due to the heterogeneity of autism, game difficulty must also be closely linked

to the personalisation of the game experience to adapt to the unique cognitive, social

or communication abilities of the player. This ad-hoc approach to adjusting difficulty

levels had been implemented in ECHOES [421], a game that targets the development of

social communication skills in children with ASD. Difficulty levels are not related to the

individual game activities, but rather to the amount of verbal guidance they receive from

the game’s agent. Players who experience more difficulties in this area will be in receipt of

more assistance.
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5.2.5 Story Driven Goals

In addition to their fundamental game-play mechanics, computer games can also contain

the components of a typical narrative such as characters, actions, events and environments

[373]. Once arranged into a story-like order, it could therefore be argued that the computer

game holds a narrative [375]. However, one of the key aspects that sets computer games

apart from other narrative based media is interactivity [422]. In addition, a computer

game narrative can be non-linear, a direct product of a game’s interactivity [423]. Within

a game environment, the challenges and tasks put in place by the designers help players to

understand the narrative and vice-versa [423]. Furthermore, how absorbed a player is by

the game story is considered to be a contribution to the sense of immersion a player feels

across the entirety of the game [424].

For traditional gaming, how a narrative is experienced by a player can have a direct result

of their emotional experience of the entertainment medium [371]. However, the introduction

of story based goals can have a positive impact on the therapeutic outcomes of serious

games. Whyte et al [199] suggest that one of the most powerful resources in enhancing

motivation to learn within a serious game environment is the inclusion of a storyline or

narrative that puts into context the educational or therapeutic goals. Furthermore, these

can increase enjoyment when playing which can have positive implications on learner

motivation. This is especially important when designing serious games for autistic people.

Story-driven goals can give the player a reason to actively engage with the mechanics

that support the game’s learning outcomes. This approach was employed in the serious

game ‘Sinbad and the magic cure’ [29]. Here, players must actively engage with and collect

problematic sound objects, delivering them to an evil witch character in return for a magic

cure to save the princess.

5.2.6 Game Audio

Sound design is fundamental in the development of all computer games, including those

developed for therapy, education or entertainment purposes. with that in mind, game

developers are increasingly placing a strong emphasis on creating sound content for computer

games [378]. Sound or music can be used as a tool to provide feedback on player actions,

provide warning for in-game events, support on-screen visuals and complement visual
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rewards [380], [425]–[427]. All of which can significantly contribute to both immersion and

engagement with the virtual environment and game mechanics [428], [429]. In addition,

how sound is delivered within a VE can have a significant impact upon the emotions felt

and subsequently the validity of the virtual visual and auditory stimuli (see Section 3.6.1)

[430], [431]. As discussed in 2, these emotional states could be the result of neurological

connections between the sense of hearing and the limbic system [432], [433].

Most modern day computer games utilise audio in well-defined categorises: music, speech

and sound effects [377], [426]. Music can play an important role in creating atmosphere

within a virtual environment [377]. Similar to its use in non-interactive media, music is

used to emotionally engage its audience to reflect the on screen conditions [434], [435]. For

example, if a player finds themselves in a combat situation, the music may become more

up-tempo and aggressive in order to reflect the energetic environment [377]. Sound effects

have a number of functions within a computer game’s virtual environment. Firstly, sound

effects give a direct notification to a player that they have performed an action within the

virtual environment [377], [426]. Secondly, they can be used to orientate a player towards

an area or point of interest outside of their field of view [377], [426]. Finally, sounds can be

utilised in the identification of objects and to infer the object’s value [377]. Regardless of

how an effect is used, it is important that it is a plausible representation of the object in

the virtual world [426]. In this regard, an overarching function of effects is to complement

the visual stimuli in order to create a feeling of presence and immersion within the VE

[377], [426], [436].

A heightened level of realism and a sense of presence are important when designing serious

games for therapy or education [437]. As discussed in Chapter 2 this is important for

delivering successful VRET interventions, and spatial sound can play a significant role (see

Chapter 3. However, it is crucial to keep in mind the auditory processing difficulties often

experienced by autistic people that were discussed earlier in this thesis, for example impaired

auditory scene analysis [103]. Research conducted and reported in Chapter 4 observed

that signal-to-noise ratio between target auditory stimuli and competing background noise

does have a significant impact upon the localisation of spatialised auditory stimuli within

a virtual environment. An impairment in analysing multiple sound sources could result

in a reduction in interpreting in-game prompts and cause unnecessary stress and anxiety

[380]. It is therefore essential that competing environmental in-game audio be reduced
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in order to compensate for any possible auditory processing impairments. This approach

to delivering sound could help highlight important information via audio-visual cues and

increase the ecological validity of the VE for people on the autistic spectrum.

5.3 SoundFields Description

SoundFields is the prototype of an individual interactive VR game designed for children

and adolescents diagnosed with autism spectrum disorder and who also display auditory

hypersensitivity towards particular sounds. It aims to help individuals become habituated

to sounds that might ordinarily provoke feelings of irritation or anxiety. It achieves this

by integrating principles of exposure therapy into its core game mechanics and delivering

problematic sound stimuli through 3rd order ambisonic rendering.

SoundFields is a VR computer game set within an enchanted forest in which the player

must find and locate lost characters through four mini-games. SoundFields is divided into

three smaller mini-games which are located in two separate settings within the overarching

forest environment.

5.3.1 Tool used

This section presents the libraries and software tools used for the development of the

serious game prototype.

Unity 3D Game Engine: The Unity3D game engine is a free to use software that allows

for the design and development of 2D and 3D games including VR. The application can

fully support Windows 10 and uses the C# scripting language [344].

For VR development, the SteamVR SDK was integrated into the game engine, this provides

VR specific assets that communicate with major VR device manufacturers via the Open

VR framework [438].

Wwise Audio Engine: Audiokenetic Wwise is a cross platform game audio engine that

is free for non-commercial uses. It features audio asset editing and authoring and can be

integrated into the Unity3D game engine [350]. Furthermore, Wwise supports the Google

Resonance spatial audio SDK outlined below.
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Google Resonance: Google resonance is an open source cross-platform spatial audio

SDk used for mixed reality gaming and video that can render up to 3rd order Ambisonics

[351]. The SDK can be included as an audio plugin package for the Wwise game engine

software and operates a binaural decoder for the audio engine with the HRTF filtering

being applied to object based sound sources or multi-channel ambisonic files. Resonance is

built using the SADIE HRTF database [275].

5.3.2 Therapeutic Mechanisms Used

As discussed in Chapter 2, there is convergent evidence from a number of studies that

suggests auditory hypersensitivities experienced by autistic people is related to an irrational

fear of the stimulus instead of physiological pain associated with the stimulus [6], [7], [126]–

[128]. Therefore, the most effective treatment has been centred around CBT techniques

such as systematic desensitisation [7] or exposure based training [29], [172]. However, as

discussed in Chapter 2 there are also barriers to effective CBT sessions caused by the

core difficulties experienced by autistic people, such as impaired communication impacting

patient to therapist interactions [189] and non-contextualised stimuli via imaginal exposure

[191].

The game described in this chapter integrates simplified CBT techniques based upon

empirical evidence used to reduce the negative emotional reactions associated with specific

sounds. Within a playful and engaging environment players will gradually and repeatedly

encounter auditory stimuli which would ordinarily cause anxiety with the aim to decrease

the aforementioned anxiety and increase habituation.

The primary evidence based strategy embedded into the core game mechanics is exposure

training, which is empirically validated as the key CBT mechanism in reducing anxiety

associated with specific fears and phobias [439]. During the course of the game, players are

encouraged to interact with mechanics that will expose them to virtual representations of

a feared auditory stimuli and are rewarded for doing so. This strategy of environmental

sound enrichment has been applied in a number of serious games designed for auditory

hypersensitivity in ASD whereby graded sound exposure follows a step-wise model that

gradually increases the volume of the sound [29], [30], [368].
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The effective outcome of VRET for phobias is based on the controlled delivery of sensory

information, creating a realistic simulation of feared stimuli within the virtual environment.

SoundFields accomplishes this by rendering feared auditory stimuli using head-tracked

binaural based spatial audio. This sound reproduction technique is capable of simulating

the movement of an audio source within a 360 degree space and adapt its movement

to compensate for the movement of the player’s head within the virtual environment.

Furthermore, it is also possible to emulate the acoustic parameters of the environment the

sound is most encountered in. The enhanced perceptual realism of soundscapes experienced

whilst using spatial audio [440] aims to address difficulties in contextualisation of the

presented stimuli encountered by autistic individuals during virtual CBT sessions. Finally,

by using spatial audio, exposure hierarchies similar to those applied in previous exposure

training for auditory hypersensitivity [7] can be recreated within the virtual environment.

This is achieved through simulated distance attenuation properties of sound, moving the

virtual sound source closer to the player in a stepped process (see Table 5.1) .

Table 5.1: Exposure Hierarchy. Each exposure level corresponds to the distance between
the participant and the virtual sound source, distance is represented in metres .

Exposure Level Virtual distance between player and stimulus

1 25m
2 15m
3 5m
4 2.5m

As previously mentioned in Section 5.2, rewarding a player for successfully completing

game mechanics can have a positive impact upon a player’s motivation to perform well

in a game. Within SoundFields, the player is rewarded a larger amount of in-game

currency and auditory praise via sound effects upon interaction with mechanics which

render representations of target auditory stimuli. A strategy employed in the game Sinbad

and the Magic Cure [29]. It is therefore expected that by offering the player an increased

reward they will be encouraged to expose themselves to target stimuli. Therefore, positively

impacting upon the proposed therapeutic outcomes of the game.

The combination of hierarchical exposure based training and positive reinforcement as

an approach to reducing specific phobias has received empirical support in the treatment

of autistic children. Ricciardi et al [441] eliminated avoidance behaviour in an autistic

child with a specific fear of animatronic objects. The intervention involved a fear hierarchy
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that introduced the child to the objects at decreasing distances in parallel with verbal

positive reinforcement. In another study, Schmidt et al [442] used graduated exposure

combined with positive reinforcement in the form of verbal praise and edibles to introduce

an autistic boy to feared rooms in his school. These, amongst other studies therefore

recommend the use of incremental exposure in the presence of positive reinforcement to

foster positive associations with feared stimuli [162], [443], [444]. Secondly, the previously

mentioned studies also advise conducting contact desensitisation without escape prevention

as an effective fear-reduction intervention for autistic children. This is the process of not

allowing the individual to remove themselves from a phobic situation [441]. In regards to

SoundFields, this approach may have a negative impact of player motivation to engage

with therapy based mechanics. Therefore, exposure within the presented VR game is

entirely voluntary, consequently permitting the player to terminate interaction with the

feared stimuli at the cost of additional in-game rewards.

Finally, the repeated confrontation of a feared object is the core element of many treatments

for phobia or anxiety based disorders [445]. Within SoundFields, the application of voluntary

exposure through the removal of escape prevention means that an embedded reward system

that positively reinforces successful interaction with a conditioned stimulus is crucial for

encouraging repeated exposure. A similar design approach has been integrated into serious

games targeted to reduce anxiety in autistic children including auditory hypersensitivity.

Sinbad and the Magic Cure [29] rewards players for collecting in-game objects that emit

target stimuli and require repeated collection of these objects to progress in the game.

In another game designed by Morris [30], players were motivated to voluntarily engage

with target sounds multiple times and at varying exposure levels through in-game positive

reinforcement.

5.3.3 Game-play Description

The core game-play consists of two mini-games in which the player is given opportunities to

voluntarily expose themselves to feared target auditory stimuli. Due to the heterogeneous

nature of ASD, abilities can vary between each child, this therefore necessitates the need

to individualise the gaming experience [199]. This is achieved in SoundFields through

the inclusion of mini-games and permitting the user to choose which game they play.
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Figure 5.2: Virtual shop where players can purchase cosmetic variations of their magic
wand using currency earned in-game.

Games can also be repeated as many times as the player wishes. This repeatability makes

serious game experiences enjoyable and motivating for those on the autistic spectrum[381].

Furthermore, it can increase generalisation by allowing repeated exposure to stimuli [191].

Mini-game mechanics are designed to provide numerous opportunities for the player to

be exposed to averse auditory stimuli, however as discussed in Section 5.3.2 all exposure

during game-play is voluntary and is fostered by the embedded reward system.

SoundFields features an in-game currency in the form of gems which could be used to

purchase cosmetic alterations to the player’s magic wand (see Figure 5.2). Shop items

are organised into pricing tiers designed to encourage players to acquire more currency.

The minimum amount players can be awarded for successful completion of game tasks is

one gem, however they will be awarded 10 gems for successful completion of tasks which

incorporate exposure to target sounds. Motivators such as this are an important element

in the design of games for both educational or entertainment purposes.

Mini-Game 1: Orb Hunt: The orb hunt mini game, shown in Figure 5.5, requires the

player to locate orbs hidden within the virtual game environment. Once found, the player

must then capture the orb by using their magic wand which gradually moves the creature

towards them. During game-play orbs will spawn randomly at pre-determined locations

within the VE, these are shown in Figure 5.3 alongside the movement area for the player.

Once active, the orbs will emit speech-like gibberish stimuli which aims to attract the
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player’s spatial attention towards their position and assist them in locating it. Once it

moves into the player movement area it disappears and the game score is updated.

Figure 5.3: Top down view of the SoundFields visual environment.

Figure 5.4: Top down view of the SoundFields visual environment.
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Figure 5.5: Orb non-player characters used in the Orb Hunt mini game. Type A emits
speech like stimuli and awards 1 gem upon capture. Type B emits target stimuli and

awards 10 gems upon capture.

Two variants of the orb are used during this mini-game which are displayed in Figure 5.5.

Type A will only emit speech like stimuli throughout the length of time the player interacts

with it. It is important to note that the sounds used are retained from the study presented

in Chapter 4, this is due to participants displaying spatial attention towards this stimuli.

Once the player successfully catches the orb they are rewarded with one gem. Type B,

which is denoted by its gold colour will emit speech-like stimuli until the player interacts

with it. Once interaction commences the orb will play spatialised reproductions of averse

sounds at the same time as speech like stimuli. In addition the orb will travel towards

the player at a slower speed. Maximising the exposure time. Once the player successfully

collects this orb, they are rewarded with 10 gems. As a strategy to optimise the potential

therapeutic outcomes, the spawn, locate and collect game mechanic is looped until the

player wishes to stop it. This creates multiple chances for the player to be exposed towards

their target averse stimuli. Furthermore, it is based upon the repeated and predictable

game-play that can maintain interest and motivation to engage with serious games for this

population [178], [381].

Mini-Game 2: Bubble Rescue: The objective of mini-game two (see Figure 5.6) is

for the player to rescue orbs trapped within floating bubbles by using their magic wand

to pop them. During game-play bubbles containing the orbs will spawn randomly at

predetermined locations within the VE waterfall shown in Figure 5.6. Bubbles will float
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upwards until it has either been popped by the player or it reaches a virtual height on

20m, at this point it will disappear and respawn.

Figure 5.6: Orb non-player characters used within the Bubble Rescue mini-game. Type
A emits speech like stimuli during interaction and awards 1 gem upon rescue. Type B

emits target stimuli during interaction and awards 10 gems upon rescue.

Similar to the orb hunt mini-game there are two variations of characters the players can

interact with, these are highlighted in Figure 5.6. Type A will only emit speech like stimuli,

once the virtual bubble is popped, the orb will play a positive reinforcement auditory

stimulus in the form of cheering and the player is awarded one gem. Type B is represented

as a golden bubble, this bubble will emit speech like stimuli until it is interacted with.

Once the player begins interaction, a reproduction of the target averse stimulus specific to

that player will be played at the corresponding exposure hierarchy. This is represented by

the virtual distance between the player and sound source. If the player ceases interaction

the target stimuli will stop. Once the bubble has been popped by the player the target

audio will stop, the positive reinforcement will be played and the player will be awarded

ten gems.

5.3.4 Game Flow

The overall flow of the game is shown in Figure 5.7. Each rectangle represents an area of

game-play that the player is able to interact with. The arrows indicate how the player can

move freely between each of the game components. As previously mentioned in Sections

5.3.3 and 5.3.3, users can play either mini-game for as long as they please, thus this is
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facilitated by the freedom of movement between the four game areas. By permitting

the player non-linear movement through the game environment it raises opportunity for

mini-games to be repeated and for the personalisation of the game experience.

Figure 5.7: SoundFields game flow. The chart displays freedom of movement permitted
between in-game areas.

5.4 Sound Design

From previous research outlined in Chapter 2 and the investigation conducted in Chapter

4, there is evidence to show that auditory processing impairments experienced by autistic

children and adolescents can have a negative impact upon how they perceive a soundscape

be it in the real or virtual world. With that in mind it was crucial to implement specific

approaches to sound design in order to maximise the experience for the player. This will

be explained in two categories, the first will discuss the implementation of environmental

and non-target audio. The second category will consider the basic template of how the

target audio stimuli were created.

All audio stimuli were recorded or edited using the Reaper [349] digital audio workstation

and WWise [350] game audio engine. Stimuli were a combination of original spatial
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audio recordings extracted from the Eigenscape database [446], the Vocal Interaction

in an Immersive Virtual Acoustic (VIIVA) system [447] and recordings obtained from

FreeSound.org [448] under the Creative Commons licence. 3D binaural-based spatial audio

was rendered via the Google Resonance spatial audio SDK [351] which was included in

Wwise as a plugin.

5.4.1 Environmental Audio

An ambient soundscape was created placing virtual mono sound sources throughout the

unity game environment, these are displayed in Figure 5.9. A Wwise spatial audio listener is

placed on the virtual camera which is positioned at the player’s head. This game component

will then process the audio in conjunction with the Resonance HRTF database to spatially

render sounds based on the player’s movement with 6DoF simulating positioning. Distance

is simulated by predefined attenuation curves within Wwise that adjust amplitude and

spectral content relative to the distance between the player and the sound source. This

attenuation is processed before HRTF filtering. Finally, reverberation properties of the

sounds are also manipulated by defining the material coefficients of the virtual 3D objects

placed in the game environment (see Figure 5.8).

One of the design considerations recommended by literature and from the data collected

earlier in this thesis was the use of Clear Audio, mentioned in Section 5.2.6. In the case of

designing serious games for autistic young people this defines delivering key auditory objects

in a manner that distinguishes them from competing background noise. As demonstrated

in Chapter 4, reducing all background noise and increasing the signal-to-noise between

that and the stimuli can significantly improve spatial attention towards both speech and

non-speech sound objects. Furthermore, Schelinski et al [108] observed recently that a

small difference in SNR of 1.45 dB can have a significant difference in speech recognition

when presented in noise.

As discussed in Chapter 3.6.1, soundscapes that closely resemble the visual environment

are essential for maintaining the presence felt by a player within VR. This has meaningful

implications for the therapeutic outcomes for an intervention that is based within VR

in which the concept of presence is key [219]. Therefore reducing all background noise

simultaneously could create an unnatural inconsistency between the visual and auditory
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Figure 5.8: Defining the virtual acoustic materials present within the main play area of
the SoundFields VE.

environment, resulting in a breakdown of the immersion. With this considered, an object

based approach was used to reduce SNR and increase the clarity of presented sounds.

Dividing an audio scene into discrete audio objects can be implemented to deliver adaptive

content in order to improve the accessibility of media for listeners with hearing impairments

[352], [449], [450]. With this approach the signal-to-noise ratio of objects important to

the narrative can be increased by reducing the volume of audio objects that have been

categorised as being less significant to the narrative. In addition Tang et al [451] used a

tracked intelligibility metric to optimise speech intelligibility. When the metric fell below

the specified value, background objects were reduced to increase speech to background

ratio.

SoundFields implements an automatic increase of signal-to-noise ratio for target sounds

using a similar approach outlined above by adjusting background object levels. Background

sounds were categorised as being environmental or diffuse sounds such as birds, waterfall

or the wind in trees. This category was then further divided into two further classifications

which established if the object had a visual component. When a target sound being either
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speech stimuli or averse target stimuli is played, the volume of background objects with

no visual components are attenuated. By only adjusting the loudness of these objects the

spatial attention towards target stimuli will be improved through an increased SNR and

the levels of presence and immersion should be maintained by preserving the link between

visual and auditory stimuli.

Figure 5.9: Locations of environmental audio objects placed throughout the VE. (1)
Waterfall (2) Pond Waves (3) Birds (4) Crickets (5) Leaves in wind (6) Frogs.

5.4.2 Target Audio Stimuli

Target averse auditory stimuli were created within the Reaper [349] digital audio workstation

using the Facebook 360 Spatial Workstation [297] virtual studio technology (VST) plugins

to output 16 channel 3rd order Ambisonic files. Ambisonic files are then imported into the

Wwise audio engine software to be processed by the Google Resonance spatial audio plugin.

During game play, the Ambisonic file is rotated along the horizontal and vertical axis based

upon the head rotation data of the VR HMD. This approach to audio rendering was chosen

to maximise computational efficiency by processing one file at a time. The 16 channel files

contain all the encoded spatial information regarding directionality, distance and acoustic

environment, therefore only requiring one audio file. An object based approach would

require individual movement for each stimuli within the VR scene. In addition, this allows
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for a dynamic target stimulus library to be built that can be rapidly expanded without

altering the application’s source code and virtual environment.

Figure 5.10: Facebook Spatial Audio Workstation - Spatialiser Audio Plugin. Used to
position an audio source using azimuth and elevation coordinates. Distance attenuation

can also be simulated here.

Within Reaper, the directional properties of a mono sound source are simulated by

automating the azimuth and elevation properties of the Spatialiser plugin displayed in

Figure 5.10. Positioning was designed to match its real-world equivalent as closely as

possible. Target stimuli used in the research presented in Chapter 7 such as a fire alarm,

would be set at a fixed point in the virtual space. In comparison, the ambulance stimuli

used as target stimuli in Chapters 6 and 7, would appear to move/ drive from a distance

and travel directly past the listener.

As discussed in Section 5.3.2, previous games that target auditory hypersensitivity in

autistic children simulate the distance exposure hierarchies used in traditional interventions

by gradually increasing the volume levels of the sound [29], [30], [368]. However, the

perception of distance between a listener and a sound source is dependant upon the relative

loudness, frequency attenuation caused by air absorption and the ratio between direct and

reverberant sound energy.
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Table 5.2: Sound absorption coefficients of brick walls. Table adapted from [453]

Material Octave Band Frequency in Hz
125 250 500 1k 2k 4k 8k

Walls, hard surfaces average
(brick walls, plaster, hard floors, etc)

0.02 0.02 0.03 0.03 0.04 0.05 0.05

Walls, rendered brickwork 0.01 0.02 0.02 0.03 0.03 0.04 0.04

Exposure hierarchies discussed in Section 5.3.2 simulated in this project were done so

by adjusting the distance property of the Spatialiser plugin (see Figure 5.10). This

simultaneously processes the audio signal’s amplitude, frequency content and reverberation

attributes based upon the relative distance between the sound source and the listener.

Finally, additional audio filtering was implemented based upon the target stimulus and

the distance. Previous studies which involve systematic and graded exposure towards

auditory stimuli often initiate exposure with the stimulus situated within another room [7],

[71]. Material such as brick often reflects high frequency sound waves which results in a

build up of reverberant energy within a space in which the sound source resides. However,

lower frequency waves will be absorbed into the walls and are transmitted through the

material ( see Table 5.2). Though the lower frequency sounds can still be heard, energy is

absorbed by the material resulting is some extent of attenuation [452], [453]. In order to

simulate this as accurately as possible, a lower pass filter is placed on the monaural sound

source prior to the spatialisation plugin (see Figure 5.11). Combined with the distance

attenuation reproduced by the Facebook Spatial Audio Workstation, this reproduces a

sound source heard from a neighbouring room.

Figure 5.11: Low pass filter simulating children playing outside of listener environment.
Stimuli was taken from the library of target stimuli used in the research presented in

Chapters 6 and 7.

Following two exposure levels in which the sound source is reproduced in another room,

the sound source appears to the occupies the same acoustic space as the listener. For static
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sound sources that are often experienced within an indoor environment, reverberation is

applied after the spatialisation plugin to simulate early and late reflections. An example

of such a stimuli would be a hair dryer, which will be featured as a target stimuli in the

research presented in Chapter 7. This was achieved using the IEM FND Reverb [454]

plugin which is capable of simulating reverberation up to 7th order Ambisonics, therefore

maintaining the sound source position within the space and simultaneously reproducing

sound reflections.

Figure 5.12: IEM FND Reverb used to reproduce a hair dryer stimulus within a
bathroom environment. Stimuli was taken from the library of target stimuli used in the

research presented in Chapters 6 and 7.

5.5 Comparison with Design Guidelines

Section 5.2 presented design guidelines for the development of serious games for autistic

young people as recommended from research literature. How these guidelines have been

implemented during the development of the SoundFields game are summarised in the

following:

• Repeatability and Predictability: Players can repeat mini-games as often as

they like with the game goals and mechanics remaining the same. In addition, there

is no time limit.
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• Reward System and Motivator: The player receives points and in-game currency

for successfully completing game tasks, further points are rewarded for interacting with

game mechanics that include exposure to averse target auditory stimuli. Currency

game can be used to purchase cosmetic alterations of the player’s magic wand.

Positive reinforcement is given in the form of visual animations and audio effects

• Customisation: Players can spend in-game currency to customise the appearance

of the magic wand to their preference. The user also has full control over which mini-

games they interact with and the duration of which they play them. The hierarchical

structure of exposure levels and amount of game enemies cannot automatically adapt

to the player’s ability but they can be adjusted in a settings menu.

• Story Driven Goals: Each mini-game has a specific goal that can be achieved.

However, the global goal is to collect and rescue as many orbs as possible within the

VE. At this time there is a very limited narrative.

• Game Difficulty: There is one level of difficulty implemented into the core game

mechanic loops of both mini-games. The player is challenged by reducing the virtual

distance between themselves and the averse target stimuli.

• Game Audio: All audio is rendered to 3rd order Ambisonics using Google Resonance

spatial audio SDK. Similar to the experimental environment presented in Chapter 4,

spatial sound directs players to characters that are essential to the game mechanics.

In addition to this, sound provides a direct feedback to player actions within the VE.

Spatial attention towards target and non-target stimuli by attenuating the intensity of

background audio objects with non-visual components. This reduces signal-to-noise

ratio and compensates for any impairments in auditory scene analysis that may be

experienced by the player. Finally, accurate spatial representations of feared auditory

stimuli are rendered using Ambisonics, which is the core component of the proposed

digital intervention and research.

5.6 Summary

This chapter has outlined the essential elements for developing a serious game to target

auditory hypersensitivity in autisitc young people. First, a number of design guidelines
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recommended by literature for developing serious games for autistic people was described.

Throughout the development process of this project these design patterns have been

essential in creating a game environment for autistic children. This was followed by a

detailed description of the serious game SoundFields. Here the theoretical basis for the

game as an exposure therapy intervention was explained and how the theory was embedded

into the various game components. Each mini-game embodies mechanics that will motivate

the player to actively and repeatedly engage with target averse stimuli with the overarching

objective of habituation to their problematic sounds. However, the crucial component

of the presented game is a theory to build upon pre-existing serious games developed

for auditory hypersensitivity by reinforcing exposure therapy mechanics with realistic

simulations of averse sounds rendered through 3rd order Ambisonics. It is this theory that

is at the centre of the motivation for this thesis.

The information provided is a detailed description of the method and approach to how

spatial audio renderings of problematic sounds will be delivered during the experimental

investigations presented in the forthcoming chapters. However, the implementation of

spatial audio using VR as an alternative to loudspeaker arrays extends further than the

central hypothesis of the thesis. Part of the core rationale of using computer games

for therapy is to increase the accessibility of an intervention protocol by allowing the

user to achieve therapeutic outcomes through game play outside of clinical environments

and specialist equipment. In respect to this project, using consumer grade equipment

and software to test the main research question will also simultaneously evaluate the

use of spatial audio as an accessible alternative or augmentation to in vivo exposure

cognitive behavioural therapy techniques for auditory hypersensitivity experienced by

autistic children and adolescents.



Chapter 6

Usability Study of the

SoundFields Prototype

6.1 Introduction

This chapter presents a small group study evaluating the use of binaural based 3rd order

Ambisonics as an audio rendering technique to target auditory hypersensitivity experienced

by autistic children and adolescents. As discussed in Chapter 3, spatial audio has been

observed as being able to have a positive impact on psychological mechanisms such as

presence felt in VR [245], [455], [456] and eliciting feelings of anxiety and fear [243], [244],

[337], both of which are fundamental to VR based exposure training [228]. Furthermore, it

could be considered that spatial audio can be an effective audio rendering approach for

exposure based therapy for those with autism by delivering realistic virtual soundscapes.

This is a similar approach to the use of realistic visual environments VRET in treating

specific phobias in autistic people [34], [237]. It is these considerations that form the central

novel motivation for this chapter and thesis, building upon previous achievements that

use non-spatialised audio rendering techniques for this sensory processing issue [29], [30].

Therefore, the primary aim of this chapter is to examine the impact of repeated exposure

towards Ambisonic rendered averse stimuli upon individuals with autism experiencing

auditory hypersensitivity.

140
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Further to examining Ambisonics as a rendering technique this investigation will also

consider how the target auditory stimuli are presented. That being the VR serious game

environment detailed in Chapter 5. There is already empirical evidence that supports the

use of exposure based training for auditory hypersensitivity for autism embedded into

computer game mechanics [29], [30], however the current application is the first to utilise

VR technology. It has already been discussed in the previous chapter (see Chapter 5)

that utilising technology could enable effective head tracked Ambisonics to be delivered in

an engaging serious game based intervention. Firstly, this is based on over two decades

of research that observes people on the autistic spectrum successfully engaging with VR

based interventions. Secondly, results from Chapter 4 demonstrate that autistic young

people respond to spatial audio events presented within VR environments. This is despite

observed auditory impairments which effect how they translate spatial auditory information

in the physical world. Finally, VR today is one of the most prevalent and accessible formats

to which head-tracked spatialised sound can be experienced. With this in mind, the

evaluation of the delivery of the auditory stimuli within a VR game is an important

research consideration.

6.2 Hypotheses

The investigation presented in this chapter aims to answer the following research question:

Can negative emotional associations to specific sounds be reduced in autistic children and

adolescents by using 3rd order Ambisonics within a VR exposure based game? Based upon

this research question and the research outcomes outlined in Section 6.5.5, the following

hypotheses are put forward:

• H1: Compared to baseline measurements, participants will display significantly lower

levels of self-reported negative emotional responses towards problematic target stimuli

following the experimental period.

• H2: Self-reported anxiety scores for non-target stimuli will not be effected by the

experimental period.

• H3: Participants will record increasingly longer amounts of voluntary interaction

with target stimuli when comparing the first and last experimental sessions.
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6.3 Experimental Design

The study followed a within-subject single-arm design in which each participant would

experience the same experimental condition, listening to 3rd order Ambisonic renders of

problematic auditory stimuli delivered using the SoundFields VR game (see Chapter 6).

All the participants completed the four experimental sessions held over the course of four

weeks.

6.4 Participants

An experimental cohort consisted of a small cohort 6 adolescents (4 male and 2 female,

mean age = 17.7, SD = 1.03, range of 16–19 years). All participants had a formal diagnosis

of autism spectrum disorder obtained from their local national health trust. They displayed

social, cognitive, and motor abilities that allowed them interact with the game intervention

and VR equipment. In addition, all participants experienced auditory hypersensitivities

to single or multiple auditory stimuli. Exclusion criteria were self-reported physiological

hearing problems; an inability to finish the task. An information package was provided to

the participants parent(s) or legal guardian(s). Participants were admitted into the study

after informed consent and assent was obtained from their parent(s) or legal guardian(s).

6.5 Methods

6.5.1 Game intervention

For the duration of this study, all participants played the SoundFields VR game. For a

full description of the virtual environment and game mechanics please refer to Chapter 5.

6.5.2 Auditory stimuli

For the duration of the experimental period, all audio was rendered using binaural based

3rd order Ambisonics. The SoundFields game includes a library of target auditory stimuli



Chapter 6. Usability Study 143

comprised of problematic sounds identified by parents/guardians of the participants during

the recruitment process. Each stimulus is replicated in four separate 16 channel 3rd order

Ambisonic files representing a step-wise exposure hierarchy. As discussed in Chapter 5,

exposure levels correspond to a distance between the listener and the virtual sound source.

For this approach distance levels were based on an adaption of those used by Koegel et al.

[7], in which a speaker playing animal noises was moved closer to the participant during

a systematic desensitisation intervention. The four exposure levels and the associated

distances can be seen in Table 6.1.

Table 6.1: Exposure Hierarchy used within SoundFields. Each exposure level corresponds
to the distance between the participant and the virtual sound source, distance is represented

in metres .

Exposure Level Virtual distance between player and stimulus

1 25m
2 15m
3 5m
4 2.5m

During each experimental session target stimuli are presented to the participant a maximum

of 20 times through the exposure based mechanics embedded into each mini-game explained

in Chapter 5. A C# script was used to calculate the probability of each target stimulus

being made accessible within the virtual environment based upon the total amount of times

the participant has successfully completed an exposure mechanic task and the remaining

time of the session; Mini-Game One required a golden orb being collected, Mini-Game Two

required a golden bubble to be popped. The total amount of time for a single interaction

with these mechanics is a maximum of ≈ 5 secs. For Mini-Game One this is according

to the time it takes for the orb to travel towards the participant. The time is only an

approximation as participant movement can result in variations in virtual distances. For

Mini-Game two, each virtual bubble takes 5 seconds to pop. However, if the bubble reaches

the respawn point (see Chapter 5, Section 5.3.3) the interaction will terminate. //
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Target Stimuli Design

Each target stimuli was designed to simulate its physical world counterpart as closely as

possible. In regards to localisation and movement of a virtual sound source, accuracy was

achieved by using 3rd order Ambisonics [78]. In addition, each target stimuli was subjected

to individual approaches to sound design to further extend how it may be influenced by

the characteristics of an acoustic environment.

6.5.3 Experimental Procedure

All six participants underwent an intervention of 4 sessions of increasing exposure towards

a particular auditory stimulus (see Table 6.2), with a duration of approximately 30 minutes.

Of the six participants recruited, all were able to complete all 4 intervention sessions.

During the recruitment, parents of the participants were required to complete a form which

stated the particular auditory stimuli each participant displayed negative behavioural

reactions towards.

Baseline Measurement

Each participant completed a baseline measurement session one week prior to the four

week experimental period, during which they would be asked to rate their own emotional

experiences towards presented auditory stimuli within an application developed in Unity3D

(see Figure 6.1). This would be included in the primary outcomes of the study and are

explained fully in Section 6.5.5. A total of twenty-two sounds were delivered, eleven

representing all target sounds identified via the informed consent forms, and eleven

‘relaxing’ soundscapes taken from the Eigenscape database of Ambisonic recordings [446].

The database is comprised of acoustic scenes recorded using the mh Acoustics Eigenmike.

The auditory scenes taken from the Eigenscape database for this study were: beach, park

and woodland. All stimuli were rendered using non-head tracked binaural based 3rd order

Ambisonics as measurements were recorded outside of VR. In addition, target stimuli

representing the highest level of the exposure hierarchy (see table 6.1). In order to minimise

the likelihood of participant distress caused by sounds, stimuli would only play when the

participant pressed on the space key of the laptop used during the experiment. Once

the stimuli stopped the investigator would ask how the sound made them feel and the

participant would provide feedback either verbally or by pointing at the corresponding face
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on the screen. Table 6.2 provides the demographic data for each participant alongside their

target stimuli. The stimuli highlighted in this table were then included as target stimuli

within the SoundFields game, played back at the corresponding exposure levels.

Figure 6.1: Audio Interactive Questionnaire

Table 6.2: Participant Demographics including identified problematic sounds.

Participant Gender Age Stimulus

A M 18 Group Singing, Baby Crying
B M 18 Group Singing, Children Screaming / Shouting
C F 17 Children Screaming / Shouting
D M 16 Sirens, Children Screaming / Shouting
E F 19 Children Screaming / Shouting
F M 18 Children Screaming / Shouting, Baby Crying

Experimental Session Procedure

Each participant was given the opportunity to play the SoundFields game for a period of

approximately 30 minutes, once a week over the course of four weeks. A member of staff

from the recruitment school was present to communicate with participants and to provide

assistance if they became distressed, however they would not be permitted to provide

instructions. At the start of the session the investigator would select the target stimuli

identified from the baseline measurement session and specific to the participant via an
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in-game menu (see Figure 6.2). The investigator would also inform the participant that

they are free to terminate the session at any time. Additionally, the session would also

finish if the participant became distressed or if the member of staff considered it necessary.

Figure 6.2: SoundFields in-game menu that is only visible to experimenter.

The first session began with the investigator providing a description of the basic game

controls, mechanics, goals and rewards system embedded in the SoundFields mini-games to

the participant. It was also explained that golden non-player characters emit sounds which

the participant may not like or find annoying, however if they successfully collect them

they would be rewarded with a larger amount of in-game currency. Following this, the

participant was shown the virtual shop and informed how they can purchase in-game items.

Throughout each session, the investigator limited communication to supplying support

with game controls and to giving verbal praise when successfully interacting with target

stimuli followed by asking how they felt.

For the remainder of the first and subsequent sessions, participants were free to move

around the virtual environment, interacting with objects and playing the two mini-games as

many times as they pleased. To simulate exposure hierarchies used in proven desensitisation

approaches [7], the stimulus would be played at the corresponding distance (see Table 7.3).

This began from at the furthest distance during session one. However, from the second

session the virtual sound source would only be moved closer to the participant if in the
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previous session they displayed no signs of distress, voluntarily interacted with exposure

mechanics and gave no negative feedback at the end of the session.

After playing the game each participant would repeat the same audio questionnaire

described in Section 6.5.3 to record their own perceived emotional response towards the

target stimuli. Each session then ended with the investigator asking how they felt about

the game and if they had any negative or positive feedback.

6.5.4 Equipment Setup

All audio and visual stimuli were rendered using the Oculus Rift CV1 HMD. Head tracking

was also achieved using the HMD, with motion tracking of participant position calculated

by the Oculus Rift sensors. Player input was achieved using the Oculus Touch controllers.1

Throughout each session participants were permitted to move freely around a pre-defined

tracked experimental space of 1.6 m × 1.6 m while wearing the HMD. Audio was presented

to the participant using the Sennheiser HD-650 headphones.

Figure 6.3: The Oculus Rift CV1 HMD, Oculus Touch controllers and Oculus Rift
Sensors

1https://www.oculus.com/rift/
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Figure 6.4: Experimental equipment layout, displaying placement of laptop and Oculus
Rift sensors with 100 ◦ field of view.

6.5.5 Data Collection

The primary aim of this study is to evaluate if the use of binaural based Ambisonics can be

used to reduce negative associations with problematic sound displayed by autistic people.

Research outcomes were evaluated using quantitative measurements, both of which are

outlined below.

Primary Outcome

SRER: An assessment was used to measure the emotional associations each participant

experienced when presented with both target and non-target stimuli. Using a standalone

application developed in Unity3D, participants were required to self-report their perceived

emotional response towards the presented auditory stimuli. Once the survey is completed,

the software will export the participant’s response to each sound in txt file format. The

application utilised an analogue Likert scale between 1-6 depicted by simple face images

and accompanied by short descriptive text, whereby 1 represented ‘very happy’ and 6

represents ‘very sad’ (see Figure 6.1). Likert scales using smiley faces have been used
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extensively in the subjective measurement of children’s emotional and physical responses

in research [457]–[461]. By presenting a set of smiley face images this technique provides

the child with an effective method to communicate their own subjective assessment of the

situation or question, regardless of language or reading abilities [462]. This is therefore an

effective tool for autistic individuals who often experience difficulties in communication

and emotional recognition. Importantly, this approach has been used as an assessment tool

in autism research for a VR intervention targeting the reduction of social anxiety [463]

and in the investigation of the Sinbad and the Magic Cure project [29], a serious game

developed to address auditory hypersensitivity in children with autism.

Secondary Outcome

Tracked Voluntary Participant Interaction with Target Auditory Stimuli: During each

experimental session data is recorded within the SoundFields application that documents

voluntary interaction with target stimuli. This is achieved by measuring the total amount of

time each participant engages with the exposure based mechanics of mini-games that result

in the rendering of target audio stimuli. For a full description of the mechanics please refer

to section 5.3.3 in Chapter 5. As mentioned in Section 6.5.2 each target stimuli is presented

to participants a maximum of 20 times, therefore the highest possible value recording is

≈ 200 seconds. Once the experimental session is completed a text file is exported that

contains the total tracked voluntary interactions for each of the target stimuli.

Despite the extensive use of a smiley face Likert scale in research, there is a small amount

of literature conducted with neuro-typicals that observes validity issues with this technique

due to issues in communication [464] and social desirability bias [465]. With this in mind,

recording voluntary interaction could bypass these challenges as well as circumventing

emotional recognition problems that may occur as a result of the core symptoms associated

with autism during the subject self report of emotional associations.

6.6 Results

This section presents the results from inferential and descriptive statistical analysis of

participant self-reported anxiety and the recorded tracked interaction times across the

four week experimental period. All the statistical analysis was performed in IBM SPSS
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Statistics 26. All data recorded from the investigation is located on the data folder supplied

with this thesis, see Appendix B.

6.6.1 Self-Reported Emotional Response

Table 6.3 shows each of the six participant’s problematic auditory stimuli alongside the

pre and post intervention self-reported anxiety scores. Baseline measurements for all

participants ranged from 4 to 6, whilst post intervention measurements ranged from 3 to 5.

All participants experienced a decrease in their self-reported emotional scores following the

4 week intervention. The average decrease was 1.7 points, with a minimum decrease of

1 point and a maximum of 3 points. The mean self-reported levels of anxiety across all

participants for both target and non-target stimuli are displayed in Figure 6.5. Finally,

a pairwise comparison of pre and post primary assessment scores was conducted using

the Wilcoxon Signed-Rank test. This test was chosen due to the small sample size of the

study group. Statistical analysis indicated that the score means significantly decreased

between the baseline and Week 4 measurement ( Z = −2.232, p = 0.026). These results

therefore confirm H1. Finally non-target stimuli were played to each participant during

each measurement session, the average decrease in emotional response scale points for

these was 0.2 points. Statistical analysis using the Wilcoxon Signed Rank test revealed

that there was no significant differences between pre and post test scores ( Z = −1.219,

p = 0.223) , thus providing support for H2.

Table 6.3: Particpant Self-Reported Levels of Anxiety Scores.

Participant Stimulus Baseline SUD score Final Score SUD score

A Group Singing 5 3
Baby Crying 6 4

B Group Singing 5 3
Children Screaming / Shouting 4 3

C Children Screaming / Shouting 6 5
D Sirens 5 3

Children Screaming / Shouting 5 3
E Children Screaming / Shouting 5 4
F Children Screaming / Shouting 4 3

Baby Crying 6 3
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Figure 6.5: Calculated mean of all participants self-reported levels of anxiety for both
target and non-target auditory stimuli.

Table 6.4: Participant Tracked Interaction Time for each target stimuli across all four
experimental sessions, represented in seconds.

Participant Stimulus Session 1 Session 2 Session 3 Session 4

A Group Singing 71.45 44.39 68.13 100.98
Baby Crying 43.00 57.74 89.45 81.57

B Group Singing 92.00 75.03 60.03 84.26
Children Screaming / Shouting 71.45 44.39 68.13 100.98

C Children Screaming / Shouting 65.84 61.31 23.06 71.82
D Sirens 70.32 41.91 93.87 100.53

Children Screaming / Shouting 89.02 63.55 84.20 100.87
E Children Screaming / Shouting 38.46 45.04 53.19 51.93
F Children Screaming / Shouting 100.07 73.03 99.30 99.15

Baby Crying 82.21 78.41 99.95 92.55

6.6.2 Tracked Interaction Time

Table 6.4 displays the total amount of recorded voluntary interactions with target auditory

stimuli for all participants across all four intervention sessions. Statistical comparison

between the first and last sessions using the Wilcoxon pairwise test indicated a significant

increase (Z = −2.201, p = 0.028) in the mean amount of tracked interaction time for

each participant’s target stimuli. Figure 6.6 shows the total tracked exposure times for all

participants across the four week intervention period. Despite a gradual increase shown

during sessions one, three and four, times are diminished during session two. With these

results considered, H3 can be accepted.
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Figure 6.6: Box plot displaying the tracked interaction time with target stimuli for all
participants across each session.

6.7 Discussion

This study evaluated the potential of using binaural based 3rd-order Ambisonics as a

rendering technique to present feared auditory stimuli to the participant in a VR game

targeting auditory hypersensitivity in autistic young people. Similar to the use of realistic

visual three-dimensional stimuli rendered in VR for desensitisation to specific phobias

and environments that may provoke anxiety in autistic individuals [237], [466], [467],

SoundFields produces realistic three-dimensional auditory stimuli that can simulate the

movement and acoustic environments of feared sounds. For any form of VRET to be

considered successful, the virtual environment must be capable of eliciting emotions such

as anxiety in order for new positive associations with the stimuli to be formed through

controlled and graduated exposure [468]. The current study found that all of the target

stimuli activated a level of anxiety in participants during baseline measurements which

resulted in the higher scores reported in the self-reported emotional assessment scale,

representing negative emotions associated with the stimulus. These results are consistent

with similar research conducted with neurologically healthy participants, reporting that

the use of spatialised sound can activate the anxiety provoking structure [243], [337].

Furthermore, primary outcome measurements for non-target stimuli display no significant

changes across the four week experiment. In the absence of an experimental control period
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or group, these values can serve as further justification that the rendered stimuli can cause

the negative emotional associations required for an exposure based intervention.

The presented intervention was successful in reducing the participants perceived anxiety

towards target auditory stimuli over four weekly playing sessions. This was evident from

the significant decrease in the self-reported emotional response scores in the pre and post

study measurement sessions, which was the main outcome measure highlighted in Table

6.3 and Figure 6.5. This falls in-line with similar research that reveals a reduction in stress

associated with presented audio stimuli within a computer game environment [29], [30].

Additionally, the increase in time participants voluntarily interacted with target stimuli

can also be interpreted as an increase in tolerance. Results show a significant increase

in tracked interaction time between sessions one and four. This is further supported by

the implemented exposure hierarchy which moves the virtual sound stimuli closer to the

participant. However, interestingly there is a drop in the amount of tracked interaction

during session two (see Figure 6.6). This could be explained by the reduction in virtual

distance between the participant and the target stimuli from 25 to 15 meters which would

result in a perceptible rise in loudness after the first session.

Research has observed that much like their typically developing peers, autistic children often

enjoy playing computer games during their spare time [469], [470]. This has been echoed in

the reported effectiveness of serious game interventions used to improve sensory integration

[471], social communication [73], emotional recognition [472] and auditory hypersensitivity

[29], [30]. By integrating therapy frameworks into computer game mechanics it is possible

to motivate participants to engage with the intervention repeatedly over time. This was

experienced during the present study with all six participants playing the game for the

30 minute session across the entire four week period, creating an opportunity for the

experimental group to have repeated graduated exposure to averse stimuli.

In addition, the mechanism by which participants were exposed to target stimuli is also an

important consideration. It is possible for each player to complete each gaming session

without any exposure to target stimuli. However, the system that rewards players with

in-game currency motivates them to interact with the game mechanics which would expose

them to perceptually abhorrent sounds, potentially developing new and positive associations

with the stimulus.
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Finally, another meaningful observation was the shared negative emotions associated with

particular stimuli between several of the participants. Work investigating phobias in

autistic children has also noted common themes such as a fear of buses, toilets, weather

and social situations [34], [473]. With this in mind, future adaptations of SoundFields

could include a library of sounds which can be integrated into the application. This could

negate the need for bespoke variants and increasing the accessibility of this approach to

therapy.

6.8 Limitations

Despite positive results, the investigation presented in this chapter does however have

caveats that will need to be addressed. Firstly, it is not possible to determine if the use of

binaural based spatial audio specifically had a positive impact on the outcomes of this study.

For this to be achieved the following investigation requires two experimental groups with a

larger sample size. This would allow a direct comparison between 3rd order Ambisonics and

traditional audio rendering techniques such as stereo. Furthermore as previously mentioned

in the discussion, without a crossed carry-over randomised controlled design, it is not

possible to distinguish if the repeated exposure to stimuli during measurement sessions had

an impact on the final results. Finally, the future study will benefit from additional follow

up measurements to provide data to assess the generalisation of new positive associations.

6.9 Summary

This chapter presented a study designed to answer the following research question: Can

negative emotional associations to specific sounds be reduced in autistic children and

adolescents by using 3rd order Ambisonics within a VR exposure based game? This was

accomplished by measuring the participant’s self-reported emotional associations with the

auditory stimuli, and by recording voluntary interactions with exposure based mechanics.

The experiment observed a decrease in participant self-reported levels of anxiety towards

target stimuli after just four 30 minute sessions playing the game. In addition, despite

the increase of exposure levels as the experiment progressed, the time each participant
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exposed themselves to target stimuli also increased. These results therefore indicate that

binaural based Ambisonics could be an effective tool for use in a therapy framework that

targets auditory hypersensitivity in autistic people. However, at this stage it is not possible

to determine if Ambisonic audio has a greater impact upon increasing tolerance towards

target sounds. This could only be achieved via the study in the next chapter which directly

compares data from experimental conditions listening to either Ambisonic or stereo audio

renders.

Another noteworthy outcome of this study is the positive effects playing a VR game

designed for therapy can have on an autistic child or adolescent. Throughout the entire four

week investigation, all of the participants who completed the study enjoyed the sessions

and actively engaged with the game and the simple therapy centred mechanics. Although

VR has been an extremely active area of research for autism for over two decades, this

is the first VR application to target auditory hypersensitivity. The key reasoning behind

this is the increased availability of VR technology and spatial audio production tools to

the consumer market in recent years. This study could therefore hopefully enhance the

support for VR as a tool for delivering engaging therapy frameworks to autistic people,

and at a time when this technology is becoming evermore accessible.



Chapter 7

Evaluating the effect of Ambisonic

Audio in the Reduction of

Auditory Hypersensitivity in

Autistic Young People

7.1 Introduction

This chapter presents a longitudinal study designed to further explore the research outcomes

achieved in Chapter 6. Results indicated that spatial audio could be used within an exposure

based VR game targeting auditory hypersensitivity, with all participants displaying a

significant decrease in self reported anxiety following the experimental period. However

despite the positive results, the lack of comparable data with other audio rendering

techniques means it is not possible to truly evaluate if the increased realism achieved

through spatial audio would have any significant impact on any increase in tolerance

experienced by the individual. With this in mind, this chapter compares the use of

binaural based 3rd order Ambisonic renders of problematic sounds with those delivered

using standard two-channel stereo.

By adopting a similar protocol and outcome measurements to that found in the previous

chapter (see Chapter 6) but with the introduction of two audio rendering conditions, a

156
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direct comparison can be made between levels of SRER and the total amount voluntary

interaction time with target stimuli displayed by the two experimental conditions. By taking

into account previous research investigating interventions for auditory hypersensitivity

and emotional responses to spatial audio, it is expected that those listening to Ambisonic

renders of averse sounds will experience higher reductions in SRER. However, at this point

it is unclear if any differences displayed between the two conditions will be of statistical

significance.

To the author’s knowledge Chapter 6 was the first study to investigate a proposed VR

intervention used for auditory hypersensitivity. As mentioned before, the results were

encouraging, however the small sample size (n = 6) and the lack of control period raised

particular issues regarding low statistical power, inflated effect size estimation and influences

on results from outside factors such as training effects. To minimise the affect of these

issues this study required a larger experimental population and a further scientific control.

By implementing these it would produce further validation for the use of this approach for

reducing negative associations with environmental sounds for autistic people.

7.2 Hypothesis

The investigation presented in this chapter aims to answer the following research question:

Compared to stereo rendering, can the use of 3rd order Ambisonics as a means to deliver

problematic stimuli improve the outcomes of a VR exposure based therapy for auditory

hypersensitivity in autism? Based upon this research question, the following hypotheses

have been developed:

• H1: Participants in both audio conditions will display significantly lower levels of

self reported anxiety following the experimental period.

• H2: Participants in the 3D audio experimental group will display significantly lower

levels of self reported anxiety than those within the stereo rendering group following

the experimental period.

• H3: Participants in the 3D audio experimental group will display significantly lower

levels of self-reported anxiety recorded at the four week follow-up than those in the

stereo audio group.
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• H4: Self-reported anxiety scores for both target and non-target stimuli across both

groups will not be effected by the control period.

• H5: All participants will record significantly longer amounts of voluntary interactions

with problematic auditory stimuli between the first and last experimental session.

• H6: Participants in the 3D audio group will record significantly longer amounts of

voluntary interaction with problematic auditory stimuli than those in the stereo

rendering group.

7.3 Experimental Design

Participants were randomly allocated to one of either two experimental conditions, a

3D audio group or a stereo audio group. The 3D audio group would be exposed to

auditory stimuli delivered via head-tracked binuaural based 3rd order Ambisonics rendered

over headphones. Those in the stereo audio group would listen to a head-tracked stereo

representation of environmental and target averse audio rendered over headphones. The

investigation followed a in-between subjects crossover study design to test the hypothesis

(see Figure 7.3). Participants from both experimental groups took part in both control and

experimental periods, Group 1 in an A-B, and Group 2 in a B-A sequence, however each

participant would experience the experimental condition based upon their pre-assigned

experimental audio rendering group. Each period consisted of four sessions (one per week)

with a duration of 40 minutes. During the experimental period participants would have the

opportunity to interact with game mechanics that exposed them to target stimuli. Control

period sessions would involve game mechanics with no target stimuli exposure. All sessions

were conducted at the school the participant was recruited at and each participant was

accompanied by a member of school staff.

Primary outcome measurements were recorded at a baseline assessment stage and at the

end of the final experimental and control period session. A primary outcome follow-up

assessment took place 4 or 5 weeks after the experimental period (see Section 7.5.5). This

difference in time is a consequence of a 1 week school holiday falling at the end of the first

four week period. Those in Group A recorded at 5 weeks, those in Group B recorded at 4
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weeks. Secondary outcome measurements were recorded during each experimental period

session (see Section 7.5.5).

Employing a crossover study design has two key advantages for an investigation of this

classification. Firstly each participant acts as their own control. Therefore when comparing

experimental periods a cross over study should produce a reduced volume of standard

errors by eliminating between-subject variability [474], [475]. Secondly, the more precise

estimate of treatment effect consequently allows for a smaller sample size. This presented a

substantial benefit during participant recruitment as the investigation was limited in terms

of timescale and accommodating the schedules of the participants and their educational

institutions.

7.4 Participants

The experimental group consisted of 22 children and adolescents (18 male and 4 female,

mean age = 12.23, SD = 1.56, range of 8–15 years) who were recruited through three special

education schools. All participants had a formal diagnosis of autism spectrum disorder

obtained from their local national health trust. They displayed social, cognitive, and motor

abilities that allowed them to interact with the game intervention and VR equipment.

Exclusion criteria were self-reported hearing problems; an inability to finish the task. An

experiment information pack was provided to the parent/guardian of each participant

which included the informed consent form (see Appendix B). In addition, parents/guardians

were required to provide information about any sounds which the participant may find

either annoying or distressful.

Out of the 22 participants recruited, a total of 20 completed the experimental period

(Group 1: n = 10, Group 2: n = 10), with two not being able to complete all experimental

four sessions. A total of 14 participants successfully completed the control period (Group

1: n = 10, Group 2: n = 4). This was due to school closures put in place as a result of the

COVID’19 pandemic.
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Figure 7.1: Crossover study design.

7.5 Method and Materials

7.5.1 Equipment

All visuals were rendered using the Oculus Rift S head mounted display using an MSI

GP74 gaming laptop. Audio was delivered using Sennheiser HD 650 open back headphones.

Participant head rotation and positional data within the virtual environment was tracked
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with 6DoF using the Oculus Rift S cameras. Participants controlled the in-game avatar

using the Oculus Touch controllers. Throughout each session participants were permitted

to move freely around a pre-defined experimental space of 1.6 m × 1.6 m while wearing

the HMD.

Figure 7.2: The Oculus Rift S HMD and Oculus Touch controllers

Figure 7.3: Experimental equipment placement
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7.5.2 Game Interventions

Experimental Period

Extending the investigation conducted in Chapter 6, SoundFields was again used for the

experimental condition. As mentioned in Section 2.6.1, collating feedback from autistic

children through participatory design is an essential aspect of developing interactive

technology based interventions for this population [250], [253], [256]. Although no formal

PD sessions took place during the investigation presented in Chapter 6, some feedback

regarding the virtual environment and game mechanics was collected. As mentioned in

Section 6.5.3, alongside asking how they were feeling each participant was asked what

they liked and disliked about the VR game. A number of the participants noted that the

game would benefit from supplementary non-player characters to serve as enemies to the

player. This would provide an extra level of challenge to help maintain player interest in

the mini-games. Therefore, in addition to the core mechanics, during both mini-games

players must defend themselves against non-player characters that appear throughout the

game’s environment (see Figure 7.4). When players are hit by the projectiles produced

by the non-player character, one gem is deducted from the score. Although these are not

part of the exposure therapy framework, the inclusion of these characters aims to scaffold

the game narrative whilst also increasing the challenge and interest for the player. These

characters can also be permanently deactivated should the player want them to be.

Often participants would end the session with a surplus of gems earned during game-play,

resulting in feedback requesting additional items to purchase with in-game currency. To

overcome this the player was given a pair of virtual gloves which accurately simulate hand

movement. The addition of the virtual gloves presented another opportunity for avatar

customisation, expanding on the amount of items that can be purchased in the in-game

shop. These require a higher quantity of virtual currency than the wand variations and

therefore aim to increase player motivation to engage with exposure game mechanics in

order to receive greater rewards. Furthermore, in the previous version of SoundFields the

player’s magic wand was solely controlled with the right hand, this could present difficulties

in terms of control for left handed players. Extending interaction to both hands increases

the accessibility of the game to both left and right handed players.
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Figure 7.4: New non-player character added to SoundFields. Character would spawn at
random intervals and at random positions throughout the game-play session.

Control Period

An additional virtual environment was included in the SoundFields application for use

throughout the control period of the investigation and included a further two mini-games.

In-game control remained the same as the experimental period VE, with the player

interacting with the environment and game mechanics using the virtual magic wand.

Furthermore, players were free to repeat each mini-game as many times as they pleased.

The system also incorporated a reward system in which in-game currency would be rewarded

for completed tasks. Mini-Game One required the player to repeat presented random

sequences of coloured shapes and tones. If the player is successful the series will become

more complex by incrementing itself by one step. During game-play the mechanics are

controlled by shooting the corresponding shape using the virtual magic wand and for each

correctly repeated sequence the player is awarded with one gem. If the player incorrectly

repeats the sequence they are given positive reinforcement in the form of visuals and music.

The virtual environment for this game was designed to resemble a tropical beach, similar
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Figure 7.5: An addition of gloves to the virtual shop, giving the player more opportunity
for avatar customisation

to the experimental period VE this area also included simple interactive environmental

elements (see Figure 7.6).

Figure 7.6: Control period Mini-Game One.

The second mini-game was comprised of a cartoon style woodland which is displayed in

Figure 7.7. When the game begins, the player must use the virtual wand to target a group
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of moving non-playable characters resulting in them disappearing. When the entire group

of characters has been successfully removed, the player is awarded one gem and a new

cluster with increased numbers is rendered. In order to challenge the player and maintain

interest and motivation, non-playable characters generate virtual projectiles that reduce

speed when within 2 meters radius of the player. This allowed the player to circumvent

the projectile. Failing to do so results in the loss of one of three lives. When all three lives

are spent there is an opportunity to restart the game.

Figure 7.7: Control period Mini-Game Two and non-player characters.

7.5.3 Auditory Stimuli

Throughout the experimental period the auditory stimuli was rendered to the partici-

pant dependant upon their pre-allocated experimental group. This incorporated both

environmental and averse target sounds. Two versions of SoundFields were built which

either rendered sound using stereo or Ambisonics. Each participant would play the game

appropriate to their assigned experimental condition. Stimuli were presented a maximum

of 20 times, using the same format explained in Chapter 6.

New averse target stimuli were created to extend the built-in stimulus library used in

Chapter 6. This was based upon further sounds highlighted by parents/carers during the
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Table 7.1: A list of all target stimuli alongside their use within the corresponding
experimental conditions

Condition Target Stimulus Participants (n)

Alarm 2
Baby 2

Engine 2
3D Audio Fireworks 2

Hair Dryer 1
Children Fighting 4
Children Playing 7

Alarm 4
Baby 2

Engine 2
Stereo Fireworks 3

Hair Dryer 3
Children Fighting 2
Children Playing 3

recruitment phase. Furthermore, to accommodate for the stereo experimental condition

the stimulus library was reproduced in stereo. This can be achieved by bypassing the

Resonance plugin in Wwise, however the Ambisonic files would still contain the distance

attenuation and movement simulation effects produced by using the Facebook 360 Spatial

Audio Workstation plugins. To replicate previous studies that have utilised stereo rendering

[30], an exposure level hierarchy was realised by increasing the volume of the stimuli in a

step-wise fashion. Sound levels were matched to the corresponding exposure level in the

binaural spatial audio experimental condition. Finally for non-static sound sources, simple

movement was replicated by stereo panning between the left and right channels of the

audio file. All stimuli from both experimental conditions can be found in the accompanying

data file outlined in B.

7.5.4 Experimental Procedure

Baseline Assessment

Baseline measurements were recorded one week prior to the beginning of the intervention.

Each participant completed an identical audio based questionnaire in which they would

rate their emotional perception of specific sounds. A series of emojis were designed to

translate an analogue scale into graphical information that could be understood by the

participant and bypass any possible communication impairments (see Figure 6.1 and Section

6.5.5). A total of sixteen different sounds were included, eight representing all disturbing
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sounds provided through parent questionnaires, and seven ‘relaxing’ soundscapes taken

from the Eigenscape database [446]. All audio was presented twice in random order to

collect a consistent response from particpants for each stimuli. Audio was delivered using

binaural based 3rd order Ambisonics at the highest exposure level. Participant responses

to the presented stimuli recorded in Unity3D and exported as a .txt file. In addition, all

participants during this session used the VR equipment to become accustomed to the

controls and head mounted display.

Participants would be randomly assigned to the experimental condition based upon the

order to which they arrived at the baseline measurement session. Following this session,

target stimuli would be allocated based upon the two stimuli with the highest SRER values.

If more than one stimuli shared the same value the stimulus would be designated using a

random number generator.

Session Procedure

Experimental Period

Each participant was given the opportunity to play the SoundFields game for a period

of approximately 30 min, once a week over the course of four weeks. Throughout the

experiment a support worker would be present to communicate with the participant and

provide assistance if they became distressed. However, they were not permitted to deliver

instructions. At the beginning of each session the investigator would select the target

stimuli for the participant from a library of sounds built into the application. When the

participant began the first session, they were explained that the goal of the game was to

collect orbs throughout the environment and in return they would be rewarded with one

unit of in-game currency. It was also explained that golden orbs would play sounds they

may find annoying or not like, but if they were successful in collecting them they would be

rewarded with ten units of in-game currency. The participant would then be shown the

in-game shop and explained that it is possible to purchase new items using the currency

they have earned. The investigator would also tell the participant that if at any time they

wanted to stop then the session would end. The session would also end if the participant

became distressed or if the member of staff deemed it necessary. Throughout each session,

the investigator would limit interaction with the participants to giving assistance with
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gaming controls and to provide verbal praise when they successfully interacted with objects

that emitted problematic target sounds followed by asking how they felt.

Participants were free to move around the virtual environment and play the available

mini-games as many times as they pleased. During game-play each of the two target stimuli

assigned to the participant could appear within the game a maximum of twenty times.

To simulate exposure hierarchies used in proven desensitisation approaches [7], the stimulus

would be played at the furthest distance based on the current session (see Table 7.3). In

addition, target stimuli would be delivered to the participant based upon their assigned

experimental condition. From session two, virtual auditory stimuli were moved closer to

the participant at the beginning of each session. However this would only be done if in the

previous session the participant showed no distress, voluntarily interacted with exposure

based mechanics and gave no negative feedback at the end of the session.

All sessions finished with the investigator asking the participant how they felt about playing

the game and if they had enjoyed themselves. They would also be asked what they liked

and disliked about the session. After 4 weeks the participant would complete the audio

based questionnaire.

Table 7.2: Exposure hierarchy. Each exposure level corresponds to the distance between
the participant and the virtual sound source for participants in the 3D audio group;

distance is represented in metres.

Session Virtual Distance between Player and Stimulus

1 25 m

2 15 m

3 5 m

4 2.5m

Table 7.3: Exposure hierarchy for Stereo audio group. Each exposure level corresponds
to an amplitude matched to the relative 3D audio exposure level

Exposure Level ≈ Audio Level (LUFS)

1 -53

2 -48

3 -26

4 -21
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Control Period

Sessions during the control period would follow the same format as those in the experimental

period. However, the key difference would be that the available mini-games would not

contain exposure based mechanics which played target stimuli. Measurements recorded

during this time provides an additional baseline to investigate if the intervention had any

effect. Please see Section 7.5.2 for full game details.

Follow-Up Assessment During follow-up assessments, participants would complete the

the same audio based questionnaire used to collect the primary outcome.

7.5.5 Data Collection

The purpose of this investigation was to determine if differences in audio rendering

techniques used for delivering target audio stimuli to participants had an effect on any

habituation towards participant specific sounds following the experimental period. To

achieve this the primary and secondary outcomes used in Chapter 6 were implemented in

this study.

7.6 Results

This section presents the results from inferential and descriptive statistical analysis of

participant self reported anxiety and the recorded tracked interaction times for both the 3D

audio and stereo experimental condition groups. All the statistical analysis was performed

in IBM SPSS statistics 26 [476]. All data recorded from the investigation is located on the

data folder supplied with this thesis, see Appendix B.

7.6.1 Self-Reported Emotional Response

SRER data for target stimuli collected during the investigation for both experimental

conditions was found to be normally distributed as indicated by a Shapiro-Wilk test [477],

[478]: 3D audio Group (W (34) = .970, p = .473) and stereo audio group (W (34) = .946,

p = .094).
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The mean scores of SRER levels recorded for target stimuli across both audio conditions

are shown in Figure 7.8. These results display a reduction in self-reported anxiety for both

experimental condition groups when comparing data collected at baseline and after the four

week experimental period. A HLM with no random intercept was employed to evaluate

the effect that the experimental period, control period and audio rendering techniques had

on the mean self reported anxiety scores for target audio stimuli. The residual covariance

structure was specified as Compound Symmetry (CS). The model investigated the effects

of the experimental periods and the experimental audio conditions on the self-reported

anxiety in response to target stimuli. This was based on SRER values recorded at each

outcome measurement session (see Figure 7.3).

By examining Table 7.4 it can be seen that the experimental periods had a significant

effect on the overall reduction in SRER values across both experimental periods. Further

post-hoc pairwise comparison between baseline and post-experimental period scores also

revealed a significant reduction in estimated marginal means (see Table 7.5). Therefore

H1 can be accepted. In addition, Table 7.5 reveals no significant differences between

self-reported anxiety levels recorded at baseline and post-control period sessions, leading to

the acceptance of H4. Finally, 7.5 demonstrates no significant change in SRER between the

post-experimental period and the 4 week follow-up measurement. This suggests that any

reduction in anxiety associated with target stimuli across both conditions was maintained

for at least 4 weeks. However, statistics indicate no significant differences between the two

experimental conditions, therefore H3 is rejected.

In regards to the effect of the experimental condition, HLM analysis indicates that the

use of binaural based 3rd order Ambisonics does have a significantly positive effect upon

the participants self reported anxiety towards the target auditory stimuli presented within

the VR environment. In light of these results, H2 can be accepted. Finally, results in

Table 7.4 specifies there is no significant interaction between the audio condition and the

experimental periods.

Figure 7.9 shows SRER levels for non-target stimuli recorded for both experimental

conditions across the entire investigation. The plot shows extremely similar levels for both

groups with very little difference between the values across all four outcome measurement

sessions. In addition, non-target stimuli data was analysed using the same statistical tests

as the target stimuli, the results of which can be seen in Tables 7.6 and 7.7 . For both
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Table 7.4: HLM statistical results displaying the effect of both experimental conditions
and periods on SRER values for target stimuli.

Source Numerator df Denominator df F Sig.

Experimental Condition 1 17.773 6.783 .018
Experimental Periods 3 45.907 20.547 .000
Group * Week 3 45.907 2.183 .103

Table 7.5: Post-hoc statistical analysis investigating differences in SRER values between
baseline and sequential measurement sessions for target stimuli.

(I) Measurement (J) Measurement Mean Difference (I-J) Std. Error df Sig.c

Baseline Post-Experimental 1.425* .209 43.522 .000
Post-Control .221 .232 47.336 1.000
4 Week Follow Up 1.185* .232 47.336 .000

Figure 7.8: Mean self-reported emotional response to target stimuli for both experimental
conditions. Whiskers denotes ±95% confidence intervals. P values (*** < 0.001 ) were

determined from post-hoc pairwise comparison test and are indicated above the bars.

Table 7.6: HLM statistical results displaying the effect of both experimental conditions
and periods on SRER values for non-target stimuli.

Source Numerator df Denominator df F Sig.

Group 1 17.027 1.269 .276
Week 3 41.670 .838 .481
Group * Week 3 41.670 1.066 .374

audio conditions there was no significant effect of the experimental periods on the SRER

values. Furthermore, HLM analysis revealed that the audio rendering condition had no

significant effect on the SRER values for non-target stimuli over the experimental period.

Descriptive statistics were used to examine the mean changes in SRER scores for each
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Table 7.7: Post-hoc statistical analysis investigating differences in SRER values between
Baseline and sequential measurement sessions for target stimuli.

(I) Measurement (J) Measurement Mean Difference (I-J) Std. Error df Sig.c

Baseline Post-Experimental .079 .073 40.854 1.000
Post-Control -.031 .083 42.177 1.000
4 Week Follow Up .065 .03 42.177 1.000

Figure 7.9: Mean self-reported emotional response to non-target stimuli for both
experimental conditions. Whiskers denotes ±95% confidence intervals.

individual target stimuli between the pre and post experimental period measurements. It

is important to note that although the sirens stimuli was used as a target stimuli it was

done so for only one participant in the stereo condition, therefore it has been omitted from

this analysis.

In reference to Figure 7.10, it can be seen that across all stimuli, with the exception

of ‘fireworks’, the 3D audio group experienced the greater increase in changes between

self-reported anxiety values between the baseline and post experimental assessments.

Furthermore, Table 7.8 shows the mean baseline, and post-experimental self reported

anxiety figures for each target stimulus alongside the corresponding percentage difference

in SRER scores across each audio condition. In support of the data shown in Figure

7.10, it can be seen that the experimental period had a greater positive impact on those

participants exposed to the ‘children playing’ stimulus in the 3D audio group with a

decrease of SRER of 50%, this was followed by the ‘children fighting’ stimulus which

showed a 33.18% decrease. In comparison, participants in the stereo condition experienced
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some of the lowest decreases in anxiety, ‘children playing’ experiencing a decrease of 3.77%

and ‘children fighting’ anxiety levels reducing by 9.52%.

Figure 7.10: Decreases in negative self emotional responses for each stimuli across both
experimental conditions.

Table 7.8: Changes in mean self-reported emotional response scores for target stimuli
across both experimental conditions, showing pre and post measurement scores with

percentage decrease.

Condition Target Stimulus Participants (n) Pre-Test (M) Post-Test (M) % Decrease

Alarm 2 4.75 3.25 31.59

Baby 2 5 4.25 10.53

Engine 2 5 3.25 35

3D Audio Fireworks 2 5.5 4.5 18.18

Hair Dryer 1 6 4 33.33

Children Fighting 4 5.12 3.37 34.18

Children Playing 7 5 2.5 50

Alarm 4 5.25 4.37 16.76

Baby 2 5.5 5 9.09

Engine 2 5.25 4 23.81

Stereo Fireworks 3 5.33 3.67 31.14

Hair Dryer 3 5 5 20

Children Fighting 2 5.25 4.75 9.52

Children Playing 3 4.5 4.33 3.77
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7.6.2 Tracked Interaction Times

Throughout each experimental period session, the total amount of time each participant

spent voluntarily interacting with game mechanics which exposed them to target stimuli

was recorded. Data from the 3D audio group was found to be normally distributed using

the Shapiro-Wilk Test [477], [478] (W (40) = .950, p = .0.77), however the stereo condition

failed the same test for normality (W (40) = .937, p = .0.28). With this in mind, a

HLM with no random intercept was used due to its robustness with non-normal data

distribution [479]. Statistical tests investigated the effect of the experimental period and

audio rendering techniques on the total amount of time participants voluntarily interacted

within-game mechanics that delivered target auditory stimuli. This was compared between

both experimental groups and across the four week experimental period. The covariance

structure for this model was specified as CS.

In Figure 7.11 it can be seen that the amount of tracked interaction time for both the 3D

audio and Stereo groups increases across the four week experimental period. Moreover this

is expressed in statistical testing, showing that the subsequent experimental sessions had a

significant effect upon tracked interaction times (F (58) = 46.361, p = 0.001), leading to a

support of H5. In addition, this plot shows that participants in the 3D audio group did

voluntarily interact more with target audio stimuli. Statistical analysis showed there was a

significant interaction between the audio rendering technique and the experimental period

(F (58) = 3.825, p = 0.05).

However, further analysis was conducted on each individual experimental session. When

examining Figure 7.11 it is clear that there is very little difference between the two audio

conditions, which is reflected in the similarity between the median lines and the distribution

of data between the highest and lowest values. This is supported by an independent samples

t-test that indicated no significant difference between the 3D audio (M = 90.33, SD = 36.39)

and stereo groups (M = 84.89 SD = 40.13); (t(18) = 0.317, p < 0.755). Similar results

were also identified for session two in which no significant effect was recorded (t(18) = 1.523,

p < 0.145) despite the increased differences between the 3D audio (M = 116.66 SD = 32.59)

and stereo (M = 92.33 SD = 12.20) groups. It is from session three that the contrast

between the groups becomes more apparent with the experimental condition having a

significant effect upon the recorded times (t(18) = 2.218, p < 0.040). The significance



Chapter 7. Evaluating the effect of Ambisonic Audio 175

Figure 7.11: Mean tracked interactions times across all experimental sessions. The
whiskers denote standard-error.

is then sustained with data recorded in session four (t(18) = 2.138, p < 0.047). This is

reflected in Figure 7.11, where the 3D audio group (M = 163.05 SD = 35.51) can be seen

interacting more with target stimuli than the stereo condition (M = 126.95 SD = 39.88)

during session four.

7.7 Discussion

The main objective of this study was to compare binaural based 3rd order Ambisonics to

stereo rendering as an approach to delivering audio stimuli in an exposure training VR

game targeting auditory hypersensitivity autistic young people. In line with the outcomes

of Chapter 6, results from this investigation support the use of exposure based training

within a serious game environment in reducing self reported anxiety associated with specific

environmental sounds for autistic people. This is also in keeping with previous research

in which serious games have shown success in targeting this specific sensory processing

issue [29], [30]. What further reinforces these findings is the implementation of the four

week control period into the experimental design. Across both audio conditions there was

no significant changes in SRER values between measurements collected before and after

the completion of the control sessions. Moreover, these narrow changes in values were

reproduced for non-target stimuli. Similar to Chapter 6, how the participants felt about

non-target sounds remained reasonably consistent across the entirety of the eight week
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program. Taking into account the results from both the control period and non-target

sounds, it should be considered that any impact on self-reported anxiety is specific to the

exposure based game-mechanics and not a general training effect.

The comparison of audio rendering techniques was the primary objective of this chapter and

focused on the core research question of this thesis. According to the statistical analysis of

SRER scores, those participants listening to averse stimuli delivered via binaural based 3rd

order Ambisonics showed a significantly increased improvement in self-reported anxiety

than those in the stereo rendering condition following the four weekly experimental sessions.

Furthermore, the appreciable improvements of the participants in the 3D audio group

cannot be attributed to differences in baseline measurements. Statistical analysis showed

that the baseline anxiety scores for these two groups were not significantly different.

When examining these results it is important to consider again the use of VR therapy to

reduce specific phobias in individuals with and without autism spectrum disorder [34], [237].

Firstly as reported in Chapter 2, this technology has the ability to accurately and safely

simulate a controlled three-dimensional environment to create a bespoke exposure therapy

experience according to the user’s needs [480]. However, what separates VR from flat-screen

solutions is the sense of presence felt by the user, and it is presence that is considered

an important component in activating the relevant fear structures to achieve habituation

[228]. Also, it has already been observed that autistic children experience similar levels of

presence as their NT peers within virtual environments [234]. Secondly, but more crucial

to the application of this research, is the role of spatial audio in influencing the sense

of presence in VR. Realistic auditory environments rendered through spatial audio have

been shown to increase levels of presence [245], [278], [455], [456]. Furthermore as noted

in previous chapters, similar audio rendering techniques to those used in this study have

been observed to elicit feelings of fear and anxiety [243], [244], [337]. With this in mind the

results of this study could be expected. Those with autism often experience difficulties with

imagination [481], [482] which leads to a need for stimuli to be contextualised. Therefore,

participants in the 3D audio condition who experience a sound closer to what they hear

in the real world in terms of localisation, dynamic movement and environmental acoustic

characteristics should feel increased similarity between the real and virtual stimulus over

those in the stereo audio group. This familiar interpretation of virtual stimuli rendered

within virtual environments by autistic young people has also been attributed to the
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successful outcomes of past VR based interventions [222]–[224]. Further to this, White et

al. [191] notes that autistic people require frequent practice with contextualised exposure

in order to increase the chances of reducing anxiety associated symptoms. This could serve

as a justification for the larger decreases in SRER displayed by participants listening to the

‘Children Fighting’ and ‘Children Playing’ target stimuli compared to those listening to

‘Fireworks’ or ‘Alarms’ in the 3D audio condition. This study was carried out within the

school each participant was recruited during their school day. Consequently in addition to

the repeated exposure to these stimuli with the VR game, the opportunity to real-world

exposure of these environmental soundscapes is much higher within the school environment

than the other target stimuli such as the ‘Fireworks’.

By recording the voluntary exposure to target stimuli during each experimental session it

is possible to measure any increase in tolerance towards a participant’s target sounds to

support measured values of self-reported anxiety. When examining the results collected

across the completed experimental period, Figure 7.11 shows that the 3D audio group

spent longer times interacting with stimuli than those in the Stereo group. However, these

were only statistically different between Sessions 3 & 4. This is most likely explained by

the similar times recorded by both groups during the first experimental period session. The

lack of significant differences measurements recorded in session one in terms of the mean

and distribution of values could be interpreted in two ways. First, the participants would

be experiencing a new virtual environment with new mechanics and so lower times could

correspond to periods exploring and experimenting with the VR environment and game,

subsequently spending less time interacting with exposure based mechanics. Secondly, this

would be the first time each participant heard their target sounds outside of the outcome

measurement sessions, and therefore are less likely to want to engage. However, comparing

tracked interaction times between the two groups on a session by session basis does reveal

some statistically significant differences from the third session, with the 3D audio group

interacting more with the game mechanics that deliver problematic sounds. It could

therefore be accepted that these results mirror the larger decreases in self-reported anxiety

values between the baseline and post-experimental session measurements. Finally, one

crucial feature of these results is that each session represents an increase in the exposure

hierarchy with the virtual sound source being moved closer to the participant, resulting in

an increase in perceptual loudness. With this in mind, an increase in voluntary interaction
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with a sound that the participant has personally reported a negative emotional association

with makes these results more meaningful. As increases in tracked interaction times and

decreases in self-reported anxiety values were recorded across both audio conditions, it

is important to consider the impact game-play and the virtual environment had on the

outcomes of this study.

In parallel to the advantages of using 3D audio as a technique for simulating realistic

sound environments that have been identified in this study, the context in which spatial

sound is delivered is also a key advantage of the format. Computer games have been

successfully used in the past to target auditory hypersensitivity in autistic young people

[29], [30]. However as stated in Chapter 6, this is the first game in this context that uses

VR. The levels of engagement with the SoundFields game displayed by participants is

consistent with those in the study presented in Chapter 6, however these results could

be considered more meaningful due to the larger sample size of this investigation. Across

both audio conditions all participants with the exception of two completed the four weekly

experimental sessions, with six not finishing the control period due to school closures.

Alongside the quantifiable results measuring engagement with exposure based mechanics

described above, statements were also provided by staff from the recruitment schools (full

statements can be seen in Appendix A.1 & A.2). It was noted that participants were

‘highly motivated’ and ‘excited’ to begin their weekly VR sessions. Also staff observed

that participants maintained interest during the 8 week study despite some being expected

to become disinterested as the study progressed. These comments and the continued

interaction with exposure mechanics recorded in-game during this study, are corroborated

by literature acknowledging that computer game based interventions are enjoyed by autistic

people [29], [30], [74], [186]–[188], [483]. Both this and the previous study (see Chapter6)

provide evidence that exposure based therapy embedded into VR based computer game

mechanics can improve self-reported anxiety levels associated with problematic sounds.

The voluntary interaction with target stimuli supported by the in-game reward system

aimed to develop the participant’s confidence and create positive associations with the

stimuli (see Chapter 5.3.2). Both the primary and secondary outcomes of this investigation

indicate that this applied to participants across both experimental groups. Adding to this,

comments received by one recruitment school witnessed a change in tolerance to sounds

with participants disregarding target stimuli as they were ‘too focused on the task in hand
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and having too much fun’.

7.8 Limitations

Despite the positive results from this study there are a small number of limitations that

must be considered. Firstly, the small sample size is an important limitation to consider.

This was not only affected by the amount of suitable candidates identified by the recruitment

institutions, but also school closures implemented during the COVID’19 pandemic. Leading

to 30% (n = 6) of the participants being unable to complete the control period. This reduces

the statistical power of the results that validate the experimental sessions as the primary

influencing factor of the investigation. Additionally, the sample size creates difficulties

in generalising these results to the larger autistic population. Another consideration of a

smaller group is a lack of representation across the broader autism phenotype. The primary

data collection method for measuring emotional response to auditory stimuli accounted

for participants with varying communication impairments. However, there was insufficient

number of participants with cognitive impairments or co-morbid learning difficulties. This

did not provide enough insight into how autistic children with varying abilities would

interact with both the game itself and the exposure therapy intervention. Nonetheless,

the technology employed throughout this and the preceding experiments could deliver

a suitable approach to improving upon this sample size. The limited equipment needed

allows for the experiments to be carried out at the recruitment schools. With a small

amount of training, staff would be capable of conducting the experiment over a longer

period, allowing more opportunity for participants to be recruited. This is made further

possible by the automatic data collection of participant interactions within the virtual

reality environment.

Despite the results identifying a significant increase in tolerance towards target auditory

stimuli across both experimental conditions, there is no data which examines how the

experiment impacted the participants’ life outside of time spent playing SoundFields. The

use of questionnaires, such as the the Parent Stress Index [484] or Short Sensory Profile

[105], could provide evidence of any generalisation of tolerance towards real-world auditory

stimuli which cause emotional distress. This would contribute to the evaluation computer

game based CBT interventions for auditory hypersensitivity, but also aid in measuring
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the effectiveness of simulating these sounds using spatial audio rendering. In addition to

parental questionnaires, this and preceding studies would have benefited from qualitative

data collection with the aim of evaluating how the participants themselves felt about the

game environment, game-mechanics and the intervention itself. Chapter 1 outlined the

importance of participatory design sessions when developing game centred interventions

for autistic children. The SoundFields environment and game elements are very different

from the first iteration which was used as part of the study in Chapter 4, changes were

made based upon the opinions and suggestions of the participants. However, these were

not collected during any official participatory design sessions. For this and any future game

based intervention to be successful and benefit the autistic population, it is important to

listen to those with the most valuable insights. The people who will be using and benefiting

from the game itself.

7.9 Summary

Expanding upon the results gathered in Chapter 6, this chapter presented an experiment

designed to evaluate the use of binaural based 3rd order Ambisonics to address auditory

hypersensitivity compared against a stereo audio rendering approach. Self-reported emo-

tional responses were once again used as the primary outcomes to quantify any changes in

tolerance towards target and non-target audio stimuli following the four week experimental

period. In addition, data was also gathered during each experimental period session which

recorded the total amount of time each participant voluntarily interacted with in-game

mechanics that delivered target auditory stimuli.

Results from this investigation fall in line with those from the previous chapter, suggesting

that a serious game based in VR can be used to reduce a player’s self reported anxiety

associated with specific sounds. This is based upon a decrease in SRER values following

four sessions playing the game from a larger experimental sample size and with the inclusion

of a control period. However, importantly the larger decrease in SRER experienced by

participants in the 3D audio group supports the use of binaural based 3rd order Ambisonics

as an approach to rendering target auditory stimuli within an exposure based training

framework for auditory hypersensitivity. This apparent advantage to using spatialised

sound is further corroborated by the additional time those in the 3D audio group spent



Chapter 7. Evaluating the effect of Ambisonic Audio 181

interacting with exposure based mechanics over the stereo audio group. These results could

be explained by the enhanced realism and presence experienced by an individual when

listening to Ambisonic renders of a soundscape.



Chapter 8

Summary and Conclusions

This chapter will conclude this thesis by presenting a summary of the research contributions

presented, followed by a re-statement of the core hypothesis. Finally, recommendations will

be made for future research conducted within the context of spatial audio based therapy

for autistic people, with some final remarks from the author.

8.1 Summary

Following the introductory chapter, Chapters 2 and 3 presented the background literature

required to contextualise the novel research within the thesis. Chapter 2 introduced a

number of auditory processing difficulties that can be experienced by autistic people such as

impaired auditory scene analysis and interpretation of the binaural cues essential for sound

localisation, all of which could have a negative impact on how autistic people decode a virtual

auditory environment within VR. Following this, the issue of auditory hypersensitivity

was discussed including the possible causes and the range of interventions that have been

developed to reduce the negative psycho-emotional responses to environmental sounds.

Keeping in mind the successful therapy frameworks used to address auditory hypersensitivity

such as systematic desensitisation, the chapter ended with a review exploring how cognitive

behavioural therapy has been embedded into VR and serious game technology, creating an

engaging and accessible approach to therapy that is capable of utilising binaural based

Ambisonics as an audio rendering system.

182



Chapter 8. Summary and Conclusions 183

Chapter 3 presented the principles of binaural listening that are fundamental in sound

source localisation including, inter-aural differences in time and intensity between the left

and right ear, and the spectral shaping of sound caused by the pinnae, head and torso.

This was followed with a description of HRTFs, which capture binaural sound cues at

the point of the ear canal and can be filtered with a monaural sound source to simulate

spatial sound from a specific point in space using binaural technology. Ambisonics was

then introduced, an audio rendering technique capable of decomposing a three-dimensional

soundfield using spherical harmonics, resulting in accurate sound source localisation with the

introduction of higher-order Ambisonics. This was extended to binaural based Ambisonics

which simulates virtual loudspeakers utilising HRTFs, creating an immersive soundfield

which can dynamically rotate to the movement of the listener’s head. Chapter 3 then

discussed the important role binaural based spatial audio plays in delivering plausible

virtual environments, enhancing emotional response, immersion and presence which are

essential psychological mechanisms for VR exposure therapy. Finally, examples are given

of when spatial audio has been at the centre of exposure therapy research.

Considering the auditory processing deficits experienced by autistic individuals, Chapter 4

presented a novel study that aimed to investigate if these difficulties in processing audio

information would directly impact how individuals with autism interact with a presented

virtual spatial audio environment. Two experiments were conducted with participants

diagnosed with ASD (n = 29) that compared: (1) behavioural reaction between spatialized

and non-spatialized audio; and (2) the effect of background noise on participant interaction.

Participants listening to binaural-based spatial audio showed higher spatial attention

towards target auditory events. In addition, the amount of competing background audio

was reported to influence spatial attention and interaction. These findings suggest that

despite associated sensory processing difficulties, autistic young people can correctly decode

the auditory cues simulated in current spatial audio rendering techniques. Furthermore,

the outcomes of this study can be used to inform approaches to sound design for future

VR ASD interventions, including the VR game developed for the subsequent chapters of

the thesis.

Chapter 5 described in detail the development of SoundFields: a VR game designed to

address auditory hypersensitivity in autistic children and adolescents. First the guidelines

for designing serious games for autistic individuals were presented. These were integrated
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into the development of SoundFields in order to maximise motivation and engagement with

the game environment and mechanics. From here, the chapter presented an explanation

of the core exposure therapy concepts and how they are embedded into the in-game

mechanics. This adopts a similar approach to preceding serious games that target auditory

hypersensitivity in autism by rewarding voluntarily interaction with adverse stimuli via

an in-game narrative. However, the novel aspect of the game is the utilisation of binaural

3rd order Ambisonics to render target stimuli. Problematic sounds are simulated in a

way that would closely simulate the real world equivalent, through movement within a

three-dimensional acoustic environment that responds to the head rotation of the listener.

Further to this, exposure hierarchies that adjust the distance between the listener and

the virtual sound source can be simulated by manipulating the frequency and amplitude

content alongside adjustments to reverberant energy.

The feasibility of both SoundFields and binaural 3rd order Ambisonics in reducing levels of

negative emotions associated with identified problematic sounds was evaluated in a study

presented in Chapter 6. The experiment was conducted with six participants diagnosed

with ASD who displayed hypersensitivity to specific sounds. During the course of the

investigation participants played the game weekly over four weeks and all participants

actively engaged with the VR environment and enjoyed playing the game. Following this

period, a comparison of pre- and post-study measurements showed a significant decrease

in negative emotions linked to target auditory stimuli. Further to this, secondary outcome

measurements indicated a significant increase in voluntary interaction with problematic

sounds within the game environment, despite an increase in exposure hierarchy. First,

these findings suggest that the SoundField environment and game mechanics are a viable

intervention approach for auditory hypersensitivity. Secondly, the results validate 3rd order

Ambisonics as a rendering technique for target stimuli.

Finally, Chapter 7 presented a longitudinal study with a larger experimental population

(n = 20) designed to expand upon the research outcomes achieved in Chapter 6. Although

the results from the previous study were promising, a direct comparison with stereo audio

rendering was required to determine if increased realism achieved through spatial audio

would have any significant impact on any increase in tolerance. Results were consistent

with the previous study, with a significant decrease in negative emotions associated with

target stimuli displayed across both experimental conditions. However, those listening to
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3rd order Ambisonic reproductions of target stimuli exhibited a significantly larger decrease.

These results were supported by participants within the 3D audio condition recording

significantly more voluntary interactions with target stimuli.

8.2 Conclusions

The hypothesis which was specified in Section 1.2 and forms the central motivation for the

research presented in this thesis is as follows:

The use of binaural ambisonic rendering to deliver auditory stimuli within an

exposure based serious game will have a positive impact on reducing associated

negative emotions of autistic children and adolescents experiencing auditory

hypersensitivity.

The investigations presented in this thesis support and confirm this hypothesis. Firstly

Chapter 4 aimed to investigate the behavioural response to spatial audio events within

a VR environment with varying levels of competing background audio. As described in

Chapter 2, autistic people can experience particular auditory impairments which could have

a negative impact on how they respond to spatial audio events within a virtual acoustic

environment, these being impaired decoding of binaural cues and difficulties in auditory

scene analysis. Initially, results from Chapter 4 showed that participants displayed accurate

localisation and spontaneous attention towards spatial audio events. This supports the

use of binaural based Ambisonics within VR applications developed for ASD. However,

the study also demonstrated that SNR between target sounds and competing background

audio can have a significant effect on virtual sound source localisation. This suggests that

impaired auditory scene analysis observed in the physical world is maintained in virtual

auditory environments.

Approaches to reproducing the SoundFields auditory environments were established in the

outcomes of Chapter 4, focusing on controlling SNR between competing background audio

and target sounds. By doing so, this maximised capability of binaural based Ambisonics at

delivering realistic stimuli for autistic people, whilst enabling the acknowledgement of key

auditory stimuli. However, results from Chapter 4 also provide further contributions outside



Chapter 8. Summary and Conclusions 186

of the context of this thesis. Literature recognises VR as an important format for delivering

therapy, education and training for those with ASD. In addition, it is recognised that spatial

audio plays an important role in scaffolding realistic 3D visual environments by creating a

plausible and immersive VR environment. Therefore, similar sound design considerations

could be implemented in future VR based interventions as a means to optimise immersion

and interaction with the VE and therapy mechanics for autistic individuals.

Chapters 6 and 7 demonstrated that exposure to adverse auditory stimuli rendered using 3rd

order Ambisonics can significantly reduce self-reported negative emotions associated with

the sound. Furthermore, a comparison to stereo rendering showed spatial audio rendering

in Chapter 7 demonstrated 3D Signal-to-noise can significantly improve this reduction.

These results are also supported by the significant increase in voluntary interaction with

target stimuli within the VR game-mechanics, with participants listening to spatial audio

recording a greater amount of interaction in Chapter 7. Taking into account literature that

recognises auditory hypersensitivity in autism as a psycho-emotional response to sound,

these results therefore validate the use of binaural based Ambisonics as an audio rendering

tool for exposure based therapies.

However, the use of spatial audio extends past the reproduction of realistic simulations of

adverse auditory stimuli. Virtual reality is the most prevalent format in which head-tracked

binaural based Ambisonics can be presented to the listener. This creates opportunities for

therapy to be amalgamated into serious games, creating an engaging intervention platform.

Although serious games and VR have been utilised extensively in ASD interventions for over

two decades, the game developed as part of this thesis is the first VR application developed

to target auditory hypersensitivity. Results from Chapters 6 and 7 provide empirical

evidence that supports previous research recommending serious game interventions for

auditory hypersensitivity [29], [30]. Participants across both experimental conditions

displayed a significant decrease in self-reported emotional responses to target stimuli, with

no significant changes to non-target stimuli scores. Further to this, no significant changes

in self-reported emotional responses for non-target sounds and target stimuli were recorded

following the control period. Within SoundFields and other similar applications, players

voluntarily repeatedly exposed themselves to adverse auditory stimuli throughout game-

play. This creates opportunities for the player to become habituated to the stimuli whilst

simultaneously establishing a positive association with it. One important component of
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SoundFields is the in-game motivator system that rewards players who successfully interact

with mechanics that deliver adverse stimuli with an increasing exposure hierarchy. The

impact of this system is primarily highlighted by the tracked interaction times displayed for

both experimental conditions. This outcome measurement recorded a significant increase

in voluntary interactions despite the increasing amplitude intensity of the target stimuli.

Furthermore as mentioned in the statements provided by the recruitment schools, the

participants enjoyed playing the game.

Computer-based interventions also increase accessibility to treatment for a number of

impairments faced by autistic individuals, allowing for therapy to be implemented within a

family or community environment and with consumer available equipment. Today, VR can

be implemented using PC based and mobile phone technology. All of which are capable of

rendering 3rd order Ambisonics over headphones. The investigations presented throughout

the thesis were conducted within schools, environments in which many of the participants

experienced their target stimuli. In terms of an exposure based therapy this would serve

as an advantage, repeating the exposure within real-world contexts. This was particularly

evident for those participants who experienced negative emotional reactions to school

sounds, with the 3D audio group demonstrating a greater percentage decrease than other

stimuli.

8.3 Future Work

The investigations presented within this thesis offer some interesting avenues for future

examinations within the field of VR based interventions for autistic people and the treatment

of auditory hypersensitivity. This section will provide some considerations for further

research.

Compare behavioural response to spatial audio within VR between ASD and

TD children:

The investigation presented in Chapter 4 could be further extended to include NT partic-

ipants, allowing for a direct comparison in behavioural responses towards spatial audio

events and sound interpretation amongst competing background audio. Comparison data

may highlight any potential differences in performance between participants with autism
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and NT counterparts. In regards to background stimuli, the presented study was limited

to the specific group of sounds that represented the immediate visual environment. Future

studies would benefit with the inclusion of multiple environments, thereby permitting a

wider range of competing auditory stimuli with contrasting frequency content. Additional

SNR levels could also be included to expand on the results gained from Chapter 4. Finally,

the study lacked a form of hearing screening to detect physiological impairments that may

affect auditory processing. By including this into future procedures, any experimental

disparity between ASD and NT participants would most likely be the result of neurological

differences between the two groups.

The effect of binaural based Ambisonics on presence within Virtual Reality

experienced by autistic individuals:

The early chapters of this thesis discussed the concept of presence, demonstrating how a

psychological immersion within a VR environment is crucial for the successful outcomes of

VR exposure therapies. Research has shown that spatial audio rendering techniques that

allow for accurate localisation of dynamic virtual sound sources also play a significant role

in achieving presence, though these studies have only included NT participants. There

have been investigations that measure self-reported presence within VE experienced by

autistic individuals, however the effect of the auditory modality has not yet been explored.

Although it has been observed that autistic and NT participants experience similar levels

of presence and ecological validity within VR, any differences in auditory processing may

effect this. Coupled with the previous recommendations for future research, this would

lead to a greater understanding of how autistic individuals respond to virtual spatialised

sound. Therefore creating a more stable foundation for developing subsequent VR based

interventions, maximising engagement with virtual environments and potential therapeutic

outcomes.

Longitudinal study which includes parental questionnaires and physiological

measurements

Despite the results of Chapters 6 and 7 supporting the use of binaural based Ambisonics

to help reduce auditory hypersensitivity, the following proposals would provide further

robustness. Firstly, the inclusion of outcome measurements collected from parents and

school staff would provide information regarding participant emotional response towards
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real-world auditory stimuli. This could be evaluated comparing pre- and post-intervention

measurements using the Short Sensory Profile [105] and parental questionnaires such as

the Parent Stress Index [484]. Furthermore, these measurements would provide evidence of

any generalisation of tolerance following the experimental period. Secondly, physiological

measurements would scaffold the primary and secondary measurements used in Chapters 6

and 7, bypassing any social and communication impairments. The measurement of skin

conductance, blood volume pulse, electrodermal activity and skin temperature have all

been used in the assessment of anxiety symptoms in autistic people [485], [486].

Comparison between clinician based in-vivo treatments for auditory hypersen-

sitivity and spatial audio framework:

There are multiple studies which compare VR with in-vivo exposure therapy techniques,

with results suggesting that VR simulations could be as effective as their real world

counterparts. A study comparing clincian based in-vivo treatment with one driven by

Ambisonics could present additional robust support in the use binaural based spatial audio

in the treatment of auditory hypersensitivity in autism.

Explore the implementation of an augmented reality based game for auditory

hypersensitivity:

The implementation of binaural based ambisonic rendering is not limited to virtual reality

applications. One interesting avenue for future research could therefore integrate spatial

audio simulations into exposure based games deployed to augmented reality (AR) technology.

AR overlays three-dimensional computer generated objects over the real world via a see-

through display [487]. Devices such as the Magic Leap [488] and Microsoft HoloLens [489]

also permit user head and positional tracking with 6DoF via spatial computing [490]. This

presents a distinct advantage over VR based systems as the user could experience the

simulated stimuli within the environment they are commonly exposed to, thus further

increasing the context of the intervention. Another key advantage of AR is that it is not

restricted to a single user. This would allow family members or staff to participate with

the intervention mechanics, providing support but also aiding in the communication and

social development of the user [491]–[493]
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8.4 Final Remarks

The core motivation behind this thesis was to investigate the use of binaural based

Ambisonics in the reduction of auditory hypersensitivity experienced by autistic young

people. The results from this research have demonstrated that exposure to Ambisonic

rendered stimuli within a VR game can aid in the reduction of negative emotions associated

with specific sounds. Furthermore, this reduction is significantly improved when listening to

spatialised sound over stereo. This provides a strong foundation of support for integration

of spatial audio into future interventions developed for this particular sensory processing

issue.

This thesis has shown that spatialised sound is an important component in the delivery of

plausible multi-modal environments within VR. Chapter 4 observed organic behavioural

responses towards spatial audio stimuli within VR in addition to impaired localisation

of virtual sound sources amongst competing background audio. It is therefore hoped

that these outcomes can be applied to the wider area of VR interventions developed for

ASD, informing approaches to reproducing virtual acoustic environments that maintain

immersion whilst achieving the objective of the target sounds.

Virtual reality has been proven to be an important tool for delivering therapy to those

with autism for over two decades, and advancements in consumer equipment are allowing

the technology to become increasingly accessible. This allows therapy frameworks to be

delivered via a fun and motivating format. Similar to the projects that inspired this research

[29], [30], SoundFields achieved comparable results by motivating and rewarding players

who interact with problematic auditory stimuli. Both experimental observations and those

from staff show that participants enjoyed their time in the experiment and maintained

interest throughout. Combined with the reduction in associated negative emotions, this is

encouraging to see in terms of research but also a rewarding experience.

It is hoped that the research presented in this thesis will provide encouragement for

inter-disciplinary research that designs interactive interventions for autistic young people.

The development of consumer interactive technology presents an exciting time for the

creation of realistic and engaging virtual environments. However, these can be utilised for
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purposes outside of entertainment. They can deliver enriching and engaging environments

for education and therapy that provide meaningful benefits to autistic people.



Appendix A

Evaluating the effect of Ambisonic

Audio in the Reduction of

Auditory Hypersensitivity in

young people with ASD - School

statements

This appendix includes statements provided by staff from two of the recruitment schools,

giving feedback regarding the experiment from the perspective of the teachers.

A.1 School A

Parental consent was given for a wide range of pupils with a diagnosis of ASC to take part

in the project. The pupils ranged from non-verbal pupils with lower cognitive abilities

working within a semi-formal curriculum pathway and with low attention to task, to pupils

working within a higher formal curriculum pathway demonstrating much higher cognitive

skills.
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As a school, we set high expectations, but the response to the simulating games which

were presented during the project exceeded all our expectations. The fact that some of

our pupils tolerated the head- set was an unexpected response, and then to see the pupils

following instructions and spending substantial amounts of time on the games was again a

response which we didn’t predict. It was a surprise for all the staff involved, to see all the

pupils being highly motivated by this weekly therapy, and some pupils who we felt would

become disinterested in the games as the weeks progressed, were highly motivated when

they saw Daniel, who very quickly became an object of reference!

A.2 School B

Our pupils that participated in this study initially did so with some trepidation along with

the excitement of being able to ’play’ with technology not normally accessible to them.

From a staff point of view, I was fascinated to see how quickly the children adapted to the

game - wearing the head and hands equipment and being thrust into a surreal landscape

that was very alien to them. The speed in which they were able to co-ordinate the controls

and begin to build up achievements within the game was astounding! Every Monday, all

involved would come into school so excited knowing that it was VR day! As the weeks went

on we witnessed their confidence in the game, and their ability to play it, build and build.

We saw their reactions to some sounds, that in the first instance were too uncomfortable to

listen to, change into the pupil having tolerance and sometimes even barely noticing they

were occurring! They were too focused on the task in hand and having too much fun! The

opportunity to participate in this study has been gratefully received and was carried out in

the most respectful and professional manner. We look forward to hearing the outcome.’



Appendix B

Supporting Data Index

The appendix provides content information and organisation of the attached data file. The

data is divided into folders based upon the relevant chapters presented in this thesis.

B.1 Chapter 4 Data and VR environment

Contains VR experimental environments and operating instructions. In addition, experi-

ment informed consent forms and Video captures of VR environment are also included.

B.2 Chapter 6 Data and VR environment

Contains experiment informed consent forms.

B.3 Chapter 7 Data and VR environment

Contains experiment informed consent forms and Video captures of VR environment.
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B.4 Target Auditory Stimuli

Contains document with links to Ambisonic target stimuli files used for both experiments

in Chapters 6 & 7.

B.5 SoundFields VR

Contains VR builds of both audio conditions for experimental and control periods.

B.6 Audio Questionnaire

Contains unity build of audio questionnaire software used to measure emotional responses

to target stimuli.



Glossary

Ambisonics A technique for recording and rendering three-dimensional audio by decom-

posing a 360 degree sound-field.

Anechoic Free from echo and reverberation energyhttps://www.overleaf.com/project/5e18648465cc2900014155d5.

Avatar The player representation of themselves within a computer game’s virtual envi-

ronment.

dBHL A measurement of sound intensity used by clinicians, often in Audiogram tests.

Degrees of Freedom A 3D space has six degrees in total. Three represent movement

along the rotational axis (yaw, pitch and roll). The other three represent translational

movement (elevate, straff, and surge).

Free Field Environment An environment in which no sound reflection can occur.

In-Virtuo Exposure Directly facing a virtual representation of a feared object, situation

or activity within virtual reality.

In-Vivo exposure Directly facing a feared object, situation or activity in real life.

Loudness Unit Full Scale A precise measurement of loudness to full scale.

Mono Audio A technique for rendering audio over one channel.

Non-Player Character A character within a computer game that is not controlled by

the player but controlled by the software itself.

Serious Game A computer game developed for purposes outside the field of entertainment

including education, training and therapy.
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Signal-to-Noise ratio The ratio between the target audio signal and the level of back-

ground noise.

Stereo Audio A technique for rendering audio over two channels.



List of Acronyms

Notation Description

ABM Attention Bias Modification

AIT Auditory Integration Training

ASA Auditory Scene Analysis

ASD Autism Spectrum Disorder

BRIR Binaural room impulse response

CAI Computer Assisted Interventions

CBT Cognitive Behavioural Therapy

CS Compound Symmetry

CVE Collaborative Virtual Environment

FOA First Order Ambisonics

GAS Goal Attainment Scaling

GUI Graphical User Interface

HLM Hierarchical Linear Model

HMD Head Mounted Display

HRTF Head Related Transfer Function
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Notation Description

IFL Identity First Language

ILD Interaural Level Difference

ITD Interaural Time Difference

NT Neurotypical

PD Participatory Design

PFL Person First Language

PTSD Post-Traumatic Stress Disorder

SADIE Spatial Audio for Domestic Interactive Enter-

tainment

SD Standard Deviation

SDK Software Development Kit

SIT Sensory Integration Therapy

SNR Signal-to-noise ratio

SRER Self-Reported Emotional Response

TUI Tangible User Interface

VE Virtual Environment

VR Virtual Reality

VRET Virtual Reality Exposure Therapy
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splinter skills: A group and subgroup analysis,” Autism, vol. 12, no. 2, pp. 203–219,

2008.

[96] P. K. Kuhl, S. Coffey-Corina, D. Padden, and G. Dawson, “Links between social

and linguistic processing of speech in preschool children with autism: Behavioral

and electrophysiological measures,” Developmental science, vol. 8, no. 1, 2005.

[97] A. Bonnel, S. McAdams, B. Smith, C. Berthiaume, A. Bertone, V. Ciocca, J. A.

Burack, and L. Mottron, “Enhanced pure-tone pitch discrimination among persons

with autism but not asperger syndrome,” Neuropsychologia, vol. 48, no. 9, pp. 2465–

2475, 2010.
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