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Summary

The biodiversity crisis demands urgent identification of at-risk species, to ensure timely and

focused conservation intervention. Demographic modelling contributes to understanding

population responses to threats such as over-exploitation and environmental change, but

is hindered by incomplete and biased data and limited understanding of how life cycle

processes and life history shape demographic responses. Here, I explore barriers to and

opportunities for effective conservation demography, using core life history and modelling

principles to address limitations and opportunities presented by existing demographic data

sets and by relating demographic responses to life history. I focus on long-lived birds, which

include many highly threatened species and may present challenges for modelling because

of missing stage-specific data due to aspects of their life cycle and habitat use. In Chapter

2, I develop a two-sex model for monogamous species to explore whether including pairing

and divorce processes influences insights from classical conservation analyses. When divorce

costs take the form of loss of reproductive output, population dynamics in slow-lived species

were largely insensitive to pairing and divorce. In Chapter 3, I use phylogenetic imputation

to reconstruct vital rates of survival, growth, and reproduction in avian demographic data

for use in conservation analyses. Certain vital rates, such as adult survival, could be imputed

relatively accurately based on vital rate covariation, with phylogeny and auxiliary trait data

improving estimates in some cases. However, demographic metrics such as generation time

were sensitive to the accuracy of imputed vital rates. In Chapter 4, I explore the use of pace

of life indicators to assess responses to mortality impacts in seabirds. Pace of life indicators

could help to assess risk to seabirds from extrinsic threats, reducing dependency on classical

vital rates required to parameterise demographic models. Finally, in Chapter 5, I review

the literature on demographic responses to climate in mammals to highlight data gaps and

limitations for exploring species’ responses to environmental change, revealing geographic

and taxonomic biases in missing data and complex demographic responses to climate.
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Chapter 1

General introduction

1.1 Biodiversity crisis and the need for informed conservation

action

Globally, biodiversity is in crisis: human activities such as land-use change and exploitation

have driven increasing rates of extinction (Barnosky et al. 2011, Pimm et al. 2014, Ceballos

et al. 2015), with risks projected to increase in the future with continuing human population

expansion (Tilman et al. 2017) and climate change (Parmesan 2006, Maclean and Wilson

2011, Urban 2015). Human-induced threats to biodiversity range from over-exploitation and

agriculture to activities associated with economic development such as transport, energy

production and urban development (Maxwell et al. 2016, Tilman et al. 2017, Newbold et al.

2018). Species facing multiple threats may be at elevated risk (Brook et al. 2008); for example,

climate change has the potential to exacerbate the impact of other threats (Tremblay et al.

2018). Biodiversity loss has consequences for resource availability, ecosystem functioning

and resilience, health, and livelihoods (Isbell et al. 2017, Newbold et al. 2018).

The biodiversity crisis demands urgent attention to be brought to the question of which

species are at risk (Collen et al. 2011), to ensure timely and focused conservation intervention

(Wilson et al. 2007). In the case of vulnerable populations, rapid action may be required to

avoid extinction (Martin et al. 2012), so robust decision-making processes are vital (Regan

et al. 2005, Bottrill et al. 2008). Successful management of vulnerable populations requires

an understanding of how populations will respond, both in the long and short term, to

management actions (Law et al. 2017). Furthermore, conservation management is subject to

economic and societal constraints which may influence the outcomes of proposed interven-

tions (Armsworth et al. 2011, Lee and Iwasa 2013).

Conservation modelling tools provide a framework for robust decision-making, and tech-

niques such as adaptive management (McCarthy and Possingham 2007, Rout et al. 2009,

McDonald-Madden et al. 2010) and expert elicitation (Martin et al. 2005) can be used to

1
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guide decision-making even when information is limited. Demographic modelling has be-

come central to addressing questions about managing populations to minimise extinction

risk, for example through sensitivity and elasticity analysis (McCarthy et al. 1995, Benton

and Grant 1999, de Kroon et al. 2000), population viability analysis (Gilpin and Soule 1986,

Lindenmayer et al. 1993, Burgman and Possingham 2000) and optimisation models (Haight

1995, Haight et al. 2002, Yokomizo et al. 2003). Moreover, demographic model outputs, which

include population metrics such as population growth rate and estimates of life history pa-

rameters such as generation time and age at maturity, are used in frameworks for assessing

conservation threat status, notably the IUCN Red List (Mace et al. 2008, IUCN 2020). Here,

we provide an overview of demographic modelling tools, discuss their use in conservation

decision-making and consider barriers to and opportunities for effective conservation de-

mography.

1.2 Tools for conservation demography

1.2.1 Demographic models

The use of demographic models to guide conservation management is well-established (Wis-

dom and Mills 1997, Beissinger and Westphal 1998). Demographic models provide a link

between individuals and populations. Individual state is the representation of individuals

within a population by a set of variables (e.g. age, size, life cycle stage), collectively known

as the i-state, that characterise variation in individual-level responses to the environment.

Population state, or p-state, describes the distribution of individuals among different i-states.

Linking i-state to p-state is possible under two conditions: firstly, that all individuals are

subject to the same environment, and secondly, that the population influences the environ-

ment in a way that can be described by additive contributions from the individuals in the

population (Metz and Diekmann 1986, Caswell 2001). Structured demographic models, such

as matrix population models (Caswell 2001), model the distribution of individual state (e.g.

size or age) within a population and provide a framework for scaling up individual-level pro-

cesses to the population level. Empirical, individual-based data linking individual state to

individual performance in a given environment is used to parameterise such models, which

can then be used to explore how individual state variation influences population level dy-
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namics. For example, demographic models can be used to predict population performance

and to assess the relative merits of alternative management options (e.g. Crouse et al. 1987,

Doak et al. 1994).

Analyses based on matrix population models parameterised with estimates of vital rates

of survival, growth, and reproduction are widely used to answer questions about how a

population will respond to perturbations to vital rates (Selwood et al. 2015). Analytical out-

puts describe properties of the system such as long-term population growth rate, population

structure and reproductive potential, while further characteristics, such as variances associ-

ated with stochastic variation in vital rates, can be derived through simulations, leading to a

wealth of tools for exploring population dynamics (Wisdom et al. 2000, Caswell 2001, 2007,

Koons et al. 2007, Stott 2016).

Typical conservation demographic analyses using matrix population models include clas-

sical sensitivity and elasticity analyses, which are used to assess the influence of the under-

lying vital rates on population growth rate (de Kroon et al. 1986, 2000), and the evaluation

of extinction risk under different scenarios, represented by adjustments to model parameters

(e.g. Doak et al. 1994, Ginsberg and Milner-Gulland 1994, Menges and Quintana-Ascencio

2004). Matrix models also allow exploration of short-term dynamics arising from perturba-

tions to the stable population structure (Stott et al. 2011). Such deterministic modelling

explores population dynamics assuming that vital rates have fixed values. However, in

natural populations, vital rates fluctuate from year to year due to changing environmen-

tal conditions. Stochastic variation in vital rates is captured by incorporating the range of

variability in and covariation among vital rates into the modelling framework. Stochastic

population dynamics can be captured through stochastic analytical approaches (Fieberg and

Ellner 2001, Lande et al. 2003, Tuljapurkar et al. 2003) or using simulation approaches which

also allow exploration of the sensitivities and elasticities of the stochastic population growth

rate (e.g. Wisdom et al. 2000, Åberg et al. 2009).

Integral projection models (IPMs, Easterling et al. 2000) provide a modelling framework

in which vital rates are linked to a continuous trait distribution, rather than being speci-

fied explicitly for discrete classes as in matrix population models. This framework enables

analyses equivalent to those for matrix population models (Ellner et al. 2016) and has the

benefit of being more tractable than the matrix population model when vital rates depend
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on a number of state variables (e.g. size and age, Ellner and Rees 2006). Furthermore, inte-

gral projection models can incorporate temporal variability and among individual variation

in vital rates that can influence population dynamics (Kendall and Fox 2002, Rees and Ellner

2009). However, integral projection models have rarely been applied in a conservation set-

ting (Ferrer-Cervantes et al. 2012, Wallace et al. 2013), perhaps due to perceived complexity

of implementation.

1.2.2 Demographic metrics

Demographic models enable the calculation of a range of defining characteristics of a pop-

ulation such as population growth rate and its sensitivities and elasticities to underlying

parameters. They allow estimation of derived metrics that capture aspects of life history,

such as age at maturation, generation time, and longevity. Generation time is a key metric of

species’ population dynamics (Frankham and Brook 2004, Sæther et al. 2005) which can be

applied to assessments of extinction risk (O’Grady et al. 2008) and which plays an important

role in conservation assessments such as the IUCN Red List assessment (Mace et al. 2008).

The metric is used as a scaling factor for the period over which to assess population trends,

allowing this timescale to be adjusted to account for differences in life history (Mace et al.

2008, IUCN Standards and Petitions Subcommittee 2019). Accurate estimation of generation

time is vital to ensure that threat statuses are comparable across species and that assessment

results in the assignment of an appropriate level of threat.

1.3 How demographic analysis can help to guide conservation

interventions

1.3.1 Sensitivity and elasticity analysis

A canonical example of the application of demographic analysis in a conservation setting is

classical sensitivity analysis (Wisdom and Mills 1997). Sensitivity analysis is used to assess

the influence of the underlying vital rates of survival, growth, and reproduction on popula-

tion performance metrics such as population growth rate (de Kroon et al. 1986, 2000). The

sensitivity of population growth rate λ to a vital rate s measures the change in λ induced

by a small change in s. Sensitivity captures the responsiveness of λ to absolute changes in



Chapter 1. General introduction 5

a vital rate, thereby indicating which vital rates could be targeted by management efforts.

However, sensitivity results may be misleading because vital rates measured on different

scales are not directly comparable when the same absolute change in the vital rates is not

proportionally equivalent (de Kroon et al. 1986). Compare, for example, survival probability,

which is measured on a scale between 0 and 1, with fecundity, which must be positive but

could be far greater than 1. For this reason, the sensitivity of λ to a proportional change in

the vital rate, known as the elasticity, may be preferred, as this measure allows meaningful

comparisons among vital rates. Alternatively, survival probabilities can be logarithmically

transformed to obtain the time-averaged mortality hazard rate, which measures mortality

risk on a ratio scale and allows easier interpretation of elasticities (Ergon et al. 2018). Unlike

survival probabilities, a proportional change in mortality hazard rate is independent of the

baseline value of the rate, and in discrete time models, elasticity of λ to mortality hazard

rate is independent of step length. Analytical formulae exist to calculate sensitivities and

elasticities of population growth rate to stage-based transitions and underlying vital rates

for deterministic matrix population models (Caswell 2001).

1.3.2 Transient analysis

Transient dynamics describe the short-term responses of a population which has been per-

turbed from its stable size or structure (Fox and Gurevitch 2000). Transient responses capture

adjustments as a population returns to its stable state following disturbance. Short-term dy-

namics can differ markedly from asymptotic population dynamics and an appreciation of

the potential for transient fluctuations is vital to conservation management, which is of-

ten focused on short-term interventions and where unexpected transient responses would

be unwelcome (Fox and Gurevitch 2000, Koons et al. 2005, Stott et al. 2012). Transient re-

sponses include both asymptotic and transient components (Haridas and Tuljapurkar 2007,

Stott 2016). Differentiating these effects provides a comprehensive understanding of the

short-term impacts of perturbations to population structure. Following a perturbation, the

transient dynamics of a population which does not have a stable structure can be very differ-

ent from those of a population close to a stable stage distribution, so if the initial population

structure is not taken into account, predictions of transient responses may be inaccurate and

lead to inappropriate management actions.
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1.3.3 Population viability analysis

Population viability analysis (PVA) uses stochastic simulations to estimate the probability

that a population will persist within a given time frame (Morris and Doak 2002). To perform

a demographic PVA (that is, a PVA for a structured population), a structured population

model is parameterised using vital rates sampled from suitable distributions, ideally based

on empirical estimates of means and associated variance for the target population. PVA can

be used to quantify extinction risk under different assumptions about how vital rates may

be affected by pressures such as habitat loss, poaching, and environmental change, and al-

lows different management actions to be compared (Doak et al. 1994, Crowder et al. 1994,

Menges and Quintana-Ascencio 2004). PVA, whether based on count data or on demographic

models, provides numeric outputs that may be used in broader modelling frameworks to al-

low assessment of the cost-effectiveness of investments into alternative management options

(e.g. Duca et al. 2009, Di Minin et al. 2015). While there are caveats to the use of demographic

PVA for endangered species due to concerns about data quality and parameter uncertainty

(Beissinger and Westphal 1998, Morris and Doak 2002), the technique is accepted as a use-

ful demographic modelling tool (Burgman and Possingham 2000) and is frequently used in

conservation planning processes (e.g. Morris et al. 2002).

1.3.4 Optimisation models for conservation prioritisation

Optimisation problems involve maximising or minimising a formal measure of performance,

based on the management aims for the system under consideration, subject to a set of con-

straints (Billionnet 2013). Optimisation is typically applied to find cost-effective management

strategies that promote species or population persistence through the selection of defined

management interventions (e.g. Duca et al. 2009). In such applications, measuring the

impact of interventions on demographic performance is necessary to allow assessment of

alternative strategies, hence demographic modelling is a key component of this approach.

Framing conservation management as an optimisation problem allows assessment of

management options to account for budgetary constraints. This approach can be used to

make a case for selecting particular conservation actions, including the value of additional

learning (Rout et al. 2009) and the advantage of economic incentivisation (Di Minin et al.

2015). Bio-economic modelling (Mouysset et al. 2011, 2014) may be a powerful tool for pre-
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senting the case for conservation measures to decision-makers.

1.4 Barriers to and opportunities for effective conservation

demography

Conservation modelling can be used to determine likely outcomes of proposed interventions,

providing guidance without requiring costly (in terms of both time and resources) experi-

mentation on the ground, which may not be possible for endangered and threatened species.

However, concerns about applying demographic modelling techniques in a conservation set-

ting have long been recognised (Beissinger and Westphal 1998, Mills et al. 1999, Burgman

and Possingham 2000, Coulson et al. 2001). The empirical data required to build demo-

graphic models can be difficult to gather, particularly for endangered species (Coulson et al.

2001), and poor data quality can compromise the robustness of quantitative risk assessments

carried out using such models (Beissinger and Westphal 1998, Mills et al. 1999, Fieberg and

Ellner 2000, Ellner et al. 2002). Structural and parametric uncertainty is inherent in demo-

graphic models, and this uncertainty must be handled appropriately to provide an accurate

assessment of uncertainty in the model outputs (Burgman and Possingham 2000). Although

some have questioned the validity of population viability analysis (Coulson et al. 2001), best

practices for implementing this approach have been developed which allow application of

this tool (Burgman and Possingham 2000, Reed et al. 2002, McCarthy et al. 2003). Despite

this, repeatability and reproducibility of PVAs is low (Morrison et al. 2016), casting doubt on

their reliability for conservation decision-making.

Sensitivity and elasticity analyses are powerful tools for identifying appropriate targets

for conservation efforts but also require detailed demographic data for the population of

interest. Furthermore, caution is required when applying the results of such analyses, which

estimate responses as linear changes and are only valid in the vicinity of the demographic

model’s parameter values. Nonlinear responses are likely in reality due to frequency de-

pendence, density dependence, and transient effects and these could lead to key differences

between predicted and actual outcomes (Grant and Benton 2000, Haridas and Tuljapurkar

2007, Stott et al. 2012, Haridas et al. 2014). A further consideration is whether the changes

to vital rates that would induce the desired response in population growth rate are feasible.
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Constraints on life history traits may result in low variability in certain vital rates (Benton

and Grant 1999, Péron et al. 2016). If the vital rates indicated by sensitivity or elasticity anal-

ysis as potential targets of management are constrained then management actions targeting

those vital rates may have limited success.

In many cases, the detailed demographic data required to calculate important metrics

such as generation time are not available. In the absence of such data, proxies based on sim-

pler and more readily available life history data may be used to approximate generation time

(IUCN Standards and Petitions Subcommittee 2019). When even these life history estimates

are not available, the use of imputation to reconstruct underlying parameters for the calcu-

lation of generation time proxies can be a pragmatic approach to obtain maximum coverage

of species (Pacifici et al. 2013, Cooke et al. 2018). However, biases in proxies for generation

time can lead to over- or under-estimation of threat level (Fung and Waples 2017, Staerk et al.

2019).

Under the threat of global climate change, the problem of managing vulnerable popula-

tions must take into account not only current threats but also the way in which changes in

climate may affect the populations’ responses to those threats. Under IPCC projections (IPCC

2014), increases in average temperatures and precipitation and associated changes in the fre-

quency of extreme weather events are predicted. Local and regional changes in climate have

been linked to ecological responses affecting ecosystems and associated biodiversity (Parme-

san 2006) and are expected to contribute to accelerating extinction risk (Maclean and Wilson

2011, Urban 2015). Understanding the implications of climate change for extinction risk and

the potential for species to become invasive is vital for determining how best to preserve

biodiversity (Dawson et al. 2011). Demographic modelling allows prediction of species’ re-

sponses to projected climate change (Jenouvrier et al. 2009, Barbraud et al. 2011). However,

linking demographic responses to environmental drivers requires extensive time-series data

and sophisticated modelling approaches (Frederiksen et al. 2014, Teller et al. 2016, Hindle

et al. 2019).

Given limited demographic knowledge, the development of techniques that combine de-

mographic analysis with other relevant sources of information to inform conservation assess-

ments would be valuable. For example, if we could identify variables that are correlated with

the outputs of demographic analyses and for which information is more readily available
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than the demographic data required to produce such analyses, those variables could act as

proxies for the demographic responses in which we are interested. By relating demographic

metrics such as the sensitivities and elasticities of population growth rate to underlying vital

rates to such proxies we could develop indicators of the risk to populations from perturba-

tions that affect vital rates. Life history traits such as age at maturity have been identified

as indicators for population growth in fish and mammals (Hutchings et al. 2012). Life his-

tory traits are promising candidates to inform our understanding of demographic responses.

Parallels between species can be drawn by assigning them to a “fast-slow” continuum which

captures covariation in life history traits such as lifespan, age at maturity, and reproductive

effort (Stearns 1983, Read and Harvey 1989). Such life history traits are closely linked to vital

rates such as survival, maturation and fecundity (Promislow and Harvey 1990, Sæther and

Bakke 2000). The close relationship between vital rates and life history traits, characterised

by species’ positions on the fast-slow continuum, could inform our approach to demographic

modelling and help us to overcome knowledge gaps. Below I outline four applications of de-

mographic and life history knowledge which provide opportunities for effective conservation

demography.

1.4.1 Capturing life history constraints

Among-species patterns of life history are a consequence of evolutionary history. For exam-

ple, in birds, life history is explained by early diversification in the avian lineage (Owens and

Bennett 1995). Patterns of covariance among vital rates are thus well-established and may be

relatively inflexible due to selective pressures (Blomberg et al. 2003, Revell et al. 2008). Such

evolutionary constraints may reflect the ability of species to adapt to pressures. For example,

variability in vital rates which have a strong influence on population growth rate tends to be

low (Pfister 1998, Péron et al. 2016), so demographic responses to threats may be constrained.

Capturing life history constraints on demographic responses can improve understanding of

how populations will respond to management, allowing the selection of interventions which

maximise the potential for species recovery. Building species’ life history into demographic

models can be a valuable way to explore the influence of demographic constraints on pop-

ulation dynamics and to explore ecological and evolutionary consequences of aspects of life

history (Coulson et al. 2010, Childs et al. 2011).
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1.4.2 Overcoming data limitations

Demographic data is sparse for many species (Conde et al. 2019), particularly for species of

conservation concern, for which population numbers may be at critically low levels (Burgman

et al. 1993). For example, despite being one of the better studied taxonomic groups, detailed

age- and stage-specific information for both survival and fertility is available for only 2.4% of

bird species, while for 82% of bird species no information about survival is available (Conde

et al. 2019). Lack of demographic data for species of conservation concern makes it difficult

to parameterise models used to predict population trajectories. Overcoming data deficiency

is a major challenge for conservation which requires novel approaches to make the most of

available data (Kindsvater et al. 2018). Opportunities include the use of data for well-studied

taxa or populations to predict missing values based on hierarchical structures e.g. relatedness

or proximity (Thorson et al. 2017, Kindsvater et al. 2018, Horswill et al. 2019). Imputation is a

promising approach to overcome the challenge of demographic data deficiency (Conde et al.

2019). Phylogenetic imputation methods, which account for divergence of trait values over

evolutionary history, can be used to generate missing values in species-based data. While

several studies have demonstrated effective phylogenetic imputation of functional and life

history traits (Guénard et al. 2013, Fagan et al. 2013, Penone et al. 2014), such techniques

have not been applied directly to demographic data.

1.4.3 Developing life history indicators

Classical sensitivity analysis is often used to assess population responses to changes in

species’ vital rates. This framework is well-established but its implementation depends on

demographic data that may be absent or difficult to collect. If we could identify variables that

are correlated with the sensitivities and elasticities of population growth rate to underlying

vital rates and for which information is more readily available, those variables could be used

as indicators of a population responses to perturbations that affect vital rates. Many such

efforts have focused on ecological and behavioural traits (e.g. Furness et al. 2013). However,

life history theory predicts trade-offs among vital rates, hence we might expect species with

similar life histories to have similar responses to perturbation. Life history can be charac-

terised by combining species trait data such as age at maturity, longevity, and litter or clutch

size and such life history metrics may provide suitable proxies for predicting population
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responses to threats. The development of such life history indicators (Williams et al. 2010,

Conti et al. 2014, Sirot et al. 2015) offers the potential to make assessments which are less

reliant on detailed empirical studies.

1.4.4 Understanding demographic responses to a changing climate

While climate change is recognised as a driver of extinction risk (Maclean and Wilson 2011,

Urban 2015), our understanding of demographic responses to climate change is limited by

lack of knowledge about how vital rates of survival, development and reproduction are af-

fected by climatic drivers. Species demonstrate diverse responses to environmental variation

and in many cases aspects of an organism’s life history can buffer populations against an un-

certain environment. However, rapidly changing climatic conditions, increasing frequency of

climatic extremes, and interactions with other threats such as habitat loss or over-exploitation

could limit species’ resilience to climate change. Knowledge of demographic responses to

climate drivers is essential to enhancing our understanding of how environmental change

will affect global biodiversity.

1.5 Purpose of this thesis

In this thesis I explore barriers to and opportunities for effective conservation demography,

exploring limitations and opportunities presented by existing demographic data sets and

exploring links between demographic responses and species’ life history. I focus on avian

species with slow life history, which include highly threatened taxonomic groups such as

seabirds and parrots. Avian species of conservation concern typically present challenges for

modelling because of missing data on early or late life stages which emerge from aspects of

their life cycle and associated habitat use. Species with slow life history are most sensitive

to impacts on adult survival and are associated with increased extinction risk (Bennett and

Owens 1997). Moreover, aspects of life history including slow maturation rate, strong pair

bonding, and small clutch sizes may increase vulnerability of these species to threats which

include overexploitation, habitat degradation and climate change.

Demographic modelling can be used to explore how responses to threats or interventions

might be influenced by life history. In Chapter 2, I explore demographic constraints on

population performance in long-lived species with strong monogamous pair bonds. The
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objective was to extend the use of two-sex IPMs to inform conservation, focusing on whether

information about mating systems and associated pairing dynamics influence insights from

classical conservation analyses. The mating system has the potential to influence population

dynamics (Schindler et al. 2013) and strong pair bonding may constrain population growth,

for example, if a pair bond between individuals of low quality or compatibility leads to

reduced productivity or survival. I develop a demographic framework to analyse the effects

of pairing and divorce in long-lived monogamous birds and to explore the demographic and

population-level consequences of interactions between life history and pairing and divorce

dynamics.

To address the need for accurate demographic data to inform conservation, in Chapter

3, I evaluate a novel application of phylogenetic imputation to fill demographic analysis

gaps. Accurate estimates of vital rates of survival, growth, and reproduction are required

to parameterise population models for use in analyses that seek to predict how populations

will respond to threats that perturb vital rates. However, many taxonomic groups suffer

from insufficient data on vital rates for specific life stages required to populate such models.

For example, age- and stage-specific information for both survival and fertility is available

for only 2.4% of bird species (Conde et al. 2019). Data may be missing for specific life

stages due to challenges in recording certain parts of the life cycle, such as juvenile survival

in species with cryptic or widely dispersing juvenile stages (Weimerskirch 2002, Pike et al.

2008) or adult survival in long-lived species that present obstacles to marking individuals

(e.g. parrots). Estimating key demographic metrics and performing even the most basic

conservation demographic analyses for at-risk species with such limited data is challenging

and can lead to biases (Fung and Waples 2017, Staerk et al. 2019). I explore whether existing

standardised avian vital rates can be reconstructed accurately using phylogenetic imputation

and whether demographic metrics such as generation time can be estimated accurately when

imputed vital rates are included in the calculations.

In Chapter 4, I present a comparative demographic analysis of population dynamics ex-

ploring whether pace of life indicators could be used to assess vulnerability to mortality

impacts in seabirds. Seabirds provide a valuable case study because they tend to be slow-

lived species with low fecundity and long generation times. Life history theory tells us that

long-lived species are more sensitive to mortality impacts than short-lived species. Moreover,
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for these species, demographic data may be limited by geographic and taxonomic biases, lo-

gistical barriers, or aspects of the life cycle such as nomadic life stages. Finding methods that

make use of more readily available trait data to assess the impact of mortality events on pop-

ulation growth rate would be valuable for conservation assessment purposes. I investigate

whether two proxies of pace of life variation can be used as surrogate metrics for assessing

long- and short-term population responses to excess mortality, reducing dependency on the

classical vital rates required to parameterise matrix models. In combination with ecological

and behavioural indicators, pace of life indicators could help in assessing risk to seabirds

from extrinsic threats even when direct knowledge of demographic responses is lacking.

Finally, in Chapter 5, as a primary contributor to the sAPROPOS climate and demogra-

phy working group, I carried out a review of the literature on demographic responses to

climate in mammals to highlight data gaps and limitations of the data available for explor-

ing species’ responses to climate change. As a primary author, I helped to devise the study,

design and implement the literature review protocol, and write the paper and I conducted

key analyses exploring how mammalian demographic responses to climate aligned with vul-

nerability metrics and IUCN threat levels and whether the complexity of responses reflected

IUCN assessed climate threat. While climate change is recognised as a pervasive and esca-

lating threat to persistence for many species (Maclean and Wilson 2011, Urban 2015), our

understanding of demographic responses to climate change is limited by lack of knowledge

about how climate influences vital rates of survival, development and reproduction. We re-

viewed studies linking demographic rates in mammals, one of the best-studied taxonomic

groups, to climatic drivers. Our results uncover geographic and taxonomic biases in missing

data and reveal complex demographic responses to climate. We highlight critical gaps in de-

mographic knowledge which hinder a full understanding of mammal population responses

to climate change.
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Abstract

1. Differences in individual quality are often implicated in pair formation and the disso-

lution (divorce) of pairs, and interactions between these aspects of mating systems have

the potential to influence population stability and persistence.

2. Here, we developed a framework to explore the demographic and population-level con-

sequences of interactions between pairing and divorce processes in long-lived monog-

amous birds.

3. We applied sensitivity and transient analyses to a sex-symmetric demographic model

with an explicit representation of individual quality to explore how pairing and divorce

influence short- and long-term population growth rate.

4. We found that the sensitivity of asymptotic population growth rate to most pairing and

divorce parameters was low. Transient responses to divorce were similarly restrained,

with moderate responses to divorce parameters only for amplification metrics.

5. Pairing and divorce dynamics seem to have minimal influence on population growth

rate and transient dynamics in long-lived monogamous species. Other processes, par-

ticularly those affecting adult survival, are likely more important in conservation man-

agement of such species.

Keywords—divorce, monogamy, assortative pairing, individual quality, heterogeneity, integral

projection model.
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2.1 Introduction

Successful conservation of populations depends on identifying key sensitivities of population

growth rate to the aspects of a species’ life cycle that can be realistically managed and using

this information to guide conservation actions. In monogamous species, pair formation and

the persistence and dynamics of pair bonds are key features of the mating system with the

potential to influence population stability and persistence (McNamara et al. 1999, Berec and

Boukal 2004). The underlying processes encompass maturation, mortality, pair bonding and

divorce (that is, the dissolution of a pair bond in the absence of within-pair mortality) (Parker

1983, Black 1996). These processes are challenging to incorporate into the standard matrix

models used in population ecology and conservation biology, because they require specifica-

tion of both female and male life cycles and inclusion of a set of criteria for pair formation

and dissolution (Pollard 1997, Maxin and Berec 2010). Nevertheless, it is pertinent to ask

how these processes influence both the long-term stability of populations, as characterised

by the asymptotic population growth rate, and short-term responses to perturbations such

as those associated with conservation interventions, habitat loss or other human impacts.

Divorce in monogamous birds is widely documented (Ens et al. 1996, Dubois et al. 1998,

Dubois and Cézilly 2002), with much variation in rates of divorce among species which

form monogamous pair bonds (Rowley 1983, Ens et al. 1996, Dubois and Cézilly 2002, Bried

and Jouventin 2002). Mortality rate is a strong predictor of divorce rates in birds (Jeschke

and Kokko 2008), indicating that life history plays an important role in determining pair

fidelity. Divorce has been shown to have adaptive potential (Culina et al. 2015c), despite the

potential costs associated with finding a new partner. The majority of evidence shows that

divorce costs manifest in terms of reproduction (Heg et al. 2003, Jeschke et al. 2007, Ismar

et al. 2009) rather than survival (but see Culina et al. 2015b, Jankowiak et al. 2018). This

suggests that the impact of divorce on population growth rate and transient dynamics is

likely to be minimal in long-lived species, for which sensitivity of population growth rate

to reproduction is low (Sæther and Bakke 2000). However, divorce rates are typically low

in long-lived monogamous species (Dubois et al. 1998, Dubois and Cézilly 2002, Bried and

Jouventin 2002), suggesting that there may be additional costs of divorce.

Previous work exploring pairing dynamics can be separated into two groups. Firstly,

several studies have concentrated on frequency-dependent aspects of mating systems. Fre-
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quency dependence arises in two-sex systems when reproductive rates are dependent on the

proportion of females to males. This has led to consideration of the impact of sex differences

in demography and frequency dependence in mating opportunities on mating systems (Leg-

endre et al. 1999, Bessa-Gomes et al. 2004, Schindler et al. 2013), sex roles (Kokko and John-

stone 2002, Kokko and Jennions 2008), sex ratios (Veran and Beissinger 2009, Shelton et al.

2010, Shyu and Caswell 2016), sex allocation strategies (Schindler et al. 2015) and trait evolu-

tion (Childs et al. 2016). Divorce has been specifically considered in a frequency-dependent

setting (Maxin and Berec 2010, Shyu and Caswell 2018), as well as in individual based and

game theoretic models exploring ecological and evolutionary constraints on pairing and di-

vorce (McNamara and Forslund 1996, McNamara et al. 1999, Berec and Boukal 2004). These

studies address evolutionary and stability questions relating to the relative frequency of fe-

males and males in two-sex systems.

Secondly, some studies have investigated extinction risk (Sæther et al. 2004, Berec and

Boukal 2004, Lee et al. 2011, Gerber and White 2014, Tsai et al. 2014), and responses to

sex-biased harvesting (Traill et al. 2014, Snyder et al. 2014, Shyu and Caswell 2018) and en-

vironmental change (Petry 2016, Coulson et al. 2017). These studies tend to consider how

constraints of the mating system, again often relating to frequency dependence and demo-

graphic sex differences, influence population viability and responses to harvest or environ-

mental perturbations.

Across both groups, the pair formation process is typically specified through a mating

function based on pairing between individuals according to stage- or age-based distribu-

tions (e.g. Caswell and Weeks 1986, Pollard 1997, Shyu and Caswell 2018). Mating functions

are inherently frequency-dependent: the relative frequency of females and males affects the

number of pairs formed and, subsequently, reproductive rates. While population growth

rate in two-sex systems can be sensitive to frequency-dependent factors such as mate avail-

ability (Stephens et al. 2002, Haridas et al. 2014), invoking frequency dependence in two-sex

models introduces complexity. In a frequency-dependent setting, the elasticities of popula-

tion growth rate to underlying vital rates are composed of two parts: the classical elasticity,

capturing the effect of a linear change in the vital rate on population growth rate, and a

nonlinear component describing the effect of the change on population structure and the re-

sulting changes in vital rates (Caswell 2008, Haridas et al. 2014). However, we wish to focus
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on the influence of pairing and divorce processes on population growth rate and transient

population dynamics in the absence of frequency-dependence.

Consistent individual differences in fitness-related traits such as survival and reproduc-

tive success (e.g. Cam et al. 2002, Weladji et al. 2008, Hamel et al. 2009, Fay et al. 2016) are

often described by the term individual quality. Individual quality is defined formally as a

measure of within-individual covariance in vital rates arising due to genetic or environmen-

tal factors (Wilson and Nussey 2010, Bergeron et al. 2011). Numerous field studies have

provided evidence of differences in individual quality (Lescroël et al. 2009, Moyes et al. 2009,

Aubry et al. 2011, Zhang et al. 2015) and the influence of quality on breeding success (Lewis

et al. 2006, Fayet et al. 2017) and pair bonding and divorce (Ens et al. 1993, 1996). This sug-

gests that individual quality could be used to capture both pair performance and pair bond

formation and maintenance.

Here, we incorporate an explicit representation of individual quality into a demographic

framework for pairing and divorce. We assume that male and female vital rates are equal.

Under this assumption of symmetric demography, we can investigate the population-level

impacts of pairing and divorce in the absence of frequency-dependent processes, avoiding

the complexity of nonlinear elasticities. While vital rates vary between sexes in many species,

for relatively long-lived species with low levels of sexual dimorphism and equal allocation

of parental care, sex differences in vital rates may be relatively small compared to differences

arising due to individual heterogeneity (Fay et al. 2016).

In our framework, individual quality acts as a determinant of individual and pair demo-

graphic performance, affecting survival and reproduction and governing pairing and divorce

dynamics. We assume a system of biparental care with reproductive effort shared equally

between the members of a pair, so that the qualities of both members influence reproductive

success. Under the assumptions of demographic symmetry and large population size, males

and females are equally distributed in terms of individual quality. These conditions allow

us to implement a novel, quality assortative pairing method using a multivariate approach

from probability theory. Quality assortative pairing arises when pairing decisions are based

on mutual mate choice for partner quality (Johnstone 1997). Assortative pairing may im-

prove the compatibility between pair members, potentially improving reproductive success

(Lewis et al. 2006) and subsequently influencing patterns of divorce (Culina et al. 2015c).
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Furthermore, assortative pairing may result in the formation and continued association of

pairs with high reproductive success. Hence, we might expect assortative pairing to have a

positive effect on population growth rate.

We consider two alternative aspects of pair quality that may influence divorce rates.

Firstly, the effect of within-pair quality may be additive, with greater pair fidelity in pairs

with higher mean pair quality. Secondly, within-pair quality differences may produce an-

tagonistic effects, for example through reduced compatibility, which could have a negative

influence on pair fidelity. We expect the shape of the pair quality-divorce relationship to

influence pair bond duration and hence the stable distribution of pair quality combinations.

Since reproductive output is dependent on pair quality, changes in the pair quality distribu-

tion brought about by pairing and divorce dynamics may have consequences for population

growth rate.

Our model represents the life history of long-lived species which form long-term monog-

amous partnerships. Pairing and divorce may have a more significant impact on demography

in such species, which form strong pair bonds and have relatively long lifespans. We make

a comparison between a “slow” life history strategy, with high rates of survival and low fe-

cundity, and a “fast” life history strategy, in which individuals are relatively short-lived but

have higher reproductive output. We expect sensitivities to pairing and divorce processes to

be related to the impact of divorce costs under these two life history strategies.

We address three fundamental questions. Firstly, is population growth rate sensitive

to quality assortative pairing and how does divorce influence this relationship under the

two alternative life history strategies? Secondly, how does the relationship between pair

quality and divorce influence demographic structure and does this have consequences for

population growth rate? Lastly, how do short-term responses to perturbations vary across a

range of divorce and pairing parameters and across slow and fast life history strategies?

2.2 Materials and methods

2.2.1 Model characteristics

We consider a monogamous species with a life history representing the “slow” end of the

slow-fast continuum (Stearns 1983), consistent with avian groups such as seabirds, raptors
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Figure 2.1: Life cycle diagram. Individuals remain unpaired during the juvenile (Juv) and immature

(Im) stages. On reaching maturity, individuals join the population of breeding adults (Ad). Pairs are

formed from a common pool and may dissolve due to within-pair mortality or divorce. Divorced

individuals (Div) are subject to a divorce cost in the form of a delay to re-entering the pairing pool,

indicated by the parameter τ.

and parrots. Individuals in these taxa typically form long-term monogamous partnerships

and remain paired except under exceptional circumstances: the death or, rarely, divorce of

a partner. In this event, individuals form new partnerships, a process which may be costly,

for example due to missed breeding opportunities. We assume that, within the successive

life stages of juvenile, immature and adult, male and female vital rates are equal. This

assumption allows us to examine the intrinsic effects of quality-linked pairing and divorce

processes on population growth rate in the absence of frequency-dependent effects.

The life cycle is characterised by high adult survivorship and low annual reproductive

output, with breeding commencing after an extended period of immaturity. We identify

juvenile, immature and adult stages of development to reflect this life cycle (Fig. 2.1). During

the juvenile period, we assume that individuals are subject to higher mortality, while at

the immature stage survival rates are similar to those of adults but breeding has not yet

commenced. This corresponds to a period of delayed maturation prior to recruitment to

the breeding population, as observed in many long-lived species. Once individuals have
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matured to the adult stage they become available for pairing. We assume that there is a

single pairing pool for new recruits and returning adults, so that individuals may form pairs

despite differences in age and experience. Further, we assume that there is complete pairing

of unpaired adults at each pairing opportunity. Surviving members of pairs which dissolve

due to the death of one partner (widowing) re-enter the breeding pool immediately, while

divorced individuals may be subject to a delay to re-pairing, which represents the cost of

divorce. Pairs which survive and remain together are available to breed again in subsequent

breeding seasons.

We use a continuously varying measure of individual quality to describe underlying

differences between individuals due to genetic and environmental factors (Hamel et al. 2009,

Wilson and Nussey 2010, Fay et al. 2016). We assume that individual quality remains constant

over the lifetime of an individual, so that differences between individuals are maintained

(Cam et al. 2002, Fay et al. 2017). In addition to determining the demographic traits of

individuals, we assume that individual quality is important in pairing and divorce processes,

influencing the quality of partners available when pairing, the reproductive output of pairs

and the incidence of divorce across the pair quality distribution.

2.2.2 Demographic modelling framework

We extend the integral projection model (IPM) framework (Easterling et al. 2000) to create

a demographic model in which the quality of individuals and the joint quality of pairs

influence demographic processes. An individual of either sex has a state comprised of its

life stage (m, one of J(uvenile), I(mmature), A(dult) or D(ivorced adult)), pair status and

individual quality (x). For pairs, partner quality is an additional aspect of state which affects

reproductive output and the probability of divorce; we denote the joint quality of a pair by

z = (x1, x2) where x1 and x2 are the individual qualities of the pair members. At the core of

the model is a nonlinear, quality-based pairing process which governs the formation of pairs

from the available pool of single individuals (Section 2.2.2).

We write nm(x, t) for the distribution of quality-x single individuals of either sex in life

stage m at time t and nb(z, t) for the distribution of paired individuals in breeding class b

with joint quality z = (x1, x2) at time t. Integrating nm(x, t) over a quality interval Ωm =

[L, U] gives the total number of single individuals in that range. Similarly, the total number



Chapter 2. Individual quality, pairing and divorce processes in monogamous birds 33

sm(x) probability of individual survival at stage m
si(z) probability of survival of the ith member of a pair of quality z
sP(z) probability of both members of a pair of quality z surviving
d(z) probability of divorce for pair of quality z
r(z) net recruitment for pair of quality z
τ(m′, m) transition probability
f (x′, z) production of offspring of quality x′ given parental pair quality z
C(x′, z) density of offspring of quality x′ given parental pair quality z
g(x′, x) density of individuals of quality x′ given original quality x
g(x′, z) density of individuals of quality x′ from dissolution of pair of quality z
G(z′, z) bivariate density of pairs of quality z′ given original pair quality z

Table 2.1: Demographic component functions and parameters for the IPM kernels.

of paired individuals in a range of pair quality values Ωb in R2 at time t is obtained by

integrating nb(z, t) over the specified range. The distribution of individuals at time t + 1 is

given by the system:

nm′(x′, t + 1) = ∑
m

∫
Ωm

Kss(x′, m′, x, m) nm(x, t) dx

+ ∑
b

∫
Ωb

[
K f (x′, m′, z) + Kd(x′, m′, z)

]
nb(z, t) dz , (2.1)

nb′(z′, t + 1) = ∑
b

∫
Ωb

Ks(z′, z)
(
nb(z, t) + P(nA(x, t))

)
dz . (2.2)

Here, Kss, K f , Kd and Ks represent singleton survival, recruitment, pair dissolution and pair

survival, respectively, and P determines the distribution of new pairs formed from the pool

of adult individuals. In the following sections, we describe the kernel functions and the

quality-linked processes of survival, reproduction, pairing and divorce that underlie these

functions. The functions that form the kernel components are summarised in Table 2.1.

Pairing

At the start of each time step, new pairs are formed from the pool of single individuals pro-

duced at the previous time step through the recruitment of immature individuals and the

dissolution of existing pairs. We generate the pair quality distribution for new pairs using a

copula, a multivariate probability distribution that defines a joint distribution of uniform ran-

dom variables with a specified correlation structure. Copulas are typically used to generate

samples from arbitrary distributions which conform to a given correlation structure. Here,
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Figure 2.2: Bivariate pair quality distribution formed using a Gaussian copula, arbitrary marginals

and pair correlation coefficient ρ = 0.75.

we apply a Gaussian copula in reverse to produce a bivariate distribution with a specified

correlation, which characterises the strength of assortative pairing, based on the marginal

distributions of the individuals available for pairing.

To produce a bivariate distribution for pair quality with a specified level of correlation in

quality, ρ, we take the marginal distribution of adult individuals, nA(x, t), and transform it

by calculating its cumulative density and interpolating to produce an empirical cumulative

distribution function. This maps the distribution of individual quality to a uniform distribu-

tion. We apply a Gaussian copula to link two uniform random variables, u1 and u2, through

a bivariate normal distribution with the specified correlation parameter ρ ∈ [−1, 1],

Cρ(u) = Φρ

(
Φ−1(u1), Φ−1(u2)

)
. (2.3)

Here, Φ−1 is the inverse cumulative distribution function of a standard normal distribution

and Φρ is the joint cumulative distribution function of a bivariate normal distribution with

correlation parameter ρ. The copula is used to calculate a bivariate probability density across

an evenly-spaced grid of uniform values. Finally, rescaling the bivariate density produces a

pair quality distribution on the scale of the original variables (Fig. 2.2).
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Survival and growth

The first term in equation (2.1) describes the contribution through transitions from all sin-

gleton stages to the distribution of singletons of stage m′ at the next time step. The singleton

survival kernel is given by

Kss(x′, m′, x, m) = sm(x)τ(m′, m)g(x′, x) , (2.4)

representing individuals that survive, move from stage m to stage m′, and grow to quality x′

at the next time step. We assume that individual survival at life stage m varies with quality

x according to a logistic relationship:

sm(x) = smin +
smax − smin

1 + eα−kx , α = log
(

smax − s̄m

s̄m − smin

)
. (2.5)

Here, smin, smax and s̄m denote minimum, maximum and mean survival rates for the stage,

k is the slope of the relationship, and the location parameter α ensures that the mean sur-

vival value occurs at quality x = 0. The probability of transition between singleton stages,

τ(m′, m), is the reciprocal of the typical stage length, and to ensure that quality remains

constant throughout an individual’s lifetime, the density function g(x′, x) is a Dirac delta

function, which takes an infinite value at x′ = x and is zero elsewhere.

Equation (2.2) gives the contribution through survival of newly formed and established

breeding pairs to the distribution of pairs at the next time step. The pair survival kernel,

Ks(z′, z) = sP(z)(1− d(z))G(z′, z) , (2.6)

denotes pairs that survive, remain together (i.e. do not divorce) and contribute to the pair

distribution at the next time step. We assume that members of a pair with joint quality

z = (x1, x2) survive independently of each other. The probability of both members of a pair

surviving equals the product of the survival of the individuals that form the pair:

sP(z) = sA(x1)sA(x2) . (2.7)

We model the probability of divorce as a function of pair quality, combining mean pair
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Figure 2.3: The probability of divorce in relation to pair quality under different formulations of the

divorce function (Equation 2.8). (a) The mean pair quality term (β = 0.3) dominates the pair quality

difference term (γ = 0.01); (b) mean pair quality (β = 0.05) and pair quality difference (γ = 0.01)

have similar influence; (c) the pair quality difference term (γ = 0.3) overwhelms the mean pair quality

term (β = 0.01).

quality, z̄ = 1
2 (x1 + x2), and within-pair quality difference, ∆z = |x1 − x2|:

d(z) = logit−1(α− βz̄ + γν∆z2) . (2.8)

Here, the parameter α defines the baseline divorce rate (as logit−1α), β and γ are, respectively,

the influence of mean pair quality and within-pair quality difference on divorce probability,

and ν = 1/max(x) is a scaling factor that allows β and γ to be varied on the same scale. As

mean pair quality increases, divorce rate is reduced, while increasing the difference between

members of the pair leads to a greater probability of divorce. The parameter values control

the strength of this interaction (Fig. 2.3). As with individual quality, the quality of existing

pairs is fixed, so we choose a Dirac delta function for the density G(z′, z) so that pair quality

remains constant between time steps.

Recruitment, divorce and within-pair mortality

The second term in equation (2.1) contains kernel components for recruitment and pair dis-

solution. Newly formed pairs, together with existing pairs, participate in the reproduction,

mortality and divorce transitions that contribute towards the distribution of singletons at

the next time step. The kernel governing recruitment of offspring to the pool of juvenile

singletons is given by

K f (x′, m′, z) =
1
2

sP(z) f (x′, z) , m′ = J . (2.9)
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Here, pair survival (2.7) is combined with the production and survival of offspring, sum-

marised by the fecundity subkernel, f (x′, z). The factor of half scales the kernel to represent

the contribution from each individual member of the pair. The fecundity subkernel in equa-

tion (2.9) is given by

f (x′, z) =
1
2

r(z)C(x′, z) . (2.10)

This combines the net recruitment of offspring for a pair of a given quality with the offspring

quality distribution, assuming an equal sex ratio in recruited offspring. We assume a logistic

relationship between mean pair quality and net recruitment to the juvenile stage, with re-

cruitment increasing nonlinearly up to a limit formed by the maximal clutch size. For a pair

with quality z = (x1, x2), net recruitment is given by

r(z) = rmin +
rmax − rmin

1 + eα−kz̄ , α = log
(

rmax − r̄
r̄− rmin

)
, (2.11)

where rmin, rmax and r̄ denote the minimum, maximum and mean net recruitment values, z̄ =

1
2 (x1 + x2) is mean pair quality, k is the slope of the relationship and the location parameter α

ensures that the mean recruitment value occurs at mean pair quality z̄ = 0. We assume that

there is no influence of parental quality on the development of offspring quality; in other

words, an individual’s quality is determined solely by its environment, with no parental

effects. Hence, each individual is assigned a quality at birth, which is retained throughout

its lifetime. We select offspring quality C(x′, z) from a normal distribution.

The kernel component for pair dissolution in equation (2.1) is composed of two terms:

Kd(x′, m′, z) =
1
2

(
si(z) +

1
2

sP(z) d(z) τ(m′, m)
)

g(x′, z) ,

m = D, m′ ∈ {A, D}, i ∈ {1, 2} . (2.12)

The first term accounts for widowing through the survival of one member of a pair and the

second describes the survival (2.7) and divorce (2.8) of a pair to produce a single individual

with a given state m′. The outer factor of half scales the kernel to represent the contribution

from each individual member of the widowed or divorced pair. The probability of a single

member of a pair surviving is a product of the survival and mortality, respectively, of the
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adults within the pair:

si(z) = sA(xi)(1− sA(xj)), i ∈ {1, 2}, j = 1 + i mod 2 . (2.13)

We assume that divorced individuals may suffer a delay to repairing, so that divorce may

result in one or more missed breeding opportunities. The return of divorced individuals

to the pairing pool is governed by a transition probability τ(A, D) = τD→A that captures

this cost of divorce. Since individual quality is fixed, the density for divorced and widowed

individuals, g(x′, z), is obtained by marginalising the joint quality distribution for pairs that

divorce or suffer within-pair mortality. This formulation maintains individual quality across

the pair dissolution event.

2.2.3 Model parameterisation

We parameterised the slow life history model with a set of demographic parameters derived

from estimates of life history traits for the yellow-nosed albatross, Thalassarche chlororhynchos,

as an exemplar of a long-lived monogamous species (Cuthbert et al. 2003, Dubois et al. 1998,

Bried and Jouventin 2002). These estimates are typical of values for survival, maturation,

reproduction and divorce in Procellariiformes (Schreiber and Burger 2001, Bried and Jou-

ventin 2002). Species in this order are at the “slow” end of the range of life histories seen in

seabirds (Schreiber and Burger 2001), while divorce rates are amongst the lowest found in

monogamous birds (Ens et al. 1996, Dubois and Cézilly 2002, Bried and Jouventin 2002). We

obtained a contrasting “fast” life history by reducing mean survival across all life stages by

one third to a half, increasing reproductive output threefold and reducing age at first repro-

duction by two thirds. We retained the same baseline divorce rate for both life histories since

this parameter is varied during the analysis. Table 2.2 lists the full set of model parameters.

2.2.4 Sensitivity analysis

We carried out sensitivity analysis to explore how interactions between pairing and divorce

parameters influence population growth rate under the two alternative life history strategies.

We varied correlation in pair quality in combination with underlying divorce parameters

(baseline divorce rate, influence of mean pair quality, influence of pair quality difference
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Parameter Notation Value Reference
Juvenile survival mean s̄J 0.79 (0.4) Cuthbert et al. (2003)
Immature survival mean s̄I 0.88 (0.5) Cuthbert et al. (2003)
Adult survival mean s̄A 0.92 (0.65) Cuthbert et al. (2003)
Minimum survival smin 0.2
Maximum survival smax 0.98
Survival slope ks 0.5
Net reproductive output mean r̄ 0.44 (1.33) Cuthbert et al. (2003)
Minimum net reproductive output rmin 0
Maximum net reproductive output rmax 1 (2.9)
Net reproductive output slope kr 0.5
Divorce rate α 0.04 Bried and Jouventin (2002)
Divorce mean pair quality β 1
Divorce pair quality difference γ 1
Juvenile transition probability τJ→I 0.2 (1) Cuthbert et al. (2003)
Immature transition probability τI→A 0.213 (0.5) Cuthbert et al. (2003)
Divorced adult transition probability τD→A 0.5
Offspring density location – 0
Offspring density scale – 2
Pair correlation ρ 0

Table 2.2: Life history trait estimates and default parameter values for the demographic model. Values

in parenthesis denote modifications for the fast life history parameterisation.

and divorce cost) in turn for both fast and slow life history strategies. Non-focal divorce

parameters were held at default values (Table 2.2). We calculated the asymptotic population

growth rate to explore how interactions between quality assortative pairing and different

components of divorce influence population dynamics. Further, we explored the influence

of divorce on demographic structure, specifically the stable distribution of breeding pairs

across the pair quality spectrum, by calculating the pair distribution across a range of mean

pair quality and pair quality difference parameters. We calculated population growth rate

to examine the population-level consequences of any resulting variation in demographic

structure.

2.2.5 Transient analysis

We explored how pairing and divorce parameters influence transient (short-term) responses

to changes to population structure. We calculated transient metrics for both fast and slow

life history strategies while varying correlation in pair quality in combination with under-

lying divorce parameters (baseline divorce rate, influence of mean pair quality, influence of



40 2.2. Materials and methods

pair quality difference). Transient metrics quantify the relative increase or decrease in pop-

ulation size after perturbation, both during transient fluctuations and after the population

size has stabilised. Amplification is a measure of the maximum bounds on population size

after perturbation. First time step amplification measures the largest increase in population

size in the initial time step, maximum amplification records the largest population size during

transient fluctuations, and amplified inertia indicates the long-term maximum relative to the

original size of the perturbed population. Equivalent attenuation metrics represent the lowest

bounds on the population size following perturbation. The bounds on the relative popula-

tion size during and after transient adjustments indicate the sensitivity of a population to

perturbations and how likely it is to be affected positively or negatively when perturbed

(Stott et al. 2011). For example, if the amplified inertia is negative this indicates an overall re-

duction in population size in response to perturbation. The magnitude of transient responses

is assessed relative to the original population size.

To generate the transient metrics for each life history parameter set, we calibrated the

model to obtain λ ≈ 1 by adjusting the slope of the survival (2.5) and recruitment (2.11)

functions with respect to individual and pair quality, respectively. Using the resulting sta-

tionary parameterisation, we calculated the stable stage distribution, which indicates the

proportion of the population in different life stages when the population is in a stable state.

We altered the population structure from this stable state by making proportional adjust-

ments to the five different life stages (juvenile, immature, adult and divorced individuals,

and pairs) in combination, adjusting the size of each to 0, 0.5 or 1.0 of the amount in the

stable stage distribution, resulting in a set of 243 possible combinations of perturbed stages.

Using each of these combinations as a starting point, we projected the population for 100

time steps and calculated the first time step, minimum, maximum and long-term popula-

tion size. After scaling these values by the initial population size, we recorded the first time

step, maximum, and long-term amplification and attenuation across the set of perturbations.

These metrics form the transient bounds of the population’s response to perturbations (Stott

et al. 2011).
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2.3 Results

2.3.1 Influence of pairing and divorce on long-term population dynamics

Correlation in pair quality can buffer the impact of divorce

Population growth rate showed low sensitivity to baseline divorce rate, decreasing by up

to 2% in populations with a slow life history as divorce rate increased (Fig. 2.4a). When

pairs were more closely matched in quality the decrease in population growth rate was less

marked and this pattern was similar between the fast and slow life history strategy (Figs 2.4a

and 2.4e). We assumed in our model that reproduction is highest and the probability of

divorce lowest when pairs have high mean pair quality (Equation 2.11, Fig. 2.3). Against

these assumptions, increasing pair correlation, which leads to more high mean quality pairs,

may contribute to further decreasing the negative impact of divorce on population growth

rate.

We found that population growth rate was sensitive to the mean pair quality parameter

when this parameter was close to zero (Figs 2.4b and 2.4f). Population growth rate increased

sharply as the strength of the mean pair quality parameter increased from zero. Population

growth rate recovered more rapidly as the mean pair quality parameter increased under a

fast life history and when pairs were highly correlated. This result reflects a switch from a di-

vorce function that is dominated by the quadratic pair quality difference term (Equation 2.8),

with high divorce rates across the pair quality spectrum (Fig. 2.3c), to a function in which

the influence of mean pair quality reduces the probability of divorce across the population

(Fig. 2.3b).

Increasing the strength of the pair quality difference aspect of divorce had little influence

on population growth rate in both slow and fast life histories (Figs 2.4c and 2.4g). As the

strength of the pair quality difference parameter increased there was a slight negative impact

(less than 1%) on population growth rate. This negative impact was strongest when pair

correlation was low.

Varying the cost of divorce by changing the rate at which divorced individuals rejoin

the pairing pool had little impact on population growth rate (Figs 2.4d and 2.4h). Even

at the highest cost (no return of divorced individuals to the breeding pool) the impact on

population growth rate was negligible, with much less than 1% difference in population
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Figure 2.4: Population growth rate, λ, over a range of values for pair correlation and (a,e) baseline

divorce rate; (b,f) influence of mean pair quality on divorce; (c,g) influence of quality difference on

divorce; (d,h) transition rate of divorced individuals, under (a,b,c,d) slow life history and (e,f,g,h) fast

life history.
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growth rate across the range of pair correlation.

Pair quality aspects of divorce have little influence on long-term dynamics

The stable distribution of pairs was not strongly influenced by the relationship between

pair quality and divorce (Fig. 2.5). As the sensitivity of divorce to differences in quality

between pair members increased, the distribution of pairs became more concentrated along

the line of equal quality, and this was particularly noticeable when divorce did not depend

on mean pair quality (β = 0). There was a corresponding decrease in population growth

rate when divorce was dominated by differences in pair quality, particularly under a fast life

history (Figs 2.6a and 2.6b). However, the impact of the pair quality difference parameter on

both pair quality distribution and population growth rate became negligible with increasing

sensitivity of divorce to mean pair quality.

2.3.2 Transient population responses to pairing and divorce

Pairing and divorce dynamics have most impact on transient amplification

Maximum amplification (Fig. 2.7) and amplified inertia (Fig. 2.8) showed the greatest sensi-

tivity to variation in pairing and divorce parameters. These amplification metrics responded

strongly to changes in divorce parameters, changing by 0.5–2 times the population size as di-

vorce parameters were varied (Figs 2.7 and 2.8). Although these metrics responded strongly

to variation in divorce parameters for both fast and slow life history strategies, the magnitude

of responses tended to be greater under a fast life history compared to a slow life history. It

is notable that amplified inertia was negative for slow life history for a number of different

combinations of pairing and divorce parameters (Fig. 2.8). That is, despite potential increases

in population size during transient fluctuations, the population decreased in size in the long

term. Our results suggest that when divorce rates are high, slow life history populations

may be more sensitive to perturbations than populations with a fast life history.

The only other transient metrics to show any response to pairing and divorce parame-

ters were maximum attenuation (Fig. S2.1, Supporting information) and attenuated inertia

(Fig. S2.2, Supporting information), with responses of up to half the initial population size

to changes in divorce rate and the other divorce parameters in slow, but not fast, life history.

Our results show that divorce can influence the minimum bound on population size after
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Figure 2.5: Pair quality distribution over a range of values for the influence of mean pair quality, β,

and quality difference, γ, on divorce.
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Figure 2.6: Population growth rate, λ, over a range of values for the influence of mean pair quality

and quality difference on divorce, under (a) slow life history and (b) fast life history.

perturbation, but that this effect is slight and apparent only for slow-lived species. Slow life

history populations are subject to less attenuation when divorce rates are lower, indicating

greater resilience to perturbations.

Low levels of interaction between pairing and divorce in transient responses

While amplification metrics responded to some extent to variation in divorce parameters

and pair correlation, the effect of pairing on amplified inertia did not change across different

levels of baseline divorce rate (Fig. 2.8). However, low levels of interaction between pair

correlation and the other divorce parameters influenced both maximum amplification and

amplified inertia (Figs 2.7 and 2.8). These patterns can be attributed to the influence of pair

quality difference on the probability of divorce in our model formulation. Increasing pair

correlation reduces differences in quality among pairs and so decreases the overall incidence

of divorce, since better matched pairs have a lower probability of divorce. Pair correlation

has an impact on transient bounds when the influence of divorce quality difference is strong

in comparison to the influence of mean pair quality (for example, at low values of the mean

pair quality parameter or at high values of the pair quality difference parameter).
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Figure 2.7: Maximum amplification plotted against strength of pair correlation under slow and fast

life histories, varying (a) baseline divorce rate, (b) influence of mean pair quality on divorce and (c)

influence of pair quality difference on divorce.

2.4 Discussion

While there have been numerous models crafted to explore pairing and divorce, many have

focused on frequency-dependent dynamics (e.g. Legendre et al. 1999, Maxin and Berec 2010,

Jenouvrier et al. 2010, Schindler et al. 2013, Shyu and Caswell 2018) and very few have been

explicit for pair quality (but see McNamara and Forslund 1996, Johnstone 1997, McNamara

et al. 1999, for game theoretic approaches that consider individual quality). Here, we im-

plemented classical sensitivity analyses, the cornerstone of modern conservation biology,
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Figure 2.8: Amplified inertia plotted against strength of pair correlation under slow and fast life

histories, varying (a) baseline divorce rate, (b) influence of mean pair quality on divorce and (c)

influence of pair quality difference on divorce.

in a symmetric demographic framework with an explicit representation of individual qual-

ity. Our objective was to investigate the sensitivity of asymptotic population growth rate

to quality-linked pairing and divorce processes in a demographic conservation framework.

We used symmetric demography to suppress the nonlinear components of elasticities which

arise due to frequency dependence (Caswell 2008, Haridas et al. 2014), allowing us to focus

on classical sensitivities. In addition to this classical approach, we used emerging tools for

the analysis of transient dynamics, which can reveal important short- versus long-term re-

sponses to perturbations. The sensitivity of population growth rate and transient dynamics
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Figure 2.9: Sensitivity and elasticity of population growth rate to reproduction and survival parame-

ters.

are important considerations when developing conservation strategies (Caswell 2000, Stott

et al. 2012). In the following sections we review our core results then explore several assump-

tions in our model that might influence our findings and offer future research opportunities.

2.4.1 Divorce and asymptotic population growth rate

We found that the sensitivity of population growth rate to most pairing and divorce parame-

ters was low (Fig. 2.4). It is well-established in classical demography that adult survival is the

most sensitive part of long-lived species’ life cycle; small changes in adult survival have the

greatest influence on population growth rate (Fig. 2.9; Sæther and Bakke 2000). This suggests

that the sensitivity of population growth rate to changes in divorce and pairing will be weak

unless these processes are tightly linked to adult survival. The evidence, however, for an im-

pact of divorce on survival is limited (Heg et al. 2003, Nicolai et al. 2012, Culina et al. 2015b,

Jankowiak et al. 2018), so we assumed that divorce incurred a cost to reproduction through

a penalty on time to repairing, but had no impact on survival. Under this assumption,

any impacts of divorce on population growth reflect the reduction in reproductive output

due to delayed repairing. However, the sensitivity and elasticity of population growth rate

to the number of offspring was low under both model parameterisations (Fig. 2.9), so it is

unsurprising that changes in pairing and divorce parameters had relatively little effect on

population growth rate. As noted above, unless there is a strong link between pairing and
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Figure 2.10: Relative reproductive output and relative incidence of divorce across the stable pair

distribution in relation to strength of pair correlation and life history.

divorce parameters and survival, it is unlikely that changes in these parameters would have

a large influence on population growth rate. However, even if there are no direct effects of

divorce or delayed pairing on survival, the combination of pair quality, divorce, timing of

pairing and re-pairing may interact nonlinearly to influence population growth rate.

A closer look at the small effects of pairing and divorce on population growth rate reveal

two aspects to which population growth rate showed some sensitivity. Firstly, the impact

of divorce on population growth rate was lower when pairs were more closely matched in

quality (Figs 2.4a and 2.4e). Fig. 2.10 shows the relative reproductive output and incidence

of divorce across pairs in the stable distribution plotted against pair correlation for both fast

and slow life histories. As pairs become more strongly matched, the reproductive output

increases and the incidence of divorce decreases. The increase in offspring recruitment and

reduction of costly delays to repairing associated with divorce may provide a mechanism

for increased pair correlation to reduce the impact of divorce on population growth rate.

However, since this mechanism acts through reproduction, which has low sensitivity, the

effect is not strong. Despite a stronger increase in relative reproductive output and a sharper

decrease in the relative incidence of divorce with increasing pair correlation under a fast life

history strategy (Fig. 2.10), we found little difference in the sensitivity of population growth

rate to the degree of assortative pairing under the alternative life histories.

Secondly, population growth rate was sensitive to the form of the divorce function, de-

creasing sharply when the mean pair quality parameter was close to zero, particularly for

the fast life history strategy (Figs 2.4b and 2.4f, Fig. 2.6). In our formulation of the divorce
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function, when the parameter for difference in pair quality becomes dominant (as is the case

when the mean pair quality parameter is close to zero) there is a high probability of divorce

across the pair quality spectrum (Fig. 2.3c). This result suggests that the impact of an increas-

ing incidence of divorce, characterised in the model as a reproductive cost, may depend on

the relative importance of recruitment in the alternate life history strategies. However, this

is contradicted by the fact that the impact of baseline divorce was strongest in the slow life

history scenario (Fig. 2.4a), indicating that the divorce function effect does not simply corre-

spond to increasing the overall incidence of divorce. Moreover, the elasticity of population

growth rate to reproduction was similar in the fast and slow life history parameterisations

(Fig. 2.9).

Across both of these small effects, increased pair correlation, which results in pairs being

more closely matched and so less likely to divorce, mitigated the impacts of divorce slightly.

In the context of a frequency-dependent pairing model, Schindler et al. (2013) found that

size-assortative pairing had a slight (of the order of 10−4) influence on population growth

rate, but found that a positive increase in population growth rate was associated with dis-

assortative or sexually selected mating rather than assortative mating. As well as being

frequency-dependent, the model of Schindler et al. (2013) does not include divorce so the

results are not directly comparable.

2.4.2 Transient responses to divorce

Several recent studies have identified a range of metrics of short-term transient dynamics

that are potentially important for conservation and that can be obtained from matrix and

integral projection models (Stott et al. 2011, Horvitz et al. 2018). They include metrics that

highlight large or small population size changes (amplitude), their frequency (cycles) and

inertia (persistence) in short time windows after a perturbation. Given the time frames over

which conservation planning is typically generated and implemented and over which habitat

loss or extreme events impact populations, these metrics are valuable in predicting outcomes

of interventions (Ezard et al. 2010). Furthermore, these metrics may have magnitudes that

are quite different to long-term responses in long-lived species (Koons et al. 2005). As the

sensitivity of long-term population growth rate to divorce and pairing parameters is rela-

tively low in our model, an exploration of transient responses may help to understand over
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what time scale conservation planning needs to consider these types of variables.

The amplification metrics varied most in response to changes in pairing and divorce

parameters, particularly those measuring maximum short-term population size (maximum

amplification) and the persistence of short-term increases in population size (amplified in-

ertia). The patterns of the transient responses suggest that short-term population recovery

may be influenced by pairing and divorce processes. For example, the bounds of the tran-

sient envelope move down as baseline divorce rate increases, but increasing pair correlation

shifts the bounds up (e.g. Fig. 2.8a and Fig. S2.2a), indicating that quality-matched pairing

can buffer the impact of divorce.

While patterns of transient responses were similar across life histories, the absolute values

of the transient bounds under a fast life history were up to double the values under a slow

life history, suggesting that a slower life history strategy is less responsive to perturbations.

However, under a slow life history the amplified inertia was negative for some pairing and

divorce parameter combinations, indicating that slow life history populations are more likely

to be negatively affected by perturbations when divorce rates are high. The minimum short-

term population size (maximum attenuation) and the persistence of short-term decreases

in population size (attenuated inertia) were somewhat responsive to pairing and divorce

parameters in slow life histories but showed little sensitivity in fast life histories. Apart from

the responses in amplification and attenuation described above, the transient dynamics, as

measured by these metrics, were largely insensitive to variation in pair quality and divorce

under our model formulation.

Contrary to what we saw in our analysis of long-term population growth rate, we found

that certain metrics (e.g. amplified inertia) were similarly responsive across pairing and di-

vorce parameters, and across life history strategies, although the magnitude of responses

differed between life histories. Other metrics (e.g. attenuated inertia) showed similar re-

sponses to changes in pairing and divorce parameters but only responded strongly to these

parameters in the slow life history strategy. The sensitivity of transient amplitudes indicates

that even relatively small changes in aspects of pairing and divorce can impact on short-term

population responses. Amplified inertia, the long-term maximum bound on population size

relative to the initial population size, is of particular concern in a conservation setting, since

it indicates the maximum size at which the population stabilises relative to the original size
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after disturbance or intervention. Hence, this metric indicates whether an increase in pop-

ulation size after disturbance is possible (positive value) or not (negative value). For some

combinations of pairing and divorce parameters the transient metrics predict a decrease in

population size in response to perturbations.

2.4.3 Model assumptions with consequences for pairing and divorce dynamics

Several assumptions underlying our model limit its ability to capture both the long-term

and transient dynamics of the system. Firstly, we have assumed that divorce incurs a cost

to reproduction but we have not explored alternative divorce costs. Secondly, we depend

on demographic symmetry and a large population size to be able to disregard frequency

dependence and demographic stochasticity. Finally, our model does not incorporate density

dependence. In the following sections we explore the implications of these assumptions.

Alternative costs of divorce

We have assumed a cost of divorce on reproductive output by imposing a delay on the

transition of a divorced individual to the pairing pool, resulting in the loss of one or more

reproductive opportunities (Culina et al. 2015c). Divorce could be costly in other ways and

under different costs the consequences of divorce may deviate from the present results. An

alternative reproductive cost of divorce would be a direct reduction in reproductive success

following divorce, which could arise, for example, due to lack of familiarity with a new mate

(Ens et al. 1996, Culina et al. 2015c). However, whether the divorce cost manifested as a

lost breeding opportunity or reduced reproductive success following divorce, the outcome

would be an initial reduction in reproductive output, so we would not expect to see a large

difference in the impact of these alternative formulations. Furthermore, the sensitivity of

population growth rate to reproduction is low (Fig. 2.9), so any direct reproductive costs

of divorce would need to be very large to influence population performance. In contrast,

empirical evidence points to divorce being an adaptive strategy that results in individuals

improving reproductive success (Culina et al. 2015c), although some studies have noted a

temporary reduction in breeding success following divorce (Ens et al. 1993, 1996) or changes

in breeding success which are dependent on the status of individuals after divorce (Heg et al.

2003, Jeschke et al. 2007).
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Divorce may influence other aspects of fitness, in particular survival (Culina et al. 2015c).

There may be direct effects of divorce or delayed pairing on survival, for example due to risks

involved in mate search (Nicolai et al. 2012), or the lower quality or condition of divorced

individuals may make them more susceptible to death (Heg et al. 2003). Since population

growth rate is most sensitive to survival (Fig. 2.9), such effects might be important in a

conservation context. Survival benefits of pair fidelity have been demonstrated in Paridae

(Culina et al. 2013, 2015b) and in European blackbirds (Jankowiak et al. 2018). However, the

detailed individual capture histories and pairing information required to determine the effect

of divorce on survival mean that further support for increased mortality following divorce

is limited to indirect evidence of increased mortality risk following partner loss, for example

due to predation or harvesting (Nicolai et al. 2012). It is clear, though, that if divorced

individuals were more likely to die we would expect a reduction in the long-term rate of

population increase, because of the high sensitivity of population growth rate to survival

in long-lived species. We would also expect to see a negative effect on transient dynamics,

with populations being slower to recover from perturbations due to the loss of individuals

with reproductive potential and with transient amplification of population size likely to be

reduced, particularly at higher levels of divorce. Survival costs of divorce could be explored

by including a survival penalty for individuals in the divorced state.

Demographic stochasticity, Allee effects and divorce

Our modelling framework depends on population size being large enough that demographic

stochasticity, that is, random variation in mortality and birth at an individual level, can be

disregarded. This allows us to implement a symmetric pairing model which captures the

within-pair correlation that arises when individuals seek a partner with a similar quality to

their own (Johnstone 1997). Demographic stochasticity can drive variation in sex ratio and

lead to mate limitation, with negative consequences for individual fecundity (Engen et al.

2003, Bessa-Gomes et al. 2004). Fluctuations in the sex ratio produce a type of component

Allee effect, which, if it is not offset by other factors, may contribute to a demographic Allee

effect (Stephens et al. 1999, Gascoigne et al. 2009). Component Allee effects arising from

fluctuations in the sex ratio can occur across mating systems, including monogamy (Engen

et al. 2003, Bessa-Gomes et al. 2004), although they may be buffered by population processes
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such as interactions between operational sex ratios and mating rates (Bessa-Gomes et al.

2004). While there is some empirical evidence for component Allee effects, cases in which

they have been shown to contribute to demographic Allee effects remain small in number

(Gascoigne et al. 2009). It is important to note that Allee effects due to sex ratio fluctuations

may only manifest strongly in species where sex ratio effects are aligned with the vital rates

to which population growth rate is most sensitive. If the sensitivity of population growth

rate to reproduction is low, component Allee effects with a negative impact on fecundity may

have only minor consequences for a population.

Fluctuations in the sex ratio could affect populations when divorce occurs. If the opera-

tional sex ratio is skewed, then divorced individuals may be unable to find a partner, result-

ing in missed breeding opportunities. Moreover, in the context of individual quality-based

pairing, lack of mates of a similar quality under limiting population size would increase the

number of poorly matched pairs, again potentially depressing the population’s reproductive

output. These outcomes could increase the reproductive costs of divorce. But, as noted pre-

viously, we would not expect to see a strong effect on population growth rate as a result of

variation in fecundity in long-lived species because population growth rate has lower elastic-

ity to fecundity than survival. However, if mate-finding were costly in terms of survival then

mate limitation would be expected to have a negative impact on population growth rate.

Mate-finding Allee effects remain a concern, particularly in areas such as conservation

management or invasive species control, where fates of populations at low density are of

key importance (Stephens and Sutherland 1999). Selective harvesting can result in skewed

operational sex ratios with significant impacts on population viability (Ginsberg and Milner-

Gulland 1994, Milner-Gulland et al. 2003). However, the consequences of skewed sex ratio

depend on the sensitivity of population growth rate to the affected rates. Despite substan-

tial reduction in fecundity due to female-biased bycatch mortality in wandering albatross,

Diomedea exulans, impacts on annual population growth rates were relatively slight, although

the associated change in demographic structure may have had longer term consequences

(Mills and Ryan 2005).
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Density dependence and divorce

In natural populations, density-dependent processes moderate population growth rate, for

example through effects on survival and reproduction (e.g. Larsson and Forslund 1994, Fred-

eriksen and Bregnballe 2000, Paradis et al. 2002). In the absence of perturbations, we expect

populations under density-dependent regulation to be close to equilibrium and to have a

population growth rate around 1. Ignoring density dependence can produce an unrealistic

picture of long-term population trends, since vital rates for such populations are subject to

density-dependent feedback (Freckleton et al. 2003). Furthermore, in the presence of den-

sity dependence, alternative interpretation and calculation of sensitivities and elasticities is

required because population growth rate tends to remain stable through density-dependent

regulation (Caswell 2008).

There are suggestions but limited empirical evidence that the density of conspecifics may

influence divorce rates (Dubois et al. 1998, Kokko and Rankin 2006, Maxin and Berec 2010,

Culina et al. 2015a). Kokko and Rankin (2006) suggest that population density influences

the frequency of encountering potential partners and hence alters the costs and benefits of

divorce, so that we should expect divorce rate to be positively correlated with population

density. If a lack of potential partners in low density populations resulted in lower divorce

rates, this could operate as a feedback mechanism to regulate population growth and coun-

teract Allee effects (Kokko and Rankin 2006). Furthermore, population density may affect

levels of competitive interactions which lead to divorce (Jeschke et al. 2007). While social

environment has been found to influence the probability of divorce (Culina et al. 2015a),

there is no clear evidence that coloniality (i.e. high population density) enhances the adap-

tive potential of divorce (Culina et al. 2015c), perhaps due to heterogeneity of outcomes for

divorcing individuals (Heg et al. 2003, Jeschke et al. 2007).

In the context of our question about the sensitivity of population growth to pairing and

divorce, we suggest that interactions between population density and divorce are unlikely

to have a strong influence on density-dependent populations. Whether divorce costs man-

ifest as a cost of reproduction (it takes longer to find a mate) or survival (mate search in-

creases mortality risk), an increase in divorce rate at high population density would produce

similar effects to those expected under compensatory density regulation (i.e. increased com-

petition for resources leading to reduced survival and/or reproductive output). Hence, if
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divorce were positively associated with population density, it would act to strengthen any

density-dependent feedbacks. While our analysis showed that divorce rate can have a small

effect on population growth rate, the effect was not strong under our model formulation, in

which divorce only imposes a cost to reproduction. Our results suggest that, for long-lived

monogamous birds, divorce will have only a minimal effect on the regulation of high density

populations, unless divorce results in lower adult survival at high population density.

2.4.4 Conclusions

This study has explored the population-level consequences of pairing and divorce processes

in long-lived monogamous birds through the sensitivity and transient dynamics of popu-

lation growth rate. Under the constraints of our model, we have seen that both long-term

and short-term dynamics are largely insensitive to the pairing process, pair quality and di-

vorce. These patterns were mirrored across alternative life history strategies corresponding

to generally long-lived monogamous species. We suggest that the insensitivity of population

growth rate to pairing and divorce results from assuming that the cost of divorce takes the

form of a loss of reproductive output, because the elasticity of population growth rate to re-

production is low in long-lived species. As discussed above, we would not expect to see very

different outcomes unless divorce cost was strongly linked to survival. However, although

there is good evidence for divorce being linked to changes in reproductive output, empirical

evidence for a mortality cost of divorce is lacking. The impact of pairing and divorce dynam-

ics on population growth rate and transient dynamics is likely to be minimal in long-lived

monogamous species, as long as divorce costs are reflected in reproduction and have low

impact on survival. Other processes, such as those affecting adult survival, are likely to be

more important in the conservation management of long-lived monogamous species.
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2.8 Supporting information

Figure S2.1: Maximum attenuation plotted against strength of pair correlation under slow and fast

life histories, varying (a) baseline divorce rate, (b) influence of mean pair quality on divorce and (c)

influence of pair quality difference on divorce.
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Figure S2.2: Attenuated inertia plotted against strength of pair correlation under slow and fast life

histories, varying (a) baseline divorce rate, (b) influence of mean pair quality on divorce and (c)

influence of pair quality difference on divorce.
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Abstract

Population responses to threats such as habitat loss, climate change and overexploitation are

usually explored using demographic models parameterized with estimates of vital rates of

survival, maturation and fecundity. However, the vital rate estimates required to construct

such models are often unavailable, particularly for species of conservation concern. Phylo-

genetically informed imputation methods have rarely been applied to demographic data but

may be a powerful tool for reconstructing vital rates for vertebrates. Here, we use standard-

ized vital rate estimates for 50 bird species to assess the use of phylogenetic imputation to

fill gaps in demographic data. We calculated imputation accuracy for vital rates excluded

from the dataset either singly or in combination, with and without phylogeny, body mass

and life history trait data. We used imputed vital rates to calculate demographic metrics,

including generation time, to validate the use of imputation in demographic analyses. Co-

variance among vital rates and other trait data provided a strong basis to guide imputation

of missing vital rates in birds, even in the absence of phylogenetic information. Accounting

for phylogenetic relationships improved imputation accuracy for vital rates with high phylo-

genetic signal (Pagel’s λ > 0.8). Importantly, including body mass and life history trait data

compensated for lack of phylogenetic information. Estimates of demographic metrics were

sensitive to the accuracy of imputed vital rates. Accurate demographic data and metrics

such as generation time are needed to inform conservation planning processes, for exam-

ple through IUCN Red List assessments and population viability analysis. Imputed vital

rates could be useful in this context but, as for any estimated parameters, awareness of the

68
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sensitivities of demographic model outputs to the imputed parameters is essential.

Keywords—conservation modelling, demographic models, parameter estimation, generation time,

population growth rate, population dynamics, survival, extinction risk.

3.1 Introduction

Globally, biodiversity faces an unprecedented threat of extinction (Barnosky et al. 2011, Pimm

et al. 2014, Ceballos et al. 2015), driven by human-induced threats such as habitat loss

and degradation, climate change, and overexploitation (Brook et al. 2003, Parmesan 2006,

Maclean and Wilson 2011, Maxwell et al. 2016). Understanding population responses to such

threats is crucial for identifying at-risk species and to guide conservation interventions (e.g.

Bruna et al. 2009, Dahlgren et al. 2016, Lunn et al. 2016). Population models parameterized

with estimates of vital rates of survival, development and reproduction can be used to gen-

erate predictions about how a population will respond to pressures that cause changes to

vital rates (Selwood et al. 2015).

Obtaining the vital rate estimates necessary to populate demographic models requires in-

vestment of resources and time, which may be lacking in a critical conservation setting. The

most at-risk species may be those for which information is most lacking (Beissinger and West-

phal 1998, Coulson et al. 2001, González-Suárez et al. 2012), due to geographical, taxonomic,

or other biases in recording (Roberts et al. 2016, Troudet et al. 2017, dos Santos et al. 2020),

or logistical barriers to collecting complete demographic data (Menges 2000, Weimerskirch

2002, Pike et al. 2008, Clutton-Brock and Sheldon 2010). Consequently, complete empirical

demographic information represents only a small and biased subset of species (Lebreton

et al. 2012, Salguero-Gómez et al. 2015, 2016, Conde et al. 2019).

When data are missing for a focal species, ad hoc methods are commonly used to fill in

such gaps for demographic modelling (Beissinger and Westphal 1998). Parameter estimates

may be derived from empirical data for other species based on relatedness (Heinsohn et al.

2004, Koenig 2008) or trait similarity (McCarthy et al. 1999, Valle et al. 2018). Other ap-

proaches include combining estimates from populations to form a representative model for a

species (Sæther and Bakke 2000) or parameterization of models based on a range of plausible

values (Rodríguez et al. 2004) or on data from captive individuals (e.g. Young et al. 2012).
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Such approaches produce bias (Schafer and Graham 2002) and their use raises concerns

about the reliability of model outputs and the ability to make robust conclusions (Sæther

and Engen 2002, Ellner and Fieberg 2003, McGowan et al. 2011). Therefore, formal methods

for estimating missing vital rates and quantifying uncertainty in such estimates are needed.

Many ad hoc methods of imputing missing values are based on the expectation that the

vital rates of the focal species will be similar to closely related species (Felsenstein 1985, Pagel

1999). By accounting more formally for evolutionary history, we may be able to improve the

imputation of missing vital rates. Phylogenetic imputation methods use phylogeny, together

with an evolutionary model describing the divergence of trait values (Martins and Hansen

1997, Pagel 1999, Freckleton et al. 2002), to estimate missing values in species-based data.

Traits may be more or less labile, leading to differences in how well trait values may be

predicted by evolutionary relationships (Freckleton et al. 2002, Blomberg et al. 2003). Phylo-

genetic signal, a measure of the strength of phylogenetic dependence of trait values (Pagel

1999, Blomberg and Garland 2002), may determine the benefit of using phylogenetic infor-

mation when imputing trait values (Penone et al. 2014). If phylogenetic signal is strong,

phylogenetically informed methods can potentially improve imputation performance.

Phylogenetic imputation has been proposed for filling gaps in functional trait data in

plants (Swenson 2014) and mammals (Guénard et al. 2013, Penone et al. 2014). Such meth-

ods have rarely been applied to demographic data, although hierarchical approaches incor-

porating taxonomy have been used to estimate life history parameters in fish (Thorson et al.

2017). Here, we focus on demographic traits, namely vital rates of survival, maturation, and

fecundity. In plants, imputation of single vital rates suggested that neither fecundity nor the

survival of different life stages were strongly predicted by phylogeny or species-level traits

(Che-Castaldo et al. 2018), reflecting weak phylogenetic signal in plant vital rates (Burns et al.

2010). In vertebrates, strong phylogenetic signal in characteristics that covary with vital rates

(body size, morphology and life history traits) has been interpreted as being informative

about evolutionary processes such as the strength of stabilising selection and evolutionary

lability (Blomberg et al. 2003; but see Revell et al. 2008). Whatever the exact evolutionary

processes involved, the tendency of vital rates to covary with body size (Stearns 1983) and

life history traits (e.g. age at maturity and clutch size, Sæther and Bakke 2000) suggests that

they will also have strong phylogenetic signal, which would be useful in an applied setting
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to infer vital rates for related species. The inclusion of covarying allometric and life history

trait data may help to inform the imputation of vital rates (e.g. Shine and Charnov 1992,

Brawn et al. 1995).

Imputed vital rates provide a means by which demographic characteristics of a pop-

ulation may be derived. Demographic metrics of interest in a conservation setting include

population growth rate and its sensitivity and elasticity to underlying vital rates (Benton and

Grant 1999), and life history metrics such as generation time. Sensitivity analysis identifies

vital rates with the most capacity to produce change in population growth rate. Accurate

imputation of vital rates to which population growth rate is sensitive would be valuable for

making well-founded demographic predictions to guide conservation interventions. Gen-

eration time is used by international conservation bodies such as the International Union

for Conservation of Nature (IUCN) to produce indicators for conservation decision-making

(Mace et al. 2008). When underlying life history data is missing or sparse, demographic met-

rics may be estimated using proxies based on life history parameters such as reproductive

lifespan (Fung and Waples 2017, Staerk et al. 2019) or imputed either directly (Fagan et al.

2013, Cooke et al. 2018) or by means of underlying life history parameters (Pacifici et al. 2013,

Bird et al. 2020). Demographic metrics derived using phylogenetically imputed vital rates

could improve accuracy over these alternative methods.

Here, we use existing vital rate data for birds to assess the feasibility of using phyloge-

netic imputation to fill gaps in demographic analysis. While much avian demographic data

has been compiled (Sæther and Bakke 2000, Lebreton et al. 2012, Salguero-Gómez et al. 2016),

information about vital rates is missing for many species of conservation concern (e.g. sur-

vival is missing for 82% of bird species, Conde et al. 2019). We use complete demographic

data for 50 species to derive standardized vital rates and apply a multivariate imputation

framework which incorporates phylogenetic covariance among vital rates to impute missing

values. We determine how accurately values excluded from the vital rate data can be im-

puted, either singly or in combination. Further, we assess the value of including body mass

and life history trait data (clutch size and female age at maturity) when imputing missing

vital rate data. We use original and imputed vital rates to calculate demographic metrics that

inform assessments of population performance and extinction risk.
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3.2 Methods

All analyses were carried out in R (version 3.6.3, R Core Team 2020).

3.2.1 Standardized vital rate, body mass and life history trait data

We extracted matrix population models for birds from COMADRE Animal Matrix Database

(version 3.0.1, COMADRE) and other sources (Sæther and Bakke 2000). We screened the data

to avoid models with errors in construction (Kendall et al. 2019) and to ensure valid structure

for the subsequent analysis (Summary of supporting information). The resulting set of ma-

trix population models represented 50 bird species across 15 orders and a range of avian life

histories. We identified pre-breeding and post-breeding census models and categorized each

life history as early maturation (individuals mature and breed after one year) or delayed mat-

uration (individuals remain as non-breeding juveniles for one or more years) (Fujiwara and

Diaz-Lopez 2017). Allowing for the different representation of early and delayed maturation

species in pre-breeding and post-breeding census models, we collapsed pre-reproductive and

reproductive stages (Salguero-Gómez and Plotkin 2010) and derived a set of standardized vi-

tal rates representing first year survival (s0), adult survival (sa), fecundity ( f ), and maturation

rate (m) from the resulting matrices. To ensure a full set of standardized vital rates in the

imputation analysis we restricted the main analysis to 40 species with post-breeding census

models (Summary of supporting information). We combined the standardized vital rates

with avian body mass, clutch size, and female age at maturity (Myhrvold et al. 2015, Wilman

et al. 2014) and transformed all variables to satisfy the requirements of the imputation model

(Summary of supporting information).

3.2.2 Phylogeny

We downloaded a sample of 1,000 full avian phylogenetic trees from the BirdTree website

(www.birdtree.org, Jetz et al. 2012), pruned to match the species in the standardized vital

rate data. The tree topology was well-supported (3 nodes with posterior probability < 0.95),

so we used the least squares consensus method (Lapointe et al. 1997; phytools version 0.7-

20, Revell 2012) to create an average tree for phylogenetic imputation analysis (Summary

of supporting information). This method creates a consensus tree for which the sum-of-

squares patristic (node-to-node) distances to the set of trees in the sample is minimized.
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We compared outputs from imputation using the consensus tree with results for a sample

of 50 trees from the posterior distribution to demonstrate that our results are insensitive to

phylogenetic uncertainty (Summary of supporting information).

3.2.3 Phylogenetic signal

Phylogenetic signal is a measure of pattern derived by comparing observed trait distributions

with expectations from a specified model of evolution. Pagel’s λ is a transformation of the

phylogeny, obtained by maximum likelihood, which produces the best fit of the data to a

Brownian motion model of evolution. Pagel’s λ takes values from 0 (complete phylogenetic

independence) to 1 (patterns of similarity observed in the data are proportional to shared

evolutionary history) or above (traits are more similar amongst species than expected) (Pagel

1999, Freckleton et al. 2002). We used phytools (version 0.7-20, Revell 2012) to estimate

mean Pagel’s λ for each standardized vital rate across 1000 phylogenetic trees obtained from

BirdTree to account for any residual uncertainty in branch lengths. In addition, we used

Rphylopars (version 0.2.12, Goolsby et al. 2016) to estimate Pagel’s λ for each of the trait

datasets to characterize phylogenetic dependence in the data, taking into account covariance

among the data.

3.2.4 Phylogenetic imputation

We carried out a multi-stage analysis to assess the use of phylogenetic imputation to recon-

struct missing values introduced systematically into the standardized vital rate data (Fig. 3.1).

Phylogenetic imputation predicts missing values based on covariance among the data, sup-

plemented by phylogeny and a model for evolution. We used Rphylopars (version 0.2.12,

Goolsby et al. 2016), which implements maximum likelihood estimation of missing trait val-

ues in a phylogenetic generalized least squares framework, assuming normally distributed

continuous variables. We combined the consensus phylogeny with a null model of evo-

lution, in which phylogeny does not influence trait values, and a Pagel’s λ model, which

incorporates phylogenetic dependence (Phylogeny, Fig. 3.1). We created three trait datasets:

standardized vital rates only; vital rates and body mass data; and vital rates, body mass

and life history trait data (Trait datasets, Fig. 3.1). Within each trait dataset, we introduced

a known structure of missing values among the vital rates for a focal species. We removed
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Figure 3.1: We applied phylogenetic imputation to vital rate, body mass and life history trait data to

assess the accuracy of predicting vital rates for use in demographic models. Our key questions related

to phylogeny, trait data, and missing data structure. 1. Does including phylogenetic relationships

among species improve predictions of vital rates? We used a consensus phylogenetic tree and imputed

vital rates under two alternative evolutionary models: a null model which assumes that phylogenetic

relationships have no influence on trait values, and Pagel’s λ, in which the phylogeny is scaled to

account for phylogenetic dependence in the data. 2. What is the value of including additional body

mass and life history trait data when imputing missing vital rates? We used three alternative trait

datasets for imputation: a baseline dataset containing standardized vital rate data and two extended

datasets which added body mass and life history trait data, retaining complete cases only. 3. How

are predictions affected by how many, and which, vital rates are missing? For each focal species, we

removed vital rate data systematically in combinations of single and multiple missing vital rates and

used phylogenetic imputation to reconstruct the missing values. 4. We calculated imputation accuracy

for each focal vital rate, missing vital rate combination, trait dataset and evolutionary model.
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Population growth metrics

Asymptotic population growth rate Long-term performance of a population

Sensitivity and elasticity of population growth
rate

Response of population growth rate to changes
in underlying vital rates

Life history metrics

Generation time Time required for the population to increase by
a factor equal to the net reproductive rate

Mean age at maturity Average time taken to enter the reproductive
stage

Mean lifespan Average age of individuals at death

Table 3.1: We used imputed vital rates to parameterise matrix population models and calculated

demographic metrics of population growth and life history (Caswell 2001) to assess the effect of

imputed parameters on demographic model outputs.

vital rate values in all possible combinations of single and multiple vital rates, resulting in

15 datasets per species (Missing data combinations, Fig. 3.1). We imputed missing values

assuming either model of evolution. After transformation to the original scale for each vital

rate, we used the normalized root mean square error (NRMSE),

NRMSE =

√√√√ ∑i(X∗i − Xi)
2

n
maxi(Xi)−mini(Xi)

, (3.1)

to assess imputation accuracy for each vital rate, missing vital rate combination and trait

dataset. Here, X∗i and Xi represent the imputed and original values, respectively, of a vital

rate for species i. Normalisation by the range of observed values for the vital rate allows

comparison of errors across vital rates.

We used species means to estimate phylogenetic covariance (Goolsby et al. 2016) to avoid

conditioning problems in the datasets which included body mass and life history trait data.

We imputed values both with and without phenotypic variation for the vital rate data to

demonstrate that excluding phenotypic covariance from the analysis was not detrimental to

the estimation of phylogenetic covariance (Summary of supporting information).
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3.2.5 Demographic metrics

We represented avian life histories using stage-structured, post-breeding census models with

an annual time step (Caswell 2001) parameterized with first year survival (s0), adult survival

(sa), fecundity ( f ), and maturation rate (m) imputed under the phylogenetic model. For early

maturation species,

A =

s0 f sa f

s0 sa

 , (3.2)

and for delayed maturation species,

A =


0 m sa f sa f

s0 (1−m) sa 0

0 m sa sa

 . (3.3)

We used these population models to generate population growth and life history metrics (Ta-

ble 3.1). For each missing data combination and trait dataset, we calculated the normalized

root mean square error (Equation 3.1) to compare estimates of these demographic metrics

from models parameterized with imputed and original vital rates. We inspected differences

in the sensitivity and elasticity of population growth rate to each vital rate for bias (system-

atic differences) or increased variance.

3.3 Results

3.3.1 Phylogenetic signal

For post-breeding census data, mean Pagel’s λ was weak for first year survival (0.246, SD

0.013), intermediate for fecundity (0.532, SD 0.018), and strong for adult survival (0.889, SD

0.016) and maturation rate (0.923, SD 0.116). Mean values for pre-breeding census data were

similar (sa: 0.817, SD 0.019; m: 0.934, SD 0.094). High phylogenetic signal suggests that adult

survival and maturation rate should be successful targets for phylogenetic imputation but

high variance in Pagel’s λ for maturation rate suggested greater phylogenetic uncertainty in

maturation rate.

For post-breeding census models, Pagel’s λ was 0.488 for the vital rate data, increasing to

0.702 when body mass was added, and decreasing to 0.684 when life history trait data was
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Figure 3.2: Adult survival and fecundity were the most accurately imputed vital rates under different

missing vital rates, trait dataset, and evolutionary model. When multiple vital rates were missing,

phylogenetic information or body mass and life history trait data improved accuracy of imputed

adult survival and maturation rates. Points show the mean errors across combinations of the same

number of missing vital rates and error bars indicate the range of normalized root mean square error

for different missing vital rate combinations.

included, with a similar pattern for pre-breeding census data. These results indicate that

body mass improves the characterization of phylogenetic dependence among vital rates, but

life history trait data does not produce any further improvement and may even act slightly

negatively on phylogenetic signal.

3.3.2 Imputed vital rates

Adult survival and fecundity were the most accurately imputed vital rates in the post-

breeding census data, with mean NRMSE of 0.169 (SD 0.039) and 0.172 (SD 0.019) respec-

tively). Imputed first year survival (mean NRMSE: 0.248, SD 0.010) and maturation rate

(mean NRMSE: 0.346, SD 0.055) had poorer accuracy.

For first year survival and fecundity, the phylogenetic model was no more accurate than

the null model (Fig. 3.2). However, phylogenetic information helped to improve imputation



78 3.3. Results

Figure 3.3: Life history metrics calculated from matrix population models parameterized with im-

puted vital rates varied in accuracy according to the contribution of the imputed vital rate to the life

history metric. Imputed vital rates which did not have an effect on the life history metric estimate

are not shown. Points show the mean errors across trait datasets and error bars indicate the range of

normalised root mean square error for different trait datasets.

accuracy for adult survival and maturation rate, particularly for multiple missing vital rates.

Including body mass and life history trait data improved imputation accuracy for adult

survival and maturation rate (Fig. 3.2) and reduced the difference in accuracy between phy-

logenetic and null models for adult survival.

3.3.3 Life history metrics

Generation time

Generation time calculated with a single imputed vital rate had a similar accuracy across trait

datasets for first year survival, adult survival and fecundity (mean NRMSE: 0.075, SD 0.011,

Fig. 3.3), despite differences in imputation accuracy for these vital rates (Fig. 3.2). For mat-

uration rate, mean NRMSE was higher (0.140, SD 0.073) and NRMSE was markedly higher

when body mass and life history trait data were included, due to two outliers for which

imputed maturation rate was under-estimated, leading to over-estimation of generation time

(Summary of supporting information).
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Mean age at maturity

Mean age at maturity was sensitive to imputed adult survival because we assumed juvenile

survival to be equal to adult survival, but it was relatively well characterized when adult

survival was imputed (mean NRMSE: 0.041, SD 0.007, Fig. 3.3). For imputed maturation

rate, mean age at maturity was not well estimated (mean NRMSE: 0.234, SD 0.035) and, as

for generation time, mean age at maturity was less accurate when life history data was in-

cluded due to two outliers for which the metric was over-estimated (Summary of supporting

information).

Mean lifespan

Mean lifespan had similar accuracy when either first year or adult survival were unknown

(mean NRMSE: 0.121, SD 0.007, and 0.118, SD 0.011, respectively) and was not influenced by

adding body mass and life history trait data.

3.3.4 Population growth metrics

Population growth rate

When maturation rate was imputed, population growth rate matched the original values

reasonably well (mean NRMSE: 0.051, SD < 0.001 Fig. 3.4). Population growth rate was less

accurate when first year or adult survival were imputed (mean NRMSE: 0.125, SD 0.010, and

0.126, SD 0.014, respectively). The least accurate results arose when fecundity was imputed

(mean NRMSE: 0.221, SD 0.039) driven by over-estimation of fecundity for a single species

(Summary of supporting information).

Sensitivity and elasticity of population growth rate

Estimates of the sensitivity of population growth rate to the underlying vital rates varied in

accuracy across missing vital rates and focal vital rate for the sensitivity calculation (Fig. 3.4).

Responses to imputed vital rates were more consistent across vital rate elasticities, with great-

est accuracy for maturation rate (mean NRMSE: 0.042, SD 0.009) and adult survival (mean

NRMSE: 0.060, SD 0.019) and least accuracy for first year survival (mean NRMSE: 0.105,

SD 0.013) and fecundity (mean NRMSE: 0.161, SD 0.027). Errors in sensitivities and elas-
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Figure 3.4: Estimates of population growth rate (a) and sensitivity and elasticity of population growth

rate to underlying vital rates (b) varied in accuracy when vital rates were imputed, with imputed

fecundity causing the least accurate values in many cases. Accuracy was similar across trait datasets

except in two cases when life history trait data reduced the accuracy of the demographic metric.

Points show the mean errors across trait dataset and error bars indicate the range of normalised root

mean square error for different trait datasets.
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ticities were unbiased except when maturation rate was imputed (Summary of supporting

information).

3.4 Discussion

Detailed understanding of species’ responses to global change, which is needed to address

the current biodiversity crisis, is limited by gaps in the demographic data needed to predict

population trajectories (Kindsvater et al. 2018, Conde et al. 2019). Efforts such as the IUCN

Red List (IUCN 2020) are designed to make the most of limited information (Rodrigues et al.

2006, Mace et al. 2008) but the use of proxies to compensate for missing data can result in

bias and under- or over-estimation of threat level (Fung and Waples 2017, Staerk et al. 2019).

Accurate estimation of vital rates, particularly those to which elasticity of population growth

rate is high, such as adult survival in long-lived species, is important for reliable predictions

of population performance. We evaluated the use of phylogenetic imputation to replace

missing vital rate data in birds. We found that applying a multivariate framework which

accounted for covariance among rates of survival, reproduction, and maturation allowed

us to impute some missing vital rates relatively well, even in the absence of phylogenetic

information. Including phylogenetic relationships improved the accuracy of imputed values

in some cases. However, auxiliary trait data also tended to improve imputation accuracy for

multiple vital rates and compensated for lack of phylogeny in most cases.

Imputation accuracy did not reflect the ranking of vital rates by phylogenetic signal.

However, vital rates with the strongest phylogenetic signal, adult survival and maturation

rate, improved in accuracy with phylogeny, particularly for multiple missing vital rates.

Penone et al. (2014) linked the influence of phylogeny on trait estimates in carnivores both

to phylogenetic signal and to how much traits covaried with body size. We found that

imputation accuracy deteriorated for multiple missing vital rates, suggesting that covariance

patterns among the vital rates were important.

Imputation tended to over-estimate maturation rates (Summary of supporting informa-

tion). In discrete time, stage-based population models, species that mature in a single time

step have a maturation rate of 1, while for species with delayed onset of reproduction, mat-

uration rate can be markedly less than 1. The resulting bimodal distribution is severely

non-normal, even after transformation. The imputation model used here estimates covari-
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ance among normally distributed variables and was unable to compensate for this unusual

distribution.

Our finding that body mass and life history trait data improved the accuracy of imputed

values contrasts with studies which demonstrate relatively minor effects of species-level traits

on the estimation of demographic rates. For example, body mass did not improve estimation

of per capita population growth rate in mammals (Fagan et al. 2013) and in plants, size and

growth form largely failed to improve predictability of demographic rates (Che-Castaldo

et al. 2018).

We found that accuracy of demographic metrics typically used for conservation assess-

ment purposes, such as generation time (Mace et al. 2008), depended both on the accuracy

of imputed values and on the sensitivity of the metric to the imputed vital rates. Moreover,

the simplified life cycle underlying our approach may introduce bias in some demographic

outputs (Fujiwara and Diaz-Lopez 2017). Many studies have advised caution in the interpre-

tation of demographic model outputs due to parameter uncertainty (Beissinger and Westphal

1998, Ellner et al. 2002, Reed et al. 2002); similar care is necessary for models parameterized

with imputed values.

Our results are limited by the availability and partiality of demographic data (Salguero-

Gómez et al. 2015, 2016, Conde et al. 2019), which inform estimates of covariance among

vital rates. Including data for more species might improve accuracy of imputed vital rates

by strengthening patterns of covariance (e.g. Penone et al. 2014). However, vital rate data

may be missing not at random (MNAR) for species of conservation concern, and such biases

in missing values can influence comparative analyses by skewing trait distributions (Naka-

gawa and Freckleton 2008, González-Suárez et al. 2012). Although geographical variation in

demographic traits (e.g. differences in clutch size and survival across latitudes) could create

different patterns of covariance among vital rates, including phylogeny, life history traits,

and latitude may be sufficient to control for such variation (Jetz et al. 2008, Scholer et al.

2020). Future studies could use a broader coverage of avian life history to investigate how

biases in the availability of demographic data affect imputation accuracy and could assess

imputation of vital rates in other taxonomic groups.
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Recommendations

The success of phylogenetic imputation rests on the validity of the data covariance structure.

This structure is determined by the phylogeny, and by the known values for vital rates and

important covariates like body size. Thus, the quantity and accuracy of these data may

strongly influence the reliability of imputed values. We suggest exploring the impact of

uncertainty in the input data by, for example, varying the values within reasonable limits to

determine the sensitivity of outputs. Uncertainty in the phylogeny could be explored in a

similar way by sampling from a distribution of plausible trees.

We found that maturation rate was poorly handled by the distributional assumptions

of the imputation method. We advise the use of an alternative approach such as using a

two-component mixture model to capture the bimodal distribution for maturation rate.

We have provided a qualitative assessment of how differences in the accuracy of imputed

vital rates translate to accuracy of demographic metrics. A global sensitivity analysis could

be used to quantify how uncertainty propagates from imputed vital rates to demographic

metrics.

We have demonstrated a novel approach to bridging gaps in demographic analysis using

phylogenetic imputation. While this method cannot replace demographic metric calculation

when detailed age-specific life history parameters are available, the ability to impute vital

rates for species with sparse demographic data is valuable in a data-limited conservation

context and avoids biases associated with assuming family or genus based mean values for

underlying traits (Schafer and Graham 2002). Accurate demographic information is vital for

indicators such as the IUCN Red List, which informs conservation decision-making from

species-level conservation to spatial prioritization (Rodrigues et al. 2006), and the IUCN

Green List, a framework for assessing species recovery and conservation success (Akçakaya

et al. 2018). In addition, data-driven assessments are essential in guiding business processes

and supporting sustainable development goals (Brooks et al. 2015, Bennun et al. 2018).

3.5 Summary of supporting information

Data extraction procedure, species list, phylogenetic tree, and taxonomic bias (Appendices

S3.1–S3.4); exploration of phylogenetic uncertainty (Appendix S3.5); comparison of impu-
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tation with and without phenotypic variation (Appendix S3.6); observed vs imputed vital

rates for post-breeding census data under the null (Appendices S3.7–S3.10) and phylogenetic

(Appendices S3.11–S3.14) models; observed vs imputed vital rates for pre-breeding census

data under the null and phylogenetic models (Appendices S3.15–S3.16); and results for life

history (Appendices S3.17–S3.19) and population growth (Appendices S3.20–S3.22) metrics

are available online. The authors are solely responsible for the content and functionality

of these materials. Queries (other than absence of the material) should be directed to the

corresponding author.
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3.9 Supporting information

Appendix S3.1 Data extraction

We extracted demographic data for 15 bird species from the COMADRE Animal Matrix

Database (version 3.0.1, COMADRE). We selected records for which the matrix population

models conformed to the following requirements to ensure valid structure for the subse-

quent analysis. We required that the survival component of the matrix did not contain any

column sums greater than 1, since the proportion of individuals surviving in each stage class

cannot exceed 1; all transition probabilities and per-capita sexual reproductive events were

represented; transitions for survival/development and fertility were represented separately;

the model represented a single sex; and the model did not include migration. We considered

only matrices representing wild populations which were not subject to any treatments, so

that the vital rates would be representative of natural population dynamics. In addition,

we removed matrix population models which included vital rate estimates from multiple

species or populations, a common way of filling gaps in demographic data (e.g. Blomberg

et al. 2012). We examined the models that met these requirements and excluded any matrices

which contained errors in construction (Kendall et al. 2019). We derived matrix population

models for an additional 35 species from demographic data provided by Sæther and Bakke

(2000), excluding records which were already included in the COMADRE data or which

combined vital rate estimates for different populations. The resulting set of matrix popu-

lation models covered 50 unique bird species across 15 orders (Table S3.2, Fig. S3.3). The

selection showed some taxonomic bias, notably under-representation in Passeriformes, and

over-representation in Charadriiformes, Acciptriformes, Anseriformes and some other orders

(Fig. S3.4), suggesting a tendency for population studies to focus on larger and longer-lived

bird species.

To allow comparison of vital rates across species we proposed a simple life cycle with

vital rates aggregated into pre-reproductive and reproductive stages. Although reproductive

senescence is known in birds (Holmes et al. 2003, Jones et al. 2014), none of the models in

the analysis included post-reproductive stages. Allowing for the different representation of

early and delayed maturation species in pre-breeding and post-breeding census models, we

collapsed pre-reproductive and reproductive stages (Salguero-Gómez and Plotkin 2010) and
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derived a set of standardized vital rates representing first year survival (s0), adult survival

(sa), fecundity ( f ), and maturation rate (m) from the resulting matrices. We found that aggre-

gate juvenile survival for delayed maturation species was collinear with adult survival so we

did not include this survival rate in the set of standardized vital rates. For pre-breeding cen-

sus matrix models, fertility terms are a product of per-capita fecundity and first year survival,

so these standardized vital rates could not be extracted separately. Hence, we restricted the

main analysis to 40 species with post-breeding census models (Table S3.2) to ensure a full

set of standardized vital rates. Results for the reduced set of standardized vital rates for

pre-breeding census models are presented in Fig. S3.15 and Fig. S3.16. To avoid bounding

problems when imputing vital rates, we log-transformed fecundity and used a logit trans-

formation for survival and maturation rates. For early maturation species, maturation rate

was m = 1 and this value was adjusted to m = 0.999 prior to transformation.

We combined the standardized vital rates with avian body mass and life history trait data

from a database of amniote life history traits (Myhrvold et al. 2015) and from EltonTraits

1.0 (Wilman et al. 2014), a database of foraging attributes for birds and mammals. Both

databases contained adult body mass data so we used the mean of these values. We chose

female age at maturity and clutch size to characterize life history because we expected these

traits to covary with vital rates (Ricklefs 2000, Sæther and Bakke 2000). We log-transformed

body mass and age at maturity and we used a square root transformation of clutch size to

ensure the data were approximately normally distributed, as required by the phylogenetic

imputation model.

We used taxize (version 0.9.94, Chamberlain and Szöcs 2013) to obtain species identifiers

from the Integrated Taxonomic Information System (ITIS) (http://www.itis.gov) and used

these identifiers to combine the standardized vital rates, body mass, and life history trait

data. We created three trait datasets: standardized vital rates only; standardized vital rates

and body mass data; and standardized vital rates, body mass, and life history trait data.

Where body mass or life history trait data were not available for a given species, we excluded

that species from the corresponding trait dataset so that the datasets used for imputation

contained a complete set of values for these traits (Table S3.2).
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98 3.9. Supporting information

Figure S3.3: Least squares consensus phylogenetic tree for the species included in the analysis, gener-

ated from a sample of 1000 phylogenetic trees from BirdTree (www.birdtree.org, Jetz et al. 2012) and

visualised using the ggtree package (version 2.0.4, Yu et al. 2017, 2018).
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Figure S3.4: Taxonomic bias for the species included in the analysis. Light bars represent the observed

percentage of species in each taxonomic order while dark bars show the expected percentage of

species based on the taxonomic species richness. Orders in which no species were observed are

included only if at least one species was expected.

Figure S3.5: Imputation of single vital rates across a sample of 50 trees from the posterior distribution

accorded well with the results for the consensus tree, demonstrating that phylogenetic uncertainty is

not likely to impact the results of our analysis. Points and error bars indicate the mean and standard

error across the posterior sample.
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Figure S3.6: Normalised root mean square imputation error for vital rates imputed with different

numbers of missing vital rates, with (open symbols) and without (filled symbols) phenotypic varia-

tion, for post-breeding census model standardized vital rate data. Each column corresponds to the

focal vital rate. Shape indicates whether imputation was carried out under a null (triangle) or Pagel’s

λ (circle) phylogenetic model. Points show the mean errors across combinations of the same number

of missing vital rates and error bars indicate the range of normalised root mean square error for

different missing vital rate combinations.
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Figure S3.7: Observed first year survival (s0) for post-breeding census models against values imputed

under the null model. Error bars show 95% confidence intervals for the imputed values. Each col-

umn corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa),

maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.8: Observed adult survival (sa) for post-breeding census models against values imputed

under the null model. Error bars show 95% confidence intervals for the imputed values. Each col-

umn corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa),

maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.9: Observed maturation rate (m) for post-breeding census models against values imputed

under the null model. Error bars show 95% confidence intervals for the imputed values. Each col-

umn corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa),

maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.10: Observed fecundity ( f ) for post-breeding census models against values imputed under

the null model. Error bars show 95% confidence intervals for the imputed values. Each column corre-

sponds to a different set of missing vital rates: first year survival (s0), adult survival (sa), maturation

rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation. Imputed

values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.11: Observed first year survival (s0) for post-breeding census models against values im-

puted under a Pagel’s λ model. Error bars show 95% confidence intervals for the imputed values.

Each column corresponds to a different set of missing vital rates: first year survival (s0), adult sur-

vival (sa), maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the

imputation. Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.12: Observed adult survival (sa) for post-breeding census models against values imputed

under a Pagel’s λ model. Error bars show 95% confidence intervals for the imputed values. Each

column corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa),

maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.13: Observed maturation rate (m) for post-breeding census models against values imputed

under a Pagel’s λ model. Error bars show 95% confidence intervals for the imputed values. Each

column corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa),

maturation rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.14: Observed fecundity ( f ) for post-breeding census models against values imputed under

a Pagel’s λ model. Error bars show 95% confidence intervals for the imputed values. Each column

corresponds to a different set of missing vital rates: first year survival (s0), adult survival (sa), matura-

tion rate (m), fecundity ( f ). Rows indicate which trait data were included in the imputation. Imputed

values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.15: Observed (a) adult survival (sa) and (b) maturation rate (m) for pre-breeding census

models against values imputed under the null model. Error bars show 95% confidence intervals for

the imputed values. Each column corresponds to a different set of missing vital rates: adult survival

(sa), maturation rate (m). Rows indicate which trait data were included in the imputation. Imputed

values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.16: Observed (a) adult survival (sa) and (b) maturation rate (m) for pre-breeding census

models against values imputed under a Pagel’s λ model. Error bars show 95% confidence intervals

for the imputed values. Each column corresponds to a different set of missing vital rates: adult

survival (sa), maturation rate (m). Rows indicate which trait data were included in the imputation.

Imputed values that fall on the grey 1:1 line are identical to the original values.
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Figure S3.17: Generation time calculated from a model with one or more imputed vital rate against

generation time calculated using the original vital rates. Each row corresponds to a different set

of missing vital rates: first year survival (s0), adult survival (sa), maturation rate (m), fecundity ( f ).

Columns indicate which trait data were included in the imputation. Imputed values that fall on the

grey 1:1 line are identical to the original values. Maturation rate was under-estimated for Cory’s

shearwater (Calonectris borealis) and King penguin (Aptenodytes patagonicus) when life history traits

were included, driving over-estimation of generation time.
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Figure S3.18: Mean age at maturity calculated from a model with one or more imputed vital rate

against mean age at maturity calculated using the original vital rates. Each row corresponds to a

different set of missing vital rates: first year survival (s0), adult survival (sa), maturation rate (m), fe-

cundity ( f ). Columns indicate which trait data were included in the imputation. Imputed values that

fall on the grey 1:1 line are identical to the original values. Maturation rate was under-estimated for

Cory’s shearwater (Calonectris borealis) and King penguin (Aptenodytes patagonicus) when life history

traits were included, driving over-estimation of mean age at maturity.
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Figure S3.19: Mean lifespan calculated from a model with one or more imputed vital rate against

mean lifespan calculated using the original vital rates. Each row corresponds to a different set of

missing vital rates: first year survival (s0), adult survival (sa), maturation rate (m), fecundity ( f ).

Columns indicate which trait data were included in the imputation. Imputed values that fall on the

grey 1:1 line are identical to the original values.
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Figure S3.20: Population growth rate calculated from a model with one or more imputed vital rate

against population growth rate calculated using the original vital rates. Each row corresponds to a

different set of missing vital rates: first year survival (s0), adult survival (sa), maturation rate (m),

fecundity ( f ). Columns indicate which trait data were included in the imputation. Imputed values

that fall on the grey 1:1 line are identical to the original values. Fecundity was over-estimated for

Ruffed grouse (Bonasa umbellus) when life history traits were included, driving over-estimation of

population growth rate. The original study for this data recorded low fecundity and low population

growth rate, but notes that the population is likely maintained by cyclic dynamics which are linked

to masting events (Tirpak et al. 2006).
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Figure S3.21: Difference in sensitivity of population growth rate to the underlying vital rates calcu-

lated using a single imputed vital rate and using the original vital rates. Rows correspond to the

vital rate to which sensitivity was calculated. Colour indicates which trait data were included in the

imputation.
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Figure S3.22: Difference in elasticity of population growth rate to the underlying vital rates calculated

using a single imputed vital rate and using the original vital rates. Rows correspond to the vital rate

to which elasticity was calculated. Colour indicates which trait data were included in the imputation.
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Abstract

1. Managing risks to vulnerable species requires knowledge of demographic responses to

threats such as habitat loss, over-exploitation, and climate change. However, the data

on growth, survival/mortality, and reproduction (vital rates) required to predict such

responses is challenging to acquire. One approach to defining management criteria when

the vital rates that underlie demographic models are lacking is to generalise about risk

across comparable species using indicators that capture the pace of life.

2. Pace of life indicators use life history traits such as age at maturity, lifespan, and clutch

size to place species on a “fast-slow” continuum. Strong links between vital rates and

these more easily collected life history traits suggest that indicators that characterise

species’ pace of life could be used to generalise about population responses to distur-

bance.

3. We developed a framework in which species’ demographic responses to increased mor-

tality are related to two composite pace of life indicators: the major axis of life history

trait variation defined by a phylogenetic principal component analysis, and generation

length, a metric based on life history traits which captures generational turnover. We

applied classical sensitivity and transient analyses within this framework to UK seabird

species considered at threat from mortality-generating human activities such as offshore

marine developments.

4. We found that the two proxies representing pace of life provided some indication of

117
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demographic responses to elevated mortality risk in seabirds. Elasticity of population

growth rate to mortality hazard rate reduced in magnitude as pace of life slowed. Pace

of life was not a useful proxy for short-term amplification and attenuation but sensitivity

of amplification metrics to mortality hazard rate decreased for slower species. There was

a tendency for slower recovery in slow-paced species.

5. Pace of life indicators such as generation length may be a useful proxy for some sen-

sitivities and elasticities of long- and short-term responses to stage-specific changes in

vital rates such as mortality. In combination with ecological and behavioural indicators,

life history indicators based on pace of life could help in assessing risk to seabirds from

extrinsic threats even when direct knowledge of demographic responses is lacking.

Keywords—conservation, demographic modelling, life history, generation time, sensitivity analy-

sis, mortality hazard rate, extinction risk.

4.1 Introduction

Assessing species’ vulnerability to impacts from threats such as habitat loss, over-exploitation

or climate change is vital for managing natural resources and biodiversity. The mechanisms

for such impacts may be complex and indirect (Carslake et al. 2009) and are difficult to mea-

sure or predict (Grémillet and Charmantier 2010, Burke et al. 2012). Classical sensitivity and

elasticity analyses in conservation focus on the long-term changes to population growth rate

arising from perturbations of vital rates such as survival, growth, maturation, and reproduc-

tive effort. Complementary to these classical analyses, transient analysis predicts the short-

term responses of a population to disturbance or management interventions. These analyses

can help to inform the management of vulnerable populations, for example by identifying

impacts on vital rates that increase the risk of a population being pushed into decline or by

predicting short-term fluctuations in population size that could follow an intervention and

be detrimental to population persistence.

However, the estimates of vital rates that underpin these demographic analyses are chal-

lenging to acquire, requiring repeated measurements of individuals across many years. In

the absence of the detailed data required to conduct such analyses, it is desirable to identify

traits that are strongly related to vital rates but for which it is easier to collect data. These
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proxy traits may reveal patterns that can inform us about long- and short-term population

responses to threats. Identifying such patterns among many species may allow us to gen-

eralise about the risk that populations will decline or face local extinction due to external

threats that influence vital rates.

Life history traits such as clutch size and lifespan are promising candidates for predicting

population responses to perturbations due to their close relationship with vital rates such

as fecundity and survival. Covariation among life history traits can be used to allocate

species to a “fast-slow” continuum that captures pace of life (Stearns 1983, Read and Harvey

1989). Given the close relationship between vital rates and the life history traits which govern

species’ positions on the fast-slow continuum, pace of life could be used to generalise about

population responses to disturbance. For example, in plants, life history traits have been

linked to indices of population performance (Salguero-Gómez et al. 2016) and to elasticity

of population growth rate to survival, growth, and fecundity (Ramula et al. 2008). These

associations suggest that life history traits, which are more easily measured than vital rates,

could be used to identify species that are most vulnerable to impacts or to direct management

actions towards responsive vital rates (Heppell et al. 2000).

Pace of life indicators rank species along a continuum from “fast” species that are short-

lived with high reproductive output and early maturity to “slow” species that are long-lived,

mature late and have low reproductive output. For slow species, asymptotic population

growth rate typically shows the greatest sensitivity to adult survival (Sæther and Bakke

2000, Oli and Dobson 2003). In these species, constraints on life history mean that adult

survival may have a very narrow range of variation (Péron et al. 2016). However, while adult

survival may be canalised against environmental variation, anthropogenic factors such as

harvesting can have negative impacts on adult survival (Rolland et al. 2010) with significant

consequences for long-term population growth rate. Furthermore, although adult survival

has the most influence on the population growth rate of species with slow life history, neg-

ative impacts on the vital rates of other life stages may also be important to consider when

carrying out long-term population projections (Jenouvrier et al. 2005, 2009).

To generate appropriate management criteria, it is important to take into account not only

long-term population processes, but also short-term, transient responses to perturbations of

population structure (Hastings 2004). Population structure is regularly changed by natural
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processes (e.g. fires, storms), and in many systems may be affected by anthropogenic factors

such as harvesting. Population growth rate is altered by such perturbations in the short term,

in a manner that depends on the affected life stages (Koons et al. 2005, Stott et al. 2011).

Accounting for these transient dynamics is essential for understanding how populations will

respond to disturbance or interventions on the timescales over which conservation typically

operates (Ezard et al. 2010, Stott et al. 2012). Transient responses to perturbation can be

characterised by indices which describe the magnitude of fluctuations in population density

(Stott et al. 2011) and by the damping ratio, a measure of the rate of recovery following

disturbance (Caswell 2001). Together, these metrics (Table 4.1) provide a framework that

characterises the demographic resilience of a population (Capdevila et al. 2020). As for long-

term dynamics, pace of life may be a useful predictor of transient responses.

In this study, we investigate the use of pace of life indicators, representing the fast-slow

continuum, to predict the response of population growth rate and transient dynamics to

environmental impacts which increase mortality rates. Using pace of life indicators to assess

sensitivity to excess mortality could help to identify species which are particularly vulnerable

to impacts on the basis of readily available characteristics, even when detailed knowledge of

a species’ vital rates is lacking. This approach is particularly powerful when responses are

evaluated among numerous species. Various composite indicators have been suggested as

proxies capturing pace of life, including generation time (Gaillard et al. 2005), ratio of fertility

to age at maturity (Oli and Dobson 2003, Stahl and Oli 2006), and principal components

(Stearns 1983). Our objective is to identify pace of life proxies suitable for predicting how

species will respond to perturbations to mortality rate.

To meet this objective, we consider seabirds, a group of species which are exposed to

multiple threats associated with excess mortality due to human activities, such as fisheries

bycatch, overfishing, offshore development and environmental pollutants (Dias et al. 2019).

Estimating the vulnerability of seabirds to a range of threats has typically focused on eco-

logical characteristics, such as foraging ecology and flight activity (e.g. Furness and Tasker

2000, Garthe and Hüppop 2004, Jones et al. 2008). Here, we shift the focus to life history

traits representing the pace of life as a proxy for the vulnerability of marine birds to impacts

that increase mortality rates. By exploring patterns among many species along the fast-slow

continuum, we hope to generalise about risks to seabirds. Seabirds display a range of life
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histories along the fast-slow continuum, characterised by differences in lifespan, age at ma-

turity, and clutch size, but with a tendency towards a slow pace of life with relatively low

productivity and long lifespan. Differences in their life history traits mean that we expect to

see a range of responses to perturbations among seabird species.

Our core analysis explores classical sensitivity of asymptotic population growth rate to

stage-specific mortality hazard rate (Ergon et al. 2018). First, we calculate sensitivity and

elasticity of population growth rate to stage-specific mortality hazard rate to establish pop-

ulation responses to disturbance across a range of species. We then investigate how these

sensitivities and elasticities correlate with two proxy measures of pace of life: the major axis

of life history trait variation defined by a phylogenetic principal component analysis (PCA)

of traits including age at maturity, longevity, and clutch size; and generation length, a de-

mographic metric derived from age at maturity, lifespan, and survival that describes the rate

of replacement of one generation by the next (Gaillard et al. 2005, Bienvenu and Legendre

2015). Furthermore, we seek to identify patterns in short-term responses to disturbance by

relating pace of life to transient dynamics, in particular the magnitude and sensitivity to per-

turbations of transient variation and recovery rates. Together, these analyses provide insight

about which demographic responses could be generalised using pace of life proxies (elas-

ticities of asymptotic population growth rate, sensitivity of transient amplification, damping

ratio) and how pace of life indicators could contribute to a robust assessment of the risk of

population decline due to threats that affect mortality rates.

4.2 Methods

All analyses were carried out in R (version 4.0.2, R Core Team 2020).

4.2.1 Demographic data and model construction

We used demographic data for seabird species considered at risk from offshore developments

in the UK (Horswill and Robinson 2015). Data for 22 species (Table S4.1) met the minimum

requirements to construct a matrix population model for our analysis: estimates of juvenile

and adult survival, age at recruitment and productivity. We used these estimates and addi-

tional demographic data such as incidence of missed breeding to construct for each species

a post-reproductive stage-classified model with an annual timestep, one or more juvenile
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Amplification

First time-step amplification (reactivity) Maximum population growth in first time-step
relative to population with stable growth rateρ̄1 = ‖Â‖1

Maximum amplification Maximum population density relative to
population with stable growth rate and the
same initial size

ρ̄max = maxt>0 ‖Ât‖1

Amplified inertia Upper bound for population density after
transient fluctuations relative to population
with stable growth rate and the same initial sizeρ̄∞ =

vmax‖w‖1

vTw

Attenuation

First time-step attenuation Minimum population growth in first time-step
relative to population with stable growth rateρ

1
= minCS(Â)

Maximum attenuation Minimum population density relative to
population with stable growth rate and the
same initial size

ρ
min

= min
t>0

minCS(Ât)

Attenuated inertia Lower bound for population density after
transient fluctuations relative to population
with stable growth rate and the same initial sizeρ

∞
=

vmin‖w‖1

vTw

Recovery

Damping ratio Rate of convergence to a stable state, the
strength of asymptotic population growth rate
relative to transient effectsρ =

λ1

|λ2|

Table 4.1: Transient metrics of short-term population dynamics are calculated from the standardised

matrix population model Â = A/λ1 where λ1 is the dominant eigenvalue (Stott et al. 2011). minCS

denotes the minimum column sum of a matrix, v and w are the reproductive value and stable stage

distribution of A, respectively, and λ2 is the eigenvalue with the second largest magnitude.
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stages and a breeding adult stage (Caswell 2001). The model takes the form

A =



s1(1− γ1) 0 · · · sm−1γm−1 f sm(1− γm) f

s1γ1 s2(1− γ2) 0

0 s2γ2
. . .

...
. . .

...

sm−1(1− γm−1)

0 0 · · · sm−1γm−1 sm(1− γm)


, (4.1)

where sk and γk are the survival rate and transition rate for stage k individuals respectively,

f is the per-capita fecundity rate, and m is the number of stages. The transition rate,

γk =

( sk
λ

)dk −
( sk

λ

)dk−1( sk
λ

)dk−1 (4.2)

for stage duration dk and population growth rate λ, was calculated iteratively until conver-

gence of λ, the dominant eigenvalue of the projection matrix A. We determined the duration

of juvenile stages from the age ranges specified for these stages in Horswill and Robinson

(2015) and we used maximum longevity from the AnAge database (Tacutu et al. 2018) and

the age specified for the adult class in Horswill and Robinson (2015) to estimate adult stage

duration.

4.2.2 Asymptotic population growth rate sensitivity analysis

To allow us to analyse the sensitivity and elasticity of asymptotic population growth rate

with respect to excess mortality, we reparameterised the matrix population model in terms

of time-averaged mortality hazard rate (Ergon et al. 2018):

h̄k = − log(sk), k = 1, 2, . . . m. (4.3)

We used the reparameterised model to calculate the sensitivities and elasticities of popula-

tion growth rate, λ, to mortality hazard rate for each lifecycle stage k. Since the number

of juvenile stages varied among species, we retained only the sensitivities and elasticities to

mortality hazard rate for the first year (hereafter “juvenile”) and adult stages in the subse-

quent analyses.



124 4.2. Methods

4.2.3 Pace of life indicators

We extracted life history trait data (female and male age at maturity, longevity, maximum

longevity, and clutch size) from the Amniote database (Myhrvold et al. 2015). We used phy-

logenetic generalised least squares (pGLS) to obtain body mass residuals for each of the life

history traits (Revell 2009) and applied a phylogenetic PCA to the body mass residuals. We

used the principal axis of variation, PC1, as a proxy representing pace of life in the subse-

quent analysis. As a second proxy we used generation length estimates based on published

and imputed values for age at first breeding, maximum longevity, and annual adult survival

in birds (Bird et al. 2020). To evaluate whether pace of life proxies were effective indicators of

the sensitivity and elasticity of population growth rate, λ, to elevated mortality, we tested the

hypothesis that sensitivity and elasticity would increase in magnitude as pace of life slowed.

We fitted linear models between sensitivity and elasticity of population growth rate to juve-

nile or adult mortality hazard rate and pace of life. Additionally, we evaluated whether body

mass or asymptotic population growth rate, λ, were associated with differences in sensitivity

or elasticity to mortality hazard rate by fitting models relating sensitivities and elasticities

to body mass (Myhrvold et al. 2015) and to values of λ derived from the matrix population

models.

4.2.4 Transient analysis

To evaluate whether pace of life could be used to predict transient responses, we tested the

hypothesis that amplification and attenuation metrics and the sensitivity of those metrics

to underlying vital rates would be positively related to pace of life proxies. Additionally,

we tested the hypothesis that recovery from disturbance, captured by the damping ratio,

would be negatively related to pace of life. We used the original vital rates and a series of

proportional increases in mortality hazard rate to calculate transient indices of first time-step

amplification and attenuation, maximum amplification and attenuation, amplified inertia

and attenuated inertia (Table 4.1). For juvenile and adult stages, we increased mortality

hazard rate by 10%, 30% or 50% and used the perturbed value, h̄k + ∆h̄k, to obtain the

difference between the value of each metric f (h̄k) calculated using original and increased
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Figure 4.1: Sensitivities of population growth rate, λ, to juvenile and adult mortality hazard rate

showed similarities among congenerics, but elasticities were more variable.

juvenile or adult mortality hazard rate:

∆ fk = f (h̄k + ∆h̄k)− f (h̄k), k ∈ {juv, ad}. (4.4)

We fitted linear models to determine whether the baseline transient indices or the difference

in transient indices under perturbation were related to pace of life. We modelled the rela-

tionship between damping ratio ρ and pace of life using an inverse Gaussian generalised

linear model with an inverse square link function to capture the heavily skewed distribution

of damping ratio.
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Figure 4.2: Phylogenetically corrected principal component analysis of body mass residuals of life

history traits. PC1 explains 57% of the variance and aligns species from “large clutch size, early

maturity” to “small clutch size, late maturity”.

4.3 Results

4.3.1 Asymptotic population growth rate sensitivity analysis

Sensitivities and elasticities of asymptotic population growth rate, λ, to mortality hazard rate

were always negative, indicating that λ tends to decrease as mortality hazard rate increases

(Fig. 4.1). Sensitivities of λ to juvenile and adult mortality hazard rate in related species

(e.g. congenerics) had similar magnitudes, but elasticity patterns were more variable. Sen-

sitivity to adult mortality rate was always greater in magnitude than sensitivity to juvenile

mortality rate but this was not the case for elasticities to juvenile and adult mortality hazard

rate.

4.3.2 Life history proxies

The first principal component (PC1) of the phylogenetic PCA explained 57% of the variance

and described an axis of life history variation from species with high fecundity and early
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maturation (“fast” species) to those with higher age at maturity and lower clutch size (“slow”

species), after correcting for body mass and phylogeny (Fig. 4.2). Generation length estimates

obtained from Bird et al. (2020) were positively correlated with PC1 estimates (Pearson’s

r = 0.76, d. f . = 20, p < 0.001), indicating that the two proxies were consistent measures of

pace of life.

4.3.3 Relating sensitivity and elasticity to pace of life

To evaluate whether pace of life proxies were useful indicators of the sensitivity and elasticity

of population growth rate to increased mortality, we tested the hypothesis that sensitivity and

elasticity would be negatively related to pace of life proxies. To assess whether body size or

population growth rate influenced sensitivity and elasticity, we also tested the hypothesis

that sensitivity and elasticity to mortality hazard rate would be increase in magnitude with

body mass and decrease with population growth rate. We found that pace of life and body

mass were poor proxies for sensitivity of population growth rate to mortality hazard rate

(Fig. 4.3). However, sensitivity to juvenile and adult mortality hazard rate was negatively

associated with asymptotic population growth rate, λ (Sh̄juv
= 0.40− 0.50λ, Sh̄ad

= −0.07−

0.43λ, slopes not significantly different, R2 = 0.94).

Pace of life was an effective proxy for elasticity to mortality hazard rate in both juvenile

and adult stages. Elasticity to mortality hazard rate was positively associated with PC1

(Eh̄juv
= −0.051 + 0.009PC1, Eh̄ad

= −0.075 + 0.007PC1, R2 = 0.46) and generation length

(Eh̄juv
= −0.094 + 0.004G, Eh̄ad

= −0.113 + 0.004G, R2 = 0.50) (Fig. 4.4). Slopes for juvenile

and adult mortality hazard rate did not differ significantly in either case. There was no

association between elasticity to mortality hazard rate and body mass or population growth

rate, λ.

4.3.4 Transient analysis

To determine whether pace of life was a useful proxy for transient responses, we tested

the hypothesis that transient indices describing the bounds of amplification and attenuation

arising after a structural perturbation and the sensitivity of those metrics to increases in

mortality hazard rate would be positively related to pace of life proxies. Additionally, we

tested the hypothesis that damping ratio would be negatively related to pace of life. With
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Figure 4.3: Sensitivities of population growth rate to juvenile and adult mortality hazard rates showed

a negative relationship with asymptotic population growth rate. Prediction lines indicate support for

a relationship between sensitivity to juvenile (solid line) or adult (dashed line) mortality hazard rate

and the independent variable: a) PC1, b) generation length, c) body mass, and d) population growth

rate, λ.
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Figure 4.4: Elasticities of population growth rate to juvenile and adult mortality hazard rates showed

a positive relationship with pace of life proxies. Prediction lines indicate support for a relationship

between elasticity to juvenile (solid line) or adult (dashed line) mortality hazard rate and the inde-

pendent variable: a) PC1, b) generation length, c) body mass, and d) population growth rate, λ.

Figure 4.5: First time-step attenuation was associated with pace of life but other transient indices of

short-term dynamics did not vary with pace of life.
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Figure 4.6: Sensitivity of short-term amplification metrics to perturbations of mortality hazard rate

was negatively related to pace of life. Sensitivity of short-term attenuation metrics tended to be

positively related with pace of life but intercepts, and slopes for attenuated inertia, differed for per-

turbations of juvenile and adult mortality hazard rate. Results are shown for increasing mortality

hazard rate by 50%.
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the exception of first time-step attenuation (ρ
1
= 0.6+ 0.04PC1, R2 = 0.21; ρ

1
= 0.42+ 0.02G,

R2 = 0.18), transient metrics showed no relationship with pace of life (Fig. 4.5). Pace of

life was related to changes in transients bounds produced by perturbations to stage-specific

mortality hazard rate, with similar patterns among related metrics. Here, we present re-

sults for increasing mortality hazard rate by 50% (Fig. 4.6). For first time-step amplification,

sensitivity to perturbations of mortality hazard rate was negatively related to pace of life.

(∆ρ̄1juv = 0.03− 0.01PC1, ∆ρ̄1ad = 0.04− 0.01PC1, R2 = 0.27, slopes and intercepts not sig-

nificantly different). Sensitivity of first-time step attenuation tended to be positively related

with pace of life, but intercepts differed for perturbations of juvenile and adult mortality

hazard rate (∆ρ
1juv

= −0.11 + 0.01PC1, ∆ρ
1ad

= 0.02 − 0.001PC1, R2 = 0.87, slopes not

significantly different). Results for the other amplification and attenuation metrics and for

generation length followed the same patterns, with slopes differing in some cases (e.g. for

attenuated inertia, Fig. 4.6). Damping ratio showed a negative relationship with life history

(Fig. 4.7), indicating a slower rate of recovery in slower maturing species. Both PC1 and gen-

eration length explained a significant amount of variation in damping ratio (PC1: F = 17.55,

d. f . = 1, p < 0.001; generation length: F = 13.73, d. f . = 1, p < 0.01). Damping ratio was not

significantly associated with adult body mass or population growth rate, λ.

4.4 Discussion

Understanding how species’ demographic responses and resilience respond to elevated risks

of mortality is necessary for effective conservation planning and prioritisation (Field et al.

2019, Capdevila et al. 2020). However, the analysis required to inform such prioritisation

is often hindered by the scarcity of data on vital rates of mortality/survival, growth, and

reproduction among species of conservation concern (González-Suárez et al. 2012, Roberts

et al. 2016). Here, we use pace of life indicators that are more easily determined to assess

risk to population growth of increased mortality. This approach compensates for the lack of

hard to collect vital rates, potentially overcoming the issue of incomplete data and providing

a novel means of assessing threats associated with increased mortality.
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Figure 4.7: Damping ratio showed a negative relationship with life history proxies. Prediction lines

indicate support for a relationship between damping ratio and the independent variable: a) PC1, b)

generation length, c) body mass, and d) population growth rate, λ.
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4.4.1 Classical sensitivity analysis

Sensitivity analysis is an important tool for conservation demography, allowing identification

of lifecycle stages and vital rates with the greatest potential to mediate changes to popula-

tion growth (Benton and Grant 1999). It is valuable when robust estimates of vital rates

are available to parameterise demographic models (Beissinger and Westphal 1998, Coulson

et al. 2001). We applied sensitivity and elasticity analysis of population growth rate to mor-

tality hazard rate, averaged over an annual timestep, to predict the impact on population

dynamics of mortality affecting juvenile or adult stages in seabirds. These baseline results

support predictions from theory that, in slow-paced species, adult survival contributes most

to asymptotic population growth rate (Heppell et al. 2000, Sæther and Bakke 2000, Oli and

Dobson 2003). We found that, in seabirds, elasticity to adult mortality hazard rate was greater

in magnitude than elasticity to juvenile mortality hazard rate. Among transient metrics, sen-

sitivity to perturbations of juvenile and adult mortality rate differed between amplification

and attenuation metrics. We found a similar magnitude of increase in amplification met-

rics in response to increased juvenile or adult mortality hazard rate. Attenuation metrics, in

contrast, were higher when adult mortality hazard rate increased and lower in response to

increased juvenile mortality hazard rate. These results reflect different influences of adult

and juvenile life stages on short- and long-term population dynamics.

4.4.2 Relating sensitivity to pace of life using proxies

While classical sensitivity analysis is a valuable tool, parameterising the models used to

derive sensitivity values requires detailed information about a species’ lifecycle, such as

stage-specific survival rates, which may be missing, particularly for species of conservation

concern (González-Suárez et al. 2012, Conde et al. 2019). It would be valuable, therefore, to

be able to predict sensitivity and elasticity using more readily available trait data to act as

proxies for vital rates.

We explored the use of two proxies as predictors of sensitivity and elasticity: firstly, the

major axis of a principal component analysis applied to representative life history traits (age

at maturity, longevity, and clutch size), and secondly, generation length, which combines es-

timates of survival, age at maturation, and longevity. In addition, we considered two further

predictors: body mass, which is known to covary with vital rates (Stearns 1983, Jeschke and
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Kokko 2009), and asymptotic population growth rate, λ, since elasticities vary with popula-

tion growth rate (de Kroon et al. 2000). Overall, we found some evidence that pace of life

proxies were effective: they provide an indication of demographic responses to mortality in

seabirds, particularly a relationship between mortality elasticities and transient sensitivities

and pace of life, and a tendency for slower recovery in slow-lived species. However, we found

some patterns in opposite directions than we expected. Here we discuss these outcomes.

We did not detect a relationship between the sensitivity of asymptotic population growth

rate to mortality hazard rate and pace of life. However, we found that the magnitude of the

elasticity of population growth rate to adult and juvenile mortality hazard rate tended to

decrease for slower maturing species. This result is contrary to our expectation that elasticity

to adult mortality hazard rate would be greatest in magnitude for species with the slowest

pace of life (Sæther and Bakke 2000, Oli and Dobson 2003). The decrease in the proportional

contribution of adult mortality rate to population growth rate with pace of life could reflect

increases in the proportional contributions of mortality hazard rate for immature stages as

the age of maturity increases (Heppell et al. 2000).

We found no relationship in seabirds between sensitivity and elasticity of population

growth rate to mortality hazard rate and body mass. Heppell et al. (2000) noted that co-

variation between body size and traits such as age at maturation and litter sizes in mammals

(Stearns 1983) produced differences in patterns of elasticity that could be linked to body size.

The limited range of body mass for the species in our study (124 g Sterna hirundo to 4400 g

Gavia immer) may be insufficient to detect such patterns, compared with a study like Heppell

et al. (2000), which included mammals as diverse as small rodents and large cetaceans. Our

results indicate that, within more restricted taxonomic groups, body size may serve as a poor

proxy for the sensitivity of population growth rate to mortality hazard rate.

Sensitivity to mortality hazard rate tended to increase in magnitude with population

growth rate, becoming more negative as λ increased, but elasticity did not show a relation-

ship with λ. For slower paced species in our data set, λ tended to be close to 1; more extreme

values of λ tended to be associated with lower values of PC1 (Fig. S4.1) and with more neg-

ative elasticities (Fig. 4.4d). These interrelationships between pace of life, population growth

rate and elasticity to mortality hazard rate suggest that, although we detected a relation-

ship between pace of life and elasticity to mortality hazard rate that appears to be quite
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robust, our results may be linked to covariation between pace of life and population growth

rate in our data set. While our results tentatively support the use of pace of life proxies

to determine elasticity to adult and juvenile mortality hazard rate in seabirds, further work

would be valuable to determine whether the pattern is independent of population growth

rate. Our results suggest that the proportional impact of mortality on first year juvenile and

adult stages decreases as pace of life slows, perhaps reflecting the growing importance of

immature stages as age at maturity increases. Efforts to understand impacts on immature

stages may be increasingly important for slower paced species.

4.4.3 Transient dynamics and pace of life proxies

In our analysis of seabirds, pace of life was not a useful proxy for metrics describing the

bounds on transient dynamics. However, the sensitivity of transient metrics to mortality

hazard rate was related to pace of life, with sensitivity to amplification and attenuation met-

rics tending to decrease in magnitude with pace of life. The lack of association between pace

of life and transient metrics contrasts with results for mammals that link transient dynam-

ics to life history, with slow-paced species more likely to display a reduction in population

density in response to disturbance (Gamelon et al. 2014). Although we included species

spanning a range of life histories at the slower end of the life history spectrum, the variety

of life history in our study is limited compared to that of Gamelon et al. (2014), which en-

compassed 111 species with generation time spanning two orders of magnitude (2.6 years

Cynomys gunnisoni to 102.9 years Rhinoceros unicornis). In that study, transient metrics were

combined using phylogenetic PCA, producing major axes of variation that captured attenu-

ation and amplification metrics respectively. Similarity among amplification and attenuation

metrics (Fig. 4.5) in our study suggest that we would find similar alignments among transient

metrics. Detection of a relationship between life history and transient metrics may require

a broader comparative scope than in our study. For example, in a study of plants ranging

from monocarpic plants to trees, species at either end of the fast-slow continuum showed the

greatest potential for transient amplification and attenuation (Stott et al. 2010).

Our results suggest a relatively limited potential in seabirds for an increase in population

size following perturbation to population structure, with amplification metrics indicating a

maximum of around 25% increase in population size. There appears to be greater potential
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for populations to decrease in size following perturbation, with maximum and long-term

attenuation of around 50% and fairly high among-species variation. Perturbation of mortality

hazard rate caused changes to transient bounds which were weakly related to pace of life,

with greater changes tending to occur in faster paced species. Understanding the drivers

for differences in attenuation among species is important for understanding the potential

for populations to be negatively impacted in response to threats. Our study suggests that

pace of life has limited use as a surrogate in this case, and that alternative indicators such as

ecological traits should be considered.

Although pace of life was not a strong indicator of transient amplification and attenu-

ation, we found evidence to suggest that pace of life can predict recovery time following

perturbation, captured here by the damping ratio. Our results suggest that, as pace of life

slows, populations become slower to return to a stable population state. Slow recovery in

longer-lived species can increase their vulnerability to threats such as habitat loss, harvest or

natural catastrophes (Keevil et al. 2018, Capdevila et al. 2020). The ability to predict which

populations will take longer to recover from impacts could be used in impact assessments

and to target mitigation efforts towards the most vulnerable populations.

4.4.4 Limitations

We considered the impact of increased mortality hazard rate for single lifecycle stages. How-

ever, threats could affect vital rates across the lifecycle simultaneously and interactions be-

tween stage-specific perturbations may amplify impacts on population dynamics (Hunter

and Caswell 2005). Furthermore, threats that affect a given vital rate may have an oppos-

ing influence on another rate (Barbraud and Weimerskirch 2001). Sensitivities of population

growth rate to perturbations of vital rates for multiple lifecycle stages could be calculated

through application of the chain rule (Jenouvrier et al. 2018) to explore synergistic responses.

However, interpreting the results in terms of pace of life indicators would be more compli-

cated.

As well as affecting multiple vital rates, threats may affect different parts of the lifecycle

according to spatial and temporal patterns of behaviour. Failure to account for impacts across

the lifecycle may lead to biased assessment of risk (Carneiro et al. 2020). Here, adopting a

stage-based approach allowed us to explore the impact of mortality occurring at different
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lifecycle stages. To assess the impact of increased mortality affecting only part of the annual

lifecycle one would need to use a model with a seasonal time step. We would not expect the

results of a seasonal model to differ greatly from our results based on mortality hazard rate

averaged across the annual time step.

Our focus on a single vital rate, time-averaged mortality hazard rate, derived from the

probability of survival over the annual time step, reflects the importance of survival in the

lifecycle of long-lived species. Mortality hazard rate has the advantage of being on a non-

bounded scale, allowing the calculation of sensitivities and elasticities on a scale that is

readily comparable with sensitivities to other vital rates (Ergon et al. 2018). While adult

survival is the vital rate with the greatest proportional effect on population growth rate in

slow-paced species, other vital rates may also contribute to both long-term and transient

population dynamics.

4.4.5 Implications for management of vulnerable seabirds

Despite the ability of many species to buffer environmental change through behavioural

plasticity (Grémillet et al. 2012, Field et al. 2019), seabirds remain at risk from a wide range

of threats. Environmental contaminants such as oil spills and marine plastics can cause

direct mortality (Votier et al. 2005) or contribute to reduced body condition and result in

negative effects on survival and recruitment (Lavers et al. 2014). Incidental bycatch leads to

increased mortality in albatrosses, petrels and shearwaters (Anderson et al. 2011, Paterson

et al. 2019) and may be particularly associated with immature mortality (Barbraud et al.

2012). Overfishing is associated with reduced breeding success (Wanless et al. 2007, Carroll

et al. 2017) and with low adult body condition (Grémillet et al. 2016), which may affect

breeding success and adult survival. Other threats may affect survival (e.g. artificial lighting,

Rodríguez et al. 2017) or reproductive success (e.g. disturbance, Watson et al. 2014; invasive

species, Spatz et al. 2017). Combined threats may produce complex effects on vital rates, for

example when negative effects on survival and breeding success due to changes in climatic

conditions interact with the negative impact of fisheries on survival (Rolland et al. 2010,

Barbraud et al. 2012). Demographic metrics provide a common currency to quantify and

compare the potential population-level consequences of these impacts.

Previous work has indicated that life history traits can modulate seabird species’ re-



138 4.4. Discussion

sponses to threats (Sandvik et al. 2012, Genovart et al. 2013). As noted above, we found that

pace of life proxies based on life history traits can provide an indication of demographic re-

sponses to mortality in seabirds, particularly relationships between mortality elasticities and

pace of life and between transient sensitivities and pace of life, and a tendency for slower

recovery in slow-paced species. For seabirds, use of pace of life proxies as indicators of

elasticity to mortality hazard rate and the sensitivity of transient fluctuations could be im-

portant when assessing the impact of threats which are expected to increase mortality but

for which direct evidence for mortality impacts is lacking, such as offshore developments

(Burke et al. 2012). A similar approach could be used to assess population responses to im-

pacts on reproductive success, with the indicators combined to provide an overall assessment

of vulnerability. Damping ratio provides a useful metric of the time needed to recover from

perturbations such as severe weather events (Jenouvrier et al. 2009) or mortality induced by

human activities such as oil spills (Votier et al. 2005). Many seabird populations face multiple

or repeated threats (Dias et al. 2019), and for species with low damping ratio the potential

for recovery could be seriously hindered.

Our results suggest that pace of life indicators such as generation length could be used as

a means of assessing threat in seabirds. The utility of generation length as a natural time scale

for assessing population dynamics is widely recognised (Frankham and Brook 2004, Sæther

et al. 2005, O’Grady et al. 2008) and has shaped its use in conservation biology. In particular,

generation length is used to adjust the period over which to assess population trends in

the International Union for Conservation of Nature (IUCN) Red List assessment, allowing

this time scale to account for differences in life history among species (Mace et al. 2008,

IUCN Standards and Petitions Subcommittee 2019). Substantial effort has consequently been

applied to produce robust generation length estimates in many taxa (e.g. mammals, Pacifici

et al. 2013, Cooke et al. 2018; birds, Bird et al. 2020). Such estimates could be used to rank

seabird species of conservation concern, providing a potential shortcut to assessing species’

vulnerability to threats that affect vital rates such as mortality hazard rate. Furthermore, pace

of life indicators could be combined with ecological and behavioural indicators (Furness et al.

2013, Kelsey et al. 2018) to provide a more comprehensive indication of species’ responses

to threats. Reliable indicators are necessary to provide robust assessment of risks to marine

birds from threats such as human activities and extreme climatic events so that appropriate
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mitigation can be planned and implemented.
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4.8 Supporting information

Figure S4.1: Relationship between asymptotic population growth rate λ and life history indicator,

PC1.
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Abstract 49 

Approximately 25% of mammals are threatened with extinction, a risk that is amplified under 50 

climate change. Persistence under climate change is determined by the combined effects of 51 

climatic factors on multiple demographic rates (survival, development, reproduction), and hence, 52 

population dynamics. To assess species’ vulnerability to climate change, we synthesize 53 

information from 107 studies, corresponding to 87 mammal species, that quantitatively link 54 

climate to multiple demographic rates. We reveal a strong mismatch between the locations of 55 

demographic studies and the regions and taxa currently recognized as most vulnerable to climate 56 

change. Moreover, the effects of climate change on mammals will operate via complex 57 

demographic mechanisms: a vast majority of populations display projected increases in some 58 

demographic rates but declines in others. Assessments of population viability under climate 59 
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change therefore need to account for multiple demographic responses, and coordinated actions 60 

to assess mammal demography holistically should be prioritized. 61 

 62 

Introduction 63 

The ca. 6,400 extant mammal species can be found in virtually all terrestrial and most aquatic 64 

habitats (Jenkins et al. 2013). This evolutionary success has been facilitated by the wide range of 65 

mammalian life history strategies (Healy et al. 2019), which enable them to cope with vastly 66 

different climates (Promislow et al. 1990). These strategies include extreme examples like male 67 

semelparity in some Australian marsupials with very short mating seasons (Fisher et al. 2013) or 68 

high behavioral plasticity in primates to buffer from the negative effects of environmental variation 69 

(Campos et al. 2017). This tremendous variation in life history strategies can be captured by 70 

differences among organisms in their rates and timing of survival, development, and reproduction 71 

(Stearns 1992). It is these demographic rates that determine population growth and thus species 72 

persistence.  73 

Important efforts have been made in the last decade to increase the amount of comparative data 74 

to understand the variation in demographic rates across mammals (Conde et al. 2019).  These data 75 

have resulted in the broader availability of open-access demographic data on mammal populations 76 

(Jones et al. 2009; Salguero-Gómez et al. 2016). However, we still lack a holistic understanding of 77 

how climate drivers simultaneously affect survival, development, and reproduction in mammals 78 

worldwide. We do not know whether research quantifying the response of mammal populations to 79 

climatic drivers is available for regions most vulnerable to climate change or for the most vulnerable 80 

species. Moreover, the complexity of demographic responses to climate remains unknown, despite 81 

an emerging consensus that interactions among demographic rates and biotic and abiotic drivers 82 

hinder simplistic projections of persistence under climate change (Benton et al. 2006; Urban et al. 83 

2016). For instance, a negative effect of climate on a specific demographic rate does not 84 

necessarily cause a population to go extinct, when another demographic rate responds positively 85 
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to climate, or when population dynamics are mediated by interactions among climate drivers and 86 

density-dependent feedbacks (Reed et al. 2013; Paniw et al. 2019). 87 

Here, we synthesize our understanding regarding where, which, and how mammal populations 88 

respond to climate. We conducted a rigorous review of literature linking multiple demographic rates 89 

to climatic drivers, thus capturing the complexity of demographic responses, on 5,856 mammal 90 

species with available life-history information (Myhrvold et al. 2015). We then linked data from the 91 

literature review to information on ecoregion and species’ vulnerability to climate change 92 

(Beaumont et al. 2011; IUCN 2019) to explore (i) whether mammal demographic studies are 93 

conducted in ecoregions that are most vulnerable to projected increases in temperature extremes 94 

(Q1: Where?) (18); (ii) whether demographic responses to projected changes in climate reflect 95 

species’ extinction risk as determined by the IUCN Red List status of mammals (Q2: Which 96 

species?); and (iii) through which demographic processes projected changes in climate may show 97 

negative and/or positive effects on populations (Q3: How?). 98 

Methods 99 

We obtained scientific names of all 5,856 mammal species with available life-history information 100 

from the Amniote database (Myhrvold et al. 2015). For each species, we searched SCOPUS for 101 

studies (published before 2018) that quantified demographic-rate-climate relationships (for the full 102 

list of search terms, see WebPanel 1). From any study that matched our search terms, we 103 

extracted information on these relationships only if (i) the study linked at least two different 104 

demographic rates (i.e., survival, development/growth, or reproduction) to a climatic driver (i.e., 105 

any direct or indirect measure of temperature or precipitation); and (ii) the response of a 106 

demographic rate to a climatic driver was quantified using statistical methods (i.e., excluding 107 

qualitative or descriptive studies). In addition, we only considered studies on natural populations 108 

of terrestrial mammals, or partially terrestrial mammals (e.g., polar bears), because initial results 109 

showed that there were only few climate-related population studies on fully aquatic mammals, 110 
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which considered distinct climatic drivers (e.g., ocean circulation indices), lacked future 111 

projections, and were not easily assigned to specific ecoregions.  112 

From all studies meeting our criteria, we extracted the effect any climatic driver had on age- or 113 

stage-specific demographic rates. We grouped these effects as positive (i.e., increased rate), 114 

negative (i.e., reduced rate), no effect, or nonlinear (e.g., positive effects at intermediate values 115 

and negative at extremes). We also recorded whether climate effects were mediated by other 116 

factors (e.g., density, biotic interactions). In studies that indicated future projections of drivers, we 117 

recorded whether drivers were projected to increase, decrease, or show nonlinear trends. For the 118 

70% of studies that did not report on projections, we quantified such future projection for climatic 119 

variables that depicted direct precipitation and temperature measures (for details, see WebPanel 120 

1). Briefly, we obtained monthly average temperatures and rainfall data as well as maximum and 121 

minimum monthly temperatures from 1979-2013 for all relevant study locations using 122 

climatologies at high resolution for the earth’s land surface areas (CHELSA) (Karger et al. 2017). 123 

We also obtained projections of these variables for 2041-2060 assuming five diverging climate 124 

models (WebPanel 1). We then quantified whether a given driver was projected to increase or 125 

decrease (95 % CI across the five projection models did not cross historical values) or show no 126 

change (95 % CI crossed historical values). From this information, we determined whether a 127 

demographic rate would decrease (e.g., positive response to a driver projected to decrease) or 128 

increase (e.g., positive response to a driver projected to increase). Unless explicitly stated 129 

otherwise in a study, we assumed that demographic rates that were not affected by a climatic 130 

variable would not change in the future, and ones that showed nonlinear responses would also 131 

likely show nonlinear responses in the future. 132 

A full list of extracted studies and a more detailed description of the extraction protocol and 133 

climate modeling can be found in WebPanel 1 and WebTable 1. The multitude of methodological 134 

approaches used to study demographic responses (e.g. correlation analyses, structured 135 

demographic models, individual-based models) renders a meta-analytical approach impractical. 136 
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We determined the vulnerability of global ecoregions to climate change following Beaumont and 137 

colleagues (2011), who assessed the likelihood that, by 2070, the “Global 200”, i.e., 238 138 

ecoregions of exceptional biodiversity (Pimm et al. 2014), would regularly experience monthly 139 

climatic conditions that were extreme in 1961–1990. To characterize ecoregions vulnerable to 140 

increases in temperature extremes, we first matched the geographic locations of the studied 141 

mammal populations to the geographic extent of the G200 ecoregions. We then characterized 142 

temperature vulnerability of the G200 ecoregions that contained the studied mammal populations 143 

using the weighted average minimum monthly distance in temperatures (under the A2 climate 144 

model ensemble) from the mean of the 1961-1990 baseline (Beaumont et al. 2011). The higher 145 

the distance, the more vulnerable an ecoregion. Lastly, to assess a potential mismatch in 146 

demographic studies and ecoregion climate vulnerability (Q1: Where?), we quantified the 147 

proportion of positive, negative, nonlinear, or no-effect responses of demographic rates to any 148 

local temperature variable in each G200 ecoregion. This assessment is conservative in that we 149 

did not perform it for precipitation; precipitation extremes, although likely to increase in numerous 150 

natural systems, were not projected to increase at an ecoregion level (Beaumont et al. 2011).  151 

To assess whether demographic responses to projected changes in climate (see below) agree 152 

with the International Union for Conservation of Nature and Natural Resources (IUCN) Red List 153 

status of mammals (Q2: Which species?), we obtained IUCN assessments (including threats) for 154 

all species identified in the literature review. We used the R package rredlist to access the IUCN 155 

Red List database and extract available information on whether the species are listed in the 156 

database, and, if so, what status they are assigned to and whether climate change is listed as an 157 

existing or potential threat. 158 

 159 

Results 160 

We extracted information on climate-demography relationships from 107 studies, for a total of 87 161 

mammal species, that quantified simultaneous responses to climate in at least two different 162 
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age/stage-specific demographic rates. These studies span 14 biomes, with the exception of tropical 163 

and subtropical coniferous forests and mangroves (WebFigure 1). Overall, more studies assess 164 

only the direct effects of precipitation (n = 47) than the direct effects of temperature (n = 11) 165 

(WebFigure 2); and in 19 of the 107 studies, only indirect effects are assessed via global indices 166 

such as the North Atlantic Oscillation (NAO) or El Niño–Southern Oscillation (ENSO). Few studies 167 

(10%) test how different climatic drivers interact with one another, approximately half (55%) test for 168 

the effects of density dependence on demographic rates, and an additional 20% test for interactions 169 

with non-climatic drivers other than population density (e.g. predation, food availability).  170 

 171 

In addressing “Q1: Where?”, our synthesis reveals that few demographic studies are conducted in 172 

ecoregions that are both most biodiverse and most vulnerable to climate change (Olson and 173 

Dinerstein 2002). We find that 42 out of the 107 demographic studies were conducted in one of the 174 

G200 ecoregions (Fig. 1). However, only 13 of these studies assess the demographic effects of 175 

temperature increases, which, unlike precipitation, is projected to become more extreme in all G200 176 

ecoregions (Beaumont et al. 2011). In addition, no study has examined the responses of different 177 

demographic rates in ecoregions with the highest vulnerability scores (e.g., the Central Congo 178 

Basin; darkest red in Fig. 1). Only one study, which includes three primate species, assesses 179 

temperature effects in relatively highly vulnerable G200 ecoregions; and finds no effects (Fig. 1 180 

insert) likely due to the primates’ behavioral and physiological flexibility before climate variation 181 

(Campos et al. 2017).  182 

 183 

In addition to an ecoregion bias, in answering “Q2: Which species?”, we highlight that demographic 184 

analyses have taxonomic bias. Studies linking multiple demographic rates to climatic drivers are 185 

primarily performed in regions with a relatively low mammal richness and on species that are not 186 

currently vulnerable to climate change (Fig. 2), based on IUCN classifications. Indeed, the IUCN 187 

has identified at least 17% of listed vertebrates to be sensitive to climate change, i.e., decreasing 188 

in numbers or losing habitat under changes in temperature and precipitation regimes due to 189 

Chapter 5. Complex demographic responses of terrestrial mammals to climate change 159



 

 

8 

 

elevated atmospheric CO2 levels (Marris 2008). Our synthesis reveals that only 4% of all mammals 190 

assessed as climate sensitive by the IUCN have detailed studies linking demography to climate 191 

(i.e., 13% of studies we assessed). Interestingly, the proportion of demographic rates per study that 192 

will decline under projected changes in climatic drivers (0.31, ± 0.10 S.E.) is highest for species 193 

that have been flagged by the IUCN as climate sensitive. However, this proportion is followed 194 

closely by species for which climate change is not considered a threat by the IUCN (Fig. 2 insert).  195 

 196 

In addressing “Q3: How?”, our synthesis reveals that multi-directional demographic responses to 197 

climate are prevalent. Only eight of the 107 studies report unidirectional (all positive) responses of 198 

demographic rates to climatic drivers, while 11 studies find no effect of climate on any 199 

demographic rate (WebFigure 3). For the vast majority of species, the direction of observed 200 

(79%) and projected (75%) demographic responses to climate vary depending on the 201 

demographic rate or age/stage being considered (examples in Fig. 3 insert); and on interactions 202 

among climatic and non-climatic drivers, with interactions often mediated by density feedbacks 203 

(WebFigure 3). In addition, 13 studies assess the effects of climate on population growth rates in 204 

addition to underlying demographic rates (WebFigure 3, WebTable 1). These examples show that 205 

population responses are not readily predictable from a single demographic rate when multiple 206 

climatic drivers and their interactions with biotic drivers affect demography.  207 

 208 

Conclusions  209 

Our synthesis suggests that gaining a global understanding of the mammals that are most 210 

vulnerable to climate-driven extinction will require filling important knowledge gaps. Studies on 211 

climate effects across the whole life cycle of populations are needed in many biodiversity 212 

hotspots that also highly susceptible to climate change (Beaumont et al. 2011). Many of these 213 

ecoregions also face strong pressures on biodiversity from direct human activities (Venter et al. 214 

2016). A majority of demographic studies where multiple demographic rates are linked to climate 215 

in vulnerable ecoregions and elsewhere nevertheless does not account for interactions with non-216 
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climate drivers. These omissions may bias estimates of population viability as population 217 

dynamics are typically driven by compound effects of interacting climatic and non-climatic drivers 218 

(Benton et al. 2006), which are projected to become more extreme under climate change 219 

(Zscheischler et al. 2018).  220 

 221 

Our analysis also reveals that studies assessing responses to climate across different 222 

demographic rates are required for most mammals considered climate-sensitive by the IUCN, 223 

allowing this threat to be understood and potentially mitigated through conservation. On the other 224 

hand, given that a large number of mammals not considered to be climate sensitive may actually 225 

show strong negative demographic responses to climate change, our results support the need for 226 

current IUCN efforts to re-evaluate the importance of climate as an extinction threat to mammals 227 

(Foden and Young 2016). 228 

 229 

By focusing on studies that have assessed several demographic responses to climate, we 230 

necessarily limited the number of taxa in our review. In fact, we identified at least 111 more 231 

studies on 68 additional species that only assessed climatic effects on single demographic rates. 232 

We stress here that we do not question the validity of such studies when population dynamics 233 

can be accurately predicted from the changes in one key demographic rate. However, population 234 

responses to climate are typically determined by the covariation among multiple demographic 235 

rates, which itself is often mediated by a myriad of interacting biotic and abiotic factors, (e.g., 236 

Reed et al. 2013). For instance, impalas (Aepyceros melampus), which the IUCN characterizes 237 

as threatened by drought (WebTable 1), may show positive or negative responses in survival and 238 

reproductive success under rainfall scarcity depending on the seasonal patterning of rainfall and 239 

population density (Ogutu et al. 2012). Similarly, meerkats (Suricata suricatta), which currently 240 

face no threats according to the IUCN, show nonlinear, i.e., both positive and negative, 241 

responses to precipitation across several critical demographic rates due to social interactions and 242 

density feedbacks (Ozgul et al. 2014). Therefore, as a cooperative breeder, meerkats may be 243 
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vulnerable to increases in seasonal climatic extremes that decrease group densities (Paniw et al. 244 

2019). Such complex demographic responses make it challenging to project species’ fates under 245 

climate change because the future of populations cannot be accurately determined from single 246 

demographic rates (Urban et al. 2016). 247 

 248 

As consistently negative demographic responses to climate change are only relatively common in 249 

species the IUCN flagged as climate sensitive, our results suggest that complexity of 250 

demographic responses may buffer populations from adverse climate effects (González-Suárez 251 

and Revilla 2013). Therefore, despite the challenges involved in collecting long-term demographic 252 

parameters across the entire life cycle (Foden and Young 2016), the mechanistic insights gained 253 

from such parameters will be invaluable to understand the drivers of biodiversity loss under 254 

climate change (Urban et al. 2016).  255 

 256 

Mammals are key ecosystem engineers, frequent apex predators, and providers of important 257 

ecosystem services, (e.g., Wallach et al. 2017; Poulsen et al. 2018). Future dynamics of mammal 258 

populations can therefore determine overall ecosystem change (Zarnetske et al. 2012). Our 259 

current mechanistic knowledge on mammal responses to climate change would benefit from 260 

strategic studies that fill the knowledge gaps identified here. Along with recent calls for a renewed 261 

global effort to collect natural-history information (Urban et al. 2016), we advocate for a 262 

coordinated effort to collect and model demographic responses to climate across the entire life 263 

cycle of species, particularly in vulnerable ecoregions such as moist forests in the Congo Basin or 264 

mangroves in Madagascar.   265 
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Figure legends  350 

 351 

Figure 1. Global distribution of 107 mammal studies (grey points) that have comprehensively 352 

assessed demographic responses to climate across the species’ life cycles. Point size indicates 353 

number of relationships between climatic drivers and age/stage-specific demographic rates 354 

(survival, development, and/or reproduction). Red-scale map background indicates projected 355 

climate-change vulnerability for the most biodiverse (G200) ecoregions, with redder colors 356 

indicating higher increase in extreme temperatures. Left insert shows number of demographic 357 

rates decreasing (-), not changing (0), or increasing (+) under increasing temperatures as 358 

function of ecoregion vulnerability. Green shading on insert indicates total number of 359 

demographic rates linked to temperature per ecoregion vulnerability level. 360 

 361 

Figure 2. Global distribution of mammals (points) with available information on climate-362 

demography relationships. Point and bar colors indicate levels of threat assessment by the IUCN 363 

(No IUCN - species not assessed; No T - species assessed and currently faces no threats; No CT 364 

- climate change not considered a threat; CT - climate change considered a threat). Darker 365 

background on the map indicates higher mammal richness (number of species). Bottom-left insert 366 

displays the mean proportion of demographic rates per mammal population ± S.E. (error bars) 367 

that will decrease under projected climate change in different IUCN categories. Total number of 368 
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populations with at least one decreasing rate per threat level are indicated above the bars. 369 

Species highlighted in Figure 3 are mapped here. 370 

 371 

Figure 3. Summary of responses of demographic rates under projected changes in climate 372 

across IUCN threat categories (left panel). The proportion of studied populations (out of total 373 

number indicated) is shown where the same (within) demographic rate is projected to increase or 374 

decrease (+/-) depending on the age/stage modeled; or where a positive response in one rate but 375 

negative in another rate (among) are projected. Categories include No IUCN - species not 376 

assessed; No T - species assessed and currently faces no threats; No CT - climate change is not 377 

considered a threat; CT - climate change is considered a threat). Detailed responses for 11 378 

example species highlighting the full spectrum of responses are shown in the right panel. 379 

Demographic rates include survival (S), probability of reproducing and reproductive output (R), 380 

and growth and development (G), which can show only positive (+), only negative (-), nonlinear 381 

(NL; both positive and negative), or no (0) responses in the future. From top left to bottom right, 382 

the species include Soay sheep (Ovis aries), agile antechinus (Antechinus agilis), yellow-bellied 383 

marmot (Marmota flaviventer), meerkat (Suricata suricatta), pika (Ochotona curzoniae), long-384 

tailed wattled bat (Chalinolobus tuberculatus), Milne-Edwards's sifaka (Propithecus edwardsi), 385 

northern muriqui (Brachyteles hypoxanthus), Saiga antelope (Saiga tatarica), impala (Aepyceros 386 

melampus), and black-flanked rock-wallaby (Petrogale lateralis). 387 

 388 

 389 

 390 

 391 

 392 

 393 

 394 

Chapter 5. Complex demographic responses of terrestrial mammals to climate change 167



 

 

16 

 

 395 

Figure 1 396 

 397 

 398 

Figure 2 399 

 400 

 401 

 402 

168 5.2. Manuscript



 

 

17 

 

Figure 3  403 
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Supporting Information S1 for 

The myriad of complex demographic responses of terrestrial 

mammals to climate change and gaps of knowledge: A global 

analysis 

For all correspondence, please contact Maria Paniw:  maria.paniw@ebd.csic.es or 

m.paniw@gmail.com  

Detailed Extraction Protocol and Data Description 

For each mammal species i with available life-history information, we searched SCOPUS for 

studies (published before 2018) where the title, abstract, or keywords contained the following 

search terms:   

Scientific species namei AND (demograph* OR population OR life-history OR "life 

history" OR model) AND (climat* OR precipitation OR rain* OR temperature OR 

weather) AND (surv* OR reprod* OR recruit* OR brood OR breed* OR mass OR 

weight OR size OR grow* OR offspring OR litter OR lambda OR birth OR mortality 

OR body OR hatch* OR fledg* OR productiv* OR age OR inherit* OR sex OR 

nest* OR fecund* OR progression OR pregnan* OR newborn OR longevity).  

We used the R package taxize (Chamberlain and Szöcs 2013) to resolve discrepancies in 

scientific names or taxonomic identifiers and, where applicable, searched SCOPUS using all 

scientific names associated with a species in the Integrated Taxonomic Information System (ITIS; 

http://www.itis.gov).  

We did not extract information on demographic-rate-climate relationships if: 
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- A study reported on single age- or stage-specific demograpihc rates (e.g., Albon et al. 

2002; Rézoiki et al. 2016) 

- A study used an experimental design to link demographic rates to climate variation (e.g., 

Cain et al. 2008) 

- A study considered the effects of climate only indirectly or qualitatively. In most cases, 

this occurred when demographic rates differed between seasons but were not linked 

explicitly to climatic factors driving these differences (e.g., de Silva et al. 2013; Gaillard et 

al. 2013). 

We included several studies of the same population as different studies assessed different 

climatic variables or demographic rates or spanned different years (e.g., for Rangifer tarandus 

platyrhynchus, Albon et al. 206; Douhard et al. 2016).   

Lastly, we note that we can miss a potentially relevant study if our search terms were not 

mentioned in the title, abstract, or keywords. To our knowledge, this occurred only once, for 

Mastomys natalensis (we included the relevant study [Leirs et al. 1997] into our review after we 

were made aware that it assesses climate-demography relationships in the main text).  

Description of key collected data 

From all studies quantitatively assessing climate-demography relationships, we extracted the 

following information: 

a) Geographic location - The center of the study area was always used. If coordinates were 

not provided in a study, we assigned coordinates based on the study descriptions of field 

sites and data collection. 

b) Terrestrial biome - The study population was assigned to one of 14 terrestrial biomes 

(Olson et al. 2001) corresponding to the center of the study area. As this review is 

focused on general climatic patterns affecting demographic rates, specific microhabitat 

conditions described for any study population were not considered.  
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c) Climatic driver - Drivers linked to demographic rates were grouped as either local 

precipitation & temperature indices or global indices (e.g., ENSO, NAO). The temporal 

extent (e.g., monthly, seasonal, annual, etc.) and aggregation type (e.g., minimum, 

maximum, mean, etc.) of drivers was also noted.  

d) Demographic rate modeled - To facilitate comparisons, we grouped the demographic 

rates into either survival, reproductive success (i.e., whether or not reproduction 

occurred), reproductive output (i.e., number or rate of offspring production), growth 

(including stage transitions), or condition that determines development (i.e., mass or 

size).   

e) Stage or sex modeled - We retrieved information on responses of demographic rates to 

climate for each age class, stage, or sex modeled in a given study. 

f) Driver effect - We grouped effects of drivers as positive (i.e., increased demographic 

rates), negative (i.e., reduced demographic rate), no effect, or nonlinear (e.g., positive 

effects at intermediate values and negative at extremes).  

g) Driver interactions - We noted any density dependence modeled and any non-climatic 

covariates included in the demographic-rate models assessing climatic effects.  

h) Future projections of climatic driver - In studies that indicated projections of drivers under 

climate change, we noted whether drivers were projected to increase, decrease, or show 

nonlinear trends. For studies that provided no information on climatic projections, we 

quantified projections as described in Detailed description of climate-change projections 

below (see also climate_change_analyses_mammal_review.R). 

 

Protocol summary 

Data were extracted from papers by a team of digitizers (see Table 1 below), each of whom 

worked independently on a randomly assigned collection of species. A formatted data-sheet was 

provided to facilitate consistent and standardized data extraction. Once individuals had collected 
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data, the resulting dataset was error checked in a number of ways. For example, digitizers 

randomly checked 10% of papers in the database entered by colleagues, to ensure that outputs 

from two different digitizers were consistent. Error-checkers also ensured that there were no 

duplicated manuscripts recorded (this could conceivably happen if a paper modelled more than 

one species and digitizers extracted data for all species studied in a particular manuscript) and 

also that all data were entered in a standardized format. Here, we describe all of the data that 

were collected, and how each item of data was defined.  

Detailed data description 

1. Location data 

a. Latitude and longitude 

The latitude and longitude of a particular study site (as reported in the manuscript) were recorded 

in decimal degrees using the WGS84 global projection. Notes were also made on how the 

location was described in the paper, i.e. if the location provided represented the middle of a study 

site, or how latitude and longitude were calculated for migratory species. If latitude and longitude 

were not reported in the original manuscript, the digitizers used the verbal description of the study 

site (e.g. nearest town, center of national park etc. where the study was conducted) to estimate 

these values. Such an approximation of study location did not affect our analyses and 

conclusions, which were based on broad-scale ecoregion comparisons and on climate data that 

were interpolated over a relatively large grid of approximately 1 km2. 

b. Biomes and ecoregions 

We obtained georeferenced maps of terrestrial biomes and ecoregions from the World Wildlife 

Fund (Olson et al. 2001). Each location identified in our review could therefore be placed into a 

biome that consisted of one or more ecoregions, some of which correspond to highly diverse 

G200 ecoregions. Terrestrial biome categories included: TMB – tropical and subtropical moist 

broadleaf forests; TDB – tropical and subtropical dry broadleaf forests; TSC – tropical and 
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subtropical coniferous forests; TBM – temperate broadleaf and mixed forests; TCF – temperate 

coniferous forests; BOR – boreal forests / taiga; TGV – tropical and subtropical grasslands, 

savannas and shrublands; TGS – temperate grasslands, savannas and shrublands; FGS -  

flooded grasslands and savannas; MON – montane grasslands and shrublands; TUN – tundra; 

MED – Mediterranean forests, woodland and scrubs; DES – deserts and xeric shrublands; MAN 

– mangroves. Definitions for each of these biomes as well as all ecoregions can be found at 

http://wwf.panda.org/about_our_earth/ecoregions/ecoregion_list/.  

2. Climatic Data 

a. Climatic Drivers 

Climatic drivers were divided into the following categories: P - any measure of precipitation; T - 

any measure of temperature; PT - measures such as drought or icing that reflect both 

temperature and precipitation. Some climatic drivers were variables derived from raw measures 

of precipitation and temperature. These variables were described as in the reviewed papers and 

include NAO - Northern Atlantic Oscillation, ENSO - El Niño–Southern Oscillation; SAM - 

Southern Annular Mode; SOI - Southern Oscillation Index, PDSI - Precipitation and Surface Air 

Temperature and PDO - Pacific Decadal Oscillation. A detailed description of each of the climatic 

drivers included in the dataset was also recorded, to facilitate error checking and data-

standardization. 

b. Temporal Aggregation 

How climatic data were aggregated in statistical models was recorded, with options being: D - 

daily; S - seasonal; M - monthly; A - annual.  

c. Aggregation Methods 

The method used to aggregate climatic data was recorded with options including sum - the sum 

of all climatic values; min - the minimum observed value; max - the maximum observed value; 
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mean - the average value; SD - standard deviation in climatic values; range - difference between 

minimum and maximum observed values; length - number of days, or growing degree days. 

3. Response Traits 

a. Demographic rates 

The studies that feature in the dataset quantified demographic rates in different ways. 

Accordingly, we grouped the rates featuring in each paper as being associated with survival, 

reproductive success, reproductive output, growth/development, condition, or population growth.  

Here, we outline how we assigned traits from individual studies to each of these classes. 

Survival - Both mortality rates and survival rates feature in our database. However, to ensure 

that these rates were comparable between studies we reported the sign of any effect as being 

appropriate for a measure of survival, i.e. an environmental variable that increased mortality risk, 

was recorded in our dataset as reducing survival.  

Reproductive Success and Output - Studies quantifying reproduction may have recorded the 

probability of reproduction, number of offspring, reproductive success, number of litters, birth rate, 

fecundity, reproductive rate, pregnancy or transition into reproductive state. For the purpose of 

our analyses, any binary variable that defined whether a reproductive event occurred or not, was 

recorded as a measure of Reproductive Success, while any measure of how many, or how 

frequently offspring were produced was classed as Reproductive Output. 

Growth/Development - Variables that quantified individual growth rates, development or 

generation time were included as measures of growth. 

Condition - In some cases condition was quantified explicitly using a species-specific parameter, 

but in other cases mass or body size was measured.  

b. Stage, State or Sex Modelled 
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Digitizers recorded which life-stage (i.e. juvenile, adult), sex and state (e.g. individual size for 

IPMs) was modelled, using the description provided by the authors in the manuscript. If an 

unstructured population model was used, this was recorded as “unstructured”. 

c. Direction of effect 

Digitizers recorded if the climatic driver has a negative effect on the demographic rate (neg), a 

positive effect (pos), a nonlinear effect (nonlinear) or no effect (noe). 

d. Duration of Study 

The number of years that data were collected was recorded. 

4. Model Details 

To understand the nature of the models collected in our data-base, for example, how often 

existing data quantifies interactions between climatic variables, the details of the model were 

recorded as described below. 

a. Density Dependence 

Digitizers recorded whether data dependence was modelled (binary variable, yes or no). 

b. Indirect Effect of Driver 

Digitizers recorded if indirect effects, e.g., path analyses, were tested for in the model (binary 

variable, yes or no).  

c. Non-linear Effect of Driver 

If a climatic driver had a non-linear effect on the demographic rate, the nature of that effect was 

described here, with examples including quadratic, lag or other.  

d. Interaction with Other Climatic Driver(s) 

Were interactions considered between climatic drivers (binary variable, yes or no)? 

e. Interaction with Other Non-Climatic Driver(s) 
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Were interactions considered between climatic drivers and other variables not related to climate? 

Digitizers recorded yes or no 

f. Non-Climatic Drivers 

Where relevant, a description of the non-climatic driver(s) modelled was recorded as concisely as 

possible. 

g. Future Driver Direction 

If described in a paper, we noted how the climatic driver modelled was expected to change under 

current climatic change models. Options included increase, decrease, nonlinear, or no change. 

 

Detailed description of climate-change projections 

For studies which did not report on “future projections of climatic driver” (70% of studies), we 

quantified such future projection for climatic variables that depicted direct precipitation and 

temperature measures. For global indices such as ENSO or NAO, future projections could not be 

obtained (with the exception of the ones explicitly discussed in a given study), as such projections 

are either lacking or extremely complex and uncertain (Stevenson 2012; Chen et al. 2017; Wang 

et al. 2017). All analyses can be replicated using the R script 

climate_change_analyses_mammal_review.R. To project future changes in temperature 

and precipitation, we obtained monthly average temperatures and rainfall data as well as maximum 

and minimum monthly temperatures from 1979-2013 for all relevant study locations from CHELSA 

(Karger et al. 2017). We averaged these historical climate records for each month and calculated 

standard deviation across months, which we could then link to studies that assessed the effects of 

such deviations. We also obtained monthly projected values of theses variables averaged from 

2041 to 2060. We obtained values from five diverging climate models that used different methods 

for projections assuming a representative concentration pathway of 4.5 W/m2 (http://chelsa-

climate.org/future/). 
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Figure S1.1 (a) Geographic location of the 107 publications examined in this study that have 

explicitly evaluated the effect of climate change on mammal population dynamics. (b) 

Representation of these studies and (c) proportion of mammal species that are endangered (EN) 

or critically endangered (CR; IUCN Red List of Threatened Species) aggregated by terrestrial 

biome. TMB: Tropical and Subtropical Moist Forests; TDB: Tropical and Subtropical Dry Forests; 
TSC: Tropical and Subtropical Coniferous Forests; TBM: Temperate Broadleaf and Mixed 

Forests; TCF: Temperate Coniferous Forests; BOR: Boreal Forests/Taiga; TGV: Tropical and 

Subtropical Grasslands, Savannas, and Shrublands; TGS: Temperate Grasslands, Savannas, 

and Shrublands; FGS: Flooded Grasslands and Savannas; MON: Montane Grasslands and 

Savannas; TUN: Tundra; MED: Mediterranean Forests, Woodlands, and Shrubs; DES: Deserts 

and Xeric Shrublands; MAN: Mangrove. Plot in (c) depicts the average (± SE) proportion across 

polygons classified as a given biome and standardized by polygon area.  
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Figure S1.2 Venn diagram representing (area) the number of studies included in our literature 

review that explicitly linked mammal demographic responses to precipitation (cyan), temperature 

(red) or both (purple). 
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Figure S1.3 Observed (extracted from demographic studies) and projected responses of 

demographic rates for all mammal species reviewed. Species are sorted by the IUCN threat 

categories: least concerned (LC), vulnerable (VU), near-threatened (NT), endangered (EN), 

critically endangered (CR). The topmost species have not been assessed (NL) by the IUCN. 

Demographic rates include survival (S), probability of reproducing (R), reproductive output (#O), 

growth and development (G), and population growth (L), which increase (+), decrease (-), or 

show multidirectional (MD; increase for one life-cycle stage or range of climate and decrease for 

another) or no (0) responses. Demographic rates for which future changes under projected 

climate change could not be obtained because these rates were modelled as functions of global 

indices (e.g., ENSO) that are difficult to project are plotted in beige (right plot). Repetition of 

species names occurs because several publications assessed climate-demography relationships 

for some species (e.g. Ovis aries or Rangifer tarandus).   
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Table S1.1 List of all extracted information on demographic studies that assessed responses to 

climatic drivers in at least two vital rates. Available as a text file upon publication on Dryad (doi to 

be filled). Currently available as mammal_review_extracted_studies.csv 

Table S1.2 Extended task contribution by each author in this manuscript (ms) 

Author Design 
extraction 
protocol 

Lead 
review 

Write R 
code to 
facilitate 
review 

Manage 
review 
tasks 

Perform 
review 

Error 
checking 

Standar
dize 
results 

Conceptual
ize ms 
(main 
questions) 

Perform 
analyses 
for ms 

Write 
ms 

Revise 
ms 

MP X X X X X X X X X X X 

TJ X X X X X X   X  X 

CRA X    X X X X  X X 

GR     X  X X X  X 

SL   X X X    X   

AC    X     X  X 

JC-C X    X   X   X 

JMB     X      X 

AM     X      X 

DZC        X   X 

AO        X   X 

ORJ   X     X   X 

JHB        X   X 

APB        X   X 

AP     X X      

NSG     X   X   X 
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Chapter 6

General discussion

6.1 Summary of thesis achievements

The aim of this thesis was to investigate limitations to effective conservation demography

that arise from incomplete and biased demographic data and from limited understanding

of how life cycle processes and life history shape demographic responses. To explore these

restrictions I used a variety of modelling techniques, drawing on core life history and con-

servation modelling principles. The combination of theory and modelling allowed me to

address four fundamental questions.

In Chapter 2, I developed a novel modelling framework to explore constraints imposed

by long-term monogamous pair bonds on population performance in long-lived species.

This work addressed the typical use of female-based models in conservation and thus the

question of whether ignoring interactions between males and females constrains our un-

derstanding of conservation priorities. I applied classical sensitivity analysis and transient

analysis in a symmetric two-sex demographic framework in which an explicit representation

of individual quality determined individual and pair-level processes of pairing and divorce.

This framework enabled me to analyse the effects of pairing and divorce in long-lived birds

with strong monogamous pair bonds and to explore the demographic and population-level

consequences of interactions between life history and pairing and divorce dynamics. I found

that both long- and short-term dynamics were largely insensitive to pairing, pair quality

and divorce, and that this pattern was similar across alternative life history strategies cor-

responding to generally long-lived monogamous species. While the assumptions I made

can be varied and customised for specific systems, the results suggest that, in populations

with nearly sex-symmetric demography, the use of female only models remains an expedient

approach for many conservation problems.

In Chapter 3, I evaluated the use of phylogenetic imputation to fill gaps in demographic

analysis, addressing the issue of incomplete and biased demographic data that has an impact

on many species of conservation concern. Accurate demographic data is vital for parame-
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terising population models for demographic analyses but formal methods for estimating

missing vital rates are lacking. These data gaps make it challenging to apply conservation

demographic analyses to and estimate key demographic metrics for the most at-risk species.

Here, I explored whether standardised avian vital rates can be estimated accurately using

phylogenetic imputation and whether estimates of demographic metrics such as generation

time are useful when calculated using imputed vital rates. I found that some missing vi-

tal rates, such as adult survival, could be imputed relatively accurately under a multivariate

framework which accounted for covariance among rates of survival, reproduction, and matu-

ration, even when phylogenetic information was not included. Accounting for phylogenetic

relationships improved the accuracy of imputed values for vital rates with high phyloge-

netic signal (Pagel’s λ > 0.8). However, including body mass and life history trait data also

tended to improve imputation accuracy and to compensate for lack of phylogeny. Estimates

of demographic metrics were sensitive to the accuracy of imputed vital rates.

In Chapter 4, I explored the use of life history indicators to assess vulnerability to mor-

tality impacts in seabirds. This work addresses again the issue of incomplete data, but from

the perspective of how hard it is to collect demographic data. Here I focus on whether there

are easier metrics to collect that would be informative about population responses to dis-

turbance. Life history theory tells us that long-lived species are more sensitive to mortality

impacts than short-lived species, hence a metric that captures the fast-slow continuum of life

history variation could be a useful proxy to capture population responses to excess mortality.

If such a proxy can be derived from more readily available trait data this would be valuable

for conservation assessment purposes when detailed demographic information is lacking

(Stahl and Oli 2006). I investigated the use of two proxies of pace of life, generation time

and the major axis of life history variation defined by a phylogenetic principal component

analysis, as surrogate metrics for assessing the impact of mortality events on long- and short-

term population growth. I found that the two pace of life indicators could be used as proxies

for some demographic responses to elevated mortality risk in seabirds. The magnitude of

elasticity of population growth rate to mortality hazard rate reduced as pace of life slowed.

The sensitivity of transient amplification metrics to mortality hazard rate also tended to de-

crease for slower species and slower-paced species showed a tendency for slower recovery

from impacts. While the strength of the relationships was relatively slight in some cases,
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pace of life indicators could be used in combination with other indicators (e.g. ecological or

behavioural, Furness et al. 2013) to assess risk to seabirds from extrinsic threats, even when

direct knowledge of demographic responses is lacking.

Finally, in Chapter 5, I carried out a literature review on demographic responses to cli-

mate in mammals to capture the current state of knowledge on mammalian species’ re-

sponses to climate change. I did this as a primary contributor to the sAPROPOS climate

and demography working group. This work again focused on the quality and availability of

critical demographic data necessary to make inference and develop models for conservation.

Specifically, the work focused on demographic responses to climatic drivers in mammals,

one of the best-studied taxonomic groups, with the key objective to identify gaps in data for

specific taxonomic groups. As a primary author, I contributed to planning and writing the

manuscript, I helped to design and implement the literature review protocol and I developed

and delivered key analyses for the final manuscript, including analyses exploring how de-

mographic responses to climate in mammals align with vulnerability indicators and IUCN

threat levels and whether complex demographic responses reflected IUCN assessed climate

threat. Our results highlight key gaps in knowledge about how climate drivers influence

vital rates of survival, development and reproduction in mammals. We found that data on

demographic responses to climate are subject to extensive geographic and taxonomic biases

and that demographic responses to climate are often complex. Critical gaps in demographic

knowledge hinder a full understanding of mammal population responses to climate change.

6.2 Prospects for future work

There are several opportunities to advance the work presented here by incorporating addi-

tional features into the models to improve applicability or to explore related questions, by

broadening the scope of the analyses and by developing case studies to demonstrate appli-

cation of the techniques developed here.

In exploring the influence of pairing and divorce dynamics on population growth I made

the assumption that divorce was costly only in terms of loss of reproductive output. Al-

ternative divorce costs are possible. For example, individuals may be more likely to suffer

mortality (Nicolai et al. 2012, Leach 2015), may have limited opportunities to find another

mate because pairing opportunities are linked to age or experience (Black and Owen 1995,
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Cézilly et al. 1997, Jouventin et al. 1999), or may be less likely to find an experienced mate

(Leach and Sedinger 2016). The framework developed here is robust and can accommodate

these changes in assumptions, allowing an assessment of the relative effects of different forms

of divorce on long- and short-term population growth in long-lived species. Developing the

model to incorporate age- or experience-based pairing would require an extension of the

pairing mechanism to include this aspect of individual state. The low sensitivity and elastic-

ity of population growth rate to reproductive output in long-lived species that we observed

in our analysis of this system suggests that, unless there is a strong link between pairing

and divorce processes and survival, it is unlikely that these processes would have a large

influence on population growth rate. Therefore pairing and divorce processes are unlikely to

be of significant conservation concern unless divorce induces a high mortality risk, as may

be the case for species with a social pair bond that is maintained through the annual lifecycle

(Nicolai et al. 2012, Leach 2015).

In sexual populations, frequency-dependent mechanisms such as the availability of po-

tential mates are influential on population dynamics (Rankin and Kokko 2007, Schindler

et al. 2013, Haridas et al. 2014, Compagnoni et al. 2017). Understanding such mechanisms

has relevance for conservation biology (Sæther et al. 2004, Gerber and White 2014), pre-

dicting responses to environmental change (Petry et al. 2016, Coulson et al. 2017), invasive

species management (Miller et al. 2011, Erickson et al. 2017) and disease control (Taghikhani

et al. 2020). In Chapter 2, I made the simplifying assumption of symmetric demography to

allow investigation of the population-level consequences of individual quality-based pairing

and divorce processes without having to disentangle the effects of frequency-dependence.

However, sex-based differences in demography exist and can influence population dynamics

and selection (Schindler et al. 2015, Gownaris and Boersma 2019, de Vries and Caswell 2019).

For example, frequency dependence arising due to asymmetric demography influences the

strength of the effect of pairing processes on population growth (Schindler et al. 2013). A

model incorporating frequency dependence could be used to explore different questions such

as considering the influence of a divorce rate which depends on the availability of opposite

sex singletons (e.g. Maxin and Berec 2010) on population dynamics in structured popula-

tions. Frequency-dependent divorce and pairing are likely to have particular significance for

smaller populations, where demographic stochasticity (that is, random variation in the fate
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of individuals) influences extinction risk (Legendre et al. 1999, Lee et al. 2011), so remains an

important consideration for conservation management.

The assessment of the use of phylogenetic imputation analysis for imputing vital rates

in Chapter 3 would have been complemented by an example use case to demonstrate the

difference this method could make in assessing the conservation status of at-risk species.

For example, almost a third of parrots are considered at risk according to IUCN Red List

assessments (Handbook of the Birds of the World and BirdLife International 2019) but many

parrot species lack accurate information on adult survival due to the challenges of marking

individuals of these species. Demographic modelling of parrots is hindered by the lack of

survival estimates, with ad hoc approaches commonly being used to substitute for missing

values (Rodríguez et al. 2004, Koenig 2008). Applying phylogenetic imputation to estimate

adult survival in large parrots would produce more robust estimates of population trajecto-

ries and more reliable analysis of population responses to perturbations, as well as inform-

ing estimates of key demographic metrics such as generation time. Furthermore, a suitably

parameterised structured population model would allow estimation of stage distributions

which could help to inform estimates of population abundance in species where juvenile

and adult stages are not easily distinguished (Martin et al. 2020). Estimates of changes in

abundance of mature individuals, in combination with estimates of generation time, which

are used as a timescale over which to assess population trends, determine IUCN Red List sta-

tus (IUCN Standards and Petitions Subcommittee 2019), so imputed survival data could play

a critical role in assigning appropriate threat status to at-risk species. The small number of

species in the baseline data set used for the imputation analysis hindered the development

of such a case study. However, some of the data that was removed by the quality control

process could, with appropriate correction, be used to augment the set of standardised vital

rates used here, thereby providing a sounder basis for estimating vital rates for species of

interest.

Imputing maturation rate for avian species was problematic due to the bimodal distribu-

tion of maturation rates which arises from life history variation among species with early and

delayed maturation. Maturation rate was poorly handled under the distributional assump-

tions of the imputation model used in the analysis, which is conditioned on multivariate

normal data. To account for the bimodal distribution of maturation rates an alternative
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model such as a two-component mixture model could be used. Mixture models represent

the distribution of a random variable as a weighted composition of a number of component

distributions and hence can be used to capture multimodal distributions. Mixture models

have been applied to a variety of ecological and evolutionary phenomena (Martin et al. 2005,

Podlaski and Roesch 2014, Hamel et al. 2017, Dupont et al. 2018). Assuming a given para-

metric form for the component distributions, expectation maximisation methods can be used

to calculate maximum-likelihood estimates of the distributional parameters and their associ-

ated weights. The development of an imputation framework incorporating a mixture model

for the estimation of maturation rates would be a potential improvement over the approach

presented here.

A further extension of this work would be to use the outputs (imputed vital rates or

estimated demographic metrics) as priors in a Bayesian analysis to produce credible intervals

for the estimates. This would be valuable in applications such as assessment of extinction

risk status, where decisions for categorising species under particular threat status are based

on knowledge of demographic metrics such as generation time and have implications for

conservation priority setting and action plans.

The comparative study of the use of proxies to predict seabird demographic responses to

mortality in Chapter 4 was limited to seabird species which occur in UK waters. A broader

analysis which incorporated a wider range of seabird species would determine whether the

relationships between pace of life and sensitivities of long- and short-term population growth

rate that were observed here are replicated across a wider set of species. It may also be

instructive to consider other avian orders or other taxonomic groups. It would be appropriate

in a wider study of avian species to control for latitudinal variation in life history traits such

as clutch size (Jetz et al. 2008) and survival (Scholer et al. 2020), since these traits underlie the

pace of life indicators. Here, I focused on using life history indicators to explore population

responses to excess mortality, on the basis that survival is the vital rate with the greatest

potential to produce changes in population growth rate in long-lived species. Comparison

of the responses of population growth to other vital rates such as reproductive output may

provide a useful indication of whether pace of life indicators also capture differences in

population responses to perturbations of those vital rates.

A natural extension to the current study would be a case study incorporating pace of life



192 6.3. Conclusions

indicators into an assessment of how seabird populations respond to mortality threats such

as those caused by human disturbance of the marine environment. For example, ecology

and behavioural metrics have been used to assess vulnerability of seabird populations to

UK offshore energy infrastructure (Furness et al. 2012, 2013). In these assessments, species

vulnerability is characterised as a metric based on mechanistic risk of mortality or distur-

bance determined by ecological and behavioural traits, modulated by a factor included as an

indication of a species’ “conservation importance”. This multiplier may more accurately be

considered as an a priori qualitative assessment of vulnerability, based on population trends,

species range and life history in the form of adult survival rate (Furness et al. 2012). A pace

of life indicator of population responses to additional mortality promises to provide a more

robust quantitative basis for assessment of vulnerability of seabird species, potentially im-

proving assignment of risk status on the basis of a more nuanced understanding of how life

history influences individual species’ responses to mortality.

6.3 Conclusions

Despite numerous advances in modelling approaches, the fundamental problem for con-

servation practitioners remains: how to prioritise conservation effort in the face of limited

demographic data (Kindsvater et al. 2018, Conde et al. 2019) and limited budgets (Wilson

et al. 2006), and how to communicate priorities to decision-makers and funders given these

limitations and the uncertainty they generate (Milner-Gulland and Shea 2017). Conservation

decision-making is often carried out without the opportunity for a high level of investment in

acquiring new knowledge and must rely on existing data, so the development of techniques

for making the best use of existing data and accounting for the uncertainties that arise due

to data limitations remains a priority for conservation demography.
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