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Abstract

The paradigm shift in electrical power grids and the increased interest towards decentralisation has opened a new window in the design, control and theoretical analysis of small scale power systems, i.e. microgrids, which aim at the integration and utilisation of renewable energy sources, energy storage systems and responsive loads at a local scale. Given their DC nature, DC microgrids have attracted significant interest as they provide a natural interface to the main grid by avoiding additional conversion steps. The aim of this thesis is to design and analyse novel hierarchical control schemes, both at the primary and secondary control level, that guarantee tight voltage regulation, accurate power sharing, current or voltage limitation, and present a straightforward approach towards deriving stability conditions for DC microgrids that incorporate nonlinear loads.

As the microgrid configuration is paramount in the theoretical analysis, a rigorous method of computing the admittance matrix is developed that facilitates the stability analysis of DC microgrid systems supplying a constant impedance (Z), constant current (I) or constant power (P) load. This method is particularly useful as it permits the factorisation of the admittance matrix, while separating the singular matrices. In this way, the closed-loop asymptotic stability proof can be more easily approached by isolating the singularities and then, employing straightforward linear algebra tools, such as quadratic eigenvalue problem (QEP) theory, to derive the stability conditions.

As stated in the technical specifications of every source, a crucial issue is represented by the ability to protect itself and its interface device (power converter) during faults, transients and unrealistic power demands. That is why current-limiting control is often combined with the primary control, i.e. often droop control, in DC microgrids to ensure the desired unit protection. In this thesis, novel current-limiting droop controllers are
formulated for DC microgrids consisting initially of multiple unidirectional DC/DC boost converters and, later on, bidirectional DC/DC boost and three-phase AC/DC converters, that integrate different distributed generation units with the local grid. In contrast to the traditional approaches that use small-signal modelling, here, the accurate nonlinear models of the converter units are taken into account to prove the boundedness and the current-limiting property, by employing Lyapunov methods and the ultimate boundedness theory. Exponential stability at the desired equilibrium point is mathematically guaranteed, and further analysed from a graphical perspective, providing insights of the load’s effect onto the system performance and stability.

To address the shortcomings that conventional droop control approaches introduce, i.e. inaccurate power sharing and significant load voltage drop, a DC microgrid architecture that takes into account the power converter dynamics of distributed generation units is deployed under decentralised primary and distributed secondary control scheme, in a hierarchical control framework. At the primary control layer, a novel current-limiting droop control scheme is implemented in a decentralised manner, whereas at the secondary control layer a fully distributed controller that performs a voltage restoration and improves the power sharing is deployed using a nearest-neighbour coupling communication network. By investigating for the first time both the dynamics of the converters with the nonlinear load and the two-layer control, singular perturbation theory is applied to analytically guarantee the stability of the entire DC microgrid.

Finally, apart from the desired overcurrent protection, since DC capacitors are customary used at the output of each converter unit to stabilise the output voltage, they also introduce a maximum voltage limit. Hence, as the need for protection against overvoltages has emerged, droop controllers with inherent overvoltage protection are also proposed for parallel and meshed configuration networks. The upper limit of the voltage of each source is rigorously proven using ultimate boundedness theory. Asymptotic stability to the desired equilibrium for the closed-loop system is analytically guaranteed, and detailed conditions are derived to guide the control design.
In order to validate the effectiveness of the different control methodologies developed in this thesis, both simulation and experimental testing are performed for each one of the methods, and are also compared with the conventional approaches to highlight their superiority.
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Chapter 1

Introduction

In this opening chapter the general idea of the thesis is presented. The early explanation aims towards justifying the rationale behind pursuing such a research topic. Following a compact introduction of the challenges, a complete set of aims and objectives are being predetermined to provide a clear distinction regarding where this research work fits into the academic literature. To identify and support the general idea, the main contributions are plainly stated, followed by a brief presentation of the structure of the thesis.

1.1 General topic and overview

With the beginning of the current century, a series of multiple emerging trends came to light that threaten to affect the environment, health and quality of life. Energy demand worldwide is projected to increase by 53% from 2008 to 2035, with the highest growth by 2.3% recorded last year, according to the International Energy Agency (IEA) [3], its fastest pace this decade, an exceptional performance driven by a robust global economy. As several problems have emerged associated with environment and fossil fuel depletion, green energy resources have attracted a lot of attention in the past years, causing the demand for renewable energy to skyrocket.

To cope with the increasing energy demand and environmental regulation, research is pushed towards incorporating the renewable sources into the grid, an initiative that led to the rush of finding new hybrid architectures to transition from the vast centralised traditional grid to interconnected smaller scale grids, coined microgrids (MGs). The MG paradigm, proposed as a standard reference of the future grid, was first introduced in [4] as a "cluster of loads and microsources operating as a single controllable system that provides both power and heat". A more complete definition of a microgrid is given in [5], where microgrids are defined as "electricity
distribution systems containing loads and distributed energy sources, such as distributed generators, storage devices, or controllable loads, that can be operated in a controlled, coordinated way either while connected to the main power network, in grid-connected mode, or while islanded, if they are isolated from the main grid”. Figure 1.1 conceptually shows the main elements available in a microgrid.

Different from the conventional AC frameworks, DC microgrids are able to improve the power quality, minimise power losses, decrease energy conversion steps and operating costs, thus, boosting the advantages and value of distributed energy resources (DER). Widely regarded as a capable technology to ensure efficient coupling between renewable energy sources (RES), energy storage systems (ESS) and DC loads, DC microgrids have gained a significant increase in focus and interest [6, 7]. That is mainly since DC systems provide a higher efficiency and reliability, a simpler control structure and expandability, as well as a natural interface to the increased numbers of DC renewable generations, storage systems and electronic loads [8]. Moreover, as the power now has a DC nature, one can avoid the synchronisation issues and instability effects that follow with it.

Various applications (e.g. electronic devices, batteries or photovoltaic panels) can be directly connected to the DC bus, reducing the multi AC/DC conversion
stages and, thus, avoiding unstable scenarios and mitigating power conversion losses introduced by the frequency and reactive power control. The advantages rendered by DC microgrids have been confirmed in a wide range of industry applications, such as electric vehicles (EVs) [9], electric trains [10], (more-, hybrid- or all-) electric aircrafts [11,12], and electric ships [13]. The benefits of using a DC ship power system have been summarised in [14], as follows:

- improvement of prime mover efficiency and fuel costs reduction;
- weight and space savings;
- generators operating with a unity power factor;
- lower transmission losses;
- faster and simpler parallel connection of generators;
- simpler implementation of energy storage.

But apart from the development of industrial, commercial or residential DC distribution networks, several promising DC framework applications can be found in EV charging stations or smart buildings [15].

However, a pivotal role in the integration of the RES and ESS is played by the centrepiece of these frameworks that interfaces these units to the microgrid system, namely the power converter. Both the single-phase DC/DC or three-phase AC/DC power converters are often controlled using pulse-width-modulation (PWM) techniques to guarantee output voltage regulation, bidirectional power flow, low harmonic distortion of the grid current and unity power factor. In DC network architectures, power converter units are generally connected either in cascaded, meshed or, as in most cases, in a parallel configuration to a common bus supplying common loads. Particularly in parallel configurations, the main challenges one needs to address are related to: i) constant terminal bus voltage; ii) accurate load power sharing between parallel sources; iii) power quality; iv) fault protection; v) system instability [16]. Hence, the control of the converter units within the DC microgrid is crucial for providing a stable and reliable DC network architecture, and it is mainly designed in a hierarchical control structure [17].

The standard primary control approach, located at the lower level of the multilevel control and responsible for the stability of the microgrid, usually rests on droop-based methods [18]. Still, droop control strategies incorporate an output virtual
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Resistance at each source placing it further away from the ideal (current/voltage) source, resulting in the local DC bus voltage being more dependent on the load coupled to the system. Such strategies are utilised in microgrids where communication networks are not suitable for data exchange due to distributed physical locations of the distributed generation sources, with the condition that the line impedances are mainly inductive. The conventional droop approach presents some serious shortcomings, i.e. poor voltage regulation due to their permanent offset, inaccuracies in the load power sharing, dependency on line impedance, slow dynamic response, and low stability margin. Despite the emergence of other droop method variations that claim to tackle these drawbacks, the latter stability aspect is of major significance and, in most cases, insufficiently addressed.

Ensuring a system is stable is always a daunting task due to the complex dynamics that the power converters and the nonlinear loads introduce. A generic model for loads, coined ”ZIP”, has been adopted in [19] and incorporates constant impedance load (CIL) or Z load, constant current load (CCL) or I load, and the most challenging to deal with, constant power load (CPL) or P load. Under tight-speed regulation, the motor drive, similar to tight regulated downstream power converters, manifests constant power behaviour at the DC bus and creates unique dynamic characteristics. That is why it has been an active research topic for years [20]. Being one of the most common, constant power loads are prone to yield instability at the DC bus, which propagates within the entire system, as they exhibit a negative impedance characteristic in small-signal analysis, which overcomplicates the stabilisation problem. This destabilising effect is often referred to as negative impedance instability [21]. However, to guarantee system stability when having CPLs, in small-signal analysis, one must ensure that the impedance inequality criteria is satisfied.

Passive damping methods are one type of approach to shape the output impedance of the input filter by adding an extra physical resistance, but this causes additional power losses. In addressing this issue, active damping methods, based on cascaded systems without input filters between two-stage converters were introduced. Although popular in small-scale microgrids, these strategies are not applicable in relatively large DC microgrids. A significant deal of research works (see [22] and references within) looked into the stability and stabilisation problem of single or multiple converter droop-controlled DC microgrids with CPLs, leading to the conclusion that system tends to be unstable when traditional decentralised or distributed control is implemented independently. Reduced order models have been proposed to obtain stable ranges of droop coefficients and safe operating regions, but the implemented assumptions
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and limitations proved too unrealistic, as it involves knowledge of system and loads parameters, which is not always easy to come by, and possible only in fictional scenarios.

Hierarchical control strategies are often adopted not only to guarantee system stability, but also to boost the system performance. Moreover, these strategies introduce a certain degree of independence between their stacked control layers and increase the reliability of the system as they continue to operate even when failures occur in one of the upper control layers. Multi-level control is attained by simultaneously utilising local converter and digital communication link-based coordinated control, which are separated by at least one order of magnitude in control bandwidth. With the development of the communication technology, the multi-level distributed control becomes more and more popular in DC microgrids. Distributed control methods, employing a diffusive (or nearest neighbour coupling) [23, 24] have been proposed in the literature, with the main upside that the system maintains its full functionality, even in case of communication failure of some of the links, given the network remains connected. That is because the distributed control is immune to single point of failure (SPOF). Nevertheless, the stability of the microgrid system, particularly feeding CPLs, under multi-level distributed control has not been adequately studied, mainly due to the complex dynamics introduced by the system, nonlinear loads and multi-level controller. The vast majority of the stability techniques that investigate DC networks are based on converter small-signal models and linear approximations, utilising the Middlebrook and Cuk criterion [25]. While this strategy is convenient as one obtains the gain of the open-loop system, by taking into account the loads’ input impedance and the sources’ output impedance, the stability results that are often obtained are based on the parameters of a given case study and cannot be generalised. Hence, studying the stability of the overall DC microgrid system under hierarchical control still remains an open problem.

Aside from the theoretical analysis and stability proof, another crucial feature arises from the devices technical specifications, namely their capability to protect oneself during faults, transients and unrealistic load power demands. Existing protection methods rely on hardware units, such as utilising additional fuses, circuit breakers and/or protection relays [26–28]. But still, designing controllers with a current-limiting feature remains a challenge [29, 30]. Current-limiting strategies based on saturated PI controllers are commonly employed to limit and fix an upper bound for the current, however the limitations have not been properly overcome, e.g.
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i) saturated PI controllers limit only the reference of the input current, hence, during transients the overcurrent protection is often violated [31];

ii) one cannot guarantee closed-loop stability as the controller can suffer from integrator wind-up that may yield instability in the system [32].

But overcurrents are not the only unwanted phenomenon, as the need of protecting the equipment against overvoltages is equally important [33,34]. Overvoltage instances happen when the voltage in the circuit, or part of the circuit, increases above its designed limit causing potential damage in the equipment of the grid. As DC capacitors are customary utilised at the output of each converter unit to stabilise the output voltage, their presence establishes a maximum voltage limitation. A great deal of upper layer controllers aimed to mitigate the voltage rise impact by means of optimal power flow, wavelet packet decomposition (WPD) and general regression neural networks (GRNN) theory or by reducing the active power injected by a source until its local voltage complies with the operational requirements, namely active power curtailment (APC). Implementing an overvoltage protection at the primary control level still constitutes a challenge yet to be addressed.

In the following sections, the aims and objectives of this thesis are presented. A list of contributions is also included, followed by a summary with the structure of this work.

1.2 Motivation and scope

The previous subsection has highlighted the advantages that DC microgrid systems display, indicated the possible loads one can find in DC systems, and stressed the importance of having a good controller to ensure the desired, and necessarily stable operation. As already mentioned, system stability is of paramount importance, and a non-trivial task to guarantee analytically. Furthermore, the possibility of guaranteeing microgrid protection through control has also been identified as an active research work direction. But, an approach that merges all the above aspects and considers the described DC microgrid scenario has never been explored.

In this thesis, a combined control approach is proposed for converter units in DC microgrids that integrates several features such as tight voltage regulation, accurate load power distribution, current-limiting capability or overvoltage protection. Moreover, the theoretical stability analysis is also developed to ensure analytically that the
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The entire system is stable. This perspective aims to cover several gaps and solve several problems still present in the literature.

1.2.1 Challenges

Control design and theoretical analysis of DC microgrids is far from straightforward, particularly when the interfacing units are represented by converters with nonlinear dynamics, structured in various network topologies and feeding nonlinear loads. And aside from the theoretical development, simulation and experimental testing also represent a key part, and bear a significant weight in the validation process.

The main challenges one faces when working on a project of this type can be summed up in the following points:

- develop a method that expresses analytically the network topology of the units, that might ease the theoretical analysis and facilitate the acquisition of stability criteria;

- design a control framework that integrates the following characteristics:
  - keep the interfacing devices output voltage constant and tightly regulated to the desired level of the terminal DC voltage bus;
  - ensure uninterruptible power supply of the load during faults or abnormal conditions, such as unrealistic power demands;
  - maintain the power quality and avoid the overusage of the sources by implementing an accurate power distribution proportional with the devices ratings;
  - protect the equipment at all times during transients, such as overcurrents, or overvoltages, caused by the sudden connection or disconnection of a component in the network;

- a major challenge is to analytically guarantee closed-loop system stability for the entire system, which incorporates the converter network with the nonlinear loads, and the controller;

- testing a controller in a DC microgrid framework, both experimentally or numerically, requires time. That is mainly because it involves getting familiar with the pieces of software and/or hardware, and because it requires time for troubleshooting the emerging issues.
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1.2.2 Aims and objectives

As a result, in this thesis one tries to meet the challenges identified above. The purpose of this work revolves around addressing current open problems in the literature. The main aims and objectives are included below:

1. Elaborate an analytic strategy that computes and factorises the Laplacian matrix of the units network in order to permit a straightforward path towards investigating the overall system stability.

2. Implement a unified primary controller that can incorporate aforementioned tasks, namely:
   a) tight output voltage regulation;
   b) accurate load power distribution among sources;
   c) an inherent current/voltage limitation capability.

3. Develop a secondary controller (in a hierarchical framework) to improve the performance of the lower layers.

4. Investigate stability of the entire system incorporating both the plant and the hierarchical control architecture.

5. Verify the developed control methods by performing simulation and experimental testing.

1.2.3 Contribution

The major contributions of this work are as follows:

- **Nonlinear system investigation**: Unlike most approaches that consider mainly buck converters which have linear dynamics, the present work gives a particular attention to unidirectional/bidirectional DC/DC boost converters and bidirectional three-phase AC/DC rectifiers which are nonlinear systems.

- **Admittance matrix**: A different analytic approach is presented as a key tool for computing and suitably factorising the admittance matrix of a DC microgrid configuration, consisting of $n$ sources and a common constant impedance, current or power load, that enables and facilitates the acquisition of stability conditions.
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- **Closed-loop system models**: Compared to the generic static droop control strategy, in here, dynamic droop control frameworks are proposed for each unit, which also includes the measurement of the bus voltage (in parallel configuration network) that further complicates the analysis.

- **Stability analysis**: By employing theories such as standard (SEP), generalised (GEP), or quadratic eigenvalue problem (QEP) and other linear matrix analysis tools to the closed-loop system and utilising the factorisation of the admittance matrix, stability conditions are obtained to guide the control design.

- **Droop control strategy superiority**: Appropriate comparisons are being made to highlight the improved power sharing and tighter voltage regulation achieved by the proposed controllers.

- **Microgrid protection**: Inherent current or voltage limitation is guaranteed by the proposed control designs for every converter unit at the primary layer, unlike existing strategies that aim to implement microgrid protection at the upper control layers.

- **Numerical and experimental validation**: The proposed approaches are then verified through both simulation and, in most cases, experimental testing. To highlight the benefits of the present approaches, comparisons with existing methods are also included wherever possible.

### 1.2.4 List of publications


3. A.-C. Braitor, A. R. Mills, V. Kadirkamanathan, G.C. Konstantopoulos, P.J. Norman and C.E. Jones, ”Control of DC power distribution system of a hybrid
1.3 Thesis outline

The remainder of this thesis is organised in the following way.

Chapter 2 presents a thorough literature review of the current modelling, control and stability analysis strategies and approaches employed in DC microgrids. It revises the schematics and mathematical models of most commonly used power converters in DC microgrids, and also explains the models of ordinary loads one can expect to find.
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This chapter reviews several hierarchical control strategies that aim to guarantee the desired microgrid operation. An important attention is given to stability analysis of droop-controlled, and/or hierarchical controlled DC microgrids. Another important aspect touched in this chapter is the DC microgrid protection against overcurrents and overvoltages. In the end, a detailed list of limitations and assumptions is taken out, to potentially identify research gaps where further improvement can be done.

In Chapter 3, common notations are introduced that are used throughout the entire thesis. For one to follow and understand the theoretical analysis, several important theoretical tools are revisited. This chapter presents elementary graph theory notions, and establishes straightforward linear matrix analysis tools such as Sylvester’s law of inertia or the quadratic eigenvalue problem, as they are paramount for understanding the developed stability theory. Ultimate boundedness and singular perturbation theory are also discussed as they occupy a key role in designing the controllers and employing the time scale separation prior to investigating the system stability.

Chapter 4 proposes an alternative way of computing and factorising the admittance matrix for parallel operated converters in DC microgrids feeding Z, I or P loads. The proposed methodology enables and facilitates the acquisition of stability conditions particularly when the controller measures the output voltage (voltage regulation, droop control etc.) since it permits the factorisation of the impedance matrix by separating singular matrices. As a result, closed-loop stability proof becomes trivial with the isolation of singular matrices, and uses simple linear algebra tools to obtain stability conditions. To validate the proposed approach, compute the admittance matrix and test the stability conditions, a DC microgrid with \( n \) DC/DC converters supplying a Z, I or P load is considered. To demonstrate the desired operation of the DC microgrid control and design framework, simulation tests are diligently carried out.

As overcurrent protection guaranteed through control became of interest, a nonlinear current-limiting droop controller is presented in Chapter 5, for paralleled DC/DC unidirectional boost converters supplying a common load. In Section 5.1, the robust droop control method is used and implemented within the system as a dynamic virtual resistance in series with the converter inductor. The proposed framework achieves voltage regulation and power sharing, with an inherent current limitation for all converters regardless of the load type and magnitude variations. In Section 5.2, with an improved version of the proposed controller in Section 5.1, which does not need the measurement of the currents at the output, sufficient stability conditions are
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analytically derived, using singular perturbation theory and linear matrix analysis tools, for the overall microgrid system having either a Z, an I, or a P load. A comparison with conventional droop control methods is also provided to highlight the proposed controller superiority. Both simulation and experimental testing are being performed with a CPL, subject to several changes of the constant power.

In Chapter 6, a DC microgrid is considered consisting of bidirectional three-phase AC/DC rectifiers and DC/DC boost converters supplying a common load. The proposed approach introduces two controllers, in Section 6.1, to ensure voltage regulation, reactive power control and load power sharing with an inherent current-limiting capability, independently from the system or load parameters. This concept is based on the idea of incorporating a constant virtual resistance and a bounded dynamic virtual controllable voltage which can be both both positive and negative leading to two-way power flow. Unlike previous section, where the converters feed a CIL, in Section 6.2, for stability analysis purposes, the CPL case is investigated. For the closed-loop system stability with the developed current-limiting controller, sufficient conditions are mathematically derived considering separate operating scenarios. The stability conditions are also graphically illustrated, and they provide valuable insights of the CPL’s influence onto the system performance and stability. The developed controllers are validated by comparison with the conventional PI control strategy. Also, experimental results are included to test the effectiveness of the proposed control method on a real experimental setup.

Chapter 7 investigates the stability of a DC microgrid feeding a CPL under a decentralised primary and a distributed secondary control scheme. At the primary control layer, the droop expression is suitably formulated and implemented using the recently proposed state-limiting PI controller to accomplish an inherent current limitation for each converter and simultaneously facilitate the theoretical analysis. Acquiring limited information from the common bus and neighbouring converters, a distributed secondary controller is introduced to enhance the power sharing and tighten the voltage regulation. Applying the singular perturbation theory allows, for the first time, to analyse both the dynamics of the converters and the CPL together with the hierarchical control scheme, providing the possibility of guaranteeing analytically the stability of the entire DC microgrid system. To support the theoretical findings, simulation and experimental tests are being performed.

Chapter 8 proposed an overvoltage protection for both parallel and mesh configuration of DC microgrids. In Section 8.1, a droop controller for parallel operated converters in DC microgrids with a CPL is proposed to achieve desired load voltage
regulation and accurate load power distribution, whilst ensuring an overvoltage protection for each source. The upper limit of the voltage of each source is rigorously proven using ultimate boundedness theory. Analytic conditions are also derived to guide the control design. In Section 8.2, converters in a mesh configuration are investigated, all of which are feeding a local CPL. The droop-based methodology inherits the conventional droop control features and additionally guarantees an over-voltage protection capability of each source. Asymptotic stability to the desired equilibrium for the closed-loop system is mathematically proven, and sufficient conditions are given to conduct the control design implementation. Simulation testings are carried out, in both sections, to validate the theoretical contributions and the advantages of the newly developed droop controllers.

In Chapter 9, a brief summary of the entire work is put into place. Several conclusions and final thoughts are drawn. Some closing considerations are mentioned on the assumptions made throughout the whole thesis. In the end, this thesis provides a few ideas on the future directions of this work and potential next steps.
Chapter 2

Literature review

In this chapter, a detailed search is performed into the existing modelling, control and theoretical stability analysis procedures of DC microgrids. The investigation starts with a brief overview of the most common converters and DC loads encountered in DC networks. A particular attention is given to current hierarchical control strategies employed in DC systems, and current methods and approaches of theoretically guaranteeing system stability. Moreover, this review looks into different ways of ensuring overvoltage and overcurrent protection within DC microgrids. The end goal is to identify potential gaps that might become future research directions.

2.1 Microgrid components

In general, DC microgrids include a wide range of components within their structure, ranging from sources, i.e. PVs, batteries, wind turbines, electric motors etc, to different types of converters and various linear/nonlinear loads, as it can be seen in Figure 2.1. However, in this section the focus will be kept on the elements that interface the sources to the network, namely the power converters, and the various loads that they are connected to. Particularly, the electronic circuits and mathematical models are to be presented of the most predominant converters. Furthermore, this part also includes the characteristics and mathematical models of several DC loads that one deals with most frequently in DC networks.

The methodology to obtain the dynamic models is quite straightforward and it uses, in the derivation of the power converter models, the fundamental Kirchhoff’s laws. Briefly, by fixing the position of the switch (or switches), the differential equations of the circuit model are derived. Then, one combines the derived models into a single equation parametrised by the switch position function whose value must coincide, for each possible case, with the numerical values of either ”zero” or ”one”.
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That is, the numerical values taken by the switch position function belongs to the binary set \( \{0, 1\} \). The resulting model is then interpreted as an average model by letting the switch position function take values in the closed interval \([0, 1]\). This state averaging procedure has been extensively justified in the literature since the early days of power electronics. That is why, a thorough investigation into the theoretical analysis of the averaging procedure is not necessary.

Numerous textbooks in the literature present different derivations of the power converter models. A comprehensive presentation of the Euler-Lagrange modelling technique in DC/DC converters is shown in Ortega et al. [35]. Also, Kassakian et al. [36] contains detailed derivations of the most popular DC/DC power converter topologies. Standard textbooks, with a special emphasis on the steady-state PWM switched behaviour, are those of Bose [37], Mohan et al. [38] and Wood [39].

### 2.1.1 Power converters

As already mentioned, the centrepiece of microgrids in general, regardless of their nature AC, DC or hybrid AC-DC, that connects the energy sources with the loads, is the power converter. In this subsection, the dynamic models are derived for several
power converters present in DC microgrids. According to [40], the DC converter structures can be divided into second order converters (e.g. buck, boost, buck-boost, non-inverting buck-boost) and fourth order converters (e.g. Cuk, sepic, zeta, quadratic buck). With respect to their number of switches, they can also be classified into two classes, i.e. mono-variable, or Single Input Single Output (SISO), and multi-variable, or Multiple Input Multiple Outputs (MIMO). One can remind the existence of converters with multiple dependent switches, which can again be classified into SISO or MIMO.

In the subsequent remainder of this section, the discussion follows around a selection of converters which are briefly introduced, and are also relevant to the work carried out in the following chapters of this thesis.

### 2.1.1.1 Buck converter

Buck converters belong to the chopper circuits, or attenuation circuits, class. That is, the output voltage is given by the multiplication of the constant input voltage by a scalar, smaller than unity. Figure 2.2 presents the electronic circuit of the buck converter consisting of a switching element in series with the source and controlled by the control input $u$, bounded between $[0, 1]$, a paralleled diode $D$, a series inductor $L$ and an output capacitor $C$, and supplying a generic load.

![DC/DC buck converter](image)

Figure 2.2: DC/DC buck converter

By applying Kirchhoff’s laws in the above circuit, one obtains the average model described by the following linear differential equations:

$$L \frac{di_L}{dt} = -v + uE \quad (2.1)$$

$$C \frac{dv}{dt} = i_L - i \quad (2.2)$$

where $i_L$, $E$ and $i$, $v$ represent the input/output current and voltage, respectively.

The use of buck converters has been widely preferred in many theoretical microgrid applications [22, 41–45], mainly due to their linear dynamics requiring a simpler control structure. A DC microgrid architecture is studied in [41] consisting of a
DC/DC buck converter feeding a CPL, where a feedback controller combined with a feedforward strategy is proposed. In [43], the authors try to address the instability problem of DC/DC buck converters with a CPL in DC microgrids by employing a robust nonlinear controller. An offset-free model predictive controller (MPC) for DC/DC buck converters with a CPL to guarantee desired performance and ensure stability is proposed in [44]. The authors in [45] evaluate the power conversion efficiency of a buck three-level DC/DC converter, when operating in unbalanced bipolar DC microgrids.

The utilisation of buck converters has been extended to various DC microgrid applications, e.g. ships [46], wind farms [47], solar farms [48], energy storage systems [49] or LVDC MG applications [50]. However, considering DC microgrids consisting exclusively of buck converters coupled to the energy sources is unrealistic, since the energy produced at the source has a low voltage and a high current and it is usually interfaced to the rest of the network by a boost converter.

### 2.1.1.2 Boost converter

Since the output voltages of most distributed energy sources such as fuel cells and PV are relatively low, operating at high currents, a step-up converter is required for this sort of practical applications [51–55].

Commonly referred to as the up converter in the literature, the electronic circuit of the boost converter is depicted in Figure 2.3. It consists of an input inductor $L$, with a paralleled switching element controlled by the input $u$, a series diode $D$, and an output capacitor $C$, supplying a generic load.

Employing Kirchhoff’s laws, the boost converter dynamics are described by the following set of differential equations:

\[
L \frac{di_L}{dt} = -(1-u)v + E \tag{2.3}
\]

\[
C \frac{dv}{dt} = (1-u)i_L - i \tag{2.4}
\]
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with $i_L$, $E$ and $i$, $v$ representing the input/output current and voltage, respectively.

**Remark 1** With the similar dynamics, one can introduce the bidirectional boost converter (boost one way/ buck the other way). The only difference comes from the fact that the diode $D$ is replaced by another switching element to permit the bidirectional power-flow. The electronic circuit of the bidirectional boost is displayed in Figure 2.4.

![Figure 2.4: Bidirectional DC/DC boost converter](image)

In [53], an interleaved boost converter with a magnetically coupled Cuk-type auxiliary step-up circuit that charges a voltage-doubler in the output was proposed to achieve the required voltage gain. A similar solution was presented in [54], where a sepic-integrated boost converter that gives an additional step-up gain using an isolated sepic-type auxiliary step-up circuit. However, the circuit structures of the Cuk/sepic integrated high step-up converters are relatively complex and expensive, thus, they might be difficult to mass manufacture. Moreover, on the practical side, the maximum output voltage and power efficiency will be affected by the parasitic effects such as winding resistances of inductors for the Cuk/sepic integrated circuits.

The applications of both unidirectional and bidirectional converters are numerous. Droop controlled DC microgrids consisting of unidirectional boost converters have been studied in [56–58], while in [12] both unidirectional and bidirectional converters are integrated into the DC framework. A non-isolated soft-switched-integrated boost converter having high voltage gain is introduced in [59] for module-integrated PV systems, fuel cells, and other low voltage energy sources. A backstepping control strategy with finite time observers is proposed in [60], where the large signal stability of a DC microgrid having an interleaved double dual boost converter connected to a CPL is investigated. The authors in [55] present a novel modular interleaved boost converter which integrates a forward energy-delivering circuit with a voltage-doubler to achieve high step-up ratio and high efficiency for DC microgrids.

Boost converters have been successfully used in PV [61], fuel cell [62], battery [63, 64] or rural electrification [65] applications. Nevertheless, due to their nonlinear
dynamics, boost converter dynamics tend to be ignored in the system theoretical analysis. Most approaches use simplified or reduced-order models such as in [66,67], others ignore the converters' dynamics completely and focus their attentions on the control framework and/or the supplied loads [24,68].

### 2.1.1.3 Three-phase rectifier

Depending on application, as previously mentioned, PWM control techniques have been preferred to control the three-phase rectifiers in shaping the output voltage and/or current waves [69].

The schematic of the three-phase rectifier is depicted below.

![AC/DC three-phase rectifier](image)

Figure 2.5: AC/DC three-phase rectifier

The three-phase AC/DC rectifier electronic circuit has three legs with transistors, as one can notice in Figure 2.5, and it is also known as the bidirectional boost rectifier, working with fixed DC voltage polarity.

Using Kirchhoff’s laws, the dynamics of the three-phase AC/DC rectifier can be described as:

\[
L_s \frac{di_a}{dt} = -r_s i_a - (v \cdot S_1 + V_{QN}) + u_a \quad (2.5)
\]

\[
L_s \frac{di_b}{dt} = -r_s i_b - (v \cdot S_2 + V_{QN}) + u_b \quad (2.6)
\]

\[
L_s \frac{di_c}{dt} = -r_s i_c - (v \cdot S_3 + V_{QN}) + u_c \quad (2.7)
\]

\[
C \frac{dv}{dt} = (i_a \cdot S_1) + (i_b \cdot S_2) + (i_c \cdot S_3) - i. \quad (2.8)
\]

where the inductors \(L_s\) are selected based on their design, to achieve harmonic compensation, \(r_s\) are the parasitic resistance, while the capacitor \(C\) ensures a smooth voltage waveform; the currents \(i_a, i_b, i_c\) represent the phase currents, \(u_a, u_b, u_c\) are the three-phase sinusoidal voltages, \(v\) is the capacitor voltage, and \(V_{QN}\) represents the
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voltage between points $N$ and $Q$. The control action $S_j$, with $j \in \{1, 2, 3\}$, triggers the switches, taking values from the closed interval $[0, 1]$.

Following [70], by using Clarke and Park transformation [71], the mathematical model in synchronously rotating $dq$ frame is set up as

\[
\begin{align*}
L_{\text{d}} \frac{dI_{\text{d}}}{dt} &= -r_s I_{\text{d}} - \omega L_s I_{\text{q}} - m_d \frac{v}{2} + U_d \tag{2.9} \\
L_{\text{q}} \frac{dI_{\text{q}}}{dt} &= -r_s I_{\text{q}} + \omega L_s I_{\text{d}} - m_q \frac{v}{2} + U_q \tag{2.10} \\
C \frac{dv}{dt} &= \frac{3}{4} m_d I_{\text{d}} + \frac{3}{4} m_q I_{\text{q}} - i \tag{2.11}
\end{align*}
\]

with $U_d$, $U_q$ and $I_d$, $I_q$ being the $d$ and $q$ components of the grid voltages and input currents, respectively, and

\[
m_d = \frac{2v_d}{v}, \quad m_q = \frac{2v_q}{v}
\]

representing the duty-ratio control inputs. The voltages $v_d$ and $v_q$ are the $d$ and $q$ components of the rectifier voltage $[u_a u_b u_c]^T$.

A three-phase isolated bidirectional AC/DC converter with a modified space vector PWM algorithm that achieves AC/DC bidirectional conversion, sinusoidal AC current, and high-frequency electrical isolation has been proposed in [72]. For a slightly modified setup consisting of a three-phase AC/DC converter having $Y - \Delta$ connected transformers, a different approach in the control algorithm, but with similar improved outcome, is reported in [73]. Several DC microgrids applications incorporate three-phase rectifiers within their structure, for instance a wind energy conversion system (WECS) is presented in [74] where a three-phase diode bridge rectifier with a DC/DC converter has been incorporated at the terminals of a wind-driven induction generator and the DC microgrid. Microgrids with three-phase AC/DC (or DC/AC) converters have also been investigated in [75–79].

In [80,81] the DC microgrid incorporates both bidirectional three-phase rectifiers and boost converters. However, similar to DC/DC boost converters, the nonlinear dynamic model of three-phase converters in DC microgrids with nonlinear control and nonlinear loads, following the transformation in $dq$ frame, tends to be ignored in theoretical stability analysis, the emphasis being put on the control strategy.

2.1.2 DC loads

In DC networks there are several types of loads one can encounter. The presence of ZIP model loads in DC microgrids, for instance, has become more and more predominant recently (see [82–88]).
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Consider the electronic circuit in Figure 2.6, consisting of a constant current source $i_L$, a DC capacitor $C$, and a generic load. In general, as explained in [89], the load I-V characteristics is given by an equation of the form:

$$i = f(v, c_1, c_2, ..., c_n)$$  \hspace{1cm} (2.13)

where $v$ and $i$ represent the voltage and current drawn by the load, respectively, and $c_j = \text{const.}$, with $j \in \{1, \ldots, n\}$ are load parameters. For generic common loads, equation (2.13) will take different forms as shown in the following subsections.

2.1.2.1 Constant impedance load (CIL)

In simple terms, a constant impedance load is a load that displays an unchanging impedance, similar to a resistor. The I-V characteristics of a CIL is depicted below.

It can be observed in Figure 2.7 that the current drawn by the CIL increases/decreases as the voltage increases/decreases. By having a constant impedance, one can notice that if the voltage changes, then the current will also change with the same ratio. A CIL can be modelled mathematically as

$$i = vG$$  \hspace{1cm} (2.14)
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where \(1/G = \text{const.}\) and it represents the load impedance.

Due to its linear characteristic, it is quite straightforward to analyse its influence onto a system. A significant amount of research works, when conducting theoretical stability analysis, have utilised a CIL such as [12, 31, 56, 68, 80, 90–92].

2.1.2.2 Constant current load (CCL)

A CCL draws constant current from the source.

![Figure 2.8: I-V characteristics of a typical CCL](image)

It can be observed in Figure 2.8 that the current drawn by the CCL remains constant as the voltage decreases/increases. A CCL can be modelled mathematically as

\[
i = \text{const.} \tag{2.15}
\]

One can observe that CCLs also display linear behaviour, making them easy to work with in theoretical analysis.

**Remark 2** In the literature, one might also find a load much alike as the CCL, namely the constant voltage load (CVL). Since it displays a similar constant behaviour as a CCL, that is a vertical line in the I-V plane \((v = \text{const.})\), investigating it will be futile and, hence, it is only mentioned but not included in this review. Research studies with a CVL have been conducted in [93, 94].

The predominance of CCLs in the literature has recorded a slight increase in the last decades. A digital implementation of a selection of loads has been done in [95], including CCL or combinations. A power-flow analysis of networks supplying loads of CCL-CPL type has been conducted in [96]. The effect of a CCL onto a DC system stability, as part of a ZIP load, has been investigated in [58]. The stability issue of ZIP loads has been also addressed in [86, 87, 97–99].
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2.1.2.3 Constant power load (CPL)

Unlike the previously mentioned loads, CIL and CCL, a CPL exhibits negative incremental impedance, introducing instabilities in its feeder system.

\[
\Delta i < 0
\]

Figure 2.9: I-V characteristics of a typical CPL

It can be observed in Figure 2.9 that the current drawn by the CPL increases/decreases as the voltage decreases/increases. A CPL can be modelled mathematically as

\[
i = \frac{P}{v}
\]  

(2.16)

where \( P = \text{const.} \) and it represents the power required by the load.

One can notice that CPLs have a nonlinear characteristic with a negative slope, and it behaves as a negative impedance in the small-signal analysis. That makes them complicated to analyse since it introduces additional nonlinearities into an already complex system that might include both the plant and the controller.

Remark 3 From the literature, several less common types of loads that impact the electrical system might be worth mentioning, for instance, viscous friction mechanical load [89], ventilator type mechanical load [100], etc, which are not relevant to the work done in this thesis and, hence, they have not been included.

In addressing the destabilising effect, a great deal of work has been put into research studies [9,20,22,24,81,95,101–108] of the CPLs, aiming to tackle the consequences of the negative impedance behaviour. Most approaches propose nonlinear controllers to stabilise the CPLs effect [101], or to use a circular switching surface technique [103], or to implement multistage LC filters [106] or to employ an active
damping strategy [107] to satisfy the impedance inequality criteria. Moreover, small-
signal [22,24,81,102] and large-signal [9,20] stability analysis are carried out to obtain
sufficient stability conditions.

Nevertheless, investigating the stability of a system consisting of converters with
nonlinear dynamics feeding one or more CPLs, and controlled by a nonlinear control-
ler, remains a challenge, which has not been properly pursued so far.

2.2 Hierarchical control

Hierarchical control strategies are fairly common in DC microgrids, and they are
customarily arranged on three levels [109–111], one on top of the other, as shown in
Figure 2.10. The primary control layer deals with the voltage regulation and load
sharing among units, by directly controlling the power converters. In several research
works, microgrid protection, i.e. overcurrent [31,71,112–114], is also implemented at
the primary layer. Secondary control tackles voltage fluctuations by tightening the
regulation to the rated value, and improves the accuracy of the load sharing. And in
most cases, secondary controllers require communication links. The tertiary control
layer, or supervisory control, incorporates the energy management system. It takes
care of the power flow by communicating with the lower level controllers, deciding the
optimal power flow and implementing a power exchange schedule or optimal dispatch.

In the following subsections, each control layer in the hierarchical control scheme
will be investigated separately.

2.2.1 Primary control

At this level, local controllers can be divided into i) current, voltage and droop control,
implemented via PI, PID or fuzzy controllers; ii) source dependent functions such
as maximum power point tracking (MPPT) applicable to PV and wind farms (for
a thorough analysis of most common MPPT techniques, the reader is referred to
[115,116]) or iii) passive and active load sharing represented by droop controllers when
no communication is available, and a master slave [117] or average load sharing [118]
(I-V characteristics shifted upwards) approach in the presence of communication.

From the control of power converters perspective, the lower-level primary control
consists of inner loops, responsible for current and/or voltage regulation, and droop
control that deals with preliminary power sharing. Regardless of the DC/DC power
converter type, the inner loop control can be classified into two categories: voltage
control mode and current control mode (or power control mode). The droop concept
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is widely applied at the primary control layer, the power being linked directly to the DC voltage. The droop characteristic of a converter in a DC microgrid can be a linear function between $V$ and $I$, or similarly between $V$ and $P$, soon to be explained.

A key benefit is that the conventional droop method can be easily implemented, providing voltage regulation and achieving load sharing without requiring communication links between converter units, thus, offering independent control and modularity. Its limitations, and the existing enhanced versions of the droop strategy shall be discussed in the remainder of this subsection. It is noted that most droop-based methods aim to address only one issue at a time, depending on application.

2.2.1.1 Inner loop control

Under voltage control mode, the DC/DC converter operates as a controllable voltage source. Similarly, in current control mode (or power control mode), the current (or power) is regulated by following a given references, in which case the converter behaves as a controllable current (or power) source.

The voltage loop in voltage control mode is displayed in Figure 2.11a. The voltage $V$ is regulated to the reference $V^*$, and the output of the voltage controller $G_V$ is the duty cycle $u$. In Figure 2.11b, an inner current control loop is depicted when the
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![Diagram](image_url)

**a) Voltage loop**

**b) Current loop**

**c) Cascaded voltage and current loops**

Figure 2.11: Inner loop control of DC/DC converters

The converter operates in current control mode. In this case, the duty cycle \( u \) is acquired through a current regulator \( G_I \). A cascaded voltage and current loop is shown in Figure 2.11c. Starting with a set voltage reference \( V^* \), the voltage controller \( G_V \) provides the inductor current reference \( i^* \). The control signal \( u \) is provided by the current regulator \( G_I \).

The design and analysis of inner loops are fundamental for adequate operation of the islanded microgrids (see [119–121]). Cascaded inner control approach for DC microgrids has been reported in [122], and also used for comparison with the proposed controllers in [123].

### 2.2.1.2 Droop control

As one can tell from the graph in Figure 2.12, the droop expression is given by the static equation:

\[
 v = V^* - \Delta v
\]

(2.17)

where \( v \) represents the output voltage set to be regulated close to the reference \( V^* \), while the output voltage deviation is \( \Delta v = mi \), with \( m \) being the droop coefficient, while \( i \) representing the output current.

It is clearly noted that the conventional droop strategy presents some serious disadvantages stemmed from the voltage regulation and power sharing trade-off. Hence, to improve the conventional droop form, numerous droop control variations have been developed to cope with the shortcomings that the conventional droop exhibits, and eventually enhance the overall system performance.

The problem of optimal, nonlinear and distributed designs of droop controls in DC microgrids has been thoroughly studied in [124]. The authors conclude that the
resulting control is optimal only under the assumption that full information of the microgrid is available. By relaxing this requirement leads to a reduction in the control optimality, one of which portrays precisely the conventional droop control.

Here are some variations of the conventional droop methods:

1. Inverse droop

First presented in [125], the decentralised inverse-droop control achieves power sharing for input-series-output-parallel (ISOP) DC/DC converters. The advantage of the proposed inverse-droop is that the output voltage rises as the load power demand increases. The difference from the conventional one is that the feedback polarity of the output current is positive instead of negative.

More recent research works (see [126, 127]), that have employed the inverse-droop control for ISOP DC/DC converters, also aimed to investigate small-signal stability using Routh-Hurwitz criterion and plotting root locus diagrams. Although numerical approaches are important, the vital valuable insights would come from an analytical proof which, for now, continues to remain a challenge. However, as one can tell from the current literature, the application of the inverse droop strategy, so far, is limited to the particular ISOP type DC/DC converters. This fact eliminates its potential universal uses.

2. Robust droop

The robust droop controller used for a DC distribution network, as explained in [128], uses the load terminal voltage as a feedback signal. Furthermore, the line impedance is treated as part of the equivalent output impedance of individual power converters, while the inaccuracy of load sharing is minimised.
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by regulating the newly introduced robust coefficients. A similar approach is presented in [129] for a hybrid interlinking converter of an AC/DC microgrid. According to the graph in Figure 2.13, the robust droop expression becomes

\[ v_o = V^* - \Delta v_o, \]

(2.18)

where \( v_o \) represents the load voltage set to be regulated close to the reference \( V^* \), with the load voltage deviation being \( \Delta v_o = mi \).

![Figure 2.13: Robust droop control V-I characteristic](image)

A robust droop controller of grid-connected inverters, aimed to cancel the effects of changes in the grid side impedance values, based on disturbance observer is proposed in [130]. In [131], a parallel configuration inverter network is studied, each unit equipped with a robust droop multiple loop controller, that includes an outer power loop and inner voltage and current loops. The outer loop adopts the robust droop control strategy to improve the accuracy of the power sharing, while the inner loops employ a quasi-proportional resonant (QPR) controller to track the output voltage, and restrain the circulating current.

However, the main disadvantage of the robust droop control strategy is that it requires the measurement of the terminal bus voltage, which may not always be accessible, and also the measurement of the output currents, which needs additional sensors. Also, as shown in [128], in order for the robust droop strategy to be successfully implemented, the robust coefficient has to be chosen within a certain range to avoid instabilities in the system.

3. Quadratic droop

In [132, 133], a droop-like voltage feedback controller is introduced that is quadratic in the local voltage magnitude, permitting in the closed-loop system
the use of circuit-theory analysis techniques. One can claim that the quadratic droop controller is just a special case of the general feedback controller, but a key fact is that the authors manage to show a one-to-one correspondence between the high-voltage equilibrium under the proposed method, and the solution of an optimisation problem that minimises the trade-off between reactive power dissipation and voltage deviations.

The stability of voltage dynamics for a power network, in which nodal voltages are controlled by means of quadratic droop controllers with nonlinear AC reactive power as inputs, is investigated in [134]. But again, the stringent lack of an analytical proof of stability including the entire closed-loop system remains an unsolved problem, and a potential path to pursue.

4. Nonlinear droop

An interesting approach in [135] employs a nonlinear droop control strategy to control the charge/discharge of a supercapacitor whenever required by the grid. An improved nonlinear droop is introduced in [136], which also includes a comparison of different droop control strategies. The authors in [137] design a nonlinear output feedback linearised droop control to guarantee active and reactive power sharing in a parallel configuration network. The procedure of constructing the nonlinear droops to minimise the operating costs and share the output power effectively among the sources has been proposed in [138].

On one side, the effect that the nonlinear droop expressions incorporate into the stability of the microgrids has never been studied. In [139] a numerical approach to ensure system stability by testing automatically different operating point has been developed. Still, no research work has looked into the matter of analytically investigate the effect of the nonlinear droop expression on the closed-loop system stability.

5. Dead-band droop

An useful drop-based strategy is the dead-band droop, proposed for energy storage systems to introduce a "floating" or standby working mode, thus, avoiding the unnecessary charging and discharging cycles. A droop-controlled microgrid that integrates energy storage systems with dead-band droop controllers is studied in [16,140].

But, the use for the standby operating mode is restricted to energy storage systems. Thus, the applications of dead-band droop controllers are limited,
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whilst their implementation is deemed inadequate for most converters within the DC microgrid framework.

6. Adaptive droop

Adaptive droop controllers [57, 139–144] are fairly common at the primary control layer of DC microgrids. An adaptive droop control strategy is introduced in [145], where a variable droop coefficient strategy is able to adjust the ratio of energy storage unit power online, reduce the DC bus voltage fluctuations and improve the system stability. A master-slave control strategy is proposed in [146] based on the adaptive droop controller of the voltage source converter. The adaptive droop control in [147], forces the units to share the power according to the available headroom of each converter station. An interesting adaptive integrated coordinated control is presented in [148], consisting of an adaptive droop control and an internal current loop.

However, yet again the discussion of the analytical proof of stability for the entire closed-loop system intervenes, since similar to previous droop control methods, it is not properly addressed, nor studied.

To improve the overall performance of the droop-based strategies, secondary controllers are often incorporated on top of the primary control layer. A more detailed view is given in the following subsection.

2.2.2 Secondary Control

As pointed out the previously, droop controllers implemented at the primary control layer impose a performance trade-off between power sharing accuracy and voltage regulation. Numerous centralised, decentralised and distributed approaches in hierarchical control frameworks have emerged in the last years to boost the reliability of DC microgrids and compensate the voltage deviation and improve the power sharing accuracy [24, 109, 110, 142, 149–159]. By exchanging information via communication links, the secondary control is able to adjust the set-points of the primary control. This approach is not new as it has been utilised in the early network-based control of power electronic systems [160–162]. The effect of time-delays was investigated in [162], where a radio frequency communication-based control for interactive power electronics networks was introduced. One might agree that due to the distributed nature of microgrids, low bandwidth communication (LBC) is best suitable for the
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implementation of secondary controllers as it can be put into place using the controllers area network, power line communication, and others [163].

![Control architectures for multiple unit networks](image)

Figure 2.14: Control architectures for multiple unit networks: a) decentralised; b) distributed; c) centralised.

Whilst, as already mentioned, in most cases primary controller are implemented in a decentralised topology, upper layer controllers on the other hand emerged in several architectures depending on application. Most common control architectures of multiple unit networks are depicted in Figure 2.14, including centralised, decentralised and distributed approaches.

2.2.2.1 Centralised control

A conventional way of realizing power sharing between batteries and supercapacitors is through measuring the total unbalanced power using a centralised controller and splitting it into high and low frequency components [164, 165]. As highlighted in [166], centralised control is effective only if there is no communication delay, provided energy storage units operate in power control mode. To tackle the effect of the communication delays, supercapacitors are expected to regulate the bus voltage, while the battery would compensate for the low-frequency component of the unbalanced power, as shown in [167].

A centralised secondary control method is proposed in [109], where the secondary control adjustment is completed in the microgrid central controller, which restores the voltage to the rated value using low-bandwidth communication network. The load voltage is compared to the reference value, and the difference $\delta V$ is sent through the LBC to all modules to compensate the voltage difference. The droop expression becomes:

$$v = V^* + \delta V - Ri.$$  \hspace{1cm} (2.19)

with $\delta V$ representing the voltage difference $V^* - v$. A similar approach is presented in [141] to avoid voltage deviations, where a virtual resistance is changed inside the
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centralised controller to transit criteria for changing unit-level operating modes. The centralised controller in [141] adjusts the droop gains for the bidirectional DC/DC converters that interface the batteries such that they keep identical state of charge in islanded mode. And during charging, a higher droop coefficient is allocated to the battery with a higher state of charge, whereas when discharging, a highest droop coefficient is assigned to the battery with the lowest state of charge. Centralised controllers have also been proposed in [168–171].

However, the centralised control framework relies on the central controller and it is easily affected if subjected to a failure. This vulnerability makes this approach unsuitable as it is not robust enough for future DC microgrid applications.

2.2.2.2 Decentralised control

To overcome the drawbacks that the centralised controller introduces, decentralised methods have been applied [143,152,172–175]. When employing this control architecture, the units are autonomously controlled using real-time feedbacks. Decentralised approaches are implemented without the need of a communication network, hence, are achieved exclusively by local controllers. A common technique is the DC bus signalling, where the information carrier is the DC bus [176]. Although this method is communication-free and fairly straightforward, it is also inaccurate due to the error in the DC bus voltage estimation. Furthermore, since they lack the data from other converter units, these controllers have an inherent performance limitation.

Another decentralised control technique is the power line signalling that injects sinusoidal signal of specific frequency at the DC bus, as shown in [177]. A decentralised control strategy named frequency coordinating virtual impedance control is proposed in [166], and it introduces a low-pass filter (LPF) or high-pass filter (HPF) to the droop control in order to coordinate power sources with different characteristics. Nevertheless, it causes a voltage deviation not addressed in these control frameworks. In [174], a high-pass-filter-based droop control is integrated in battery controllers in order to compensate for the voltage deviation. But, this strategy is not suitable for microgrids with multiple hybrid energy storage systems.

A unified decentralised control strategy has been proposed in [178] that can provide an energy management and ensure the voltage restoration to the rated value. In grid-connected mode, the converters’ output current is controlled through an outer current loop with a PI controller, which is also useful for the economic dispatch in the microgrid. In islanded mode, the reference value for the output currents is modified by an average voltage controller based on PI.
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2.2.2.3 Distributed control

The authors in [110] present a distributed secondary control approach, where the secondary control scheme is implemented in the local controller, while the data used in the local secondary control framework is exchanged via an LBC network. Compared to the centralised approach, a key benefit is that this strategy avoids the scenario of single-point-of-failure. However, the effect of line resistance has not been comprehensively considered. Furthermore, to guarantee an accurate power sharing one has to choose large droop coefficients which affects the voltage regulation.

A different secondary control scheme is presented in [151], where two additional control methods are proposed to average the output voltage and output current. These control loops are integrated locally, guaranteeing those two tasks simultaneously. The main disadvantage is that every converter requires information from all the other converters. This strategy can be regarded as static averaging, which is not flexible and leads to high communication stress. In [142,156], a consensus algorithm with a sparse communication network is proposed, where only the information from the neighbouring converters is required. In doing so, the flexibility of the system is enhanced, giving a plug-and-play feature, and since the global information from all converters is no longer required, the communication stress is highly reduced.

A novel distributed control strategy is introduced in [16] where the authors consider the utilisation priority of the energy storage, renewable and non-renewable sources. The control approach in [179] utilises a distributed control algorithm and the concept of multiple slack buses, that enables the microgrid’s redundancy, modularity and expandability, while also ensuring the plug-and-play feature. Numerous distributed approaches for DC microgrids have emerged in the past decade, such as multi-agent based control for operation cost minimisation [180], consensus algorithms to facilitate the modelling and sensitivity analysis [181], power management based on fuzzy logic [182], or power management based on DC bus signalling [183].

2.2.3 Supervisory Control

A triple-role supervisory control strategy was introduced in [141], on top of existing primary control for a DC microgrid consisting of renewable sources and batteries. Its first feature includes an online adaptation of the virtual resistances designed to achieve asymptotic approaching of batteries; state-of-charge (SOC) and is intended for moderate replenishment periods. At high SOCs, the second and third feature
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To cope with the instability issues that CPL exhibit, several studies [24, 66–68, 198] have been carried out not only in terms of modelling and control, but with a particular emphasis on the stability theory part. Most approaches can be divided into three categories depending on the number of converters taken into consideration when designing the DC microgrid, that is single converter, two converter or more converters.

Stability analysis and stabilisation strategies of one converter feeding a CPL fall into the first category [20, 42, 105, 106, 199–204]. One notices that by increasing the damping and reducing the negative impedance, the destabilizing effect of the CPL, namely the voltage oscillations, can be mitigated [105, 200]. The interconnection and damping assignment technique have been used for stability analysis of a DC microgrid [105]. The describing function method to analyse stability is reported in [205]. The
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authors in [20] propose several tools for large-signal stability which include Brayton and Moser’s, nonlinear circuit theory [106, 199, 201], block diagonalised Lyapunov function, semi-tensor product of matrices [206] and reverse trajectory tracking. Other solutions to solve the stability problem are sliding-mode control [42], Popov criterion [202], nonlinear feedback [203], phase-plane analysis [204].

An interesting strategy aimed towards a multi-converter DC microgrid to obtain the stability region by using an LMI approach is proposed in [22, 24, 207]. The use of behavioural modeling technique is applied in the stability analysis as showcased in [208].

2.3.1 Stability of droop-controlled DC microgrids

The second category involves cases when one has two converters in parallel [102,209–214]. Amplitude death solutions are utilised for stabilisation of DC microgrids with instantaneous CPLs in [209]. Eigenvalue analysis is employed in [46]. The nonlinear feedback method is applied here as well for two parallel converters [210]. The so-called MIMO generalised Bode criterion is proposed in [215]. The stability analysis of two parallel converters with V-I droop control is carried out in [216].

Synergetic control has been introduced in [211], and it is based on several properties of nonlinear dynamic dissipative systems. A comparison between [210] and [211] has been done in [212]. Linear methods based on virtual impedance are proposed in [102,213,214] to increase damping. However, unlike [102], the proposed strategies in [213,214] have also incorporated a voltage restoration term. And by contrast, the nonlinear methods [209–211] have a wider stability region compared to the linear methods [102,213,214], but it requires global information, such as the size of the CPLs.

The third group extends the complexity of the DC microgrid to n number of converters [66,67,217–219]. The stability of a reduced-order model has been studied in [66,67], obtaining a stable domain for the droop coefficients. A region-based stability analysis is proposed in [217] to achieve a reasonable selection of parameters. An extended stability analysis method based on Floquet theory is presented in [218]. Similarly, in [219], the authors investigate system stability by making use of the monodromy matrix, whose eigenvalues are the Floquet multipliers. Considering a master/slave configuration, in [220], it is revealed that the interactions among the master converter and the slave converters will cause instability under certain conditions.
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A detailed review on the stability studies carried out for paralleled DC/DC converters is showcased in [221]. Nevertheless, in the majority of these cases, the dynamics of the converters are not included in the analysis, and only a reduced-order model or the control system is analysed.

### 2.3.2 Stability of DC microgrids under secondary control

Stability analysis of microgrid clusters under primary and secondary control has been presented in [86]. The stability of DC microgrid clusters has also been investigated in [155]. In [24,68], the stability analysis of DC microgrids under distributed secondary control has been studied, acquiring sufficient stability conditions for the controller parameters. But in these works, only the secondary controller dynamics have been considered, the microgrid system and primary controller dynamics being ignored. The stability of a decentralised communication-free secondary voltage restoration and current sharing control for islanded DC microgrids is studied in [222]. Likewise, a hybrid secondary controller is introduced in [24] to achieve both current sharing and voltage regulation.

The authors in [198] derive two stability criteria under different conditions for the DC system, considering two communication time delays, namely constant delay and time-varying delay, respectively. An extensive review on stabilisation techniques in hierarchical controlled DC microgrids has been put together in [223].

### 2.4 Microgrid Protection

The emergence of DERs is setting the stage for modern power systems to operate as MGs, avoiding power disruptions and permitting a fast recovery during grid disturbances. Therefore, MGs are vital assets to have in order to improve grid resilience, which is seriously undermined if MGs are not properly protected in the event of faults [224].

In [225], an analysis for different relay types has been conducted by considering different faults and generation conditions in a MG. A protection scheme based on information sharing technology is proposed in [226], the protection devices having the ability to communicate with each other and share their local information. The effect of replacing undervoltage protection with a differential protection scheme is studied in [227].
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2.4.1 Overcurrent protection

A critical issue, tightly related to the stability analysis, and corresponding to the technical limitations of the system components is the current-limiting property of the converter units. *Overcurrent* (or excess current) instances occur when an electric current larger than intended passes through a conductor producing excessive generation of heat, presenting a high risk of fire or damage to equipment. As described in [113], a current limitation would protect the components without violating fixed limits, set by the technical requirements of each converter. An adaptive overcurrent protection for distribution networks has been developed in [228, 229]. A neural network based overcurrent protection approach is shown in [230].

Thus, apart from ensuring system stability, the equipment overcurrent protection must be guaranteed at all times, by complying to its technical limitations. Such matter is crucial particularly during transients, or operating under faulty conditions or unrealistic power demands. Even though the converter overcurrent protection is customarily taken care of by utilising extra fuses, circuit breakers and protection relays, a recorded increase has been noticed in focus and interest to design control strategies able to guarantee an inherent current-limiting property [231]. Existing current limitation methods can adjust the original control framework to ensure overcurrent protection [32], but closed-loop stability cannot be analytically proven. Moreover, the original control method might be prone to integrator wind-up and latch-up cases which again can yield instability [32].

2.4.2 Overvoltage protection

*Overvoltage* instances occur when the voltage in a circuit, or part of the circuit, increases above its designed limit, causing potential damages and faults in the converter components or the grid.

The methods proposed in [232, 233] aim to reduce the active power injected by a source until voltage complies with the operation requirements, a strategy known as active power curtailment (APC). Potential limitations and main challenges one faces, when applying this method, have been discussed in [234], and they include:

- decreasing active power injection in one phase may lead to a decrease in voltage in the injection phase, but it will increase the voltage in the other phases;

- using the APC *ON/OFF* active power control approach to avoid the occurrence of overvoltages, the sequence of solving a problem but creating a new one leads to system instability;
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- APC strategy may cause the sequential loss of the interconnected DER, triggered by the first shut-down (a harmful event, commonly referred to as cascading).

In [235], a comparison using optimal power flow between centralised and local voltage control solutions have been conducted to mitigate the voltage rise impact. The authors in [236] introduce a methodology to identify and locate transient overvoltages using wavelet packet decomposition (WPD) and general regression neural networks (GRNN) theory.

But, since all these strategies are implemented at the upper control layers, which operate in a higher time-scale, they are usually slower than the primary control layer. So, managing to implement an overvoltage protection at the primary control layer might be more efficient and an important step forward.

2.5 Gaps in the current literature

Network topology is key in microgrids. Currently in the literature, the computation of the admittance matrix in DC microgrids, as shown in [22, 24], does not consider the instantaneous nonlinear expressions of the output currents and the load voltage. Instead, it uses the linearised power balance equation to obtain the load voltage with respect to its steady-state equilibrium. This voltage is then replaced into the output currents expressions, which are further used to compute the admittance matrix as a function of the equilibrium point of the load voltage.

Moving to the control part, the disadvantages of conventional droop control strategy are well known, and its improved versions exhibit the following shortcomings:

- several droop-based variations are designed for specific applications, i.e. inversed droop strategy is limited to the use of ISOP DC/DC converters only, while dead-band droop controllers are only applicable to energy storage systems;

- the robust droop controller is based on several assumptions, such as the availability of the load voltage measurement. It also requires extra sensors to measure the output currents and it introduces a gain restricted in a limited domain that may affect system stability;

- other droop methods, i.e. quadratic, nonlinear and adaptive droop, lack a complete theoretical proof of stability, which is of paramount importance in the theoretical analysis of DC microgrids.
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With the primary control posing so many challenges, a multi-level control scheme is often required. In most cases, hierarchical control schemes that implement centralised upper layer controllers are not disturbance robust as they suffer from single point of failure, and are vulnerable to faults. Decentralised architectures could be a better solution, despite their local implementation, whereas distributed control approaches although more efficient, they require communication.

When it comes to investigating the overall stability of the closed-loop system, most approaches rely on strong assumptions that lead to limitations:

- most studies use extensively buck DC/DC converters which have linear dynamics;
- several approaches are based on reduced-order models [66,67];
- in some cases, the converters’ dynamics are completely ignored, and only the controller dynamics are investigated [24,68];
- others employ numerical approaches, such as the root locus.

Unlike conventional methods that ensure the protection of microgrids through different pieces of hardware, there is an increased interest in implementing it through control. At the moment:

- in microgrid applications, conventional overcurrent protection devices are being utilised, such as fuses and relays;
- in some cases the current limitation is guaranteed by using saturation units, which are ineffective during transients;
- so far, overvoltage protection is implemented only at the upper layers of the hierarchical control architecture.
Chapter 3

Notations and theoretical preliminaries

In this chapter, several notations are introduced that are being used throughout the entire thesis. In addition, a general overview of theoretical preliminaries is given, which is paramount for following and understanding the analysis developed in the following chapters.

3.1 Vector, matrix and function notations

Let $\mathbf{1}_n$, $\mathbf{1}_{n \times n}$ and $\mathbf{0}_{n \times n}$ denote the $n$-dimensional vector and matrix, respectively, of unit and zero entries, and let $\mathbf{1}_n^\perp$ be the orthogonal complement of $\mathbf{1}_n$ in $\mathbb{R}^n$, that is, $\mathbf{1}_n^\perp \triangleq \{ x \in \mathbb{R}^n : x \perp \mathbf{1}_n \}$. Consider $I_n$ denoting the identity unit matrix.

Given an $n$-tuple $(x_1, \ldots, x_n)$, let $\mathbf{x} \in \mathbb{R}^n$ be the associated vector. For an ordered index set $\mathcal{I}$ of cardinality $|\mathcal{I}|$ and an one-dimensional array $\{ x_i \}_{i \in \mathcal{I}}$, we define $[\mathbf{x}] = \text{diag} (\{ x_i \}_{i \in \mathcal{I}}) \in \mathbb{R}^{|\mathcal{I}| \times |\mathcal{I}|}$ to be the associated diagonal matrix.

For $x \in \mathbb{R}^n$, define the vector-valued and matrix-valued, respectively, functions $\sin (x) = (\sin(x_1), \ldots, \sin(x_n))$, $\cos (x) = (\cos(x_1), \ldots, \cos(x_n))$ and $[\sin (x)] = \text{diag} (\{ \sin(x_i) \}_{i \in \mathcal{I}})$, $[\cos (x)] = \text{diag} (\{ \cos(x_i) \}_{i \in \mathcal{I}})$.

3.2 Linear matrix analysis

A square matrix $A$ is said to be a Hermitian matrix whenever $A = A^*$, i.e. $a_{ij} = \overline{a_{ji}}$, which $^*$ represents the complex analog of symmetry.

Lemma 1 With $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$ representing the eigenvalues of a Hermitian matrix $A$, and $\beta_1 \leq \beta_2 \leq \cdots \leq \beta_n$ the eigenvalues of a Hermitian matrix $B$, let it
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hold that

\[ \lambda_i + \beta_1 \leq \eta_i \leq \lambda_i + \beta_n \] (3.1)

where \( \eta_1 \leq \eta_2 \leq \cdots \leq \eta_n \) are the eigenvalues of the Hermitian matrix \( A + B \).

Proof. is presented in [237, Ch.7]. \( \square \)

A unitary matrix is defined as a complex square matrix \( U^{n \times n} \) whose columns (or rows) constitute an orthonormal basis for \( \mathbb{C}^n \). Similarly, if the matrix is real, whose columns (or rows) constitute an orthonormal basis for \( \mathbb{R}^n \), then it represents an orthogonal matrix. Both, unitary and orthogonal matrices, have useful features, one of which is the fact that inverting them is straightforward since \( U^{-1} = U^* \), with * denoting the conjugate transpose.

**Lemma 2** Let \( Q, R \in \mathbb{C}^{n \times n} \) be two unitary matrices, i.e. \( Q^*Q = I_n \) and \( R^*R = I_n \). Then \( P = QR \) is also an unitary matrix.

Proof. By calculating the product \( P^*P \), it is shown that

\[ P^*P = (QR)^*QR = R^*(Q^*Q)R = R^*R = I_n \] (3.2)

which completes the proof. \( \square \)

Consider matrix \( A \) real symmetric, then the inertia of matrix \( A \) is defined to be the triple \((\rho, \nu, \zeta)\), where \( \rho, \nu, \) and \( \zeta \) represent the number of positive, negative and null eigenvalues, respectively, counting algebraic multiplicities.

**Lemma 3 (Sylvester’s Law of Inertia)** With \( A \) and \( B \) real symmetric matrices, let \( A \sim B \) denote that matrices \( A \) and \( B \) are congruent, i.e. \( C^*AC = B \) for some nonsingular matrix \( C \). Sylvester’s law of inertia states that:

\[ A \sim B \] (3.3)

if and only if \( A \) and \( B \) have the same inertia.

Proof. is presented in [237, Ch.7].\(^1\) \( \square \)

\(^1\)Inertia being invariant under congruence is also a corollary of a deeper theorem stating that the eigenvalues of \( A \) vary continuously with the matrix entries. The argument follows from the perturbation of the eigenvalues of the nonsingular matrix \( A \) (otherwise using \( A + \epsilon I \), for small \( \epsilon \)), and expressing matrix \( C \) using the QR factorisation.
Lemma 4 Let matrix $S$ be a positive-semidefinite Hermitian and matrix $D$ a positive-definite Hermitian. Then

1) Matrix product $SD$ (or $DS$) is diagonalisable. There exists a unitarily diagonalisable matrix $M$ similar to $SD$.

2) If $S, D \in \mathbb{R}^{n \times n}$, the eigenvalues of $SD$ (or $DS$) have only real part, and the product $SD$ (or $DS$) has the same number of negative (zero, or positive) eigenvalues as matrix $A$.

Proof. Matrix $SD$ is similar to the symmetric matrix $D^{\frac{1}{2}} (SD) D^{-\frac{1}{2}} = D^{\frac{1}{2}} SD^{\frac{1}{2}}$, hence it is diagonalisable. By employing polar decomposition $SD$ (or $DS$) can be written as $SD = UP$, where $U$ is unitary and $P = \sqrt{(SD)^* SD}$ is a unique positive-semidefinite Hermitian matrix. Define $Q$ to satisfy $Q^2 = U$ as in [238, Ch.12]. Note that $M = Q^{-1} (SD) Q = QPQ$ is Hermitian, hence, by eigendecomposition $M = V \Lambda V^{-1}$, with $V$ unitary and $\Lambda$ diagonal with the eigenvalues of $M$ (and the same index of inertia as $SD$) as main diagonal entries. It can be concluded that $(QV)^{-1} SD (QV) = \Lambda$, with $QV$ unitary according to Lemma 2. This proves conclusion (1). As the similarity transformation $D^{\frac{1}{2}} (SD) D^{-\frac{1}{2}} = D^{\frac{1}{2}} SD^{\frac{1}{2}}$ is congruent to $S$; then, according to Lemma 3, $SD$ has the same index of inertia as matrix $S$. □

For cases when one deals with large matrices, splitting them into blocks can be very convenient when aiming to compute determinants. The theorem below introduces a way of computing determinants for $2 \times 2$ block matrices based on the commutativity of its block elements.

Theorem 1 If $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$, where $A, B, C, D \in \mathbb{C}^{n \times n}$, and

\[
\begin{align*}
\text{if } CD &= DC \quad \text{then } \det M = \det (AD - BC); \\
\text{if } AC &= CA \quad \text{then } \det M = \det (AD - CB); \\
\text{if } BD &= DB \quad \text{then } \det M = \det (DA - BC); \\
\text{if } AB &= AB \quad \text{then } \det M = \det (DA - CB).
\end{align*}
\]

If all four blocks of matrix $M$ commute pairwise, then equations (3.4)-(3.7) are equivalent, with the determinants being equal.

Proof. is presented in [239, Ch.4]. □

Lemma 5 (Quadratic Eigenvalue Problem) Consider the matrix polynomial

\[
Q(\lambda) = \lambda^2 M + \lambda C + K
\]
and matrices $M$, $C$, and $K$ Hermitian of size $n$, for a quadratic eigenvalue problem (QEP) as
\[ |\lambda^2 M + \lambda C + K| = 0 \]  \hfill (3.9)

If $M$, $C$, and $K$ are all positive definite, then $\text{Re} (\lambda) < 0$.

Proof. An extensive proof, considering the full or semi definiteness of the matrix coefficients is given in [240]. □

3.3 Elements of graph theory

Consider the undirected, connected, and unweighted graph $G (\mathcal{V}, \mathcal{E}, A)$, represented in Figure 3.1 as a set of vertices $\mathcal{V} = [\nu_1 \nu_2 \ldots \nu_n]$ connected by a set of edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$, and induced by the symmetrical, irreducible, and nonnegative adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$, with $n$ being the number of vertices. The elements of $A$ represent the weights, where $a_{ij} > 0$ if the edge $(\nu_j, \nu_i) \in \mathcal{E}$, otherwise, $a_{ij} = 0$. Here, the matrix $A$ is assumed to be time-invariant. The Laplacian matrix $\mathcal{L} \in \mathbb{R}^{n \times n}$ is defined as $\mathcal{L} = \text{diag} \left( \left\{ \sum_{j=1}^{n} a_{ij} \right\}_{i=1}^{n} \right) - A$, and its eigenvalues determine the global dynamics. For a connected graph, there is one spanning tree, with $\text{ker} (\mathcal{L}) = \text{span} (1_n)$, having all $n-1$ remaining eigenvalues of $\mathcal{L}$ real and strictly positive, with the second-smallest eigenvalue $\lambda_2 (\mathcal{L})$ called the algebraic connectivity.

It is natural for one to wonder if the intermediate eigenvalues of a Hermitian matrix have representations similar to those for the extreme eigenvalues as described in Lemma 1. The answer was given in the early years of the 20th century for not only matrices, but infinite-dimensional operators as well.

**Theorem 2 (Courant-Fischer Formula)** Let $A$ be a Hermitian matrix having the eigenvalues $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$ with the corresponding eigenvectors $v_1, v_2, \ldots, v_n$.

![Figure 3.1: An undirected, connected and unweighted graph $G$](image)
Then, the eigenvalues can be expressed as follows:

\[
\lambda_1 = \min_{\|x\| = 1} x^T A x = \min_{x \neq 0} \frac{x^T A z}{x^T x}, \tag{3.10}
\]

\[
\lambda_2 = \min_{\|x\| = 1} x^T A x = \min_{x \neq 0} \frac{x^T A z}{x^T x}, \tag{3.11}
\]

\[
\vdots
\]

\[
\lambda_n = \lambda_{\max} = \max_{\|x\| = 1} x^T A x = \max_{x \neq 0} \frac{x^T A x}{x^T x}. \tag{3.12}
\]

For \(k \in \mathbb{Z}\) satisfying the inequality \(1 \leq k \leq n\), let \(S_k\) denote the span of \(v_1, v_2, \ldots, v_n\), and \(S_k^\perp\) denote the orthogonal complement of \(S_k\). Then

\[
\lambda_k = \min_{\|x\| = 1} x^T A x = \min_{x \neq 0} \frac{x^T A x}{x^T x}. \tag{3.13}
\]

Proof. in [237, Ch.7]. \(\square\)

A useful application of the Courant-Fisher Formula to the Laplacian of a graph is the Rayleigh Quotient.

**Corollary 1 (Rayleigh Quotient)** Consider \(\mathcal{L}\) the Laplacian of the graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\). One knows that the smallest eigenvalues of a graph is \(\lambda_1 = 0\) with the eigenvector \(v_1 = 1_n\). By virtue of Theorem 1,

\[
\lambda_2 = \min_{x \neq 0} x^T A x = \min_{x \neq 0} \frac{\sum_{(i,j) \in \mathcal{E}} (x_i - x_j)^2}{\sum_{i \in \mathcal{V}} x_i^2}, \tag{3.14}
\]

\[
\vdots
\]

\[
\lambda_{\max} = \max_{x \neq 0} x^T A x = \max_{x \neq 0} \frac{\sum_{(i,j) \in \mathcal{E}} (x_i - x_j)^2}{\sum_{i \in \mathcal{V}} x_i^2}. \tag{3.15}
\]

One can interpret the formula for \(\lambda_2\), introduced in Corollary 1, similar to putting strings on each edge and minimizing the potential energy of the configuration.

### 3.4 Nonlinear system analysis

Let the system

\[
\dot{x} = f(t, x) \tag{3.16}
\]

where \(f : [0, \infty) \times \mathbb{D} \to \mathbb{R}^n\) is piecewise continuous in \(t\) and locally Lipschitz in \(x\) on \([0, \infty) \times \mathbb{D}\), and \(\mathbb{D} \subset \mathbb{R}^n\) is a domain that contains the origin.
Consider the following Lyapunov-like theorem for showing uniform boundedness and ultimate boundedness.

**Theorem 3 (Ultimate boundedness)** Let $\mathbb{D} \subset \mathbb{R}^n$ be a domain that contains the origin and $V : [0, \infty) \times \mathbb{D} \rightarrow \mathbb{R}$ be a continuously differentiable function such that

\[
\alpha_1(||x||) \leq V(t,x) \leq \alpha_2(||x||)
\]

\[
\frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t,x) \leq -W_3(x) , \forall ||x|| \geq \mu > 0
\] (3.17) (3.18)

$\forall \ t \geq 0$ and $\forall x \in \mathbb{D}$, where $\alpha_1$ and $\alpha_2$ are class $\mathcal{K}$ functions and $W_3(x)$ is a continuous positive definite function. Take $r > 0$ such that $B_r \subset \mathbb{D}$ and suppose that

\[
\mu < \alpha_2^{-1}(\alpha_1(r))
\] (3.19)

then, there exists a class $\mathcal{KL}$ function $\beta$ and for every initial state $x(t_0)$, satisfying $||x(t_0)|| \leq \alpha_2^{-1}(\alpha_1(r))$, there is $T \geq 0$ (dependent on $x(t_0)$ and $\mu$) such that the solution of (3.16) satisfies

\[
||x(t)|| \leq \beta(||x(t_0)||, t - t_0) , \forall \ t_0 \leq t \leq t_0 + T
\] (3.20)

\[
||x(t)|| \leq \alpha_1^{-1}(\alpha_2(\mu)) , \forall \ t \geq t_0 + T
\] (3.21)

Moreover, if $\mathbb{D} = \mathbb{R}^n$ and $\alpha_1$ belongs to the class $\mathcal{K}_\infty$, then (3.20) and (3.21) hold for any initial state $x(t_0)$, with no restriction on how large $\mu$ is.

Proof. in [241, Th.4.18]. □

Inequalities (3.20) and (3.21) show that $x(t)$ is uniformly bounded for all $t \geq t_0$ and uniformly ultimately bounded with the ultimate bound $\alpha_1^{-1}(\alpha_2(\mu))$, which is a class $\mathcal{K}$ function of $\mu$. Therefore, the smaller the value of $\mu$, the smaller the ultimate bound.

One of the main applications of this theorem emerges from studying the stability of perturbed systems.

**Theorem 4 (Singular perturbation problem)** Consider the singularly perturbed system

\[
\dot{x} = f(t,x,z,\varepsilon)
\]

\[
\epsilon \dot{z} = g(t,x,z,\varepsilon)
\] (3.22) (3.23)

Assume that the following assumptions are satisfied for all

\[
(t,x,\varepsilon) \in [0, \infty) \times B_r \times [0,\varepsilon]
\] (3.24)
3.4. Nonlinear system analysis

- $f(t,0,0,\varepsilon) = 0$ and $g(t,0,0,\varepsilon) = 0$.

- **The equation**

  \[ 0 = g(t,x,z,0) \quad (3.25) \]

  has an isolated root $z = h(t,x)$ such that $h(t,0) = 0$.

- The functions $f$, $g$, $h$, and their partial derivatives up to the second order are bounded for $z - h(t,x) \in B_\rho$.

- **The origin of the reduced system**

  \[ \dot{x} = f(t,x,h(t,x),0) \quad (3.26) \]

  is exponentially stable.

- **The origin of the boundary-layer system**

  \[ \frac{dy}{d\tau} = g(t,x,y + h(t,x),0) \quad (3.27) \]

  is exponentially stable, uniformly in $(t,x)$.

Then, there exists $\varepsilon^* > 0$ such that for all $\varepsilon < \varepsilon^*$, the origin of (3.22)-(3.23) is exponentially stable.

Proof. is presented in [241, Th.11.4]. □
Chapter 4

Admittance matrix computation and stability analysis of droop-controlled DC microgrids

In this chapter, a different approach towards computing and factorising the admittance matrix is proposed. This methodology of manipulating the admittance matrix facilitates and ensures the acquisition of stability conditions for droop-controlled DC microgrids with CILs, CCLs and/or CPLs. Such strategy is particularly useful when a generic controller (droop control, voltage regulation) is designed to control the terminal DC bus voltage of the microgrid, because it permits the factorisation of the admittance matrix by separating the singular matrices. This guarantees, a simpler approach towards proving closed-loop stability by isolating singularities, and by employing fundamental linear algebra tools one arrives at sufficient stability conditions. To verify the proposed approach, compute the admittance matrix and test the stability conditions, a DC microgrid is considered consisting of \( n \) DC/DC converter units supplying a common CPL. Simulation testing is performed to prove the desired operation of the controller and assess the control design performance.

4.1 DC Microgrid System Modelling

The system under consideration is a generic DC microgrid, depicted in Figure 4.1, consisting of \( n \) power converter units connected in a parallel configuration to a common DC bus that feeds an equivalent load. One can notice, that the output currents have the following expression

\[
i_i = \frac{V_i - V_o}{R_i}, \quad i \in \mathcal{I}
\]  

(4.1)

Thus, the load voltage can be derived as follows depending on the load type:
4.1. DC Microgrid System Modelling

![Diagram of DC microgrid system](image)

Figure 4.1: Typical reduced-model architecture of a DC microgrid.

1. constant impedance (Z) load: The characteristic equation can be written as

\[ \sum_{i=1}^{n} \frac{V_i - V_o}{R_i} = V_o G, \]  

where \( G \) is constant and represents the load resistance. From (4.2), the load voltage becomes

\[ V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{G + \sum_{i=1}^{n} \frac{1}{R_i}}. \]  

(4.3)

2. constant current (I) load: In this case the characteristic equation is

\[ \sum_{i=1}^{n} \frac{V_i - V_o}{R_i} = i_{load}, \]  

where \( i_{load} \) is constant and represents the load current. The expression of the load voltage becomes

\[ V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i} - i_{load}}{\sum_{i=1}^{n} \frac{1}{R_i}}. \]  

(4.5)

3. constant power (P) load: The power balance equation yields

\[ V_o \sum_{i=1}^{n} \frac{V_i - V_o}{R_i} = P, \]  

where \( P \) is constant and represents the power of the P load.

The expression of the load voltage will be given by the solutions of a second-order polynomial. Consider now the following assumption:
4.1. DC Microgrid System Modelling

Assumption 1 For \( \forall i = \mathcal{I} \), it holds that

\[
\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 > 4P \sum_{i=1}^{n} \frac{1}{R_i}.
\]

Thus, the load voltage expression is given by the real solutions in the following form

\[
V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{2 \sum_{i=1}^{n} \frac{1}{R_i}} \pm \sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}.
\]

(4.7)

The load voltage (4.7) has two solutions, a high voltage and a low voltage, with the high voltage representing the feasible solution, a fact also considered in [22,132]. Therefore

\[
V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i} + \sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}}{2 \sum_{i=1}^{n} \frac{1}{R_i}}.
\]

(4.8)

Hence, a generalised expression for the load voltage in all three load cases can be found as

\[
V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i} + \alpha}{\beta + \sum_{i=1}^{n} \frac{1}{R_i}}.
\]

(4.9)

where \( \alpha \) and \( \beta \) have the expressions specified in Table 4.1.

<table>
<thead>
<tr>
<th>( Z )</th>
<th>( I )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0</td>
<td>( -i_{\text{load}} )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( G )</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters \( \alpha \) and \( \beta \) for ZIP load.

In Figure 4.2, the reduced microgrid is depicted when considering a fast inner current control loop. By applying Kirchhoff’s laws, the governing dynamic equations of the capacitor voltages, in matrix form, are the following

\[
C \dot{V} = i_{\text{in}} - i,
\]

(4.10)

where \( C = \text{diag}\{C_i\} \), \( V = [V_1 \ldots V_n] \) represents the state vector capacitor voltages, \( i = [i_1 \ldots i_n] \) is the output current vector, and \( i_{\text{in}} = [i_{\text{in}1} \ldots i_{\text{in}n}] \) is the control input vector representing the current of each converter.

Remark 4 System (4.10) represents a generic model of \( n \)-sourced units that could be integrated with the microgrid via different power converter configurations (buck, boost, buck-boost, AC/DC) in the given DC microgrid framework.
4.2 Admittance matrix

By taking the partial derivative of the output current $i_i$ from (4.1) with respect to the capacitor voltage $V_i$, it yields the admittance matrix

\[
Y = \frac{\partial i_i}{\partial V} = \begin{bmatrix}
\frac{1}{R_1} \left(1 - \frac{\partial V_o}{\partial V_1}\right) & -\frac{1}{R_1} \frac{\partial V_o}{\partial V_2} & \cdots & -\frac{1}{R_1} \frac{\partial V_o}{\partial V_n} \\
-\frac{1}{R_2} \frac{\partial V_o}{\partial V_1} & \frac{1}{R_2} \left(1 - \frac{\partial V_o}{\partial V_2}\right) & \cdots & -\frac{1}{R_2} \frac{\partial V_o}{\partial V_n} \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{R_n} \frac{\partial V_o}{\partial V_1} & -\frac{1}{R_n} \frac{\partial V_o}{\partial V_2} & \cdots & \frac{1}{R_n} \left(1 - \frac{\partial V_o}{\partial V_n}\right)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{1}{R_1} & 0 & \cdots & 0 \\
0 & \frac{1}{R_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{R_n}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial V_o}{\partial V_1} & \frac{\partial V_o}{\partial V_1} & \cdots & \frac{\partial V_o}{\partial V_n} \\
\frac{\partial V_o}{\partial V_1} & \frac{\partial V_o}{\partial V_2} & \cdots & \frac{\partial V_o}{\partial V_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial V_o}{\partial V_1} & \frac{\partial V_o}{\partial V_2} & \cdots & \frac{\partial V_o}{\partial V_n}
\end{bmatrix}
\]

\[
= \left( I_n - \frac{1}{R} D \right) \quad (4.11)
\]
4.2. Admittance matrix

where \( R = \text{diag}\{ R_i \} \) and \( D = \text{diag}\{ \frac{\partial V_o}{\partial V_i} \} \) with the following expression:

\[
D = \text{diag}\{ \frac{\partial V_o}{\partial V_i} \} = \begin{bmatrix}
\frac{\partial V_o}{\partial V_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{\partial V_o}{\partial V_n}
\end{bmatrix} = \\
= \frac{1}{\beta + \sum_{i=1}^{n} \frac{1}{R_i}} \left( R^{-1} + \begin{bmatrix}
\frac{\partial \alpha}{\partial V_i} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{\partial \alpha}{\partial V_n}
\end{bmatrix} \right) \\
(4.12)
\]

with \( \beta \geq 0 \). One can note that for the Z and I load cases, there is \( \frac{\partial V_o}{\partial V_i} = 0 \) \( n \times n \), while for the P load case, the matrix becomes

\[
\text{diag}\{ \frac{\partial \alpha}{\partial V_i} \} = \begin{bmatrix}
\frac{\partial \alpha}{\partial V_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{\partial \alpha}{\partial V_n}
\end{bmatrix} = \\
R^{-1} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} \begin{bmatrix}
\frac{1}{R_1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{R_n}
\end{bmatrix} \\
(4.13)
\]

where \( \alpha_e \) is given from Table 4.1 with \( V_i = V_{ie} \). It is clear, by virtue of Lemma 1, that the diagonal matrix \( D \) is positive-definite for the Z and I load cases, but also for the P load case given \( \sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}} > 0 \) holds, according to Assumption 1.

The diagonal entries and also the eigenvalues of matrix \( D \) for the P load case will take the form

\[
\lambda_{Di} = \frac{1}{2 \sum_{i=1}^{n} \frac{1}{R_i}} \left( \frac{1}{R_i} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} \frac{1}{R_i} \right), \\
(4.14)
\]

with \( i \in \mathcal{I} \).

**Remark 5** In [22] and [24], the power balance equation is linearised and then an expression for \( V_o \) is obtained with respect to its steady-state equilibrium, \( V_{oe} \). This new expression of \( V_o \) is substituted in equation (4.1) and used to, finally, compute the admittance matrix as a function of the equilibrium point, \( V_{oe} \), of the load voltage. On
4.3 Stability of droop controlled microgrids

Due to the instability effect that the nonlinear load (P load, in this case) introduces, the stability proof is far from trivial. In this work, the parallel DER units in the microgrid under consideration feed a common load connected to the main bus. The main task is to achieve load voltage regulation close to a desired reference value and share the load proportionally to the sources capacities. This can be achieved through droop control operation as explained below.

4.3.1 Droop control design

Conventional droop controllers introduce a static structure and regulate the sources output voltage, which leads to significant load voltage drop and inaccurate power sharing. To improve the load voltage regulation and power sharing, a dynamic droop controller is introduced with the following expression

$$\dot{V} = V^* \mathbf{1}_n - V_o \mathbf{1}_n - m_i,$$

(4.15)

with $V^*$ being the reference voltage, and $m = \text{diag}\{m_i\}$ the droop coefficients. At the steady-state there is

$$V_o = V^* - m_i i_i,$$

(4.16)

which ensures accurate power sharing

$$m_1 i_1 = m_2 i_2 = \cdots = m_n i_n$$

(4.17)

proportionally to the sources capacities with suitable choice of $m_i$.

The droop controller is implemented using a proportional integral (PI) controller, in matrix form, as follows,

$$i_{in} = -k_p V + \sigma$$

(4.18)

$$\dot{\sigma} = k_I (V^* \mathbf{1}_n - V_o \mathbf{1}_n - m_i),$$

(4.19)
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where \( k_P = \text{diag}\{k_{Pi}\} \) and \( k_I = \text{diag}\{k_{Ii}\} \) are the proportional and integral gains of the PI controller, respectively, and for which

\[
m_i < R_i,
\]

\( \forall i \in \mathcal{I} \). By replacing the controller dynamics (4.18)-(4.19) into the open-loop system (4.10), the closed-loop system becomes

\[
C \dot{V} = -k_P V + \sigma - i
\]

(4.21)

\[
\dot{\sigma} = k_I (V^* \mathbf{1}_n - V_o \mathbf{1}_n - m \mathbf{i})
\]

(4.22)

where the output current \( i \) is linked to the capacitor voltage \( V \) through the impedance matrix.

4.3.2 Stability analysis

Consider an equilibrium point \((V_e, \sigma_e)\) of the closed-loop system (4.21)-(4.22), (4.1) and (4.8), satisfying Assumption 1. Then the following theorem can be formulated that guarantees stability of the entire droop-controlled DC microgrid with a CPL.

**Theorem 5** The equilibrium point \((V_e, \sigma_e)\) is asymptotically stable if the following conditions holds

\[
k_{Pi} > \frac{n \lambda_{Di}}{R_i}, \quad \forall i \in \mathcal{I}.
\]

(4.23)

Proof. The Jacobian matrix corresponding to system (4.21)-(4.22) takes the following form

\[
J = \begin{bmatrix}
-C^{-1} k_P - C^{-1} Y & C^{-1} \\
-k_I \mathbf{1}_{n \times n} D - k_I m Y & 0_{n \times n}
\end{bmatrix}.
\]

Replacing the admittance matrix with its expression from (4.11), it yields

\[
J = \begin{bmatrix}
-C^{-1} k_P - C^{-1} R^{-1} (I_n - \mathbf{1}_{n \times n} D) & C^{-1} \\
-k_I \mathbf{1}_{n \times n} D - k_I m R^{-1} (I_n - \mathbf{1}_{n \times n} D) & 0_{n \times n}
\end{bmatrix}.
\]

According to Theorem 1, the characteristic polynomial of the system can be written as

\[
|\lambda I_{2n} - J| = |\lambda^2 I_n + C\lambda + K| = 0
\]

(4.24)

with

\[
C = C^{-1} k_P + C^{-1} R^{-1} (I_n - \mathbf{1}_{n \times n} D)
\]

\[
K = C^{-1} (k_I m R^{-1} + k_I (I_n - m R^{-1}) \mathbf{1}_{n \times n} D)
\]
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By right multiplying (4.24) with $|D^{-1}| > 0$, the obtained determinant is

$$|\lambda^2 D^{-1} + C\lambda + K| = 0 \quad (4.25)$$

with

$$C = C^{-1} k_P D^{-1} + C^{-1} R^{-1} (D^{-1} - 1_{n \times n})$$

$$K = C^{-1} (k_I m R^{-1} D^{-1} + k_I (I_n - m R^{-1}) 1_{n \times n})$$

By left multiplying (4.25) with $|CR| = |RC| > 0$, one obtains

$$|\lambda^2 CR D^{-1} + C^* \lambda + K^*| = 0 \quad (4.26)$$

with

$$C^* = R k_P D^{-1} + D^{-1} - 1_{n \times n}$$

being a symmetric matrix and, following factorisation,

$$K^* = R k_I (I_n - m R^{-1}) \left( (I_n - m R^{-1})^{-1} R^{-1} m D^{-1} + 1_{n \times n} \right)$$

being a diagonalisable matrix whose eigenvalues are all real, according to Lemma 4. Hence, by using $K^* = P^{-1} \Lambda P$, where $P$ is unitary and $\Lambda$ is diagonal, the characteristic polynomial becomes

$$|\lambda^2 CR D^{-1} + C^* \lambda + P^{-1} \Lambda P| = 0 \quad (4.27)$$

and, by left and right multiplication with $|P|$ and $|P^{-1}|$, respectively, it becomes

$$|\lambda^2 P C R D^{-1} P^{-1} + PC^* P^{-1} \lambda + \Lambda| = 0 \quad (4.28)$$

Note that $\Lambda$ is a diagonal matrix with the same index of inertia as $K^*$, and the similarity transformations $P C R D^{-1} P^{-1}$ and $P C^* P^{-1}$ are symmetric, as $P$ is unitary ($P^{-1} = P^T$), and they share the same eigenvalues as $C R D^{-1}$, and $C^*$, respectively. If $C R D^{-1}$, $C^*$ and $\Lambda$ are positive-definite, then $Re\{\lambda\} < 0$, which means that matrix $J$ is Hurwitz.

As $C R D^{-1}$ is already positive-definite, it would suffice to show that $C^* > 0$, and $\Lambda > 0$, or equivalently that $K^*$ has positive eigenvalues.

1. Condition $C^* > 0$:

$$C^* = R k_P D^{-1} + D^{-1} - 1_{n \times n} > 0 \quad (4.29)$$

Since $C^*$ is a sum of symmetric matrices, then according to Lemma 1, condition (4.29) can be rewritten in scalar form as

$$\frac{R_i k_{Pi} + 1}{\lambda_{Di}} - n > 0 \quad (4.30)$$

which is always true, provided that (4.23) is satisfied.
2. Condition $\Lambda > 0$, or $K^*$ has positive eigenvalues:

According to (4.20), the first matrix in the multiplication inside $K^*$ is positive-definite, i.e.

$$Rk_l(I_n - mR^{-1}) > 0.$$  \hfill (4.31)

Hence, according to Lemma 2, it would suffice to investigate only the remaining symmetric matrix in the product. This matrix

$$R^{-1}(I_n - mR^{-1})^{-1}mD^{-1} + 1_{n \times n} > 0$$  \hfill (4.32)

is positive-definite since it is a sum between a positive-definite diagonal matrix and a positive semi-definite symmetric matrix.

Hence, when (4.23) is satisfied, $J$ is Hurwitz, and the equilibrium point $(V_e, \sigma_e)$ is asymptotically stable. This completes the proof of Theorem 5. □

Table 4.2: System and control parameters of a DC microgrid consisting of five DC/DC buck converters feeding a common CPL.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Values</th>
<th>System Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>110$\mu$F</td>
<td>$R_1$</td>
<td>1Ω</td>
</tr>
<tr>
<td>$C_2$</td>
<td>150$\mu$F</td>
<td>$R_2$</td>
<td>1.1Ω</td>
</tr>
<tr>
<td>$C_3$</td>
<td>100$\mu$F</td>
<td>$R_3$</td>
<td>1.05Ω</td>
</tr>
<tr>
<td>$C_4$</td>
<td>420$\mu$F</td>
<td>$R_4$</td>
<td>1.12Ω</td>
</tr>
<tr>
<td>$C_5$</td>
<td>200$\mu$F</td>
<td>$R_5$</td>
<td>1.15Ω</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Values</th>
<th>Control Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1$</td>
<td>0.42</td>
<td>$m_5$</td>
<td>0.084</td>
</tr>
<tr>
<td>$m_2$</td>
<td>0.21</td>
<td>$k_{P1...5}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$m_3$</td>
<td>0.14</td>
<td>$k_{I1...5}$</td>
<td>$2 \times 10^3$</td>
</tr>
<tr>
<td>$m_4$</td>
<td>0.105</td>
<td>$V^*$</td>
<td>100</td>
</tr>
</tbody>
</table>

4.4 Simulation results

A DC MG has been considered, consisting of five parallel-operated buck converters, as depicted in Figure 4.4, with arbitrary parameters given in Table 4.2 selected for demonstration purposes only. The devices are feeding a common CPL, and have been simulated in Matlab/Simulink for 2 s using the average model of the buck converters. The proportional terms $k_{P1...5}$ have been carefully chosen to satisfy inequality (4.23).

Each converter is equipped with the droop controller considered in Section 4.3.2, and the task is to regulate the load voltage to the rated value, $V^* = 100V$, and share their output power in a $1 : 2 : 3 : 4 : 5$ ratio.
4.4. Simulation results

At $t = 0 \, \text{s}$, the load power is $P = 500 \, \text{W}$, and as one can see in Figure 4.3a, the load voltage is accurately fixed at $V_o = 99.9 \, \text{V}$. The output currents satisfy their control imposed ratios, having $i = [1.67 \, 1.34 \, 0.99 \, 0.67 \, 0.34] \, \text{A}$ (Figure 4.3b).

After one second, at $t = 1 \, \text{s}$, the load power changes to $2P = 1 \, \text{kW}$. The load voltage regulation is still fairly accurate, $V_o = 99.7 \, \text{V}$ (Figure 4.3a), and, according to Figure 4.3b, the output currents respect their assigned proportions, having $i = [3.34 \, 2.67 \, 2.02 \, 1.34 \, 0.66] \, \text{A}$.

Figure 4.3: Simulation results of the DC microgrid system with PI controller.

Figure 4.4: DC microgrid considered for testing.
4.5 Conclusions

A novel approach to compute the admittance matrix has been proposed that enables and facilitates the stability analysis, especially in the case where the controller aims to regulate the converter output voltage. Following the proposed strategy, after several factorisations, the isolation of singularities will be possible, and henceforth, by employing straightforward linear algebra tools, the stability conditions will be comfortably acquired. By selecting appropriate control parameters, a DC microgrid consisting of five parallel-operated DC/DC buck converters feeding a common CPL has been used for testing and validating the proposed analysis. The results confirm that the presented strategy ensures normal operation of the DC network and guarantees an elementary path in ensuring closed-loop stability.
Chapter 5

Control design and stability analysis of DC microgrids consisting of unidirectional DC/DC boost converters

Motivated by the urge to design controllers that ensure system protection against overcurrents, which has attracted a lot of attention in the recent years, in this chapter, a nonlinear current-limiting droop controller is developed to guarantee load power distribution between parallel operated DC/DC boost converters in a DC microgrid application. In Section 5.1, the already mentioned robust droop control strategy is adopted and implemented as a dynamic virtual resistance in series with the inductance of each converter unit. Unlike traditional approaches that use small-signal modelling, the proposed control design considers the accurate nonlinear dynamic model of each convert unit and it is analytically demonstrated that accurate power sharing can be accomplished with an inherent current limitation for each converter using ultimate boundedness theory.

In Section 5.2, a modified current-limiting droop controller is introduced, for paralleled DC/DC boost converters loaded by ZIP loads in a DC microgrid architecture. With an improved version of the previously proposed nonlinear current-limiting controller, an inherent current-limiting property is guaranteed for each converter independently of the load type or magnitude variations. Sufficient conditions that guarantee closed-loop stability of the entire DC system with Z, I, or P loads are analytically acquired. To validate the benefits of the proposed framework, simulation and experimental results are provided for a DC microgrid consisting of paralleled DC/DC boost converters feeding either a Z, I, or P load.
5.1 Paralleled DC/DC boost converters feeding a CIL

In Figure 5.1, a typical islanded DC microgrid is depicted consisting of DC/DC power converters connected in parallel to a common DC bus and feeding a load. Power sharing without the need of communication among the different converters is often achieved via droop control [242,243]. In the conventional droop control strategy, each one of the $n$ parallel-operated power converters introduces an output voltage $V_i$ of the form:

$$V_i = V^* - m_i i_i,$$  \hspace{1cm} (5.1)

where $i_i$ is the output current of each converter, $m_i$ is the droop coefficient and $i \in I$. However, conventional droop control suffers from poor voltage regulation and cannot achieve accurate power sharing when each converter introduces a different output impedance [128,244]. One of the recently developed methods to address these issues is based on a robust droop strategy, which achieves accurate power sharing and tight voltage regulation [128,244]. The robust droop controller takes the form

$$\dot{V}_i = k_e (V^* - V_o) - m_i i_i,$$  \hspace{1cm} (5.2)

where $V_o$ is the load voltage and $k_e$ is a constant gain. At the steady state, there is

$$m_1 i_1 = m_2 i_2 = \ldots = m_n i_n.$$  \hspace{1cm} (5.3)

By multiplying this expression with the load voltage $V_o$ in each part of the equation, it yields

$$m_1 P_1 = m_2 P_2 = \ldots = m_n P_n,$$  \hspace{1cm} (5.4)

Figure 5.1: DC microgrid topology consisting of paralleled DC/DC converters
5.1. Paralleled DC/DC boost converters feeding a CIL

where \( P_i = V_o i_i \) is the power at the output injected to the load by the \( i \)-th converter. Equality (5.4) indicates the power sharing among the paralleled units.

Although accurate power sharing is achieved independently from the power requested by the load, the technical limitations of each converter are not taken into account. Given the power rating \( P_n \) of a converter and the rated output voltage \( V^* \), a limitation is introduced for the output current (and consequently the input current) of each converter. To ensure protection to the generating circuit or the transmission system from harmful effects in cases of significant changes in the load demand, a current-limiting property is required. Hence, imposing an upper limit for the current that may be delivered to a load and making sure that certain boundaries are not violated represents another major challenge in a DC microgrid operation.

Figure 5.2 shows the configuration of a DC microgrid consisting of two DC/DC boost converters connected in parallel and feeding a common load, which is assumed as resistive. Although for simplicity, the investigation is restricted in two paralleled converters, it can be easily expanded to the cases of \( n \) boost converters in a DC microgrid. Using Kirchhoff laws and average analysis \([35]\), the dynamic model of the entire system becomes

\[
L_1 \dot{i}_{L1} = U_1 - r_1 i_{L1} - (1 - u_1)V_1 \quad (5.5)
\]
\[
C_1 \dot{V}_1 = (1 - u_1) i_{L1} - i_1 \quad (5.6)
\]
\[
L_{L1} \dot{i}_1 = V_1 - (i_1 + i_2)R - R_1 i_1 \quad (5.7)
\]
\[
L_2 \dot{i}_{L2} = U_2 - r_2 i_{L2} - (1 - u_2)V_2 \quad (5.8)
\]
\[
C_2 \dot{V}_2 = (1 - u_2) i_{L2} - i_2 \quad (5.9)
\]
\[
L_{L2} \dot{i}_2 = V_2 - (i_1 + i_2)R - R_2 i_2. \quad (5.10)
\]

Figure 5.2: Proposed network configuration for parallel operation
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Here $L_1$, $L_2$ are the boost converter inductances with parasitic resistances $r_1$ and $r_2$, respectively, and $C_1$, $C_2$ represent the output capacitors the converters. The output impedances or line impedances of the converters are introduced by the inductances $L_{L1}$, $L_{L2}$ and the resistances $R_1$, $R_2$, while $R$ is the common load. The state vector of the system consists of the inductor currents $i_{L1}$, $i_{L2}$ in the input of every converter, the output voltages $V_1$, $V_2$ and the line currents $i_1$, $i_2$. The control input vector consists of the duty-ratio inputs of each converter $u_1$ and $u_2$, which by definition should remain bounded in the set $[0, 1]$. The DC input voltages of the converters are given as $U_1$ and $U_2$, and represent constant inputs for the system (uncontrollable), as shown in Figure 5.2.

It can be observed, that system (5.5)-(5.10) is nonlinear, since the control inputs $u_1$ and $u_2$ are multiplied with the system states. In addition, in the case where $u_1 = 1$ or $u_2 = 1$, at the steady-state, the inductor currents $i_{L1}$ and $i_{L2}$ take the values $i_{L1} = \frac{U_1}{r_1}$ and $i_{L2} = \frac{U_2}{r_2}$, respectively. Since $r_1$ and $r_2$ are parasitic resistances and therefore very small, then the two input currents reach very high values that can cause damage to the boost converter devices. Hence, there is a clear challenge to achieve the desired operation of the DC microgrid system, i.e. accurate power sharing, while maintaining the currents below the converters’ rated values. Such a controller that can achieve these tasks is investigated in the sequel.

5.1.1 Proposed current-limiting droop controller

5.1.1.1 Controller design and analysis

In order to achieve the desired power sharing and voltage regulation, whilst keeping a limited current for each boost converter, the robust droop control concept given in (5.2) is implemented as a dynamic virtual resistance for each converter, opposed to the original design which is applied directly to the voltage. Hence, the duty-ratio input of each boost converter takes the form

$$u_i = 1 - \frac{w_i}{V_i}i_i,$$  
(5.11)

where $i = \{1, 2\}$ indicates the converter number and $w_i$ represents a virtual resistance for $i$-th converter. In order to incorporate the robust droop control concept, the virtual resistance is proposed to follow the nonlinear dynamics:

$$\dot{w}_i = -c_i w_i^2 \left[ k_e (V^* - V_i) - m_i i_i \right]$$  
(5.12)

$$\dot{w}_{qi} = c_i (k_e (V^* - V_i) - m_i i_i) \frac{(w_i - w_{mi}) w_{qi}}{\Delta w_{mi}} - k_{qi} \left( \frac{(w_i - w_{mi})^2}{\Delta w_{mi}} + w_{qi}^2 - 1 \right) w_{qi},$$  
(5.13)
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with \( c_i, k_{qi}, k_e, w_{mi}, \triangle w_{mi} \) being positive constants. It is highlighted that a second controller state \( w_{qi} \) is introduced to define the dynamic structure of the virtual resistance and to maintain a given bound for \( w_i \). To further explain this, the nonlinear controller dynamics \( w_i \) and \( w_{qi} \) are investigated. Considering the following Lyapunov function candidate for system (5.12)-(5.13):

\[
W_i = \frac{(w_i - w_{mi})^2}{\triangle w_{mi}^2} + w_{qi}^2,
\]  

(5.14)

then by calculating its time derivative and using the controller equations (5.12)-(5.13), it yields:

\[
\dot{W}_i = \frac{2(w_i - w_{mi}) \dot{w}_i}{\triangle w_{mi}^2} + 2w_{qi} \dot{w}_{qi}
\]

\[
= -2c_i \frac{w_i - w_{mi}}{\triangle w_{mi}^2} (k_e (V^* - V_o) - m_i \dot{i}_i)
\]

\[
+ 2c_i \frac{w_i - w_{mi}}{\triangle w_{mi}^2} (k_e (V^* - V_o) - m_i \dot{i}_i)
\]

\[
- 2k_{qi} \left( \frac{(w_i - w_{mi})^2}{\triangle w_{mi}^2} + w_{qi}^2 - 1 \right) w_{qi}
\]

\[
= -2k_{qi} \left( \frac{(w_i - w_{mi})^2}{\triangle w_{mi}^2} + w_{qi}^2 - 1 \right) w_{qi}^2.
\]  

(5.15)

From the expression (5.15), one can notice that \( \dot{W}_i \) becomes zero on the ellipse

\[
W_{i0} = \left\{ w_i, w_{qi} \in \mathbb{R} : \frac{(w_i - w_{mi})^2}{\triangle w_{mi}^2} + w_{qi}^2 = 1 \right\},
\]  

(5.16)

or at the horizontal axis \( w_{qi} = 0 \) on the \( w_i - w_{qi} \) plane (Figure 5.3). This indicates that if the initial conditions of the controller states \( w_{i0} \) and \( w_{qi0} \) are chosen on the ellipse \( W_{i0} \), i.e. they satisfy

\[
\frac{(w_{i0} - w_{mi})^2}{\triangle w_{mi}^2} + w_{qi0}^2 = 1
\]  

(5.17)

then from (5.15) there is

\[
\dot{W}_i(t) = 0, \forall t \geq 0,
\]  

(5.18)

which results in

\[
W_i(t) = W_i(0) = 1, \forall t \geq 0,
\]  

(5.19)

leading to the result that \( w_i \) and \( w_{qi} \) will start and remain on the ellipse \( W_{i0} \) for all \( t \geq 0 \), as shown in Figure 5.3. Hence, a typical choice for the initial conditions is \( w_{i0} = w_{mi}, w_{qi0} = 1 \).
5.1. Paralleled DC/DC boost converters feeding a CIL

Since the controller states operation is restricted on the ellipse \( W_{i0} \), then \( w_i \in [w_i^{min}, w_i^{max}] = [w_{mi} - \Delta w_{mi}, w_{mi} + \Delta w_{mi}] \) and \( w_{qi} \in [0, 1] \) for all \( t \geq 0 \). If the positive constants \( w_{mi} \) and \( \Delta w_{mi} \) are chosen to guarantee

\[
 w_{mi} > \Delta w_{mi} \tag{5.20}
\]

then \( w_i^{min} > 0 \), which means that the ellipse \( W_{i0} \) is located on the right-half plane of \( w_i - w_{qi} \) and therefore \( w_i \in [w_i^{min}, w_i^{max}] > 0, \forall t \geq 0 \), introducing a positive virtual resistance. Using the transformation

\[
 w_i - w_{mi} = \Delta w_{mi} \sin \phi \tag{5.21}
\]

\[
 w_{qi} = \cos \phi \tag{5.22}
\]

inside the controller dynamics (5.12)-(5.13), after a few calculations it results in

\[
 \dot{\phi}_i = \frac{c_i w_{qi}^2}{\Delta w_{mi}} (k_e (V^* - V_o) - m_i i_i) \tag{5.23}
\]

which proves that the controller state trajectory on the \( w_i - w_{qi} \) plane will move on the ellipse \( W_{i0} \) with an angular velocity \( \dot{\phi}_i \) given by (5.23). It is highlighted that the angular velocity becomes zero when:

i) \( k_e (V^* - V_o) - m_i i_i = 0 \), which guarantees the accurate power sharing and the desired tight voltage regulation, or

ii) \( w_{qi} = 0 \), which leads to \( w_i = w_i^{min} \) or \( w_i = w_i^{max} \), corresponding to the current-limiting capability as explained in the sequel.

5.1.1.2 Current limitation

By substituting the expression of the proposed controller (5.11) into the inductor current equations (5.5) and (5.8), the closed-loop dynamics of the inductor current become for each converter:

\[
 L_i \dot{i}_L = -(w_i + r_i) i_L + U_i. \tag{5.24}
\]
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By introducing the following Lyapunov function candidate

\[ V_i = \frac{1}{2} L_i i_{Li}^2 \]  \hspace{1cm} (5.25)

and computing its time derivative, after using (5.24), the expression of \( \dot{V} \) becomes

\[ \dot{V}_i = L_i i_{Li} \cdot \dot{i}_{Li} = - (w_i + r_i) i_{Li}^2 + U_i i_{Li} \]  \hspace{1cm} (5.26)

Taking into account that \( w_i \in [w_i^{\text{min}}, w_i^{\text{max}}] > 0, \forall t \geq 0 \), as proven in the previous subsection then

\[ \dot{V}_i \leq - (w_i^{\text{min}} + r_i) i_{Li}^2 + U_i i_{Li} \]

\[ \leq - (w_i^{\text{min}} + r_i) |i_{Li}|^2 + |U_i| |i_{Li}| \]  \hspace{1cm} (5.27)

Thus

\[ \dot{V}_i < -r_i |i_{Li}|^2, \forall |i_{Li}| \geq \frac{U_i}{w_i^{\text{min}}}. \]  \hspace{1cm} (5.28)

According to (5.28), the solution \( i_{Li}(t) \) is uniformly ultimately bounded (Theorem 3), and every solution starting with the initial condition \( i_{Li}(0) \), satisfying

\[ |i_{Li}(0)| \leq \frac{U_i}{w_i^{\text{min}}}, \]  \hspace{1cm} (5.29)

will remain in this range for all future times, i.e.

\[ |i_{Li}(t)| \leq \frac{U_i}{w_i^{\text{min}}}, \forall t \geq 0. \]  \hspace{1cm} (5.30)

By selecting \( w_i^{\text{min}} \) as

\[ w_i^{\text{min}} = \frac{U_i}{i_{Li}^{\text{max}}} \]  \hspace{1cm} (5.31)

where \( i_{Li}^{\text{max}} \) represents the maximum input current allowed to flow through the converter according to the converter ratings, then by substituting (5.31) into (5.30), it yields

\[ |i_{Li}(t)| \leq \frac{U_i}{i_{Li}^{\text{max}}} = i_{Li}^{\text{max}}, \forall t \geq 0 \]  \hspace{1cm} (5.32)

which guarantees the desired current-limiting capability of each boost converter separately.

It is highlighted that the current-limiting property of each converter is guaranteed independently from the power sharing function \( k_e (V^* - V_o) - m_i i_i \) than needs to be regulated to zero. This means that each converter has as the first priority to protect itself from high currents that can damage the device. When the current is below the maximum value, then power sharing can be achieved. This will be illustrated in the simulation results that follows.
Table 5.1: Controller and system parameters of a DC microgrid consisting of two parallel-operated DC/DC boost converters feeding a common CIL.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Values</th>
<th>Control Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{1,2}$</td>
<td>[0.2 0.21] mH</td>
<td>$m_{1,2}$</td>
<td>[1 2]</td>
</tr>
<tr>
<td>$R_{1,2}$</td>
<td>2.2 Ω</td>
<td>$c_{1,2}$</td>
<td>$[1 2] \times 10^3$</td>
</tr>
<tr>
<td>$L_{1,2}$</td>
<td>2.2 mH</td>
<td>$w_{m_{1,2}}$</td>
<td>[505 1040]</td>
</tr>
<tr>
<td>$r_{1,2}$</td>
<td>0.5 Ω</td>
<td>$i_{l_{1,2}}^{\max}$</td>
<td>100 mA</td>
</tr>
<tr>
<td>$U_{1,2}$</td>
<td>[200 100] V</td>
<td>$k_{q_{1,2}}$</td>
<td>1000</td>
</tr>
<tr>
<td>$C_{1,2}$</td>
<td>560 μF</td>
<td>$i_{l_{1,2}}^{\max}$</td>
<td>[2.5 10] A</td>
</tr>
<tr>
<td>$R$</td>
<td>225 Ω</td>
<td>$k_c$</td>
<td>10</td>
</tr>
<tr>
<td>$P_{1,2}$</td>
<td>[0.5 1] kW</td>
<td>$t_s$</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

5.1.2 Simulation results

To evaluate the proposed control strategy, a DC microgrid is considered for simulation testing, consisting of two parallel DC/DC boost converters, similar to the one presented in Figure 5.2. The microgrid is simulated using the average model of the boost converters from Simpower Systems toolbox in Matlab/Simulink. The system and controller parameters displayed in Table 5.1 are selected arbitrarily for demonstration purposes where, however, given $i_{l_{1,2}}^{\min}$ and $i_{l_{1,2}}^{\max}$, one can obtain $w_{m_{1,2}}$. The main task is to achieve accurate power sharing in a 2 : 1 ratio among the paralleled converters and tight regulation of the common load voltage to the rated value $V^* = 300$ V, while maintaining the inductor currents below their maximum values independently from the load changes. Each converter is equipped with the proposed controller.

At $t = 0$ s, the load is $R = 225$ Ω, and as it can be seen in Figure 5.4b, accurate power sharing is achieved having $i_1 = 0.9$ A and $i_2 = 0.45$ A at the steady state, satisfying $i_1 = 2i_2$. Figure 5.4c illustrates the line and load voltages, and it is clear that the load voltage is regulated very close to the rated value $V^* = 300$ V, while the line voltages $V_1$ and $V_2$ are a bit higher to achieve the desired power sharing. Figure 5.4a depicts the inductor currents $i_{l_1}$ and $i_{l_2}$ which stay below the limits imposed by the system’s technical requirements.

Five seconds later, at $t = 5$ s, a load change is applied and the resistive load changes to 150 Ω. One can see in Figure 5.4c, that after a small transient, the line voltages slightly increase and the load voltage $V_o$ remains close to the 300 V value as intended. The inductor currents and the line currents increase due to the higher power demand, but the accurate power sharing is maintained, since $i_1 = 1.33$ and $i_2 = 0.67$ at the steady state, as shown in Figure 5.4b. The inductor currents still remain below their bounds (Figure 5.4a).
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Finally, at \( t = 20 \text{s} \) a second load change occurs and the resistive load becomes 90 Ω. By increasing the power demand further and requesting higher currents from each converter, as pictured in Figure 5.4a, the inductor current of converter 1 reaches the limit \( i_{L1}^{\text{max}} = 2.5 \text{A} \) based on the proposed current-limiting strategy, while the inductor current of the second converter still stays below its maximum value. Therefore, power sharing is sacrificed to protect the first power converter from damages, as it is shown in Figure 5.4b. Nevertheless, the load voltage is still regulated close to the rated value as required (Figure 5.4c).

The transient response of the virtual resistances is displayed in Figure 5.5a. It is observed that as the load decreases and consequently the power demand increases, both virtual resistances decrease to allow a higher current flow. At the final change of the load, \( w_1 \) reaches its minimum value \( w_1^{\text{min}} = \frac{V_1}{i_{L1}^{\text{max}}} = 80 \text{Ω} \) which limits the inductor current \( i_{L1} \) below its given maximum value. The response of the additional controller states \( w_{q1} \) and \( w_{q2} \) is provided in Figure 5.5b. By combining the values of \( w_i \) and \( w_{qi} \) given in Figure 5.5a and Figure 5.5b, it is verified that \( \frac{(w_i - w_{mi})^2}{\Delta w_{mi}^2} + w_{qi}^2 = 1 \) holds true, which validates the theoretical development.
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In this section, the analysis is extended to \( n \) power converters feeding different types of loads. In the process of ensuring closed-loop stability, the controller had to be adjusted and a key benefit is that the obtained control framework does not require additional current sensors as it does not need the measurement of the output currents.

5.2.1 Dynamic Model

Figure 5.6 shows the configuration of a DC microgrid consisting of \( n \) DC/DC boost converters connected in parallel and feeding a common load. Each converter consists of a boosting inductor \( L_i \), a smoothing capacitor \( C_i \), while \( U_i \) is the DC input voltage and \( R_i \) the output resistance, where \( i \in \mathcal{I} \). In [67] the impact of cable impedance on system stability is analysed, where it is shown that the inductance has no effect on the system stability; hence, for simplicity the cable impedance is regarded as purely resistive.

Using Kirchhoff laws and average analysis [35], the nonlinear dynamic model of each DC/DC boost converter, can be described by the following differential equations:

\[
L_i \dot{i}_{Li} = U_i - (1 - u_i)V_i \quad (5.33)
\]
\[
C_i \dot{V}_i = (1 - u_i)i_{Li} - i_i \quad (5.34)
\]

where \( u_i \) is the duty-ratio input, which by definition should remain bounded in the range \([0, 1]\), \( i_{Li} \) is the inductor current and \( V_i, i_i \) are the converter output voltage and current, respectively.
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Rewriting (5.33)-(5.34) in a matrix form, the DC microgrid system takes the following form

\[
\dot{i}_L = L^{-1} (U - (I_n - u)V) \\
\dot{V} = C^{-1} ((I_n - u)i_L - i)
\]  

(5.35) \hspace{1cm} (5.36)

where \( U = [U_1...U_n]^T, \ u = \text{diag}\{u_i\}, \ V = [V_1...V_n]^T, \ i_L = [i_{L1}...i_{Ln}]^T, \ i = [i_1...i_n]^T, \ L = \text{diag}\{L_i\} \) and \( C = \text{diag}\{C_i\} \).

One can observe that system (5.35)-(5.36) is nonlinear, since the control input \( u \) is multiplied with the system states, \( [i_L^T \ V^T]^T \).

---

Assumption 2 For \( \forall i = \mathcal{I} \), there is \( V_i \geq U_i \), which represents a requirement for any DC/DC boost converter.

Please note that based on Assumption 1 and 2, solution (4.7) exists if

\[
\left( \sum_{i=1}^{n} \frac{U_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i} > 0.
\]

Assumption 3 Let Assumption 2 hold. If \( i_{Li}^{\max} > 0 \) represents the maximum inductor current of each converter, i.e. \( |i_{Li}| < i_{Li}^{\max} \), let

\[
U_i - i_{Li}^{\max} R_i > \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{2} - \sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}
\]

(5.37)

hold.

---

Figure 5.6: DC microgrid configuration with \( n \) paralleled unidirectional DC/DC boost converters feeding a common generic load.
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5.2.2 Proposed controller design

The aim of the control design is to achieve power sharing among the paralleled converters and tight load voltage regulation close to the rated value, while maintaining a limited input current for each converter. Here the droop control concept is implemented as a dynamic virtual resistance for each converter, opposed to the traditional design, which is applied directly to the voltage. Hence, the duty-ratio input of each boost converter takes the form

\[ u_i = 1 - \frac{w_i}{V_i} i_{Li}, \quad (5.38) \]

where \( i \in I \) indicates the converter number and \( w_i \) represents a virtual resistance for \( i \)-th converter. Inspired by the current-limiting controller [31], the virtual resistance is proposed to follow the nonlinear dynamics:

\[ \dot{w}_i = -c_i w_i^2 \left[ k_e (V_o^* - V_o) - m_i \frac{U_i^2}{w_i} \right] \quad (5.39) \]

\[ \dot{w}_{qi} = c_i \left( \frac{w_i - w_{mi}}{\Delta w_{mi}} \right) w_{qi} \left[ k_e (V_o^* - V_o) - m_i \frac{U_i^2}{w_i} \right] - c_i k_qi \left( \frac{(w_i - w_{mi})^2}{\Delta w_{mi}^2} + w_{qi}^2 - 1 \right) w_{qi}, \quad (5.40) \]

with \( c_i, k_{qi}, k_e, w_{mi}, \Delta w_{mi} \) being positive constants and \( V_o^* \), \( m_i \) representing the load voltage reference and the droop coefficient, respectively. In contrast to the robust droop controller [128], the proposed controller does not require the measurement of the output current \( i_i \) of each converter; thus leading to a simpler implementation and also facilitating the stability analysis in Section 5.2.3. It is highlighted that the proposed structure of the control dynamics guarantees a given bound for \( w_i \) based on the bounded integral controller concept [245]. For more details on the boundedness of \( w_i \) and \( w_{qi} \) the reader is referred to [245] where it is shown that \( w_i \in [w_i^{min}, w_i^{max}] > 0 \) and \( w_{qi} \in [0, 1] \) for all \( t \geq 0 \), given typical initial conditions \( w_{i0} = w_{mi} \) and \( w_{q0} = 1 \). Note also that due to the current-limiting property of the proposed controller, given \( i_{Li}^{max} > 0 \), then if \( w_i^{min} = w_{mi} - \Delta w_{mi} = \frac{U_i}{i_{Li}^{max}} \), then \( |i_{Li} (t)| \leq i_{Li}^{max}, \forall t \geq 0 \) (see [31]).

A control diagram with the controller and all sensed feedback variables is shown in Figure 5.7.

**Assumption 4** For every constant \( w_{ie} \in (w_i^{min}, w_i^{max}) > 0 \) satisfying

\[ m_1 \frac{U_1^2}{w_{ie}^2} = m_2 \frac{U_2^2}{w_{2e}} = \ldots = m_n \frac{U_n^2}{w_{ne}}. \quad (5.41) \]
there exists a unique steady-state equilibrium point \((i_{Lie}, V_{ie}, w_{ie}, w_{qie})\) corresponding to the desired voltage regulation, i.e.

\[
V_{oe} = V^*_o - \frac{m_i U^2_i}{k_e w_{ie}} \tag{5.42}
\]

where \(w_{qie} \in (0, 1], \forall i = \mathcal{I}.

**Assumption 5** For \(\forall i = \mathcal{I}, \) it holds that \( \frac{k_e}{m_i V_{ie}} - \frac{1}{R_i} > 0. \)

By replacing the expression of the proposed controller (5.38) into the inductor current equation (5.33), the closed-loop dynamics of the inductor current for each converter become:

\[
L_i \dot{i}_{Li} = -w_{i}i_{Li} + U_i, \tag{5.43}
\]

where it is clear that \(w_{i}\) represents a virtual resistance in series with the inductance \(L_i\). The equivalent closed-loop system is given in Figure 5.8, where it is clear that the current \(i_{Li}\) dynamics of each converter are partially decoupled from the voltages \(V_i\). At the steady-state there is

\[
i_{Lie} = \frac{U_i}{w_{ie}}. \tag{5.44}
\]

Hence, the term \(\frac{U^2_i}{w_{i}}\) represents the input power of each converter at the steady-state. As a result, (5.41) yields

\[
m_1 P_1 = m_2 P_2 = ... = m_n P_n
\]

which indicates the desired power sharing in the DC microgrid based on a suitable choice of the droop parameters \(m_i\).
5.2. Parallelized DC/DC boost converters feeding a CIL, CCL or a CPL

5.2.3 Stability Analysis

5.2.3.1 Closed-loop system

By applying the proposed controller (5.38)-(5.40) into the DC microgrid dynamics (5.33)-(5.34), the closed-loop system can be written in the following matrix form

\[
\begin{bmatrix}
\dot{w}_1 \\
\dot{w}_q \\
\dot{\vartheta}
\end{bmatrix} =
\begin{bmatrix}
L^{-1} (U - [w] i_L) \\
C^{-1} ([V]^{-1} [i_L] w - i) \\
-c [w_q]^2 (k_e (V_o^* - V_o) 1_n - [U]^2 [w]^{-1} m)
\end{bmatrix}
\]

(5.45)

where \(w = [w_1...w_n]^T, w_q = [w_q1...w_qn]^T, c = diag\{c_i\}, m = [m_1...m_n]^T, k_q = diag\{k_qi\}, w_m = cdiag\{w_{mi}\}, \Delta w_m = diag\{\Delta w_{mi}\} \).

Consider an equilibrium point \((i_{Lie}, V_{ie}, w_{ie}, w_{qie})\) satisfying Assumption 4. By setting \(\varepsilon = \frac{1}{\min\{\delta_i\}}\), there exists \(\delta = diag\{\delta_i\} \geq 0\) such that \(c = \frac{1}{\varepsilon} I_n + \delta\). Hence, (5.46) becomes

\[
\begin{bmatrix}
\varepsilon \dot{w}_1 \\
\varepsilon \dot{w}_q \\
\dot{\vartheta}_n
\end{bmatrix} =
\begin{bmatrix}
-(I_n + \varepsilon \delta) [w_q]^2 (k_e (V_o^* - V_o) 1_n - [U]^2 [w]^{-1} m) \\
(I_n + \varepsilon \delta) ([w] - w_m) \Delta w_m^2 [w_q] (k_e (V_o^* - V_o) 1_n - [U]^2 [w]^{-1} m)
\end{bmatrix}
\]

(5.47)

Hence, the closed-loop system equations (5.45) and (5.47) can be written as

\[
\dot{x} = f(x, z) \quad (5.48)
\]

\[
\varepsilon \dot{z} = g(x, z, \varepsilon) \quad (5.49)
\]
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where \( x = \begin{bmatrix} i_L - i_{Le} \\ V - V_e \end{bmatrix} \) and \( z = \begin{bmatrix} w - w_e \\ w_q - w_{qe} \end{bmatrix} \). For arbitrarily large values of the controller gains \( c_i \), then \( \varepsilon \) is small and therefore (5.48)-(5.49) can be investigated as a singularly perturbed system using two-time-scale analysis [241]. The controller’s system (5.47) is also named as the boundary layer since it represents the immediate vicinity of a bounding surface and is first analysed in the sequel.

5.2.3.2 Boundary layer stability analysis

Considering \( f, g \) being continuously differentiable in the domain \( (x, z, \varepsilon) \in D_z \times D_z \times [0, \varepsilon_0] \), when the controller gain \( c \) is selected sufficiently large, then \( \varepsilon \to 0 \) and, based on singular perturbation theory, (5.49) results in the algebraic form of \( 0 = g(x, z) \) as follows

\[
\begin{bmatrix}
0_n \\
0_n
\end{bmatrix} = \begin{bmatrix}
-\left[w_q\right]^2 \left(k_e(V_o^* - V_o)\right) \mathbf{1}_n - [U]^2 \left[w\right]^{-1} \mathbf{1}_n \\
\left([w] - w_m\right) \Delta w_m^{-2} \left[w_q\right] \left(k_e(V_o^* - V_o)\right) \mathbf{1}_n - [U]^2 \left[w\right]^{-1} \mathbf{1}_n \\
\end{bmatrix}
\]

\[
- \begin{bmatrix}
0_n \\
0_n
\end{bmatrix}
\]

The roots of the above system can be computed as

\[
\begin{bmatrix}
w \\
w_q
\end{bmatrix} = \begin{bmatrix}
\frac{1}{k_e(V_o^* - V_o)} [U]^2 m \\
\left(I_n - \left([w] - w_m\right) \Delta w_m^{-2}\right)^{1/2} \mathbf{1}_n
\end{bmatrix}
\]

and can also be referred to as \( z = h(x) \) with \( w_i \in (w_i^{min}, w_i^{max}) > 0 \) and \( w_qi \in (0, 1) \), such that \( h(0) = 0 \). Thus, the roots also represent the equilibrium points of the nonlinear system (5.45)-(5.46). Exponential stability at the origin can be investigated via its corresponding Jacobian matrix:

\[
J_1 = \begin{bmatrix}
-\left[w_{qe}\right]^2 [U]^2 \left[w_e\right]^{-2} \mathbf{1}_n \\
-\left(\left([w_e] - w_m\right) [U]^2 \left[w_e\right]^{-2} \mathbf{1}_n + 2k_q \left([w_e] - w_m\right) \left(\Delta w_m^{-2} \left[w_{qe}\right]\right) - 2k_q \left[w_{qe}\right]\right)
\end{bmatrix}
\]

Matrix \( J_1 \) is Hurwitz as it is lower triangular and all diagonal elements are negative. Hence, there exist \( \rho_1 > 0 \) and a domain \( \tilde{D}_z = \{ z \in R^{2n}, \| z \|_2 < \rho_1 \} \), where \( \tilde{D}_z \subseteq D_z \), such that (5.49) is exponentially stable at the origin uniformly in \( x \).

5.2.3.3 Reduced model

To obtain the reduced model, the roots \( w \) and \( w_q \) are substituted from (5.51) into (5.45), yielding

\[
i_L = L^{-1} \left( U - \frac{1}{k_e(V_o^* - V_o)} [U]^2 \left[w\right]^{-1} \right)
\]

\[
\dot{V} = C^{-1} \left( \frac{1}{k_e(V_o^* - V_o)} [U]^2 \left[V\right]^{-1} \left[i_L\right]^2 m - i \right).
\]
This model is often referred to as quasi-steady-state model, because \( w, w_q \) introduce a velocity \([\dot{w} \ \dot{w}_q]^T = \varepsilon^{-1}g\) which is very large when \( \varepsilon \) is small and \( g \neq 0 \), leading to rapid convergence to a root \( h(i_L, V) \), which is the equilibrium of the boundary-layer. The corresponding Jacobian matrix of the reduced system will have the following form

\[
J_2 = \begin{bmatrix}
- \frac{1}{k_e(V_o^* - V_{oc})} L^{-1}[U]^2[m] & - \frac{1}{V_o^* - V_{oc}} L^{-1}[U] \mathbf{1}_{n \times n} D \\
2C^{-1}[U][V_e]^{-1} & C^{-1}(k_e [V_e]^{-1} [m]^{-1} (\mathbf{1}_{n \times n} D - (V_o^* - V_{oc}) [V_e]^{-1} ) - Y)
\end{bmatrix}
\]

By virtue of Theorem 1, the characteristic equation can be calculated from

\[
|\lambda I_n - J_2| = |\lambda^2 I_n + \lambda M + N| = 0,
\]

with

\[
M = \frac{1}{k_e (V_o^* - V_{oc})} L^{-1}[U]^2[m] - C^{-1}(k_e [V_e]^{-1} [m]^{-1} (\mathbf{1}_{n \times n} D - (V_o^* - V_{oc}) [V_e]^{-1} ) - Y)
\]

\[
N = \frac{1}{k_e (V_o^* - V_{oc})} L^{-1}[U]^2[m] C^{-1}(k_e [V_e]^{-1} [m]^{-1} ((V_o^* - V_{oc}) [V_e]^{-1} + \mathbf{1}_{n \times n} D) + Y)
\]

Replacing matrix \( Y \) with its expressions from (4.11), and isolating matrix \( \mathbf{1}_{n \times n} \) by factorisation, followed by left and right multiplication with determinants \( |D| > 0 \) and \( |X| = \frac{1}{k_e (V_o^* - V_{oc})} | L^{-1}[U]^2[m] C^{-1}(k_e [V_e]^{-1} [m]^{-1} - R^{-1}) | > 0 \), according to Assumption 5, respectively, the characteristic polynomial becomes

\[
|\lambda^2 X^{-1}D^{-1} + \lambda \overline{M} + \overline{N}| = 0,
\]

which is a quadratic eigenvalue problem (QEP) with \( \overline{N} \) symmetrical and \( \overline{M} \), according to Lemma 2 in [22], diagonalisable whose eigenvalues are all real, since it is a product between a positive-definite diagonal and a symmetrical matrix. Since \( \overline{M} = P^{-1} \Lambda P \), equation (5.57) can be rewritten as

\[
|\lambda^2 PX^{-1}D^{-1}P^{-1} + \lambda \Lambda + P\overline{N}P^{-1}| = 0,
\]

with \( \Lambda \) being a diagonal matrix with the eigenvalues of matrix \( \overline{M} \) as main entries. The similarity transformation \( PX^{-1}D^{-1}P^{-1} \) and \( P\overline{N}P^{-1} \) are symmetrical, as \( P \) is an orthogonal matrix, i.e. \( P^{-1} = P^T \), and they share the same eigenvalues as \( X^{-1}D^{-1} > 0 \) and \( \overline{N} \), respectively. If \( \Lambda > 0 \), or equivalently \( \overline{M} \) has positive eigenvalues, and \( \overline{N} > 0 \), then \( \text{Re}(\lambda) < 0 \) and \( J_2 \) is Hurwitz. Since matrix \( \overline{M} \) is represented by a multiplication where one term is the diagonal matrix \( X^{-1} (C^{-1} k_e [V_e]^{-1} [m]^{-1} + C^{-1} R^{-1}) > 0 \),
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according to Sylvester’s law on inertia, matrix $\overline{M}$ will have the same index of inertia as the remaining term, $(C^{-1}k_e[V_e]^{-1}[m]^{-1} + C^{-1}R^{-1})^{-1}M$. According to Lemma 1 in [22], if

$$\frac{U_i^2m_i}{k_e(V_o^*-V_{oe})L_i} + \frac{1}{C_i} \left( \frac{k_e}{m_iV_{ie}} \left( \frac{V_o^* - V_{oe}}{V_{ie}} - \lambda_{Di}n \right) + \frac{1}{R_i} \left( 1 - \lambda_{Di}n \right) \right) > 0,$$  \hspace{1cm} (5.59)

holds $\forall i \in I$, then $\overline{M} > 0$ is satisfied. For the Z and I load cases, all eigenvalues of matrix $D$ are

$$\lambda_{Di} = \beta + \sum_{i=1}^{n} \frac{1}{R_i} > 0,$$  \hspace{1cm} (5.60)

while for the P load case, there is

$$\lambda_{Di} = \frac{1}{\beta + \sum_{i=1}^{n} \frac{1}{R_i}} \left( 1 + \sum_{i=1}^{n} \frac{V_{ie}}{R_i} \right) > 0.$$  \hspace{1cm} (5.61)

Regarding condition $\overline{N} > 0$, by considering Assumption 5, if

$$\frac{k_e}{m_iV_{ie}} \left( \frac{V_o^* - V_{oe}}{V_{ie}} + n \right) + \frac{1}{R_i} \left( \frac{1}{\lambda_{Di}} - n \right) > 0,$$  \hspace{1cm} (5.62)

holds, then $\overline{N} > 0$ is satisfied. Hence, if the two conditions (5.59), (5.62) hold for each converter then there exist $\rho_2 > 0$ and a domain $\mathcal{D}_x = \{ x \in R^{2n}, \| x \|_2 < \rho_2 \}$ where $\mathcal{D}_x \subseteq D_x$ such that the reduced model is exponentially stable at the origin.

According to Theorem 4, there exists $\varepsilon^*$ such that for all $\varepsilon < \varepsilon^*$, the equilibrium point $[i_{Le} V_e^T w_e^T w_{qe}]^T$ of (5.48)-(5.49) with $w_{ie} \in (w_{i_{min}}^{ie}, w_{i_{max}}^{ie})$ and $w_{qie} \in (0, 1]$ is exponentially stable; thus completing the stability analysis of the entire DC microgrid. Note that the stability conditions (5.59), (5.62) can also provide a useful guidance for the converter or microgrid design (eg. selection of values for $C_i, L_i, R_i$, etc.).

5.2.4 Methodology for testing the stability conditions

Conditions (5.59), (5.62) might initially seem difficult to verify, mainly because they require the calculation of the equilibrium point, which, in a microgrid, is a daunting task [22, 246]. However due to the particular design of the proposed current-limiting droop controller and the boundedness properties of $w_i$ and $w_{qi}$, the following pseudocode written procedure can be used to test the conditions, for the P load case as an example:
Test for any $w_{1e}$ in the range $(w_{1e}^{\min}, w_{1e}^{\max})$:

\[ w_{1e} = w_{1e}^{\min} + \delta : w_{1e}^{\max} + \delta \]

for $w_{1e} = w_{1e}^{\min} + \delta$ do

Calculate $w_{je}$ from (5.41) for all $j = 2 \ldots n$;

if $w_{j_{\min}} < w_{je} < w_{j_{\max}}$ for all $j = 2 \ldots n$ then

Calculate $V_{oe}$ from (5.42);

Calculate $i_{Lie}$ from (5.44);

Calculate $V_{e} = \text{diag}\{V_{ie}\}$ by combining (5.36), (5.42), (5.44) and the power $P$ using (4.6);

Calculate $\alpha$ and $\beta$ from Table 5.2 and the diagonal elements of matrix $D$ from its expression in (4.12);

Check stability conditions;

Verify conditions (5.59), (5.62);

end

end

**Algorithm 1:** Methodology for testing stability conditions

In order to verify this methodology, the practical example that will be tested in Section 5.2.6 is investigated. The system represents a DC microgrid with two boost converters in parallel feeding a P load, where each unit is equipped with the proposed controller based on the parameters specified in Table 5.3. The results of the two stability conditions are shown in Figure 5.9, where it is clear that for any $w_1$ in the bounded range $(w_1^{\min}, w_1^{\max})$, the expressions (5.59), (5.62) for each converter are positive, thus guaranteeing closed-loop system stability.

### 5.2.5 Simulation Results

To verify the aforementioned analysis, a DC microgrid with the parameters given in Table 5.2, consisting of three boost converters feeding a common load is simulated.

![Figure 5.9: Checking stability conditions (5.59) and (5.62)](image-url)
for 20 s in MATLAB/Simulink, using the average model of the boost converter. The main tasks are to regulate the load voltage close to 400 V, share the power in a 3 : 2 : 1 ratio, and maintain an upper bound for the input current, when different types of loads (Z, I and P) are connected at the common bus.

During the first 5 seconds, the three converters are feeding a common Z load with a load resistance \( \frac{1}{L} = 400 \Omega \). It can be observed in Figure 5.10a that the currents are accurately shared in a 3 : 2 : 1 ratio, having \( i_1 = 0.5 \, A \), \( i_2 = 0.33 \, A \), \( i_3 = 0.166 \, A \), provided the input currents haven’t reached their imposed limit yet (Figure 5.10b). The load voltage is regulated close to the rated value as seen in Figure 5.10c where \( V_o = 399 \, V \).

Table 5.2: Controller and system parameters of a DC microgrid consisting of three DC/DC boost converters feeding a common ZIP load.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>2.1Ω</td>
<td>( U_1 )</td>
<td>200V</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>1.9Ω</td>
<td>( U_2 )</td>
<td>100V</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>1.7Ω</td>
<td>( U_3 )</td>
<td>240V</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>2.2mH</td>
<td>( k_c )</td>
<td>10</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>2.1mH</td>
<td>( m_1 )</td>
<td>0.05</td>
</tr>
<tr>
<td>( L_3 )</td>
<td>2.3mH</td>
<td>( m_2 )</td>
<td>0.075</td>
</tr>
<tr>
<td>( C_1, C_2, C_3 )</td>
<td>560µF</td>
<td>( m_3 )</td>
<td>0.15</td>
</tr>
<tr>
<td>( i_{L1}^{\text{max}} )</td>
<td>2A</td>
<td>( k_{q1}, k_{q2}, k_{q3} )</td>
<td>1</td>
</tr>
<tr>
<td>( i_{L2}^{\text{max}} )</td>
<td>5A</td>
<td>( c_1, c_2, c_3 )</td>
<td>( 1.26 \times 10^4 )</td>
</tr>
<tr>
<td>( i_{L3}^{\text{max}} )</td>
<td>2.5A</td>
<td>( i_{L1}^{\text{min}}, i_{L2}^{\text{min}}, i_{L3}^{\text{min}} )</td>
<td>( 1 , mA )</td>
</tr>
</tbody>
</table>

At \( t = 5 \, s \), the load changes to a constant I load with a load current \( i_{\text{load}} = 1.5 \, A \). The inductor currents are still below their limit (Figure 5.10b), and the output currents (Figure 5.10a) keep their accurate sharing (3 : 2 : 1) with \( i_1 = 0.75 \, A \), \( i_2 = 0.5 \, A \), \( i_3 = 0.25 \, A \) and the load voltage remains close to 400 V, as one can observe in Figure 5.10c where \( V_o = 399.5 \, V \).

The load changes to a constant P load at \( t = 10 \, s \), with a load power \( P = 360 \, W \). From Figure 5.10c, it can be seen that the load voltage is \( V_o = 399.2 \, V \), while the output currents (Figure 5.10a) are \( i_1 = 0.45 \, A \), \( i_2 = 0.3 \, A \), \( i_3 = 0.15 \, A \).

To test the current limitation, at \( t = 15 \, s \), the constant P load becomes \( P = 840 \, W \). The load voltage drops down to 397.7 V (Figure 5.10c), and the 2 : 1 power sharing is kept between converters 2 and 3, with \( i_2 = 0.74 \, A \) and \( i_3 = 0.37 \, A \) since their input currents have not reached their limit yet. However, for the first converter, the inductor current \( i_{L1} \) is successfully limited at its given upper value \( i_{L1} = i_{L1}^{\text{max}} = 2 \, A \).
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(a) line currents

(b) inductor currents

(c) output voltages

Figure 5.10: Simulation results of the system and control states of three parallel operated DC-DC boost converters feeding a Z, I and P load

5.2.6 Experimental Results

A DC microgrid with the parameters given in Table 5.3, consisting of two parallel Texas Instruments DC/DC boost converters (see Appendix A) loaded by an ETPS ELP-3362F electronic load acting as a P load as shown in Figure 5.11, is tested to experimentally evaluate the proposed control framework. A switching frequency of 60 kHz is used for the pulse-width modulation of both converters.

The main task is to achieve load voltage regulation close to the rated value $V_o^* = 48 V$ and accurate power sharing among paralleled converters, while maintaining the inductor currents below their maximum values independently from the load changes. In this section, the power of the two sources satisfy the relation $P_1 = 2P_2$ and, hence, the load should be shared in a 2 : 1 ratio.

To verify the effectiveness of the proposed current-limiting droop controller, it is compared to the cascaded PI approach under the same scenario. The controller parameters were calculated using the following expressions

$w_{mi} = \frac{U_i}{2} \left( \frac{1}{L_{i_{\text{lim}}}} + \frac{1}{L_{i_{\text{lim}}}} \right)$

and

$\Delta w_{mi} = \frac{U_i}{2} \left( \frac{1}{L_{i_{\text{lim}}}} - \frac{1}{L_{i_{\text{lim}}}} \right)$

as in [31].
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![Experimental setup](image)

Figure 5.11: Experimental setup

Initially, the 40 W load demand increases to 60 W and, as one can observe in Fig. 7a, the load is accurately shared using the proposed controller since at steady-state there is $i_1 = 2i_2$, as $i_1 \approx 0.8 A$ and $i_2 \approx 0.4 A$, opposed to the case of the conventional strategy where $i_1 \neq 2i_2$. The inductor currents remain below their maximum value as imposed by the system parameters. The converters’ output voltages are very tightly regulated to the reference, the load voltage remains very close to its rated value ($V_{oc} = 47.2 V$) using the proposed controller, while for the case of the cascaded PI, it drops by $1.5 − 2 V$.

In Fig. 7b, the load power demand decreases from 60 W down to 40 W. The power sharing is kept at the 2 : 1 ratio using the proposed controller having $i_1 \approx 0.6 A$ and $i_2 \approx 0.3 A$ in contrast to the cascaded PI strategy. The proposed droop control regulates the converters’ and load voltages to their new steady-state values after a short transient and $V_o$ still remains closer to the rated value, with $V_{oc} = 47.5 V$, unlike the cascaded PI framework.

Finally, in Fig. 7c, the load changes from 40 W to 80 W in order to test the

Table 5.3: Controller and experimental testbed parameters of a DC microgrid consisting of two Texas Instruments DC/DC boost converters feeding an ETPS ELP-3362F electronic load acting as a CPL.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>2.4Ω</td>
<td>$U_1$</td>
<td>36V</td>
</tr>
<tr>
<td>$R_2$</td>
<td>3Ω</td>
<td>$U_2$</td>
<td>24V</td>
</tr>
<tr>
<td>$L_1$, $L_2$</td>
<td>0.3mH</td>
<td>$k_q1$, $k_q2$</td>
<td>1</td>
</tr>
<tr>
<td>$C_1$, $C_2$</td>
<td>300μF</td>
<td>$k_e$</td>
<td>10</td>
</tr>
<tr>
<td>$m_1$</td>
<td>0.2</td>
<td>$i_{L1}^{max}$</td>
<td>1.5A</td>
</tr>
<tr>
<td>$m_2$</td>
<td>0.4</td>
<td>$i_{L2}^{max}$</td>
<td>2.5A</td>
</tr>
<tr>
<td>$c_1$</td>
<td>1012</td>
<td>$i_{L1}^{min}$</td>
<td>50mA</td>
</tr>
<tr>
<td>$c_2$</td>
<td>517</td>
<td>$i_{L2}^{min}$</td>
<td>50mA</td>
</tr>
</tbody>
</table>

78
5.2. Paralleled DC/DC boost converters feeding a CIL, CCL or a CPL

Figure 5.12: Experimental results of the system states of two parallel operated DC-DC boost converters feeding a P load using the proposed controller (left) and cascaded PI (right)

(a) dynamic response when the load demand increases from 40W to 60W

(b) dynamic response when the load demand decreases from 60W to 40W

(c) dynamic response when the load demand increases from 40W to 80W
controller performance under a large P load demand that will require a higher current from converter 1 that exceeds its technical limit. As one can observe, the proposed current-limiting droop controller maintains an upper limit for the inductor current of converter 1 protecting the device, unlike the cascaded PI droop control where the inductor current cannot be limited during transients and also leads to integrator wind-up. On the other hand, the proposed controller does not require a saturation unit and the current limitation is inherently guaranteed at all times, even during transients. The power sharing is automatically sacrificed by the proposed controller in order to protect converter 1, which reaches its maximum capacity $i_{L1} = i_{L1}^{\text{max}} = 1.5\, \text{A}$. As converter 2 has not violated its own capacity ($i_{L2} < i_{L2}^{\text{max}}$), the load demand is automatically covered and the voltage of the load is still regulated close to the rated ($V_{\text{oc}} = 46.8\, \text{V}$). This operation is achieved automatically in a decentralised way, verifying the current-limiting property and the stability analysis presented in this section.

5.3 Conclusions

In Section 5.1, a current-limiting droop controller for achieving power sharing among two parallel operated DC/DC boost converters in a DC microgrid application, was proposed. Based on the nonlinear dynamic model of the converters, it was proven that the proposed controller can guarantee accurate power sharing when the inductor currents of both converters remain below their maximum values. A detailed guidance for selecting the controller parameters was provided for a complete controller design. Extensive simulations were carried out and presented to validate the proposed control approach under several changes of the load demand.

In Section 5.2, a new current-limiting droop controller for achieving power sharing among multiple parallel operated DC-DC boost converters in a DC microgrid architecture, feeding a constant Z, I or P load, was proposed. The proposed controller additionally guarantees an inherent current limitation for each converter independently. The stability of the entire DC microgrid was analytically proven, while simulation and experimental results were presented to validate the proposed control approach under several changes of the load power demand in comparison to the conventional droop control. The superiority of the proposed current-limiting droop controller with regard to the conventional control is outlined in the following aspects:

i) improved power sharing compared to existing strategies;
5.3. Conclusions

ii) load voltage regulation closer to the rated value;

iii) inherent current-limiting property during transients, and

iv) proven closed-loop system stability for the nonlinear model of the DC microgrid with a Z, I or P load.
Chapter 6

Stability analysis of parallel-operated bidirectional AC/DC and DC/DC converters

In the previous chapter, the proposed controller was designed and intended for the control of unidirectional converters. Since cases have emerged where either the power converter interfaces a storage unit or interconnects two microgrids, the need for bidirectional controllers has never been more actual. The approach in Section 5.1.1 was to use a dynamic bounded virtual resistance, and express the maximum current \( i_L^{\max} \) with respect to the input voltage \( U \), as presented in equation (5.31), i.e.

\[
i_L^{\max} = \frac{U}{w_{\text{min}}}.
\]

Since the input voltage is positive and \( w \in (w_{\text{min}}, w_{\text{max}}) > 0 \), the input current was always positive, the controller proving itself unsuitable for bidirectional converters. To remedy this shortcoming, in this chapter, a shift of the ellipse has been performed as one can notice in Figure 6.1, and instead of keeping a dynamic resistance, it becomes a dynamic voltage \( E \in (-E_{\text{max}}, E_{\text{max}}) \) that can be both positive and negative, to ensure a bidirectional power flow.

![Figure 6.1: Phase portrait shift of the bidirectional controller](image-url)
Moreover, since in Chapter 5, the maximum current was depending on the input voltage which might vary (decrease) due to the intermittency of the energy sources availability, the converter’s maximum current was prone to be limited below the technical maximum. As a result, one would not make use of the converter’s full capability. In this chapter, that scenario is avoided since the current would no longer depend on the input voltage, but on the dynamic bounded virtual voltage described later on in Section 6.1.3.

In this chapter, a DC microgrid architecture is considered similar to Figure 6.2, consisting of multiple energy resources in a parallel topology interfaced by both bidirectional three-phase AC/DC rectifiers and DC/DC boost converters. By considering the generic dq transformation of the AC/DC converters’ dynamics and accurate nonlinear model of the DC/DC converters, two novel control schemes are presented for each converter-interfaced unit to guarantee load voltage regulation, reactive power control, power sharing and closed-loop system stability. An inherent current-limiting capability is ensured, independently from system parameters, by means of Lyapunov methods and ultimate boundedness theory. The developed method is based on the concept of introducing a constant virtual resistance with a bounded dynamic virtual controllable voltage which can be both positive and negative to guarantee bidirectional power flow. Simulation testing is carried out in Section 6.1 of a DC microgrid with units feeding a common resistive load.

As CPLs are well-known to introduce instabilities into the microgrid system resulting from their negative impedance effect, in Section 6.2, sufficient conditions to ensure closed-loop stability with the proposed current-limiting control framework are mathematically acquired and tested in different operating scenarios. The system

![Figure 6.2: Common configuration of a DC microgrid](image-url)
stability is further analysed from a graphical perspective, providing valuable insights of the CPLs influence onto the system performance and stability. The developed controller and the theoretical stability analysis are first validated in comparison with the conventional cascaded PI control technique, by simulating a three-phase AC/DC converter in parallel with a DC/DC boost converter feeding a common CPL. Experimental results are also included to further validate the benefits of the developed control strategy on a real testbed.

6.1 Bidirectional DC/DC and three-phase AC/DC converters feeding a CIL

6.1.1 Nonlinear model of the DC microgrid

Apart from the community, residential or industrial DC microgrid configuration similar to the one presented in Figure 6.2, one can find DC microgrids in other applications such as data centres, electric vehicles and electric trains, or even electric aircrafts as shown in Figure 6.3. The hybrid electric aircraft initiative [12], for instance, that combines conventional hydraulic and electrical systems has significantly increased, leading to recent models, such as Boeing 787 [247] and the Airbus A380 [248,249] having more electrical components installed compared to older models.

Nevertheless, the DC microgrid under investigation is displayed in Figure 6.4, and it consists of two main bidirectional converter units, a three-phase rectifier and

![Figure 6.3: Typical topology of an on-board DC microgrid of a hybrid electric aircraft.](image-url)
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Figure 6.4: DC microgrid under investigation consisting of a bidirectional three-phase rectifier and boost converter feeding a common load

A DC/DC boost converter feeding a common load. The bidirectional three-phase AC/DC rectifier consists of a boosting inductor $L_s$ with a small parasitic resistance $r_s$ in series for each phase, a DC output capacitor $C_{rec}$ and six controllable switching elements that operate using PWM and capable of conducting current and power in both directions. The input voltages and currents of the rectifier are expressed as $v_i$ and $i_i$, with $i = a, b, c$, while output DC voltage is denoted as $V_{rec}$. The bidirectional DC/DC converter has two switching elements, a parasitic resistance $r_{in}$, an inductor $L_{bat}$ at the input and a capacitor $C_{bat}$ with a line resistance $R_{bat}$ at the output. At the input the voltage and the current of the converter are represented as $U_{bat}$, and $i_{bat}$, respectively, the latest being either positive or negative to allow a bidirectional power-flow.

To obtain the dynamic model of the rectifier, the average system analysis and the $dq$ transformation can be used for three-phase voltages and currents, using Clarke and Park transformations [71]. Following [70], the dynamic model of the rectifier in the synchronously rotating $dq$ frame can then be found as

$$L_s \dot{I}_d = -r_s I_d - \omega L_s I_q - m_d \frac{V_{rec}}{2} + U_d$$

$$L_s \dot{I}_q = -r_s I_q + \omega L_s I_d - m_q \frac{V_{rec}}{2} + U_q$$

$$C_{rec} \dot{V}_{rec} = \frac{3}{4} m_d I_d + \frac{3}{4} m_q I_q - i_{rec}$$

where $U_d$, $U_q$ and $I_d$, $I_q$ are the $d$ and $q$ components of the grid voltages and input currents, respectively, and $m_d$, $m_q$ are the duty-ratio control inputs of the rectifier with $V_d$ and $V_q$ being the $d$ and $q$ components of the rectifier voltage $v = [v_a, v_b, v_c]$, respectively.
Using Kirchhoff laws and average analysis [35], the dynamic model of the bidirectional dc/dc boost converter becomes

\begin{align}
L_{bat} \dot{i}_{Lbat} &= U_{bat} - r_{in} i_{Lbat} - (1 - u_{bat}) V_{bat} \tag{6.4} \\
C_{bat} \dot{V}_{bat} &= (1 - u_{bat}) i_{Lbat} - i_{bat} \tag{6.5}
\end{align}

It can be observed that system (6.1)-(6.5) is nonlinear, since the control inputs \(m_d\), \(m_q\) and \(u_{bat}\) are multiplied with the system states. Assuming only the bidirectional DC/DC converter in the system, by considering a steady-state equilibrium \((i_{Lbat}^e, V_{bat}^e)\) corresponding to a duty-ratio \(u_{bat}^e\), it results from (6.4) that \(u_{bat}^e = 1 - \frac{U_{bat}}{V_{bat}^e}\), which shows that when \(u_{bat} = 1\) the inductor current continuously increases, thus the system becomes unstable. Imposing a given upper bound for the inductor current is a crucial property that should be guaranteed at all times to achieve permanent device protection. A controller, equipped with the current-limiting capability while also achieving desired operation i.e. reactive power control, accurate load power sharing and tight voltage regulation, is proposed in this chapter.

### 6.1.2 Problem description and objectives

As mentioned earlier, a common technique to guarantee power sharing among the parallel converters, without employing communication is the droop control [128,250–252]. The conventional droop control method has each of the \(n\) parallel-operated power converters introducing an output voltage \(V_i\) of the form:

\[ V_i = V^* - m_i \left( P_i - P_{set} \right) \tag{6.6} \]

where \(V^*\), \(P_{set}\) are constants that represent the output reference voltage, and the set power respectively, \(P_i\) is the power drawn by the load out of each converter, \(m_i\) is the droop coefficient, with the subscript \(i \in \mathcal{I}\). Nevertheless, the main concerns when employing this strategy are represented in general by the trade-off between voltage regulation and load sharing, by the influence of the system’s impedance and the slow dynamic response. In addressing these problems, the droop equation in (6.6) will take the following dynamic form

\[ \dot{V}_i = V^* - V_o - n_i \left( P_i - P_{set} \right) \tag{6.7} \]

where \(V_o\) is the load voltage measured at the common bus. At steady state, there is

\[ m_1 P_1 = m_2 P_2 = \ldots = m_n P_n \tag{6.8} \]
which guarantees the accurate sharing of the power requested by the load. However, the technical limitations of the converters are not taken into account. Considering the power rating \( P_n = P_{\text{in}}^{\text{max}} \) of a converter and the rated input voltage \( U_n \), a limitation for the input current of each converter can be calculated. Computing such bounds for the current represents a major challenge in DC microgrids operation, since on these values depends the protection of the generating circuit or transmission system from harmful effects in cases of significant changes, such as variations in the load power demand.

6.1.3 Nonlinear control design and analysis

6.1.3.1 The proposed controller

The purpose of the designed controller is to achieve all the aforementioned tasks without saturation units that can lead to instability. The concept behind it relies on the idea of partially decoupling the inductor current dynamics, introducing a dynamic virtual bounded controllable voltage with a constant virtual resistance for both the three-phase rectifier and the boost converter. In both cases, the dynamics of the virtual voltage will guarantee the desired upper limit for the converters’ currents regardless of the direction of the power flow.

1. Three-phase bidirectional AC/DC rectifier

The control inputs \( m_d \) and \( m_q \) take the following form

\[
\begin{align*}
m_d &= \frac{2}{V_{\text{rec}}} (U_d - E_d - \omega L_s I_q + r_{vd} I_d) \\
m_q &= \frac{2}{V_{\text{rec}}} (U_q - E_q + \omega L_s I_d + r_{vq} I_q)
\end{align*}
\] (6.9) (6.10)

where \( r_{vd}, r_{vq} \) are constant virtual resistances and \( E_d, E_q \) are virtual controllable dynamic voltages that change according to the following nonlinear dynamics:

\[
\begin{align*}
\dot{E}_d &= c_d g_1 (V_o, P_{\text{REC}}) E_{dq}^2 - k \left( \frac{E_d^2}{E_{\text{max}d}^2} + w_{dq}^2 - 1 \right) E_d \\
\dot{E}_{dq} &= -c_d g_1 (V_o, P_{\text{REC}}) \frac{E_d E_{dq}}{E_{\text{max}d}^2} - k \left( \frac{E_d^2}{E_{\text{max}d}^2} + E_{dq}^2 - 1 \right) E_{dq} \\
\dot{E}_q &= c_q g_2 (Q) E_{qq}^2 - k \left( \frac{E_q^2}{E_{\text{max}q}^2} + E_{qq}^2 - 1 \right) E_q \\
\dot{E}_{qq} &= -c_q g_2 (Q) \frac{E_q E_{qq}}{E_{\text{max}q}^2} - k \left( \frac{E_q^2}{E_{\text{max}q}^2} + E_{qq}^2 - 1 \right) E_{qq}
\end{align*}
\] (6.11) (6.12) (6.13) (6.14)
with $E_{dq}$, $E_{qq}$ representing additional control states and $c_d$, $c_q$, $E_{maxd}$, $E_{maxq}$, $k$ being positive constants.

2. Bidirectional DC/DC boost converter

The control input becomes

$$u_{bat} = 1 - \frac{r_{vb}i_{bat} + U_{bat} - E_b}{V_{bat}} \quad (6.15)$$

where $r_{vb} > 0$ represents a constant virtual resistance and $E_b$ a virtual controllable voltage which introduces the following nonlinear dynamics:

$$\dot{E}_b = c g_3 (V_o, P_{BAT}) E_{bq}^2 - k \left( \frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 - 1 \right) E_b \quad (6.16)$$

$$\dot{E}_{bq} = -c g_3 (V_o, P_{BAT}) E_b E_{bq} E_{maxb}^2 - k \left( \frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 - 1 \right) E_{bq} \quad (6.17)$$

with $E_{bq}$ being an additional control state, $c$, $k$, $E_{maxb}$ being positive constants and $g_i$, with $i = \{1, 2, 3\}$, a smooth function that describes the desired regulation scenario and has incorporated the expression of the droop control from equation (6.7) in the following form:

$$g_1 (V_o, P_{REC}) = V^* - V_o - m_i (V_{rec} i_{rec} - P_{setREC}) \quad (6.18)$$

$$g_2 (Q) = Q - Q_{set} \quad (6.19)$$

$$g_3 (V_o, P_{BAT}) = V^* - V_o - m_i (V_{bat} i_{bat} - P_{setBAT}) \quad (6.20)$$

where $V_{rec} i_{rec} = P_{REC}$ and $V_{bat} i_{bat} = P_{BAT}$ represent the output power of the rectifier and bidirectional boost converter respectively.

6.1.3.2 Controller analysis

To further understand the choice of the controller dynamics (6.16)-(6.17), consider the following Lyapunov function candidate

$$W = E_{bq}^2 + \frac{E_b^2}{E_{maxb}^2}. \quad (6.21)$$
Taking the time derivative of $W$ and incorporating the control system (6.16)-(6.17), one obtains

$$
\dot{W} = 2E_{bq}\dot{E}_{bq} + \frac{2E_b}{E_{maxb}}\dot{E}_b
= -2cg_3\frac{E_bE_{bq}^2}{E_{maxb}^2} - 2k\left(\frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 - 1\right)E_{bq}^2
+ \frac{2E_b}{E_{maxb}^2}cg_3E_{bq}^2 - 2k\frac{E_b^2}{E_{maxb}^2}\left(\frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 - 1\right)
= -2k\left(\frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 - 1\right)\left(E_{bq}^2 + \frac{E_b^2}{E_{maxb}^2}\right).
$$

(6.22)

From (6.22), it is clear that $\dot{W}$ is negative outside the curve

$$
W_0 = \left\{E_b, E_{bq} \in \mathbb{R} : \frac{E_b^2}{E_{maxb}^2} + E_{bq}^2 = 1\right\}
$$

(6.23)

and positive inside except from the origin, where $\dot{W} = 0$. By selecting the initial conditions $E_{b0}$, $E_{bq0}$ on the curve $W_0$, it yields:

$$
\dot{W} = 0, \Rightarrow W(t) = W(0) = 1, \forall t \geq 0,
$$

(6.24)

which makes clear that the control states $E_b$ and $E_{bq}$ will start and move on the curve $W_0$ at all times. For convenience, the initial conditions $E_{b0}$ and $E_{bq0}$ will be chosen as

$$
E_{b0} = 0, \quad E_{bq0} = 1
$$

(6.25)

Since the control states are restricted on the curve $W_0$, then $E_b \in [-E_{maxb}, E_{maxb}]$ for all $t \geq 0$. The controller dynamics will result in

$$
\dot{E}_b \approx cg_3(V_o, P_{BAT})\frac{E_{bq}^2}{E_{maxb}}
$$

(6.26)

$$
\dot{E}_{bq} \approx cg_3(V_o, P_{BAT})\frac{E_{bq}E_b}{E_{maxb}}
$$

(6.27)

Considering $(E_{b0}, E_{bq0}) \neq (0, 0)$, the possible equilibrium points of the controller dynamics lie on the curve $W_0$ that satisfy:

i. $g_3(V_o, P_{BAT}) = 0$, that will guarantee the desired operation i.e. voltage regulation and power sharing or

ii. $(E_{bc}, E_{bqe}) = (\pm E_{maxb}, 0)$ which corresponds to the case of overcurrent protection as explained in the sequel.
A similar analysis demonstrates boundedness for (6.11)-(6.14) dynamics and it will result in:

\[
E_d \in [-E_{\text{max}d}, E_{\text{max}d}] \quad (6.28)
\]

\[
E_q \in [-E_{\text{max}q}, E_{\text{max}q}], \forall t \geq 0. \quad (6.29)
\]

### 6.1.3.3 Current limitation

1. Three-phase rectifier

For system (6.1)-(6.2), consider the following continuously differentiable function

\[
V_1 = \frac{1}{2} L_s I_d^2 + \frac{1}{2} L_s I_q^2. \quad (6.30)
\]

Substituting \(m_d, m_q\) from (6.9)-(6.10) into (6.1)-(6.2), and taking into account that \(E_d \in [-E_{\text{max}d}, E_{\text{max}d}]\), \(E_q \in [-E_{\text{max}q}, E_{\text{max}q}]\), and \(E_{dq}, E_{qq} \in [0, 1]\), the time derivative of \(V\) becomes

\[
\dot{V} = - (r_v + r_s) I_d^2 + E_d I_d - (r_v + r_s) I_q^2 + E_q I_q
\]

\[
\leq - (r_v + r_s) ||I||_2^2 + ||E||_2 ||I||_2
\]

\[
\leq - (r_v + r_s) ||I||_2^2 + ||E||_2 ||I||_2 \quad (6.31)
\]

where \(r_v = \min (r_v d, r_v q)\), \(I = [I_d, I_q]^T\) and \(E = [E_d, E_q]^T\).

Hence

\[
\dot{V}_1 < -r_s ||I||_2^2, \forall ||I||_2 \geq \frac{||E||_2}{r_v} \quad (6.32)
\]

which means that the solution of the system (6.1)-(6.2) is uniformly ultimately bounded, according to Theorem 3, with respect to to the virtual voltage vector \(E\). Since \(E\) is bounded, meaning both components \(E_d\) and \(E_q\) are bounded, then also the \(d\) and \(q\) currents, \(I_d\) and \(I_q\) remain bounded at all times.

Since \(I = [I_d, I_q]^T\), then considering the \(dq\) transformation, it results in

\[
||I||_2 = \sqrt{I_d^2 + I_q^2} = \sqrt{(\sqrt{2} I_{\text{rms}})}^2 = \sqrt{2} I_{\text{rms}} \quad (6.33)
\]

\[
||E||_2 = \sqrt{E_d^2 + E_q^2} = \sqrt{(\sqrt{2} E_{\text{rms}})}^2 = \sqrt{2} E_{\text{rms}} \quad (6.34)
\]

Pending a suitable choice of the control parameters, i.e. \(E_{\text{max}d} = E_{\text{max}q} = E_{\text{rms}}^\text{max}\), and \(r_v d = r_v q = r_v\), then for

\[
I_{\text{rms}}^\text{max} = \frac{E_{\text{rms}}^\text{max}}{r_v} \quad (6.35)
\]
it is proven from the ultimate boundedness theory (6.32) that if initially the current is below the maximum allowed RMS value $I_{max_{rms}}$, i.e., $I_{rms}(0) < I_{max_{rms}}$, then

$$I_{rms}(t) \leq \frac{E_{max_{rms}}}{r_v} = \frac{I_{max_{rms}}}{r_v} < I_{max_{rms}}, \forall t > 0. \quad (6.36)$$

Hence, the input current of the rectifier is always limited below $I_{max_{rms}}$ with the appropriate choice of $E_{max_{rms}}$ and $r_v$ given in (6.35), ensuring protection at all times. By maintaining an upper limit for $E_d$ and $E_q$ from the proposed dynamics (6.11)-(6.14), both the closed-loop system stability and the desired current-limiting property are achieved. Since the dynamics (6.11)-(6.14) are analysed using Lyapunov theory that induces invariant sets, the required bounds for $E_d$ and $E_q$ are guaranteed without applying additional saturation units. In addition, the proposed controller slows down the integration near the limits, and therefore, it does not suffer from integrator windup issues, which may lead to instability. This is a crucial property that distinguishes the proposed controller with traditional current-limiting approaches that incorporate current saturation units.

2. Bidirectional boost converter

By applying the proposed controller expression (6.15) into the bidirectional converters dynamics (6.4), the closed-loop system equation for the inductor current $i_{Lbat}$ takes the following form

$$L_{bat} \dot{i}_{Lbat} = -(r_{vb} + r_s) i_{Lbat} + E_b, \quad (6.37)$$

and it becomes clear that $r_{vb}$ represents a constant virtual resistance in series with the converter inductor $L_{bat}$.

To investigate how the selection of the virtual resistance and the bounded controller dynamics of $E_b$ are related to the desired overcurrent protection, let the following Lyapunov function candidate

$$V_2 = \frac{1}{2} L_{bat} i_{Lbat}^2 \quad (6.38)$$

for closed-loop current dynamics (6.37). The time derivative of $V_2$ yields

$$\dot{V}_2 = L_{bat} i_{Lbat} \dot{i}_{Lbat} = -(r_{vb} + r_s) i_{Lbat}^2 + E_b i_{Lbat}$$

$$\leq -(r_{vb} + r_s) i_{Lbat}^2 + |E_b||i_{Lbat}| \leq -(r_{vb} + r_s) i_{Lbat}^2 + E_{maxb}|i_{Lbat}|, \quad (6.39)$$
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given the bounded $E_b \in [-E_{\text{max}b}, E_{\text{max}b}]$, which implies that

$$\dot{V}_2 < -r_v s^2 i_{\text{Lbat}}^2, \quad \forall |i_{\text{Lbat}}| > \frac{E_{\text{max}b}}{r_v}.$$  

(6.41)

By virtue of Theorem 3 and according to (6.40), the solution $i_{\text{Lbat}}(t)$ is uniformly ultimately bounded. So, if initially $|i_{\text{Lbat}}(0)| \leq \frac{E_{\text{max}b}}{r_v}$, then it holds that

$$|i_{\text{Lbat}}(t)| \leq \frac{E_{\text{max}b}}{r_v}, \quad \forall t > 0,$$  

(6.41)

because of the invariant set property. Based on the desired overcurrent protection, it should hold true that

$$|i_{\text{Lbat}}(t)| \leq i_{\text{Lbat}}^{\text{max}}, \quad \forall t > 0,$$  

(6.42)

for a given maximum value $i_{\text{Lbat}}^{\text{max}}$ of the inductor current. By substituting (6.41) into (6.42), one can clearly select the parameters $E_{\text{max}b}$ and $r_v$ in the proposed controller in order to satisfy

$$E_{\text{max}b} = r_v i_{\text{Lbat}}^{\text{max}}.$$  

(6.43)

Any selection of the constant and positive parameters $E_{\text{max}b}$ and $r_v$ that satisfy (6.43) results in the desired overcurrent protection (6.42) of the converter’s inductor current regardless the load magnitude or system parameters.

From the closed-loop dynamics (6.37) combined with (6.16)-(6.17) at steady state, there is $g_3(V_o, P_{\text{bat}}) = 0$, then $E_b = E_{\text{be}}$ on the curve $W_0$ and the value of the inductor current becomes $i_{\text{Lbat}}^{\text{e}} = \frac{E_{\text{be}}}{r_v}$. But since $E_{\text{be}} \in [-E_{\text{max}b}, E_{\text{max}b}]$, then the inductor current can be both positive and negative, thus, ensuring the two-way operation of the bidirectional converter. When $E_{\text{be}} = -E_{\text{max}b}$, then $i_{\text{Lbat}}^{\text{e}} = -\frac{E_{\text{max}b}}{r_v} = -i_{\text{Lbat}}^{\text{max}}$, which corresponds to the overcurrent protection in both directions of the current.

Compared to existing conventional overcurrent protection control strategies, it has been mathematically proven according to the ultimate boundedness theory that the proposed controller maintains the current limited during transients and does not require limiters or saturation units which are prone to yield instability in the system, thus highlighting the superiority of the proposed control design.
6.1.4 Simulation results

To test the proposed controller, by considering the average of the bidirectional DC/DC boost converter and the three-phase AC/DC rectifier, the DC microgrid displayed in Figure 6.4 is studied having the parameters specified in Table 6.1, with the control parameters $I_{\text{max}}$ and $r_v$ chosen as specified in Section 6.1.3. The aim is to achieve tight voltage regulation around the reference value $V^* = 400$ V, accurate power sharing in a 2 : 1 ratio among the paralleled AC/DC and DC/DC converters at the load bus while also assuring protection against overcurrents. The model has been implemented in Matlab/Simulink and simulated for 30 s, considering a full testing scenario.

During the first 5 s, it can be observed in Figure 6.5b that the load voltage $V_o$ is kept close the reference value of 400 V. The power sharing is accurately guaranteed (Figure 6.5c) in a 2 : 1 manner having $i_{\text{BAT}} \approx 0.34$ A and $i_{\text{REC}} \approx 0.17$ A, since the input currents haven’t reached their imposed limits yet as shown in Figure 6.5a.

For the next 10 s the operation principle of the battery is simulated. The direction of the power flow is reversed to allow the battery to charge and discharge. At $t = 5$ s the power set by the battery controller becomes negative $P_{\text{setBAT}} = -500$ W, thus leaving the battery to be supplied by the three-phase rectifier.

The input current goes to the negative side, while the rectifier’s input current increases to satisfy the new amount of power requested in the network (Figure 6.5a). The power sharing ratio between the battery and the rectifier disappears since the current of the battery changes its direction, and becomes negative as shown in Figure 6.5b. The load voltage remains closely regulated to the desired 400 V value. After 5 s the set value of the power returns to its initial 0 W value, allowing the

Table 6.1: Controller and system parameters of a DC microgrid consisting of a bidirectional DC/DC boost and a three-phase AC/DC converter feeding a common CIL.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{\text{RMS}}$</td>
<td>110V</td>
<td>$U_{\text{bat}}$</td>
<td>200V</td>
</tr>
<tr>
<td>$R_{\text{phase}}$</td>
<td>0.5Ω</td>
<td>$R_{\text{bat,rec}}$</td>
<td>1.1Ω</td>
</tr>
<tr>
<td>$L_{\text{phase}}$</td>
<td>2.2mH</td>
<td>$L_{\text{bat}}$</td>
<td>2.3mH</td>
</tr>
<tr>
<td>$I_{\text{RMS}}$</td>
<td>3.3A</td>
<td>$I_{\text{bat}}$</td>
<td>5A</td>
</tr>
<tr>
<td>$C_{\text{rec}}$</td>
<td>300μF</td>
<td>$C_{\text{bat}}$</td>
<td>500μF</td>
</tr>
<tr>
<td>$n_{\text{rec}}$</td>
<td>0.015</td>
<td>$n_{\text{bat}}$</td>
<td>0.0075</td>
</tr>
<tr>
<td>$P_{\text{load}}$</td>
<td>200W</td>
<td>$k$</td>
<td>1000</td>
</tr>
<tr>
<td>$c_d$</td>
<td>100000</td>
<td>$c_{\text{bat}}$</td>
<td>100</td>
</tr>
<tr>
<td>$c_q$</td>
<td>5000</td>
<td>$r_v\text{bat}$</td>
<td>5Ω</td>
</tr>
</tbody>
</table>
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(a) inductor currents

(b) output voltages

(c) output currents
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Figure 6.5: Simulation results of the DC microgrid system

battery to return to its former discharging state. The power sharing ratio comes back to 2 : 1 as displayed in Figure 6.5b.

At $t = 15 \, \text{s}$ the power requested by the load increases $P_{load} = 1000 \, \text{W}$ and, thus, more power is needed from the battery and the three-phase rectifier to be injected in the microgrid. The load voltage drops down to 395 V according to Figure 6.5b, while the input currents increase and, therefore, the power injected increases at the common bus (Figure 6.5a) but keeps the imposed sharing between the two sources, the battery and rectifier, to the desired proportion of 2 : 1 having $i_{BAT} \approx 1.65 \, \text{A}$ and $i_{REC} \approx 0.82 \, \text{A}$, as presented in Figure 6.5c given the fact that none of the inductor currents have reached their maximum allowed current.

To test the input current protection capability, the power demanded by the load is further increased. Thus, at $t = 20 \, \text{s}$ the power requested by the load reaches a higher value than before, $P_{load} = 1600 \, \text{W}$, forcing the battery and the three-phase rectifier to increase their power injection at the load bus. As noticed in Figure 6.5a, the input current of the battery reaches its limit $i_{LBAT} = i_{LBAT}^{\text{max}} = 5 \, \text{A}$, and the power sharing is sacrificed (Figure 6.5c) to ensure uninterruptible power supply to the load. The load voltage remains within the desired range, $V_o = 391 \, \text{V}$ with a voltage drop of 9 V,
which is about 2%.

Consequently, to further verify the theory presented, the controller states \(E_d\), \(E_q\), and \(E\) are presented in Figure 6.5d. When the input current of the battery reaches its maximum, the virtual voltage of battery also arrives at its imposed limit \(E_{BAT} = E_{maxBAT} = i_{LBAT}^rV_{BAT} = 25V\).

### 6.2 Bidirectional DC/DC and three-phase AC/DC converters feeding a CPL

#### 6.2.1 Dynamic model

The DC microgrid shown in Figure 6.2 is extended from two parallel-operated converters to any finite number of parallel-operated converters. The configuration of the DC microgrid under investigation is shown in Figure 6.6, containing \(n\) bidirectional three-phase rectifiers and \(m\) bidirectional DC/DC boost converters feeding a constant power load, where \(L_{si}\) is the inductor at the input, a DC output capacitor \(C_i\) with a line resistance \(R_i\) and six controllable switching elements that operate using PWM and capable of conducting current and power in both directions. The input voltages and currents of the rectifier are expressed as \(v_{ai}, v_{bi}, v_{ci}\) and \(i_{ai}, i_{bi}, i_{ci}\), while output dc voltage is denoted as \(V_i\) with \(i \in \{1, 2, ..., n\}\). The bidirectional DC/DC converters have two switching elements, an inductor \(L_j\) at the input and a capacitor \(C_j\) with a line resistance \(R_j\) at the output, while \(V_j\) is the output voltage, where \(j \in \{n+1, n+2, ..., n+m\}\). At the input, the voltage and the current of the converter are represented as \(U_j\), and \(i_{Lj}\), respectively, with the latter being either positive or negative to allow a bidirectional power-flow.

To obtain the dynamic model of the rectifier, the average system analysis and the \(dq\) transformation can be used for three-phase voltages and currents, using Clarke and Park transformations [71]. Following [70], the mathematical model of the rectifiers in the \(dq\) coordinates is set up, in matrix form as

\[
\begin{align*}
L_s\dot{I}_d &= -\omega L_sI_q - \frac{1}{2}m_dV_r + U_d \\
L_s\dot{I}_q &= \omega L_sI_d - \frac{1}{2}m_qV_r \\
C\dot{V}_r &= \frac{3}{4}m_dI_d + \frac{3}{4}m_qI_q - i_r
\end{align*}
\]

where \(i_r = [i_1 ... i_n]^T\), \(V_r = [V_1 ... V_n]^T\), \(L_s = diag\{L_{si}\}, C_r = diag\{C_i\}, \omega = diag\{\omega_i\}\) is the rotating speed, \(U_d = [U_{d1} ... U_{dn}]^T\) is the amplitude of the three-phase AC voltage
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source when voltage orientation on the \( d \) axis is considered and \( I_d = [I_{d1} \ldots I_{dn}]^T \), \( I_q = [I_{q1} \ldots I_{qn}]^T \) are the \( d \) and \( q \) components of the AC source currents, respectively, and \( m_d = \text{diag}\{m_{di}\} \), \( m_q = \text{diag}\{m_{qi}\} \) are the duty-ratio control inputs of the rectifier with \( V_d \) and \( V_q \) being the \( d \) and \( q \) components of the rectifier voltage \( v = [v_a \ v_b \ v_c] \), respectively.

Using Kirchhoff laws and average analysis [35], the dynamic model, in matrix form, of the bidirectional DC/DC boost converter becomes

\[
L_i L = U_b - (I_m - u) V_b \\
C_b \dot{V}_b = (I_m - u) i_L - i_b
\]

where \( i_L = [i_{L(n+1)} \ldots i_{L(n+m)}]^T \), \( V_b = [V_{n+1} \ldots V_{n+m}]^T \), \( i_b = [i_{n+1} \ldots i_{n+m}]^T \), \( U_b = [U_{n+1} \ldots U_{n+m}]^T \), \( L = \text{diag}\{L_j\} \), \( C_b = \text{diag}\{C_j\} \), \( u = \text{diag}\{u_j\} \). One can observe that system (6.44)-(6.46), (6.47)-(6.48) is nonlinear, since the control inputs \( m_{di} \), \( m_{qi} \) and \( u_j \) are multiplied with the system states, \( (I_d, I_q, V_r) \), and \( (i_L, V_b) \) respectively.

As the AC/DC and DC/DC converters supply a CPL, the power balance equation becomes

\[
P = V_o \sum_{k=1}^{n+m} i_k, \tag{6.49}
\]

\[
i_k = \frac{V_k - V_o}{R_k} \tag{6.50}
\]
where \( V_k, i_k \) represent the output voltages and currents, respectively, with \( k \in \{1, 2, \ldots, n + m\} \), \( V_o \) is the load voltage, and \( P \) is constant and represents the power of the CPL. Consider now the following assumptions:

**Assumption 6** It holds that
\[
\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 > 4P \sum_{k=1}^{n+m} \frac{1}{R_k}.
\] (6.51)

Thus, substituting the output current \( i_k \) from (6.50) into (6.49), one can obtain the following expression for the load voltage given by the real solutions of the second order polynomial
\[
V_o = \sum_{k=1}^{n+m} \frac{V_k}{R_k} \pm \sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}}
\] (6.52)

**Assumption 7** Let \( I_k^{\text{max}} = \{ I_{i (n+1)}^{\text{max}}, \ldots, I_{i (n+m)}^{\text{max}} \} \) be the maximum input current of each converter (maximum RMS current for AC/DC converters and maximum inductor current for DC/DC converters). Since for three-phase rectifiers \( V_i \geq 2U_{di} \) and for boost converters \( V_j \geq U_j \), let
\[
\min\{2U_{di}, U_j\} - I_k^{\text{max}} R_k > \sum_{k=1}^{n+m} \frac{V_k}{R_k} \pm \sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}}
\] (6.53)
hold, for every \( k \in \{1, 2, \ldots, n + m\} \).

The load voltage has two solutions, a high voltage and a low voltage, with the high voltage representing the feasible solution because of Assumption 7, which gives \( V_o \geq \min\{2U_{di}, U_j\} - I_k^{\text{max}} R_k \). Therefore, the voltage of the load can be described as
\[
V_o = \sum_{k=1}^{n+m} \frac{V_k}{R_k} \pm \sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}}
\] (6.54)

Considering an equilibrium point \((i_{die}, i_{qie}, i_{Lje}, V_{ie}, V_{je})\) for constant control inputs \( m_{di}, m_{qi}, u_j \), by taking the partial derivative of the output current \( i_k \) from (6.50) with respect to the capacitor voltage \( V_k \), we obtain the admittance matrix as in (4.11):
\[
Y = R^{-1} \left( I_{n+m} - 1_{(n+m) \times (n+m)} D \right)
\] (6.55)
with matrix $D$ for the CPL case following from equation (4.12) as

$$D = \frac{1}{2 \sum_{k=1}^{n+m} \frac{1}{R_k}} \left( R^{-1} + \frac{\sum_{k=1}^{n+m} \frac{V_k}{R_k}}{\sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}}} R^{-1} \right)$$ \hspace{1cm} (6.56)

where $\sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}} > 0$ according to Assumption 6. Since $R$ is a diagonal positive-definite matrix, then it is clear that matrix $D$ is a positive-definite diagonal matrix, with eigenvalues of the form

$$\lambda_{Dk} = \frac{1}{2 \sum_{k=1}^{n+m} \frac{1}{R_k}} \left( \frac{1}{R_k} + \frac{\sum_{k=1}^{n+m} \frac{V_k}{R_k}}{\sqrt{\left( \sum_{k=1}^{n+m} \frac{V_k}{R_k} \right)^2 - 4P \sum_{k=1}^{n+m} \frac{1}{R_k}}} \frac{1}{R_k} \right),$$ \hspace{1cm} (6.57)

$\forall k = 1, \ldots, n + m$.

### 6.2.2 Nonlinear control design and analysis

The end goal of the designed controller is to achieve accurate distribution of the load power and tight load voltage regulation close to the rated value, ensuring that the current of each converter does not violate certain bounds. This concept is based on the idea of partially decoupling the inductor current dynamics, introducing a constant virtual resistance with a bounded controllable voltage for both the bidirectional three-phase AC/DC and the DC/DC boost converters. In both cases, the dynamics of the controllable virtual voltage will guarantee the desired upper bound for the converters’ currents regardless of the direction of the power flow.

#### 6.2.2.1 Three-phase rectifier

Although a current-limiting controller was recently proposed in [71], it only allows unidirectional power flow, which is a significant limitation when storage units are introduced or the AC/DC converter represents an interface between a DC and an AC microgrid. To overcome this problem, here the control inputs $m_{di}$ and $m_{qi}$, with $i \in \{1, 2, ..., n\}$ are proposed to take the following form

$$m_{di} = \frac{2}{V_i} \left( U_{di} - E_{di} - \omega_i L_{si} I_{qi} + r_{vi} I_{di} \right)$$ \hspace{1cm} (6.58)

$$m_{qi} = \frac{2}{V_i} \left( \omega_i L_{si} I_{di} + r_{vi} I_{qi} \right)$$ \hspace{1cm} (6.59)
where \( r_{vi} > 0 \) is a constant virtual resistance and \( E_{di} \) a virtual voltage that change according to the following nonlinear dynamics:

\[
\begin{align*}
\dot{E}_{di} &= c_{di} \left( V^* - V_o - d_i \left( \frac{3}{2} \frac{U_{di} E_{di}}{r_{vi}} - P_{seti} \right) \right)^2 E_{dqi}^2 \\
\dot{E}_{dqi} &= -c_{di} \left( V^* - V_o - d_i \left( \frac{3}{2} \frac{U_{di} E_{di}}{r_{vi}} - P_{seti} \right) \right) \frac{E_{di} E_{dqi}}{E_{maxi}^2} - k_i c_{di} \left( \frac{E_{di}^2}{E_{maxi}^2} + E_{dqi}^2 - 1 \right) E_{dqi}
\end{align*}
\]

with \( E_{dqi} \) representing an additional control state, \( V^* \) the load voltage reference, \( P_{seti} \) the set output power, \( d_i \) the droop coefficient, and \( c_{di}, E_{maxi}, k_i \) being positive constants. The proposed controller introduces the desired droop expression via the input \( m_{di} \), while it forces the current \( I_{qi} \) to zero through \( m_{qi} \) in order to guarantee unity power factor operation, since \( Q_i = \frac{3}{2} U_{di} I_{qi} \).

### 6.2.2.2 Bidirectional DC/DC boost converter

Following a similar control framework with the AC/DC converter, for the DC/DC boost converter the control input \( u_j \), with \( j \in \{n + 1, ..., n + m\} \), becomes

\[
\begin{align*}
u_j = 1 - r_{voj} i_{Lj} + U_j - E_j \\
\end{align*}
\]

where \( r_{voj} > 0 \) represents a constant virtual resistance and \( E_j \) a virtual controllable voltage

\[
\begin{align*}
\dot{E}_j &= c_j \left( V^* - V_o - d_j \left( \frac{U_j E_j}{r_{voj}} - P_{setj} \right) \right)^2 E_{bqj}^2 \\
\dot{E}_{bqj} &= -c_j \left( V^* - V_o - d_j \left( \frac{U_j E_j}{r_{voj}} - P_{setj} \right) \right) \frac{E_j E_{bqj}}{E_{maxj}^2} - k_j c_j \left( \frac{E_j^2}{E_{maxj}^2} + E_{bqj}^2 - 1 \right) E_{bqj}
\end{align*}
\]

where \( E_{bqj} \) being an additional control state, \( P_{setj} \) the set output power, \( d_j \) the droop coefficient, and \( c_j, k_j, E_{maxj} \) positive constants. Compared to the robust droop controller [128], the proposed strategy does not require the measurement of the output current \( i_i, i_j \) of each converter, thus leading to a simpler implementation. It is highlighted that a second controller state \( E_{dqi}, E_{bq} \) is based on the bounded integral controller concept [245]. For more details on the bounded dynamics of the control states the reader is referred to [245] where it is shown that the control states are guaranteed to stay within their imposed bounds \( E_{di} \in [-E_{maxi}, E_{maxi}], E_j \in [-E_{maxj}, E_{maxj}] \) and \( E_{dqi}, E_{bqj} \in [0,1] \) for all \( t \geq 0 \), given typical initial conditions \( E_{di} = E_j = 0 \) and \( E_{dqi} = E_{bqj} = 1 \). The block diagram depicting the controller
6.2. Bidirectional DC/DC and three-phase AC/DC converters feeding a CPL

implementation, measurement and actuation parts is presented in Figure 6.7. Having introduced the proposed control schemes, consider the additional assumptions for the system:

Assumption 8 For every $E_{di} \in (-E_{maxi}, E_{maxi})$ and $E_{je} \in (-E_{maxj}, E_{maxj})$ constant, satisfying

$$d_{d1} \frac{3}{2} \left( \frac{U_{d1} E_{di}}{r_{vdi}} - P_{set1} \right) = \ldots = d_{dn} \frac{3}{2} \left( \frac{U_{dn} E_{dne}}{r_vdn} - P_{setn} \right) =$$

$$d_{n+1} \left( \frac{U_{n+1} E_{(n+1)e}}{r_{v(n+1)}} - P_{set(n+1)} \right) = \ldots = d_{n+m} \left( \frac{U_{n+m} E_{(n+m)e}}{r_v(n+m)} - P_{set(n+m)} \right)$$

Figure 6.7: Block diagrams with the control implementation of the controllers
there exists a unique steady-state equilibrium point, denoted

\[
(I_{\text{die}}, I_{\text{qie}}, i_{\text{Lje}}, V_{\text{ie}}, V_{\text{je}}, E_{\text{die}}, E_{\text{dqie}}, E_{\text{je}}, E_{\text{bqje}})
\]

corresponding to a load voltage regulation \(V_{\text{oe}}\) from (6.54), where \(E_{\text{dqie}}, E_{\text{bqje}} \in (0, 1]\), \(\forall k = 1, \ldots, n + m\).

Assumption 9 For \(\forall k = 1 \ldots n + m\) it holds that \(\frac{U_{\text{setb}}}{\alpha_k R_b} > 1\), with \(\alpha_k = 3\) when \(k = 1 \ldots n\) and \(\alpha_k = 1\) when \(k = n + 1 \ldots n + m\).

For the selection of \(E_{\text{maxi}}\) and \(E_{\text{maxj}}\) the following condition should hold

\[
|E_{\text{maxk}}| < U_k, \forall k = 1 \ldots n + m.
\]

Remark 6 Similar to Chapter 5, one might notice from the previous section that the desired current-limiting feature was proven by employing the ultimate boundedness theory and making use of the parasitic resistances of each converter. Although in this section they have been ignored, one can easily guarantee the current-limiting property of each converter by simply rewriting the constant virtual resistance \(r_v\), as \(r_v = r_v + \epsilon\), for an arbitrarily small positive constant \(\epsilon\).

6.2.3 Stability Analysis

By applying the proposed controller (6.58)-(6.61), (6.62)-(6.64) into the DC microgrid dynamics (6.44)-(6.46), (6.47)-(6.48) the closed-loop system can be written in the following matrix form

\[
\begin{bmatrix}
\dot{I}_d \\
\dot{I}_q \\
i_L \\
V_r \\
V_b
\end{bmatrix} = \begin{bmatrix}
L_s^{-1}(-r_v I_d + E_d) \\
-L_s^{-1}r_v I_q \\
-3C_r^{-1}V_r^{-1}((U_d - [E_d] + r_v [I_d])I_d - r_v I_q) - C_r^{-1}i_r \\
C_b^{-1}V_b^{-1}(r_{vb} [i_L] + [U_b] - [E_b])i_L - C_b^{-1}i_b \\
c_d [E_{dq}]^2 (V^* 1_n - V_o 1_n - d_d (\frac{3}{2} r_v^{-1} [U_d] E_d - P_{setd})) \\
-c_d E_{\text{maxd}} [E_d] [E_{dq}] (V^* 1_n - V_o 1_n - d_d (\frac{3}{2} r_v^{-1} [U_d] E_d - P_{setd})) \\
-c_b [E_{bq}]^2 (V^* 1_m - V_o 1_m - d_b (r_{vb}^{-1} [U_b] E_b - P_{setb})) \\
-c_b E_{\text{maxb}} [E_b] [E_{bq}] (V^* 1_m - V_o 1_m - d_b (r_{vb}^{-1} [U_b] E_b - P_{setb})) \\
k_d c_d (E_{\text{maxd}} [E_d]^2 + [E_{dq}]^2 - I_n) E_{dq} \\
k_b c_b (E_{\text{maxb}} [E_b]^2 + [E_{bq}]^2 - I_m) E_{bq}
\end{bmatrix}
\]

(6.66)
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with \( d_d = \text{diag}\{d_1\}, d_b = \text{diag}\{d_j\}, k_d = \text{diag}\{k_i\}, k_b = \text{diag}\{k_j\}, E_d = [E_{d1} \ldots E_{dn}]^T, E_{dq} = [E_{dq1} \ldots E_{dqn}]^T, E_{bq} = [E_{bq1} \ldots E_{bqn}]^T, r_{vd} = \text{diag}\{r_{vi}\}, c_d = \text{diag}\{c_{di}\}, c_b = \text{diag}\{c_{bi}\}, E_{\text{max}d} = \text{diag}\{E_{\text{max}i}\}, E_{\text{max}b} = \text{diag}\{E_{\text{max}j}\}, P_{\text{setd}} = [P_{\text{set1}} \ldots P_{\text{setn}}]^T, P_{\text{setb}} = [P_{\text{set(n+1)}} \ldots P_{\text{set(n+m)}}]^T \).

Consider an equilibrium point \([I_d^T V_q^T i_L^T V_r^T V_{be}^T E_{dqe}^T E_{e}^T E_{bqe}^T]\) calculated from (6.66)-(6.67) at the steady-state, satisfying Assumption 8. By setting \( \varepsilon = \frac{1}{\min\{c_{di}\}} \), there exists \( \delta_d = \text{diag}\{\delta_i\} \geq 0 \) and \( \delta = \text{diag}\{\delta_j\} \geq 0 \) such that \( c_d = \frac{1}{\varepsilon I_n + \delta_d} \) and \( c = \frac{1}{\varepsilon I_m + \delta} \). Thus (6.67) becomes

\[
\begin{bmatrix}
\varepsilon \dot{E} \\
\dot{E}_q
\end{bmatrix} = 
\begin{bmatrix}
I_{n+m} + \delta & 0_{(n+m)\times(n+m)} \\
0_{(n+m)\times(n+m)} & I_{n+m} + \delta
\end{bmatrix}
\times
\begin{bmatrix}
[E_q]^2 \left((V^* - V_o) 1_{n+m} - d \left(Hr_v^{-1}[U]E - P_{\text{set}}\right)\right) \\
-E_{\text{max}}^{-2} [E][E] \left((V^* - V_o) 1_{n+m} - d \left(Hr_v^{-1}[U]E - P_{\text{set}}\right)\right)
\end{bmatrix}
\]

where \( H = \begin{bmatrix} \frac{3}{2}I_n & 0_{n\times m} \\ 0_{m\times n} & I_m \end{bmatrix}, \delta = \text{diag}\{\delta_d, \delta\}, d = \text{diag}\{d_k\}, k = \text{diag}\{k_j\}, E = [E_d^T E_b^T]^T, E_q = [E_{dq}^T E_{bq}^T]^T, r_v = \text{diag}\{r_{vk}\}, U = [U_d^T U_b^T]^T, E_{\text{max}} = \text{diag}\{E_{\text{max}k}\}, P_{\text{setd}} = [P_{\text{set1}}^T P_{\text{setb}}^T]^T \).

Hence, the closed-loop system equations and can be written as

\[
\begin{align*}
\dot{x} &= f(x, z) \quad (6.69) \\
\varepsilon \dot{z} &= g(x, z) \quad (6.70)
\end{align*}
\]

where \( x = \begin{bmatrix} I_d - I_{de} \\ I_q \\ i_L - i_{Le} \\ V_r - V_{re} \\ V_b - V_{be} \end{bmatrix} \) and \( z = \begin{bmatrix} E_d - E_{de} \\ E_{dq} - E_{dqe} \\ E - E_{e} \\ E_{bq} - E_{bqe} \end{bmatrix} \). For arbitrarily large values of the controller gains \( c, c_d \) the value of \( \varepsilon \) is small and therefore (6.69)-(6.70) can be investigated as a singularly perturbed system using two-time-scale analysis [241].

Considering \( f, g \) being continuously differentiable in the domain \((x, z, \varepsilon) \in D_x \times D_z \times [0, c_0]\), when the controller gains \( c, c_d \) is selected sufficiently large, then \( \varepsilon \to 0 \) and, based on singular perturbation theory, \( g \) will have an algebraic form of \( 0 = g(x, z) \) as follows

\[
\begin{bmatrix}
0_{n+m} \\
0_{n+m}
\end{bmatrix} = 
\begin{bmatrix}
\left[E_q^2 \left((V^* - V_o) 1_{n+m} - d \left(Hr_v^{-1}[U]E - P_{\text{set}}\right)\right)\right] \\
-E_{\text{max}}^{-2} [E][E] \left((V^* - V_o) 1_{n+m} - d \left(Hr_v^{-1}[U]E - P_{\text{set}}\right)\right)
\end{bmatrix}
\]

\[
\begin{bmatrix}
0_n \\
0_n
\end{bmatrix}
\]

(6.71)
The roots of the above system can be computed as shown below

$$
\begin{bmatrix}
\overline{E} \\
\overline{E}_q
\end{bmatrix} = \begin{bmatrix}
H^{-1}r_v[U]^{-1} \left( d^{-1} (V - V_o) 1_{n+m} + P_{set} \right) \\
\left( I_{n+m} - E_{\text{max}} [\overline{E}]^2 \right)^{-\frac{1}{2}} 1_{n+m}
\end{bmatrix}
$$

(6.72)

These roots can also be written as $z = h(x)$ with $\overline{E}_{\text{die}} \in (-E_{\text{max}}, E_{\text{max}})$, $\overline{E}_{je} \in (-E_{\text{max}}, E_{\text{max}})$, and $\overline{E}_{dqie}, \overline{E}_{bqje} \in [0,1]$, such that $h(0) = 0$. Thus, the roots also represent the equilibrium points of the nonlinear system. Exponential stability at the origin can be investigated via system’s (6.70) corresponding Jacobian matrix:

$$J_1 = \begin{bmatrix}
-Hd [E_{qe}]^2 [U] r_v^{-1} \\
(Hd[U] r_v^{-1} - 2k) [E_v] [E_{qe}] E_{\text{max}}^{-2} \\
0_{(n+m) \times (n+m)} \\
-2k [E_{qe}]^2
\end{bmatrix}
$$

(6.73)

where it is obvious that $J_1$ is negative definite since it is lower triangular and the diagonal elements $-Hd [E_{qe}]^2 [U] r_v^{-1}$ and $-2kE_{qe}^2$ are diagonal and negative definite matrices.

Therefore matrix $J_1$ is Hurwitz. Hence, there exist $\rho_1 > 0$ and a domain $\tilde{D}_z = \{ z \in R^{2n}, \| z \|_2 < \rho_1 \}$ where $\tilde{D}_z \subseteq D_z$ such that (6.70) is exponentially stable at the origin uniformly in $x$.

To obtain the reduced model, the roots $\overline{E}$ and $\overline{E}_q$ are substituted from (6.72) into (6.66), yielding

$$
\begin{bmatrix}
i_{in} \\
V
\end{bmatrix} = \begin{bmatrix}
L^{-1} \left( -r_v i_{in} + \overline{E} \right) \\
FC^{-1}[V]^{-1} \left( ([U] - [\overline{E}] + r_v [i_{in}]) i_{in} + G \right) - C^{-1}i
\end{bmatrix}
$$

(6.74)

with $F = \begin{bmatrix}
3I_n & 0_{n \times m} \\
0_{m \times n} & I_m
\end{bmatrix} G = \begin{bmatrix}
r_v I_q^2 & 0_{n \times m} \\
0_{m \times n} & 0_{m \times m}
\end{bmatrix}$, $i_{in} = [I_d^T i_L^T]^T$, $V = [V_r^T V_b^T]^T$, $C = \text{diag} \{C_k\}$, $L = \text{diag} \{L_k\}$.

In the literature, the above model is referred to as quasi-steady-state model, since $\overline{E}$ and $\overline{E}_q$ introduce a velocity $\overline{E}_{d}$ that is very large when $\varepsilon$ is small and $g \neq 0$, leading to fast convergence to a root $h(I_d, I_q, i_L, V_r, V_b)$, which also represents the equilibrium of the boundary-layer.

The second equation of (6.66) is independent, thus there are $n$ eigenvalues where $\lambda_i = -\frac{r_v}{L_{ni}} < 0$. The corresponding Jacobian matrix of the reduced system (6.74) that remains to be investigated will have the following form

$$J_2 = \begin{bmatrix}
-L^{-1}r_v \\
B \left( [U] + [\overline{E}] \right) - B [i_{ine}] \left( [V_c]^{-1} [U] - AD \right) - C^{-1}R^{-1} (I_{n+m} - 1_{(n+m) \times (n+m)} D)
\end{bmatrix}
$$

(6.75)
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with matrices $A$ and $B$ being

$$A = H^{-1} r_v [U]^{-1} d^{-1} 1_{(n+m) \times (n+m)}$$

$$B = FC^{-1} [V_e]^{-1}$$

By virtue of Theorem 1, the characteristic polynomial can be calculated from

$$| \lambda I_{2(n+m)} - J_2 | = | \lambda^2 I_{n+m} + \lambda CD + KD | = 0,$$

with

$$C = L^{-1} r_v D^{-1} + B [i_{ine}] ([V_e]^{-1} [U] D^{-1} - A) + C^{-1} R^{-1} (D^{-1} - 1_{(n+m) \times (n+m)})$$

$$K = L^{-1} r_v (B [i_{ine}] [V_e]^{-1} [U] D^{-1} + C^{-1} R^{-1} (D^{-1} - 1_{(n+m) \times (n+m)})) +$$

$$L^{-1} r_v H^{-1} B d^{-1} 1_{(n+m) \times (n+m)}$$

Following factorisation the matrices $C$ and $K$ become

$$C = Q_1^1 (L^{-1} r_v D^{-1} + B [i_{ine}] [V_e]^{-1} [U] D^{-1} + C^{-1} R^{-1} D^{-1}) - 1_{(n+m) \times (n+m)}$$

$$K = L^{-1} r_v Q_2 (B [i_{ine}] [V_e]^{-1} [U] D^{-1} + C^{-1} R^{-1} D^{-1} - 1_{(n+m) \times (n+m)})$$

with

$$Q_1 = BH^{-1} r_v [U]^{-1} d^{-1} + C^{-1} R^{-1}$$

$$Q_2 = C^{-1} R^{-1} - H^{-1} B d^{-1}$$

Let the characteristic polynomial be

$$| \lambda^2 D^{-1} + \lambda \tilde{C} + \tilde{K} | D | = 0.$$  

Defining $Q = L^{-1} r_v Q_2$, the characteristic polynomial becomes

$$| Q | \lambda^2 Q^{-1} D^{-1} + \lambda \tilde{C} + \tilde{K} | D | = 0.$$

with $\tilde{C} = Q^{-1} C$ and $\tilde{K} = Q^{-1} K$. As the determinants $| Q |$ and $| D |$ are positive, the polynomial reduces to

$$| \lambda^2 Q^{-1} D^{-1} + \lambda \tilde{C} + \tilde{K} | = 0,$$

which is a quadratic eigenvalue problem (QEP) with $\tilde{K}$ symmetrical, and $\tilde{C}$, according to Lemma 2 in [22], diagonalisable whose eigenvalues are all real, since it is a product of a positive-definite diagonal and a symmetrical matrix.
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The characteristic equation then becomes

\[ |\lambda^2 Q^{-1}D^{-1} + \lambda P\Lambda P^{-1} + \hat{K}| = 0, \]  
\[ |\lambda^2 P^{-1}Q^{-1}D^{-1}\hat{P} + \lambda \Lambda + P^{-1}\hat{K}P| = 0. \]

(6.88)  
(6.89)

Note that \( \Lambda \) is a diagonal matrix with the same index of inertia as matrix \( \hat{C} \), while the similarity transformations \( P^{-1}Q^{-1}D^{-1}\hat{P} \) and \( P^{-1}\hat{K}P \) are symmetrical, as \( P \) is unitary \( (P^{-1} = P^T) \), and they share the same spectrum as \( Q^{-1}D^{-1} \) and \( \hat{K} \), respectively. If \( Q^{-1}D^{-1} \), \( \Lambda \) and \( \hat{K} \) are positive definite, then \( Re(\lambda) < 0 \) which means that \( J_2 \) is Hurwitz. Hence, since \( Q^{-1}D^{-1} \) is already positive-definite, it is sufficient to show that \( \Lambda > 0 \), or equivalently that \( \hat{C} \) has positive eigenvalues, and \( \hat{K} > 0 \). Since matrix \( \hat{C} \) is represented by a multiplication where one term is the diagonal matrix \( Q^{-1}Q_1 > 0 \), according to the same Lemma 2 in [22], the remaining symmetrical term, denoted \( \hat{C}^* \), will have the same index of inertia as \( \hat{C} \). The condition \( \hat{C}^* > 0 \) becomes

\[ \hat{C}^* = Q_1^{-1} (L^{-1}r_v D^{-1} + B [i_{inc}] [V_e]^{-1} [U] D^{-1} + C^{-1}R^{-1} D^{-1}) - I_{(n+m)\times(n+m)} \]

which represents a sum between a diagonal positive-definite real matrix and the real symmetric matrix \(-I_{(n+m)\times(n+m)}\). According to Lemma 1 in [22], if

\[ \left( \frac{r_{vk} C_k}{L_k} + \frac{\alpha_k U_k i_{inke}}{V^2_{ke}} + \frac{1}{R_k} \right) \frac{1}{\lambda_{dk}} - \left( \frac{\beta_k r_{vk} i_{inke}}{V_{ke} U_k d_k} + \frac{1}{R_k} \right) (n + m) > 0, \]

(6.90)

\( \forall k = 1 \ldots n + m \) holds, then \( \hat{C}^* > 0 \) is satisfied. When \( k = 1 \ldots n \), then \( \alpha_k = 3 \) and \( \beta_k = 2 \), whereas when \( k = n + 1 \ldots n + m \), then \( \alpha_k = \beta_k = 1 \). Regarding condition \( \hat{K} > 0 \), taking into account Assumption 9, and according to the same Lemma 1 if

\[ \left( \frac{\alpha_k U_k i_{inke}}{V^2_{ke}} + \frac{1}{R_k} \right) \frac{1}{\lambda_{dk}} - \left( \frac{1}{R_k} - \frac{\beta_k}{V_{ke} d_k} \right) (n + m) > 0 \]

(6.91)

\( \forall k = 1 \ldots n + m \) holds, then \( \hat{K} > 0 \) is satisfied. Hence, if the two conditions (6.91)-(6.92) are satisfied for each converter then there exist \( \rho_2 > 0 \) and a domain \( \hat{D}_x = \{ x \in R^{2n}, \| x \|_2 < \rho_2 \} \) where \( \hat{D}_x \subseteq D_x \) such that the reduced model is exponentially stable at the origin.

According to Theorem 4, there exists \( \varepsilon^* > 0 \) such that for all \( \varepsilon < \varepsilon^* \) (or equivalently \( c_d > \frac{1}{\varepsilon} I_n + \delta_d \) and \( c > \frac{1}{\varepsilon} I_m + \delta \)), the equilibrium point

\[ \left[ I^T_{de} \quad I^T_{qe} \quad i^T_{Lc} \quad V^T_{re} \quad V^T_{be} \quad E^T_{de} \quad E^T_{dqe} \quad E^T_{be} \quad E^T_{bq e} \right] \]

of (6.69)-(6.70) with \( E_{de} \in (-E_{dmax}, E_{dmax}) \), \( E_{qe} \in (-E_{qmax}, E_{qmax}) \) and \( E_{dqe}, E_{be}, E_{bq e} \in (0, 1) \) is exponentially stable; thus completing the stability analysis of the entire DC microgrid.
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6.2.4 Validation of closed-loop system stability

In order to validate the theoretical stability analysis presented in Section 6.2.3 and demonstrate how conditions (6.91)-(6.92) can be tested, let us consider the system in Section 6.2.5 with parameters given in Table 6.2. Although (6.91)-(6.92) might seem difficult to verify, by taking into account that $E_d \in [-E_{d\max}, E_{d\max}]$, $E \in [-E_{\max}, E_{\max}]$ and $E_{dq}, E_{bq} \in [0, 1]$, which is guaranteed by the proposed control design, the procedure to verify whether the system is stable is the following: One can start by selecting a virtual voltage $E_{de}$, inside its defined range, for the rectifier. Then the values of the equilibrium points of the inductor current and load voltage are computed. Based on these obtained values, the remaining virtual voltages $E_e$ of the DC/DC converter can be calculated. Thereafter, critical points of the output voltages are calculated, followed by the eigenvalues of matrix $D$. Finally, the two conditions can be tested for each converter.

Hence, following this procedure for different values of the set power of the battery, $P_{set\text{BAT}}$, corresponding to the battery operation, charging and discharging, respec-
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tively, one can observe in Figure 6.8 that for any $E_d$ in the bounded range $(-E_d^{\text{max}}, E_d^{\text{max}}) = (-21, 21)$, the expressions (6.91)-(6.92) for each converter are positive, thus ensuring closed-loop stability.

To further validate the stability analysis, in Figure 6.9, a graphical interpretation of the stability conditions is provided for the entire range of the set power, $P_{\text{setBAT}}$, to visually confirm that the two stability conditions always take positive values in the entire operating range of the particular DC microgrid.

![Figure 6.9: Graphical representation of the stability conditions (6.91)-(6.92)](image)

(a) 3D visualisation of condition (6.91)  
(b) 3D visualisation of condition (6.92)

Table 6.2: Controller and system parameters of a DC microgrid consisting of a bidirectional DC/DC boost and a three-phase AC/DC converter feeding a common CPL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{\text{RMS}}$</td>
<td>110 V</td>
<td>$U_{\text{bat}}$</td>
<td>200 V</td>
</tr>
<tr>
<td>$R_{\text{rec}}$</td>
<td>0.7 $\Omega$</td>
<td>$R_{\text{bat}}$</td>
<td>1.2 $\Omega$</td>
</tr>
<tr>
<td>$L_{\text{phase}}$</td>
<td>2.2 mH</td>
<td>$L_{\text{bat}}$</td>
<td>2.3 mH</td>
</tr>
<tr>
<td>$C_{\text{rec}}$</td>
<td>1200 $\mu$F</td>
<td>$C_{\text{bat}}$</td>
<td>2000 $\mu$F</td>
</tr>
<tr>
<td>$d_{\text{rec}}$</td>
<td>0.015</td>
<td>$d_{\text{bat}}$</td>
<td>0.030</td>
</tr>
<tr>
<td>$P$</td>
<td>200 W</td>
<td>$k$</td>
<td>1000</td>
</tr>
<tr>
<td>$c_d$</td>
<td>2.1</td>
<td>$c_{\text{bat}}$</td>
<td>180</td>
</tr>
<tr>
<td>$r_v$</td>
<td>7 $\Omega$</td>
<td>$r_{\text{vb}}$</td>
<td>5 $\Omega$</td>
</tr>
<tr>
<td>$E_d^{\text{max}}$</td>
<td>21 V</td>
<td>$E_{b}^{\text{max}}$</td>
<td>5 V</td>
</tr>
</tbody>
</table>
6.2.5 Simulation results

To test the proposed controller and compare it to the cascaded PI approach, a DC microgrid consisting of a bidirectional DC/DC boost converter and a three-phase AC/DC rectifier feeding a CPL is considered having the parameters specified in Table 6.2, with the maximum current given by the appropriate choice of the control parameters $E_{\text{max}}$ and $r_v$. The aim is to achieve tight voltage regulation around the reference value $V^* = 400V$, accurate power sharing in a $2:1$ ratio among the paralleled AC/DC and DC/DC converters at the load bus while also assuring protection against overcurrents. But first the conditions for stability must hold. That is why Section 6.2.4 is vital, prior to simulating and analysing the system performance.

The model has been implemented in Matlab/Simulink, by considering the average model of the bidirectional DC/DC boost converter and the three-phase AC/DC rectifier, and simulated for $45$ s considering a full testing scenario. During the first $5$ s, the power requested by the load is $200W$ and it can be observed in Figure 6.11b that the load voltage $V_o$ is kept close to the reference value of $400V$, at approximately $398V$ in both cases. But the power sharing is only accurately guaranteed (Figure 6.11c) in a $2:1$ manner with the proposed controller having $i_{\text{BAT}} \approx 0.17A$ and $i_{\text{REC}} \approx 0.34A$, unlike the case with cascaded PIs where $i_{\text{BAT}} \approx 0.16A$ and $i_{\text{REC}} \approx 0.35A$. The input currents haven’t reached their imposed limits yet as shown in Figure 6.11a.

For the next $20$ s the operation principle of the battery is simulated. The direction of the power flow is reversed to allow the battery to charge and discharge. At $t = 5$ s the power set by the battery controller becomes negative $P_{\text{setBAT}} = -150W$, thus...
leaving the battery to be supplied by the three-phase rectifier. The input current of the battery becomes negative, while the rectifier’s input current increases to satisfy the new amount of power requested in the network (Figure 6.11a). The power sharing ratio between the battery and the rectifier disappears since the current of the battery changes its direction, and becomes negative as shown in Figure 6.11a. The load voltage remains closely regulated to the desired 400 $V$ value, at around 396.5 $V$ in
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Figure 6.12: Dynamic response of the control states

both cases. After 10 s the set value of the power returns to its initial 0 value, allowing the battery to return to its former discharging state. The power sharing ratio comes back to 2 : 1 as displayed in Figure 6.11c.

At \( t = 25 \) s the power requested by the load increases \( P = 400 \) W and, thus, more power is needed from the battery and the three-phase rectifier to be injected in the microgrid. The load voltage drops down to 396 V according to Figure 6.11b when using the proposed controller and \( V_{bat} = 395.5 \) V when having cascaded PIIs. At the same time, the input currents increase and, therefore, the power injected increases at the common bus (Figure 6.11a). One can see that the sharing is kept between the two sources, the battery and rectifier, to the desired proportion of 2 : 1 having \( i_{BAT} \approx 0.34 \) A and \( i_{REC} \approx 0.68 \) A with the proposed controller, and \( i_{BAT} \approx 0.32 \) A and \( i_{REC} \approx 0.7 \) A with the cascaded PI technique, as presented in Figure 6.11c, given the fact that none of the inductor currents have reached their maximum allowed current.

To test the input current protection capability, the power demanded by the load is further increased. Thus, at \( t = 35 \) s the power requested by the load reaches a higher value than before, \( P = 640 \) W, forcing the battery and the three-phase rectifier to increase their power injection at the load bus. As noticed in Figure 6.11a, the input current of the battery reaches its limit \( i_{LBAT} = i_{LBAT}^{max} = 1 \) A without violating it when using the proposed controller, but in the case of the cascaded PIIs the transient current exceeds the upper limit prior reaching to steady-state. The power sharing is sacrificed (Figure 6.11c) to ensure uninterruptible power supply to the load. The load voltage remains within the desired range, \( V_o = 393.5 \) V with a voltage drop of 6.5 V, which is about 1.5% when having the proposed controller and about \( V_o = 392.5 \) V with the cascaded PI approach.

Consequently, to further verify the theory presented, the controller states \( E, E_d \) and \( E_{dq}, E_{bq} \) are presented in Figures 6.12a-6.12b. When the input current of the
battery reaches its maximum, the virtual voltage of battery also arrives at its imposed limit \( E_b = E_{maxb} = i_{Lr}^{max} r_{vb} = 5 \text{ V} \). One can notice in Figure 6.12b that the corresponding control state \( E_{bq} \) goes to zero when \( E_b \) reaches maximum.

It is noted that for the particular DC microgrid scenario and the parameters used, the closed-loop performance with the cascaded \( PI \) control remains stable. However, this might not be true for a different system since there is no rigorous proof of stability. On the other hand, the proposed control approach provides a strong theoretic framework, as proven in Section 6.2.3, that can be easily tested for different systems as well.

### 6.2.6 Experimental results

A DC microgrid, with the parameters given in Table 6.3, consisting of two parallel Texas Instruments DC/DC boost converters (see APPENDIX A) connected to a common DC bus and feeding an ETPS ELP-3362F electronic load, operated in CPL mode, is experimentally tested. A switching frequency of 60 kHz was used for the pulse-width-modulation of both converters. The aim is to experimentally validate the proposed nonlinear current-limiting control scheme. The main tasks are to regulate the output voltage to \( V^* = 48 \text{ V} \) and regulate the power in a 2 : 1 ratio, whilst ensuring overcurrent protection.

As one can see in Figure 6.13a, when the power changes from 40 W to 60 W, the voltage is kept close to the reference value of 48 V, while the output currents are accurately shared proportionally to the sources rating, in a 2 : 1 manner, having \( i_2 \approx 0.45 \text{ A} \) and \( i_1 \approx 0.9 \text{ A} \), provided the input currents, \( i_{L1} \) and \( i_{L2} \), have not reached their upper limit.

Table 6.3: Controller and experimental testbed parameters of a DC microgrid consisting for two Texas Instruments DC/DC boost converters feeding an ETPS ELP-3362 electronic load acting as a CPL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_1 )</td>
<td>36 V</td>
<td>( U_2 )</td>
<td>24 V</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>2.4 ( \Omega )</td>
<td>( R_2 )</td>
<td>3 ( \Omega )</td>
</tr>
<tr>
<td>( L_{1,2} )</td>
<td>0.3 mH</td>
<td>( C_{1,2} )</td>
<td>300 ( \mu F )</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>0.2</td>
<td>( d_2 )</td>
<td>0.4</td>
</tr>
<tr>
<td>( r_{v1,2} )</td>
<td>20 V</td>
<td>( k )</td>
<td>1000</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>873</td>
<td>( c_2 )</td>
<td>655</td>
</tr>
<tr>
<td>( E_1^{max} )</td>
<td>30 V</td>
<td>( E_2^{max} )</td>
<td>50 V</td>
</tr>
</tbody>
</table>
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In Figure 6.13b, the load power demand decreases from 60 W to 40 W. The output current are accurately shared, having $i_1 \approx 0.6 \, A$ and $i_2 \approx 0.3 \, A$, and the load voltage is kept fixed at 48 V.

To test the current-limiting capability, the power increases from 40 W to 80 W, as displayed in Figure 6.13c. One converter reaches to its imposed limit ($i_{L1} \approx 1.5 \, A$), the power sharing is sacrificed to ensure the uninterrupted power supply of the load. The load voltage is still fairly close to the rated value of 48 V. As it can be seen, the current limitation is not exactly at the 1.5 A limit. This is due to the fact that the parasitic resistance, $r_{im}$, of the converter’s inductance is ignored, in the experiment and the analysis, which in turn causes a slightly lower bound of the input current. If the parasitic resistance is considered, then based on the ISS analysis in Section 6.2.2, one can easily obtain that the controller parameters $E^{max}$ and $v$ should satisfy $i^{max}_L = \ldots$
6.3. Conclusions

In Section 6.1, a detailed control design was presented for a DC microgrid framework. The nonlinear dynamic control scheme was developed to ensure reactive power control, load power sharing and output voltage regulation, with an inherent input current limitation. Introducing a virtual dynamic resistance for the three-phase rectifier and a constant virtual resistance with a bounded dynamic virtual voltage for the bidirectional DC/DC boost converter, it has been proven that the input currents of the converters will never violate a maximum given value. This feature is guaranteed without any knowledge of the system parameters and without any extra measures such as limiters or saturators, thus, addressing the issue of integrator wind-up and instability problems that often happen with the traditional overcurrent controllers’ design. The effectiveness of the proposed scheme and its overcurrent capability was verified by simulating a DC microgrid considering a full testing scenario.

In Section 6.2, a detailed control design was presented for multiple parallel operated three-phase AC/DC and bidirectional DC/DC boost converters in a DC microgrid framework, loaded by a CPL. The nonlinear dynamic control scheme was developed to ensure load power sharing and output voltage regulation, with an inherent input current limitation. The stability of the entire DC microgrid was analytically proven when the system supplies a CPL using singular perturbation theory. Introducing a constant virtual resistance with a bounded dynamic virtual voltage for the three-phase AC/DC and for the bidirectional DC/DC boost converter, it has been shown that the input currents of each converter will never violate a maximum given value. This feature is guaranteed without any knowledge of the system parameters and without any extra measures such as limiters or saturators, thus, addressing the issue of integrator wind-up and instability problems that can occur with the traditional overcurrent controllers’ design. The effectiveness of the proposed scheme and its overcurrent capability are verified by simulating a DC microgrid considering different load power variations and battery operations (charging, discharging), and by experimentally testing a parallel converter microgrid configuration feeding an electronic load, acting as a CPL.
Chapter 7

Stability analysis of DC microgrids under decentralised primary and distributed secondary control

This chapter investigates the stability of a DC microgrid with a CPL, under decentralised primary and distributed secondary control scheme to achieve accurate power sharing and voltage restoration. At the primary layer, following the same control concept developed in the previous chapter, and to simplify the current-limiting control dynamics, one can consider the following expressions for $E$ and $E_q$

$$E = E_{max} \sin \sigma \quad (7.1)$$
$$E_q = \cos \sigma. \quad (7.2)$$

By taking the time derivative, one obtains

$$\dot{E} = E_{max} \cos \sigma \dot{\sigma} \quad (7.3)$$
$$\dot{E}_q = -\sin \sigma \dot{\sigma}. \quad (7.4)$$

Replacing $E$ and $E_q$ in equations (6.63)-(6.64), with their expressions from (7.3)-(7.4), it yields

$$E_{max} \cos \sigma \dot{\sigma} = c F(\cdot) \cos^2 \sigma \quad (7.5)$$
$$-\sin \sigma \dot{\sigma} = -c F(\cdot) \frac{E_{max} \sin \sigma \cos \sigma}{E_{max}^2}. \quad (7.6)$$

where $F(\cdot)$ represents the function that needs to be regulated to zero (e.g. droop function). Multiplying equation (7.5) with $\cos^{-1} \sigma$, and equation (7.6) with $\sin^{-1} \sigma$, one notices that the remaining equations are equivalent, leading to the expression

$$\dot{\sigma} = c F(\cdot) \frac{\cos \sigma}{E_{max}}. \quad (7.7)$$
7.1 Dynamic modelling of the DC Microgrid

As a result, the two-state controller can be reduced to a single state, making it easier to work with in the theoretical analysis of hierarchical control frameworks.

Hence, at the primary control layer, the droop control concept is suitably formulated and implemented using the recently proposed state-limiting PI controller [253], which uses the simplified dynamics (7.7) to accomplish an inherent current limitation for each converter and simultaneously facilitate the stability analysis. Using limited information of the load voltage and the injected power only from neighbouring converters, a distributed secondary controller is formulated to enhance the power sharing and accurately regulate the voltage to the rated value. By analysing for the first time both the dynamics of the converters with the CPL and the two-layer control, singular perturbation theory is applied to analytically prove the stability of the entire DC microgrid. Simulation and experimental testings are performed to confirm the effectiveness and validity of the proposed method.

7.1 Dynamic modelling of the DC Microgrid

A typical islanded DC microgrid is depicted in Figure 7.1a, consisting of \( n \) bidirectional DC/DC boost converters connected in parallel to a DC bus and feeding a common load (CPL). Every converter includes a boosting inductor \( L_i \), a smoothing capacitor \( C_i \), while \( U_i \) is the DC input voltage and \( R_i \), the output line resistance, where \( i \in \mathcal{I} \). One can see, in Figure 7.1b, the mapping of a cyber network to a physical DC microgrid. The vertices represent converters, and the edges represent the communication links for information exchange. In achieving global synchronisation, the communication graph must have at least one spanning tree. Hence, the communication network is represented by an undirected, connected and weighted graph, and the inertia of its Laplacian matrix \( \mathcal{L} \), is \( \text{tr}(\mathcal{L}) = n - 1 \). Diffusive coupling (also referred to as nearest-neighbour coupling) is the most common type of coupling in distributed communication networks.

The system’s nonlinear dynamic model can be described by employing Kirchhoff laws and average analysis [35], leading to the following differential equations:

\[
L_i \dot{i}_{Li} = U_i - (1 - u_i)V_i \quad (7.8)
\]
\[
C_i \dot{V}_i = (1 - u_i)i_{Li} - i_i \quad (7.9)
\]

where \( u_i \) is the duty-ratio (control) input, bounded in the range \([0, 1]\), \( i_{Li} \) is the inductor current and \( V_i, i_i \) are the converter output voltage and current, respectively.
7.1. Dynamic modelling of the DC Microgrid

Rewriting the system (7.8)-(7.9) in a matrix form, the DC microgrid system takes the following form

\[
\dot{i}_L = L^{-1} (U - (I_n - u)V) \quad (7.10)
\]

\[
\dot{V} = C^{-1} ((I_n - u)i_L - i) \quad (7.11)
\]

where \( U = [U_1...U_n]^T \), \( u = \text{diag}\{u_i\} \), \( V = [V_1...V_n]^T \), \( i_L = [i_{L1}...i_{Ln}]^T \), \( i = [i_1...i_n]^T \), \( L = \text{diag}\{L_i\} \) and \( C = \text{diag}\{C_i\} \). It is clear that system (7.10)-(7.11) is nonlinear, since the control input \( u \) is multiplied with the system states \( \begin{bmatrix} i_L^T & V^T \end{bmatrix} \).

The power balance equation for the CPL can be written as

\[
P = V_o \sum_{i=1}^{n} i_i \quad (7.12)
\]

where \( P \) is constant and represents the load power demand and \( V_o \) represents the load voltage. One can notice, that the output currents have the following expression

\[
i_i = \frac{V_i - V_o}{R_i}. \]

Then, let Assumption 1 hold.

Figure 7.1: The structure of a DC microgrid system with communication
7.1. Dynamic modelling of the DC Microgrid

Hence, the load voltage, $V_o$, is given by the real solutions of a second-order polynomial similar to equation (4.7) as

$$V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i} \pm \sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}}{2 \sum_{i=1}^{n} \frac{1}{R_i}}. $$

Now, let also Assumption 2 hold. Note that based on Assumptions 1 and 2, the real solution (4.7) exists if

$$\left(\sum_{i=1}^{n} \frac{U_i}{R_i}\right)^2 > 4P \sum_{i=1}^{n} \frac{1}{R_i}, $$

which can be easily tested using the constant system parameters.

Let Assumption 3 hold. Similar to [58], according to Assumptions 2 and 3, which yield $V_i \geq U_i - i_{L_i}^{max} R_i$, the feasible solution is the high voltage in (4.7), thus, the load voltage will have the expression shown previously in (4.8), i.e.

$$V_o = \frac{\sum_{i=1}^{n} \frac{V_i}{R_i} + \sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}}{2 \sum_{i=1}^{n} \frac{1}{R_i}}. $$

This can be guaranteed if a current-limiting controller with $|i_{L_i}| \leq i_{L_i}^{max}$ is applied at each converter, as it will be explained in the sequel, and the inequality in Assumption 3 is satisfied. For an equilibrium point $(i_{L_i}, V_{ie})$ given by a constant control input $u_i$, by taking the partial derivative of the output current $i_i = \frac{V_i - V_o}{R_i}$ with respect to the output voltage $V_i$, as in [58] we obtain the admittance matrix similar to (4.11), as

$$Y = R^{-1} (I_n - 1_{n \times n} D),$$

with $R = diag\{R_i\}$ and $D$ from (4.12) having the following expression

$$D = \text{diag} \left\{ \frac{\partial V_o}{\partial V_i} \right\} = \begin{bmatrix} \frac{\partial V_o}{\partial V_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \frac{\partial V_o}{\partial V_n} \end{bmatrix} = \frac{1}{2 \sum_{i=1}^{n} \frac{1}{R_i}} \left( R^{-1} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} R^{-1} \right).$$
where $\sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}} > 0$ according to Assumption 1. As $R$ is a diagonal positive-definite matrix, one can notice that matrix $D$ is also a diagonal positive-definite matrix, with the eigenvalues of the form

$$\lambda_i(D) = \frac{1}{2\sum_{i=1}^{n} \frac{1}{R_i}} \left( \frac{1}{R_i} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} \right), \quad \forall i \in \mathcal{I}.$$

### 7.2 Proposed controller design

#### 7.2.1 Primary control steady-state analysis

When multiple converters are connected in parallel in a DC microgrid, power sharing without the need of communication among the different converters, in a decentralised manner, is often achieved via droop control in different forms: robust droop [128], nonlinear droop [254], quadratic droop [132], inverse-droop [255], dead-band droop [16], adaptive droop [140], or other variations of droop control strategies [151, 243].

In dynamic form, the conventional droop control becomes

$$\dot{V}_i = V^* - V_i - m_i P_i. \quad (7.13)$$

where $P_i$ is the injected power of the $i$-th converter, $m_i$ is the positive droop coefficient and $V^*$ is the rated/nominal voltage. By further looking into (7.13), it is clear that the output voltage $V_i$ will deviate from the nominal voltage $V^*$ as long as $P_i \neq 0$. Furthermore, the larger the droop gain $m_i$, the more the voltage deviation $V^* - V_i$ becomes.

In order to regulate the output voltage $V_i$ to the nominal value $V^*$, and at the same time maintain the power sharing accuracy, a correction term, $e_i$ is added into the droop function (7.13), as

$$\dot{V}_i = V^* - V_i - m_i P_i + e_i, \quad (7.14)$$

where $e_i$ is obtained from the dynamics of the secondary control layer. The first task in this section is to design a primary controller that inherits the droop control concept and additionally maintains an upper limitation for the input current for each
### 7.2. Proposed controller design

A detailed diagram of the control implementation is shown in Figure 7.2. Note that the droop function in the proposed control dynamics (7.16) differs from the conventional one in (7.14), since the term $P_i$ has been replaced with $U_i E_{\text{maxi}} \sin \sigma_i$. In order to explain why the new term represents the converter power at the steady-state, let’s replace the control input, $u_i$, from (7.15) into (7.8). This results in the closed-loop current dynamics

\[
L_i \frac{d}{dt} i_{Li} = -r_{vi} i_{Li} + U_i - E_{\text{maxi}} \sin \sigma_i + e_i \cos \sigma_i,
\]

where $r_{vi}$ represents a constant virtual resistance and $E_{\text{maxi}}$ a constant maximum virtual voltage for the $i$-th converter, chosen to satisfy, in matrix form, $I_{\text{max}} = E_{\text{maxi}} r_v^{-1}$. Inspired by the state-limiting PI (sl-PI) controller proposed in [253], $\sigma_i$ is designed to follow the nonlinear dynamics:

\[
\dot{\sigma}_i = \frac{k_i}{E_{\text{maxi}}} \left( V^* - V_i - m_i \frac{U_i E_{\text{maxi}} \sin \sigma_i}{r_{vi}} + e_i \right) \cos \sigma_i
\]

with $k_i$, $E_{\text{maxi}}$ being positive constants. Based on the sl-PI controller analysis in [253], it is proved that the proposed structure of the control dynamics guarantees a given bound for $\sigma_i$, i.e. $\sigma_i \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$, in addition to the current limitation $|i_{Li}| \leq i_{\text{maxi}}$.

For more details on the boundedness of $\sigma_i$ and $i_{Li}$, the reader is referred to [253]. A detailed diagram of the control implementation is shown in Figure 7.2.
where one can observe that \( E_{\text{maxi}} \sin \sigma_i \) represents a virtual voltage, and \( r_{vi} \) a virtual resistance. One can see that the current \( i_{Li} \) dynamics of each converter are partially decoupled from the voltages \( V_i \). At steady state there is

\[
i_{Li} = \frac{E_{\text{maxi}} \sin \sigma_i}{r_{vi}},
\]

and since \( P_i = U_i i_{Li} \), equation (7.16) has incorporated the expression

\[
P_i = \frac{U_i E_{\text{maxi}} \sin \sigma_i}{r_{vi}}
\]

which will represent the converter power at the steady-state. This new primary control structure has been proposed to facilitate the stability analysis of the entire microgrid, as it will be further explained in Section 7.3.

### 7.2.2 Secondary control design and analysis

The second task in this section is to design a secondary controller that restores the DC bus voltage \( V_o \) to the reference value \( V^* \), i.e.,

\[
\lim_{t \to \infty} (V^* - V_o) (t) = 0
\]

while meeting the power sharing requirements, i.e.,

\[
\lim_{t \to \infty} \sum_{j \in \mathbb{N}_i} (m_j P_j (t) - m_i P_i (t)) = 0
\]

where \( \mathbb{N}_i \subset \mathcal{V} (\nu_j, \nu_i) \in \mathcal{E} \) denotes the neighbourhood set of the \( i^{th} \) vertex of the cyber network.

Then the distributed secondary control that generates the correction term \( e_i \) for the primary controller can be designed in the dynamic form

\[
\dot{e}_i = \alpha g_i (V^* - V_o) + \beta \sum_{j \in \mathbb{N}_i} (m_j P_j - m_i P_i)
\]

where \( \alpha, \beta \in \mathbb{R}^+ \) are constant gains, \( g_i = \{0, 1\} \), and \( P_i, P_j \) given from (7.19). Driven by the concept of the pinning control, since the DC bus voltage \( V_o \) may not be known by all the DGs, the pinning gain \( g_i \) is introduced, being nonzero for the DG that has access to the DC bus voltage \( V_o \). By applying the secondary controller at each converter, (7.22) can be written in the matrix form

\[
\dot{e} = \alpha g (V^* - V_o) 1_n - \beta \mathcal{L} m P
\]

where \( g = \text{diag} \{g_i\}, m = \text{diag} \{m_i\}, \) and \( P = [P_1 \ldots P_n] \).

At the steady state there is

\[
\alpha g (V^* - V_o) 1_n - \beta \mathcal{L} m P = 0_n
\]
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**Corollary 2** Since \( m_i \neq 0 \), and assuming that at least one converter measures the load voltage, i.e. \( \sum_{i=1}^{n} g_i > 0 \), the following equations hold:

\[
    m_1 P_1 = m_2 P_2 = \ldots = m_n P_n \tag{7.25}
\]
\[
    V_o = V^* \tag{7.26}
\]

Proof. As the Laplacian \( L \) is balanced and symmetric, \( \ker (L) = \text{span} (1_n) \). That is \( 1_n^T L = 0_n^T \). Therefore, by left multiplication with \( 1_n^T \), equation (7.24) becomes

\[
    \alpha 1_n^T g (V^* - V_o) - \beta 1_n^T L mP = 0_n. \tag{7.27}
\]

As the right term in (7.27) is \( 0_n \), equality (7.26) obviously holds if \( \sum_{i=1}^{n} g_i \neq 0 \), or equivalently \( \sum_{i=1}^{n} g_i > 0 \), given that \( g_i \geq 0 \), \( \forall i \in \mathcal{I} \). By substituting (7.26) into (7.24), it yields

\[
    \beta L mP = 0_n. \tag{7.28}
\]

One can easily see that \( mP \in \text{span} (1_n) \), since it is equivalent to (7.25). This completes the proof. \( \square \)

## 7.3 Stability Analysis

### 7.3.1 Closed-loop system

By applying the proposed controller (7.15)-(7.16), (7.22) into the DC microgrid dynamics (7.8)-(7.9), the closed-loop system can be written in the following matrix form

\[
    \begin{bmatrix}
        \dot{i}_L \\
        \dot{V}
    \end{bmatrix} =
    \begin{bmatrix}
        L^{-1} (-r_v i_L + E_{max} \sin (\sigma)) \\
        C^{-1} [V]^{-1} (r_v [i_L] + [U] - E_{max} [\sin (\sigma)]) i_L - i
    \end{bmatrix} \tag{7.29}
\]
\[
    \begin{bmatrix}
        \dot{\sigma} \\
        \dot{e}
    \end{bmatrix} =
    \begin{bmatrix}
        E_{max} k [\cos (\sigma)] (V^* - V - [r_v]^{-1} m [U] E_{max} \sin (\sigma) + e) \\
        \alpha g (V^* - V_o) 1_n - \beta L mP
    \end{bmatrix} \tag{7.30}
\]

where \( \sigma = [\sigma_1 \ldots \sigma_n]^T \), \( k = \text{diag} \{k_i\} \), \( E_{max} = \text{diag} \{E_{max_i}\} \).

For the closed-loop system, consider the following assumption:

**Assumption 10** For a constant \( \sigma_{ie} \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), satisfying (7.25), there exists a unique equilibrium point \( (i_{Lie}, V_{ie}, \sigma_{ie}, e_{ie}) \), corresponding to the desired voltage regulation (7.26).
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Note that the previous assumption is made since the proof of the existence of a unique equilibrium point for a microgrid with primary and secondary control is a non-trivial problem, as one can see from [24, 132].

Since \( r_v \) and \( k_i \) represent control parameters, they can be suitably selected in order for the terms \( \frac{L_i}{r_v} \) and \( \frac{1}{k_i} \) to be sufficiently small. Hence, by introducing the perturbation parameter \( \varepsilon \), as \( \varepsilon = \min\{\frac{1}{k_i}, \frac{L_i}{r_v}\} \), one can conclude that there exist \( \delta_L = \text{diag}\{\delta_{Li}\} \geq 0 \) and \( \delta_\sigma = \text{diag}\{\delta_{\sigma i}\} \geq 0 \) such that \( Lr_v^{-1} = \frac{1}{\varepsilon}I_n + \delta_L \) and \( k = \frac{1}{\varepsilon}I_n + \delta_\sigma \). Hence, (7.30) becomes

\[
\begin{bmatrix}
    \varepsilon \dot{i}_L \\
    \varepsilon \dot{\sigma}
\end{bmatrix} =
\begin{bmatrix}
    (I_n + \varepsilon \delta_L) (-i_L + I_{\text{max}} \sin(\sigma)) \\
    (I_n + \varepsilon \delta_\sigma) E_{\text{max}}^{-1} [\cos(\sigma)] (V^* - V - m [U] I_{\text{max}} \sin(\sigma) + \varepsilon)
\end{bmatrix}
\]

(7.31)

where, it has been taken into account that \( I_{\text{max}} = r_v^{-1} E_{\text{max}} \). Therefore, the closed-loop system equations (7.29)-(7.30) can be written in the following form

\[
\dot{x} = f(x, z)
\]

(7.32)

\[
\varepsilon \ddot{z} = q(x, z, \varepsilon)
\]

(7.33)

where \( x = \begin{bmatrix} V - V_e \\ e - e_e \end{bmatrix} \) and \( z = \begin{bmatrix} i_L - i_{Le} \\ \sigma - \sigma_e \end{bmatrix} \). System (7.32)-(7.33) can then be investigated as a singularly perturbed system using two-time-scale analysis [241]. Since it represents the immediate vicinity of a bounding surface, system (7.31) is also referred to as the boundary layer, and it is analysed in the section below.

7.3.2 Boundary layer stability analysis

Let functions \( f, q \) be continuously differentiable in the domain \((x, z, \varepsilon) \in D_x \times D_z \times [0, \varepsilon_0] \). Considering the scenario where the controller parameters \( r_v \) and \( k_i \) are selected sufficiently large, then \( \varepsilon \to 0 \) and, according to the singular perturbation theory, function \( q \) will have an algebraic form of \( 0 = q(x, z) \) as follows

\[
\begin{bmatrix}
    0_n \\
    0_n
\end{bmatrix} =
\begin{bmatrix}
    -i_L + I_{\text{max}} \sin(\sigma) \\
    E_{\text{max}}^{-1} [\cos(\sigma)] (V^* - V - m [U] I_{\text{max}} \sin(\sigma) + \varepsilon)
\end{bmatrix}
\]

(7.34)

The roots of the above system can be computed as

\[
\begin{bmatrix}
    i_L \\
    \sigma
\end{bmatrix} =
\begin{bmatrix}
    I_{\text{max}} \sin(\sigma) \\
    \sin^{-1} ([U]^{-1} I_{\text{max}}^{-1} (V^* I_n - [V] + [e])]
\end{bmatrix}
\]

(7.35)

and can also be referred to as \( z = h(x) \) with \( \sigma_i \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), such that \( h(0) = 0 \). Thus, the roots also represent the equilibrium points of the nonlinear system (7.29)-(7.30).
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Exponential stability at the origin can be investigated via its corresponding Jacobian matrix:

\[
J_1 = \begin{bmatrix}
-I_n & I_{\text{max}} \cos(\sigma) \\
0_{n \times n} & -\cos(\sigma)^2 E_{\text{max}}^{-1} [U] I_{\text{max}}
\end{bmatrix}
\]  

(7.36)

As one can observe matrix \( J_1 \) is Hurwitz, since \( J_1 \) is upper triangular and all its diagonal elements are negative. Hence, there exist \( \rho_1 > 0 \) and a domain \( \tilde{D}_z = \{ z \in \mathbb{R}^{2n}, \| z \|_2 < \rho_1 \} \) where \( \tilde{D}_z \subseteq D_z \) such that (7.33) is exponentially stable at the origin uniformly in \( x \).

7.3.3 Reduced model

To obtain the reduced model, the roots \( i_L \) and \( \sigma \) are substituted from (7.35) into (7.29)-(7.30), yielding

\[
\dot{V} = C^{-1} [V]^{-1} m^{-1} (V^* 1_n - V - e) - C^{-1} i
\]

(7.37)

\[
\dot{e} = \alpha g (V^* - V_o) 1_n - \beta L (V^* 1_n - V + e)
\]

(7.38)

often referred to as the quasi-steady-state model, because \( i_L \) and \( \sigma \) introduce a velocity \( \begin{bmatrix} i_L \sigma \end{bmatrix}^T = \varepsilon^{-1} q \) which is very large when \( \varepsilon \) is small and \( q \neq 0 \). This leads to rapid convergence to a root \( h(V,e) \), which is also the equilibrium of the boundary-layer.

The corresponding Jacobian matrix of the reduced model will have the form of \( J_2 \), as shown below:

\[
J_2 = \begin{bmatrix}
-C^{-1} [V_e]^{-2} m^{-1} (V^* 1_n + [e]) - C^{-1} R^{-1} (I_n - 1_{n \times n} D) & C^{-1} [V_e]^{-1} m^{-1} \\
-\alpha g 1_{n \times n} D + \beta L & -\beta L
\end{bmatrix}
\]  

(7.39)

The Jacobian \( J_2 \) can be rewritten as a sum of two matrices, i.e., \( J_2 = \alpha J_3 - \beta J_4 \), with \( J_3 \) being

\[
J_3 = \begin{bmatrix}
\frac{1}{\alpha} C^{-1} R^{-1} & -g \\
-g & \frac{1}{\alpha} I_n
\end{bmatrix}
\]

(7.40)

\[
X_1 \begin{bmatrix}
1_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n}
\end{bmatrix}
\]

\[
X_2 \begin{bmatrix}
D & 0_{n \times n} \\
0_{n \times n} & D
\end{bmatrix}
\]

\[
Q
\]

and \( J_4 \) having the following expression

\[
J_4 = \begin{bmatrix}
\frac{1}{\beta} C^{-1} [V_e]^{-1} m^{-1} & 0_{n \times n} \\
0_{n \times n} & L
\end{bmatrix}
\]

(7.41)

\[
X_3 \begin{bmatrix}
[V_e]^{-1} (V^* 1_n + [e]) + [V_e] m R^{-1} & -I_n \\
-I_n & I_n
\end{bmatrix}
\]

\[
X_4
\]

Hence, the stability problem becomes a standard eigenvalue problem (SEP) as follows

\[
J_2 v = \lambda v
\]

(7.42)
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which gives

\[(\alpha X_1X_2Q_1 - \beta X_3X_4) v = \lambda v \]  \hspace{1cm} (7.43)

where \( \lambda \in \mathbb{R} \) is an eigenvalue and \( v \in \mathbb{R}^n \) is the associated eigenvector. Let \( y \triangleq Q_1v \); then the SEP becomes \( J_2 y = \lambda y \), as follows

\[
\begin{pmatrix}
\alpha X_1X_2 \\
\beta X_3X_4Q_1^{-1}
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
= \lambda
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
\]  \hspace{1cm} (7.44)

**Proposition 1** Matrix \( J_3 = X_1X_2 \) is semi-positive stable and diagonalisable if

\[\alpha < C^{-\frac{1}{2}}R^{-\frac{1}{2}}.\]  \hspace{1cm} (7.45)

for all \( i \in \mathcal{I} \), where \( g_i = 1 \).

Proof. Matrix \( X_2 \) is symmetric and singular, with \( 2n - 1 \) eigenvalues equal to zero, i.e. \( \lambda_{1...2n-1}(X_2) = 0 \), and one positive eigenvalue equal to the trace of the matrix, i.e. \( \lambda_{2n}(X_2) = Tr(X_2) = n \). Hence \( X_2 \) is positive semi-definite.

To prove that the symmetric matrix \( X_1 \) is positive-definite, one can use the quadratic eigenvalue problem (QEP) for matrix \(-X_1\). This yields

\[|\lambda I_{2n} + X_1| = |\lambda^2 M + \lambda C + K| = 0 \]  \hspace{1cm} (7.46)

where \( M = I_n \succ 0 \) and

\[C = \frac{1}{\alpha} (C^{-1}R^{-1} + I_n) \]  \hspace{1cm} (7.47)

\[K = \frac{1}{\alpha^2}C^{-1}R^{-1} - \alpha^2 g_i^2 \]  \hspace{1cm} (7.48)

If \( M, C \) and \( K \) are positive-definite, then \( Re(\lambda) < 0 \), and \(-X_1\) is negative-definite, thus \( X_1 \) is positive-definite. The first condition \( C \succ 0 \) is easily satified, given that \( \alpha > 0 \). Regarding the second condition \( K \succ 0 \), since it consists of a sum of two diagonal matrices, using Lemma 1 in [22], the condition, in scalar form, becomes

\[\frac{1}{\alpha^2 C_i R_i} - \alpha^2 g_i^2 > 0, \forall i \in \mathcal{I} \]  \hspace{1cm} (7.49)

with the pinning control gain either 0 or 1. Assuming a worst case scenario, inequality (7.45) must hold.

As \( X_1 \) is a positive definite symmetric matrix, and \( X_2 \) is a positive semi-definite symmetric matrix, then according to Lemma 3,
7.3. Stability Analysis

1) $X_1X_2$ (or $X_2X_1$) is diagonalisable, i.e. $P_1^{-1}J_3P_1 = \Lambda_1$, with $P_1$ unitary and $\Lambda_1$ diagonal having the same index of inertia as matrix $J_3$, and

2) the eigenvalues of $X_1X_2$ are real, and $X_1X_2$ has the same number of positive (zero, or negative) eigenvalues with matrix $X_2$.

Hence, the proof of Proposition 1 is complete. □

**Proposition 2** Matrix $\bar{J}_4 = X_3X_4Q_1^{-1}$ is diagonalisable and semi-positive stable.

Proof. Matrix $\bar{J}_4$ can be split into a product of two symmetric matrices, $X_3$ and $X_4Q_1^{-1}$. The latter symmetric matrix, $X_4Q_1^{-1}$, has the following shape

$$X_4Q_1^{-1} = \begin{bmatrix} [V_e]^{-1}[(V^*I_n+[\epsilon])D^{-1}+[V_e]mR^{-1}D^{-1} & -D^{-1} \\ -D^{-1} & D^{-1} \end{bmatrix}$$

By applying the QEP theory again for the matrix $-X_4Q_1^{-1}$, we get

$$|\lambda I_n + X_4Q_1^{-1}| = |\lambda^2 N + \lambda E + L| = 0$$

(7.50)

where $N = I_n \succ 0$ and

$$E = [V_e]^{-1} (V^*I_n+[\epsilon])D^{-1}+[V_e]mR^{-1}D^{-1} + D^{-1}$$

(7.51)

$$L = [V_e]^{-1} (V^*I_n+[\epsilon])D^{-2}+[V_e]mR^{-1}D^{-2} - D^{-2}$$

(7.52)

If the conditions $N \succ 0$, $E \succ 0$ and $L \succ 0$ hold, then $Re(\lambda) < 0$, and $-X_4Q_1^{-1}$ is negative-definite, thus $X_4Q_1^{-1}$ is positive-definite. Condition $E \succ 0$ is satisfied as it represents a positive-definite diagonal matrix. Condition $L \succ 0$ will hold, according to Lemma 1, if the following condition in scalar form is guaranteed

$$\left(\frac{1}{V_{ie}} (V^* + \epsilon_{ie}) + \frac{V_{ie}m_i}{R_i} - 1\right) \frac{1}{\lambda^2_{Di}} > 0, \forall i \in \mathcal{I}$$

(7.53)

which is easily satisfied since $\frac{(V^* + \epsilon_{ie})}{V_{ie}} > 1$ from the droop equation (7.14) at the steady-state (every converter is feeding the load, i.e. $P_i > 0$). Thus, $X_4Q_1^{-1} \succ 0$, and since $X_3 \succeq 0$, then $\bar{J}_4$ is diagonalisable, according to Lemma 3, i.e. $P_2^{-1}J_4P_2 = \Lambda_2$, with $P_2$ unitary and $\Lambda_2$ diagonal having the same index of inertia as matrix $\bar{J}_4$.

This completes the proof of Proposition 2. □

Now let the following similarity transformation $\tilde{J}_2 = (X_4Q_1^{-1})J_2(Q_1X_4^{-1})$ for the SEP (7.44). Hence

$$X_4Q_1^{-1}(\alpha J_3 - \beta J_4)Q_1X_4^{-1}z = \lambda z$$

(7.54)

which gives

$$\left(\alpha X_4Q_1^{-1}J_3Q_1X_4^{-1} - \beta X_4Q_1^{-1}X_3\right)_\tilde{J}_3 z = \lambda z$$

(7.55)
Remark 7 According to Sylvester’s Law of inertia, the similar matrices \( J_2 \), \( \tilde{J}_2 \) and \( \tilde{J}_2 \) have the same inertia, i.e., same number of positive, negative and null eigenvalues.

Theorem 6 The equilibrium point \((i_{Li}, V_e, \sigma_{ie}, e_{ie})\) of the reduced system (7.37)-(7.38) is exponentially stable if (7.45) is satisfied and

\[
\beta > \min_{y \neq 0} \frac{1}{\|y\|_{y^T R_y y}} \sum_{i=1}^{n} \frac{1}{C_i R_i} \forall i \in \mathcal{I}.
\]  

(7.56)

where \( \Lambda_2 \) is diagonal having the same index of inertia as matrix \( J_4 \).

Proof. Notice that matrix \( X_3 \) is semi-positive definite with kernel spanned by \( \begin{bmatrix} 0^T & 1_n^T \end{bmatrix}^T \) corresponding to the global synchronisation of the graph, while matrix \( X_4 Q_1^{-1} \) is positive definite with kernel spanned by \( 0_{2n} \). Following the proof of Theorem 8 in [256], by applying the Courant-Fischer Theorem to the eigenvalue problem, for global synchronisation of the graph, all eigenvalues of \( \tilde{J}_4 \) are real and negative since \( \text{Im}(\mathcal{L}) = 1_n^T \), and \( \text{Im}(X_4 Q_1^{-1}) \cap \text{ker}(X_3) = 0_{2n} \), which means that \( X_3 z \) is never in the kernel of \( X_4 Q_1^{-1} \). Hence, one can see that \( \text{ker}(\tilde{J}_4) = \text{ker}(X_3) \). As the image of the matrix \( X_4 Q_1^{-1} \) excludes \( \text{span} \left( \begin{bmatrix} 0^T & 1_n^T \end{bmatrix}^T \right) \), it follows that \( \tilde{J}_4 z \) is the zero vector if and only if \( z \in \text{span} \left( \begin{bmatrix} 0^T & 1_n^T \end{bmatrix}^T \right) \) that corresponds to the global synchronisation of the graph.

Matrices \( \tilde{J}_3 \) and \( \tilde{J}_3 \) have the same spectrum, that is, they have \( 2n - 1 \) null eigenvalues and one positive eigenvalue. It is important to underline that multiplying \( \tilde{J}_3 \) with vector \( z = [0_1 1_n] \) would render a value outside of the matrix spectrum. Hence, one can conclude that \( z = \begin{bmatrix} 0_1^T & 1_n^T \end{bmatrix}^T \) is not an eigenvector of \( \tilde{J}_3 \), and hence, not an eigenvector of \( \tilde{J}_2 \). That is, vector \( z = [0_1 1_n] \) does not belong in the eigenspace of the Jacobian matrix \( \tilde{J}_2 \), i.e. \( z \notin \mathcal{N}(\tilde{J}_2 - \lambda I_{2n}) \). A comprehensive explanation is given below.

Consider matrix \( \tilde{J}_3 \) for which there is

\[
\tilde{J}_3 y = \lambda y
\]  

(7.57)

with \( \lambda \) the eigenvalue of \( \tilde{J}_3 \), and \( y \) the corresponding eigenvector. Following the similarity transformation in (7.54), there is \( \tilde{J}_3 z = \lambda z \), with \( z \) given as

\[
z = \left( X_4 Q_1^{-1} \right)^{-1} y
\]  

(7.58)

Matrix \( X_4 Q_1^{-1} \) is given in Section 7.3.3, and its inverse, \( \left( X_4 Q_1^{-1} \right)^{-1} \), has the following expression

\[
\left( X_4 Q_1^{-1} \right)^{-1} = \frac{1}{|\mathcal{L}|} \left[ \begin{array}{cc} D^{-1} & D^{-1} \\ D^{-1} & [V_e]^{-1} (V^* I_n + [\epsilon]) D^{-1} + [V_e] m R^{-1} D^{-1} \end{array} \right] \]  

(7.59)
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where \( L \) is expressed in (7.52). Notice that (7.59) is also symmetric and positive-definite since \( X_4Q_1^{-1} \succ 0 \), according to Proposition 2. For \( z \) given as \( z = [0_n^T \ 1_n^T]^T \), then there is

\[
(X_4Q_1^{-1})^{-1} \begin{bmatrix} y_{n1} \\ y_{n2} \end{bmatrix} = \begin{bmatrix} 0_n \\ 1_n \end{bmatrix} = \begin{bmatrix} \frac{1}{[n]} (D^{-1}) (y_{n1} + y_{n2}) \\ \frac{1}{[n]} (D^{-1}y_{n1} + [V_e]^{-1} (V^*I_n + [e]) D^{-1} + [V_e] mR^{-1}D^{-1}y_{n2}) \end{bmatrix}
\] (7.60)

which holds if \( y_{n1} = -y_{n2} \). However, if \( y = [y_{n1} - y_{n1}]^T \), then from equation (7.57), eigenvector \( y \) would correspond to a positive eigenvalue outside of the spectrum of matrix \( \tilde{J}_3 \). Thus, \( y \) is not an eigenvector of \( \tilde{J}_3 \) since the opposite implies that \( \tilde{J}_3 \) has two non-zero eigenvalues, which would be in contradiction with the proof of Proposition 1. Therein, it is demonstrated that the index of inertia of \( \tilde{J}_3 \) is \( i(\tilde{J}_3) = [1 \ 0 \ 2n - 1] \).

Therefore, it follows from Lemma 1, that if \( z = [0_n^T \ 1_n^T]^T \) is not an eigenvector of matrix \( \tilde{J}_3 \), then ultimately it is not an eigenvector of the Jacobian \( \tilde{J}_2 \).

Note that matrix \( J_5 = (P_1^{-1}Q_1X_4^{-1}) \tilde{J}_2(X_4Q_1^{-1}P_1) \), isospectral with \( \tilde{J}_2 \), can be expressed as

\[
J_5 = \alpha \Lambda_1 - \beta P_1^{-1}X_3X_4Q_1^{-1}P_1
\] (7.61)

Then, let the matrix \( J_6 = P_3^{-1}J_5P_3 \), isospectral with \( J_5 \) and \( \tilde{J}_2 \), with \( P_3 = P_1^{-1}P_2 \), unitary according to Lemma 2, such that the new standard eigenvalue problem becomes

\[
(\alpha P_3^{-1} \Lambda_1 P_3 - \beta \Lambda_2) w = \lambda w.
\] (7.62)

Thus, matrix \( P_3^{-1} \Lambda_1 P_3 \) is symmetric, since \( P_3 \) is unitary, similar to \( \Lambda_1 \), having the same index of inertia as \( X_1X_2 \) as shown in Proposition 1, and \( \Lambda_2 \) diagonal having the same index of inertia as \( X_3X_4Q_1^{-1} \), as explained in Proposition 2. Lemma 1 can be applied for the eigenvalues problem as follows

\[
\alpha \sum_{i=1}^{n} \frac{1}{\alpha C_i R_i} - \beta \min_{w \neq 0} \frac{w^T \Lambda_2 w}{w^T w} < 0.
\] (7.63)

\[
\sum_{i=1}^{n} \frac{1}{C_i R_i} - \beta \min_{w \neq 0} \frac{w^T \Lambda_2 w}{w^T w} < 0.
\] (7.64)

The above condition is satisfied at all times, with a proper choice of the gain \( \beta \), required to satisfy condition (7.56).
7.4 Simulation results

To test the theoretical findings, simulations are performed in MATLAB/Simulink, using the average model of the bidirectional DC/DC boost converter. The DC microgrid considered for testing is presented in Figure 7.3, with the parameters specified in Table 7.1, selected to guarantee the stability analysis, and with the maximum current \( i_{\text{max}} \) chosen to satisfy \( i_{\text{max}} = \frac{E_{\text{max}}}{r_v} \). There are five converters and one common CPL. All components are connected through communication links, with all links assumed bidirectional to feature a balanced Laplacian matrix. Each source is driven by a bidirectional boost converter connected in parallel to a common CPL. The reference voltage is set to \( V^* = 400 \text{V} \). We assume that the ratio of the output
power among the sources is $5 : 4 : 3 : 2 : 1$. According to Figure 7.3, only converters 1 and 5 participate in the load voltage recovery, that is, the pinning control gains are set as $g_1 = g_5 = 1$ and $g_2 = g_3 = g_4 = 0$.

During the first 4 s, the load power demand is $P = 2 \text{kW}$ and the system is controlled by the primary controller only. The load voltage is kept below the reference $V^*$, having $V_o \approx 393 \text{V}$ as depicted in Figure 7.4b. Also, it is clear from Figure 7.4c, that the power sharing is not accurate, since the output currents are not proportional, i.e. $i \approx [1.6 \ 1.22 \ 1.15 \ 0.7266 \ 0.4] \text{A}$.

![Figure 7.4: Dynamic response of the DC microgrid system under primary and secondary controller](image-url)
7.4. Simulation results

Table 7.1: System and control parameters of a DC microgrid consisting of five bidirectional DC/DC boost converters feeding a common CPL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U\ [V]$</td>
<td>$[200\ 150\ 250\ 100\ 240]$</td>
</tr>
<tr>
<td>$C\ [\mu F]$</td>
<td>$[700\ 400\ 500\ 100\ 150]$</td>
</tr>
<tr>
<td>$R\ [\Omega]$</td>
<td>$[0.5\ 1.5\ 1\ 0.7\ 1.2]$</td>
</tr>
<tr>
<td>$L\ [mH]$</td>
<td>$[2.3\ 2.2\ 2\ 2.5]$</td>
</tr>
<tr>
<td>$k$</td>
<td>$[1.8\ 2\ 2.5\ 1\ 1.9]$</td>
</tr>
<tr>
<td>$m$</td>
<td>$[0.014\ 0.0105\ 0.084\ 0.0420\ 0.0210]$</td>
</tr>
<tr>
<td>$E_{\text{max}}$</td>
<td>$[25\ 35\ 32\ 18\ 24]$</td>
</tr>
<tr>
<td>$r_v$</td>
<td>$[5\ 5\ 4\ 3\ 2]$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>100</td>
</tr>
<tr>
<td>$\beta$</td>
<td>10</td>
</tr>
</tbody>
</table>

At $t = 4s$, the secondary controller is enabled, enhancing the performance of the system with the load voltage tightly regulated to the reference, $V_o = V^* = 400\ V$ (Figure 7.4b), and the power sharing becoming very accurate with proportional output currents being $i \approx [1.66\ 1.33\ 1\ 0.66\ 0.33] \ A$ as one can notice in Figure 7.4c, given the inductor currents being below their maximum technical limit as depicted in Figure 7.4a.

The load power demand increases to $P = 3\ kW$, at $t = 8\ s$. In Figure 7.4b, one can see that the load voltage remains at the desired 400 $V$, while the output currents are still accurately shared, in Figure 7.4c, having proportional values $i \approx [2.5\ 2\ 1.5\ 1\ 0.5] \ A$.

In order to test the overcurrent protection, the system is required, at $t = 12s$, to feed an increased load of $4\ kW$. The load voltage stays fixed at 400 $V$ (Figure 7.4b). But, the inductor current of the second converter, $i_{L2}$, reaches its limit (Figure 7.4a), and as a consequence, the converter loses its power sharing. Still, the power sharing is kept between the other four converters in a $5 : 3 : 2 : 1$ ratio (Figure 7.4c), having $i \approx [3.35\ 2.02\ 1.35\ 0.67] \ A$.

7.4.1 Communication failure

So as to investigate the influence of the possible communication failures on the performances of the proposed method, at $t = 16\ s$, the communication network is subjected to two faults. The links that connect converter 5 to the common bus is disconnected ($g_5 = 0$), and also the connection between converters 1 and 5 is
disrupted. In Figures 7.4b and 7.4c, one can observe that the voltage remains at the desired value $V^*$ and the power sharing is unaffected by the communication failure.

7.5 Experimental results

The DC microgrid setup displayed in Figure 7.5 is considered for experimental testing, consisting of three Texas Instruments modules operated as DC/DC boost converters, supplying a common ETPS ELP-3362F electronic load acting as a CPL, with the parameters given in Table 7.2. A more detailed electrical diagram of the testbed is presented in APPENDIX B. The main tasks of the primary and secondary controllers are to regulate the output voltage to $V^* = 48 \text{ V}$, while keeping a proportional $1 : 1 : 2$ output load power sharing, provided none of the converters violate their maximum allowed input current, imposed by their technical requirements. The filtered dynamic response of the input/output currents and output voltages is presented in Figure 7.6.

In Figure 7.6a, under primary control only, the load power demand increases from $40\text{ W}$ to $50\text{ W}$. One can notice that the power sharing is not accurately kept in a $1 : 1 : 2$ ratio, having $i \approx [0.18 \ 0.21 \ 0.47] \text{ A}$ when the load is $40\text{ W}$ and $i \approx [0.23 \ 0.26 \ 0.60] \text{ A}$ when it increases to $50\text{ W}$. Moreover, the load voltage regulation decreases from $V_o \approx 46.6 \text{ V}$, as it was initially, down to $V_o \approx 45.9 \text{ V}$ at the steady state following the load change.

The system’s dynamic response when enabling the secondary control is captured in Figure 7.6b, while maintaining the load power demand constant at $40\text{ W}$. It becomes clear that when the secondary controller is enabled, the accuracy of the power sharing is visibly improved, reaching the desired proportional $1 : 1 : 2$ sharing, having the
output currents $i \approx [0.22 \ 0.22 \ 0.44] \ A$. Moreover, the load voltage rises and becomes closer to the rated value $V^*$ compared to the case where only the primary control is applied.

To highlight the superiority of the combined primary and secondary control under power demand variation, the same load power change is performed, from 40 W to 50 W. The dynamic response is presented in Figure 7.6c. Unlike case (a), the voltage regulation is tighter, i.e. the output voltage $V_o$ is closer to $V^*$, while the improved output currents maintain their 1 : 1 : 2 desired sharing, with the output currents $i \approx [0.27 \ 0.27 \ 0.55] \ A$.

## 7.6 Conclusions

A novel decentralised primary and distributed secondary control was proposed to achieve accurate power sharing, voltage regulation, input current limitation and overcome the CPL instability problem. By employing singular perturbation theory and two time-scale analysis, the closed-loop system stability was analytically proven, taking into account both the physical system and the two-level control dynamics. Both simulation and experimental testings were carried out to validate the presented approach and analysis.

The impact of time delays, which may occur in the secondary control implementation, on the stability of the entire microgrid is of great interest (see [257–259]). Several methods for computing the maximum delay to avoid instability have been proposed, such as Pade approximations [260] or Rekasius substitution-based algorithm [261]. In the same framework, Lyapunov-based methods [262, 263], such as the Implicit Lyapunov Krasovski Functional (ILKF) have emerged to provide sufficient stability conditions. Nevertheless, the main aim of this chapter was to introduce for the first

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U [V]$</td>
<td>[24 24 24]</td>
<td>$m$</td>
<td>$3.66 \times 10^{-3}$</td>
</tr>
<tr>
<td>$C [\mu F]$</td>
<td>[100 100 100]</td>
<td>$E_{max}$</td>
<td>[10 9 10]</td>
</tr>
<tr>
<td>$R [\Omega]$</td>
<td>[1 1 2.3]</td>
<td>$r_v$</td>
<td>[5 6 5]</td>
</tr>
<tr>
<td>$L [mH]$</td>
<td>[2.2 2.2 2.2]</td>
<td>$\alpha$</td>
<td>2</td>
</tr>
<tr>
<td>$k$</td>
<td>[5 5 10]</td>
<td>$\beta$</td>
<td>1</td>
</tr>
</tbody>
</table>
7.6. Conclusions

(a) Load power demand increases from 40 W to 50 W under primary control

(b) Dynamic response when enabling the secondary control

(c) Load power demand increases from 40 W to 50 W under primary and secondary control

Figure 7.6: Experimental results of the DC microgrid system under primary and secondary controller

time this novel two-level control for the nonlinear model of the DC microgrid with multiple nonlinear boost converters and guarantee its stability.
Chapter 8

Droop-controlled DC microgrids with overvoltage protection

As the need for overvoltage protection has emerged recently, in this chapter a droop controller with an inherent overvoltage protection will be developed at the primary layer of the hierarchical control framework. The proposed droop controller follows different designs, but it is implemented similarly both in parallel configuration and meshed configuration networks, as shown in the following sections.

In Section 8.1, the droop control strategy is introduced to limit the voltage of each paralleled source below an imposed limit, ensure tight voltage regulation and accurate load power distribution, and guarantee closed-loop system asymptotic stability in the presence of a common CPL. The upper bound of the voltage of each source is diligently proven using ultimate boundedness theory, while by using the admittance matrix factorisation of the microgrid developed in Chapter 4, analytic sufficient conditions for stability are acquired to lead the control parameters design. A detailed simulation scenario for a parallel configuration DC microgrid, having the converter units equipped with the developed controller, is presented to validate the theoretical design and analysis.

In Section 8.2, a slightly modified droop control methodology for meshed DC microgrids with CPLs is proposed, which guarantees the crucial overvoltage protection property of each DER unit, independently from each other or the loads. Following the acquisition of the admittance matrix, also known as loopy-Laplacian [264], of meshed DC microgrids, asymptotic stability to the desired equilibrium for the closed-loop system is analytically proven, rendering detailed stability conditions. Simulation testing is performed for a meshed DC microgrid to verify the theoretical contribution and the effectiveness of the proposed primary controller.
8.1 Parallel configuration DC microgrid

Let us consider again the typical microgrid topology shown in Chapter 4 (Figure 4.1), consisting of \( n \) power converters having an output capacitor, \( C_i \), connected in parallel to a common DC bus through a line/cable with resistance, \( R_i \), and supplying a common generic load. For the CPL case, the reduced model when assuming a fast inner current control loop becomes as shown in Figure 8.1. The model can be described by the differential equations describing the capacitor voltages, acquired by employing Kirchhoff’s laws, as follows:

\[
C_i \dot{V}_i = i_{ini} - i_i \tag{8.1}
\]

where \( V_i \) is the capacitor voltage, while \( i_{ini} \) and \( i_i \) represent the input and output current respectively, with \( i_{ini} \) also being used as the control input, for \( \forall i \in \mathcal{I} \). One can notice that this framework represents but a generic model of \( n \)-sourced units which could be introduced in the microgrid structure via different power converter configurations (i.e. buck, boost, buck-boost, or AC/DC).

When a CPL is present, the power balance equation has to be satisfied:

\[
P = V_o \sum_{i=1}^{n} i_i \tag{8.2}
\]

with \( V_o \) being the voltage at the common bus, and \( P \) the load power.

Similar to Chapter 4, the output current \( i_i \) has the following expression

\[
i_i = \frac{V_i - V_o}{R_i} \tag{8.3}
\]
8.1 Parallel configuration DC microgrid

Let Assumption 1 hold. Replacing $i_i$ from (8.3) into (8.2), it yields the following expression for the common bus voltage, obtained from the real solutions of a second order polynomial, similar to (4.7) as

$$V_o = \sum_{i=1}^{n} \frac{V_i}{R_i} \pm \sqrt{\left(\sum_{i=1}^{n} \frac{V_i}{R_i}\right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}. $$

As already mentioned, the load voltage (4.7) has two solutions, a high voltage and a low voltage, with the high voltage being the feasible solution given as in (4.8).

When taking the partial derivative of the output current $i_i$ from (8.3), with respect to the output voltage $V_i$, one obtains the admittance matrix $Y$, as in (4.11)

$$Y = R^{-1} \left( I_n - I_{n \times n} D \right),$$

where $R = \text{diag} \{ R_i \}$, and $D = \text{diag} \left\{ \frac{\partial V_i}{\partial V_i} \right\} > 0$ from (4.12) having the following expression

$$D = \frac{1}{2 \sum_{i=1}^{n} \frac{1}{R_i}} \left( R^{-1} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} R^{-1} \right)$$

where, according to Assumption 1, the denominator $\sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}} > 0$.

The eigenvalues of $D$ will have the form

$$\lambda_{Di} = \frac{1}{2 \sum_{i=1}^{n} \frac{1}{R_i}} \left( \frac{1}{R_i} + \frac{\sum_{i=1}^{n} \frac{V_i}{R_i}}{\sqrt{\left( \sum_{i=1}^{n} \frac{V_i}{R_i} \right)^2 - 4P \sum_{i=1}^{n} \frac{1}{R_i}}} \frac{1}{R_i} \right),$$

with $i \in \mathcal{I}$.

8.1.1 Proposed control architecture

The proposed control strategy is set to ensure tight voltage regulation close to the desired value, and accurate load power distribution among the DER units with an inherent overvoltage protection for each source independently from the system parameters and the load.
8.1. Parallel configuration DC microgrid

8.1.1.1 Droop control design with overvoltage protection

Motivated by the sl-PI controller proposed in [253], the novel droop-based method defines the control input $i_{ini}$, in the following way

$$i_{ini} = -g_i V_i + I_{maxi} \sin \sigma_i$$  \hspace{1cm} (8.4)

where $\sigma$ is designed to follow the nonlinear dynamics

$$\dot{\sigma}_i = \frac{k_i}{I_{maxi}} (V^* - V_o - m_i i_i) \cos \sigma_i$$  \hspace{1cm} (8.5)

which incorporates the droop control, having

$$m_i < R_i.$$  \hspace{1cm} (8.6)

By substituting the controller dynamics into the open-loop system, it yields

$$C_i \dot{V}_i = -g_i V_i + I_{maxi} \sin \sigma_i - i_i.$$  \hspace{1cm} (8.7)

Consider the following continuously differentiable energy-like function

$$W_i = \frac{1}{2} C_i V_i^2$$  \hspace{1cm} (8.8)

and by taking its time derivative, one obtains

$$\dot{W}_i = -g_i V_i^2 + V_i I_{maxi} \sin \sigma_i - V_i i_i$$

$$= -g_i V_i^2 + V_i I_{maxi} \sin \sigma_i - P_i,$$  \hspace{1cm} (8.9)

where $P_i = V_i i_i$ is the power injected by the $i$-th source into the common bus through each line $i$. Depending on the positive/negative sign of the power $P_i$, the proof is divided into two cases:

a) $P_i \geq 0$

From equation (8.9), it can be clearly observed that

$$\dot{W}_i \leq -g_i V_i^2 + V_i I_{maxi} \sin \sigma_i \leq -g_i |V_i|^2 + I_{maxi} |V_i|.$$  \hspace{1cm} (8.10)

Let $g_i = \bar{g}_i + \epsilon_i > 0$, with $\bar{g}_i > 0$, and $\epsilon_i$ being an arbitrarily small positive constant. Then, inequality (8.10) takes the form

$$\dot{W}_i \leq - (\bar{g}_i + \epsilon_i) |V_i|^2 + I_{maxi} |V_i|$$

$$\leq -\epsilon_i |V_i|^2, \ \forall |V_i| \geq \frac{I_{maxi}}{\bar{g}_i}.$$  \hspace{1cm} (8.11)
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According to (8.11), the solution \( V_i(t) \) is uniformly ultimately bounded. Moreover, every solution starting with the initial condition \( V_i(0) \) that satisfied

\[
|V_i(0)| \leq \frac{I_{\text{maxi}}}{\bar{g}_i},
\]

(8.12)

will stay in this range for all future times, as

\[
|V_i(t)| \leq \frac{I_{\text{maxi}}}{\bar{g}_i}, \forall t \geq 0.
\]

(8.13)

To guarantee that each voltage \( V_i \) is limited below a maximum value \( V^{\text{max}} \), the control parameters \( \bar{g}_i \) and \( I_{\text{maxi}} \) can be chosen to satisfy the equality

\[
\frac{I_{\text{maxi}}}{\bar{g}_i} = V^{\text{max}}.
\]

(8.14)

Hence, this concludes the design part of the control parameters \( \bar{g}_i \) and \( I_{\text{maxi}} \), to ensure an upper bound for the capacitor voltage \( V_i \), when the power \( P_i \geq 0 \).

b) \( P_i < 0 \)

Given the DC microgrid structure and the existence of a constant power load, having \( P > 0 \), then at least one current source (e.g. \( j \)-th source) should be feeding the CPL and/or other (up to \( n-1 \) sources). Thus, if the corresponding power of that particular source is \( P_j > 0 \), then since \( P_j = V_j i_j = V_j \frac{V_i-V_o}{R_i} \), it yields that \( V_j > V_o \), and equivalently from Case a), there is \( V_o < V_j \leq V^{\text{max}} \). However, since for the \( i \)-th source, the output power is negative \( P_i = V_i \frac{V_i-V_o}{R_i} < 0 \), then \( V_i < V_o \) which eventually leads to \( V_i < V^{\text{max}} \).

Therefore, independently of the sign of the source units power, an upper bound for the capacitor voltage is ensured, i.e. \( V_i(t) \leq V^{\text{max}} \), at any time instant, even during transients.

8.1.1.2 Parameter selection

One should note that the control parameters \( I_{\text{maxi}} \) and \( g_i = \bar{g}_i + \epsilon_i \) can take any values that satisfy equality (8.14) in order to ensure the required overvoltage protection. However, to provide a practical guidance for the user to choose these two values, a worst case scenario is considered where the \( i \)-th source feeds the load by itself, i.e. \( P_i \approx P \). Then, it can be easily understood from (8.9) that depending on the value of \( P \), compared to the term \( g_i V_i^2 \), the actual upper bound of \( V_i \) can be limited well below \( V^{\text{max}} \). Considering a known upper value of the CPL power, i.e. \( 0 < P \leq P^{\text{max}} \),
and since it is desired that the upper value of $V_i$ to be as close to $V_{max}$ as possible, one can achieve this by suitably selecting the parameter $g_i$ such that the term $g_i V_i^2$ dominates the term $P$ in (8.9), i.e. it is at least 10 times higher assuming a worst case scenario, thus

$$ g_i \geq \frac{10P_{max}}{(V_{max})^2}. \quad (8.15) $$

Subsequently, since according to (8.14) there is $g_i V_{max} = I_{max}$, then $I_{max}$ can be then selected as

$$ I_{max} \approx \frac{10P_{max}}{V_{max}}, \quad (8.16) $$
due to the very small positive constant $\epsilon_i$. Note that the above expressions for selecting the controller parameters are provided for guidance only, since any other selection that satisfies (8.14) will still guarantee the desired upper limit for each voltage $V_i$. Additionally, a more detailed analysis on the condition that the parameter $g_i$ needs to satisfy is provided in the sequel and is related to the asymptotic stability of the closed-loop system.

### 8.1.2 Stability analysis

Let the closed-loop system be written in a matrix form as

$$ \dot{V} = C^{-1} (-gV + I_{max}\sin\sigma - i) \quad (8.17) $$
$$ \dot{\sigma} = I_{max}^{-1} k [\cos\sigma] ((V^* - V_o) 1_n - mi) \quad (8.18) $$

where $C = \text{diag} \{C_i\}$, $V = [V_1 \ldots V_n]^T$, $g = \text{diag} \{g_i\}$, $I_{max} = \text{diag} \{I_{max_i}\}$, $i = [i_1 \ldots i_n]^T$, $\sigma = [\sigma_1 \ldots \sigma_n]^T$, $k = \text{diag} \{k_i\}$, $m = \text{diag} \{m_i\}$.

Considering an equilibrium point $(V_e, \sigma_e)$ of the closed-loop system (8.17)-(8.18), (8.3) and (4.7), with $\sigma_{ie} = (-\frac{\pi}{2}, \frac{\pi}{2})$, that satisfies Assumption 1, the following theorem can be formulated that guarantees stability of the entire droop-controlled DC microgrid with a CPL.

**Theorem 7** The equilibrium point $(V_e, \sigma_e)$ is asymptotically stable if the controller parameter $g_i$ satisfies

$$ g_i > \frac{n\lambda_{Di}}{R_i} - 1, \quad \forall i \in \mathcal{I}. \quad (8.19) $$

Proof. The corresponding Jacobian matrix of system (8.17)-(8.18) has the following form

$$ J = \begin{bmatrix} -C^{-1} g - C^{-1} Y & C^{-1} I_{max} [\cos\sigma_e] \\ -I_{max}^{-1} k [\cos\sigma_e] (1_n x D + m Y) & 0_{n \times n} \end{bmatrix} \quad (8.20) $$
Replacing \(Y\) from (4.11), one gets
\[
J = \begin{bmatrix}
-C^{-1} (g - R^{-1} (I_n - 1_{n \times n}D)) & C^{-1} I_{max} [\cos \sigma_e] \\
-I_{max}^{-1} k [\cos \sigma_e] (1_{n \times n}D + mR^{-1} (I_n - 1_{n \times n}D)) & 0_{n \times n}
\end{bmatrix}, \quad (8.21)
\]
with the characteristic polynomial of the system, according to Theorem 1, given as
\[
|\lambda I_{2n} - J| = |\lambda^2 I_n + \lambda C + K| = 0, \quad (8.22)
\]
where the two matrix coefficients are
\[
C = C^{-1} g + C^{-1} R^{-1} (I_n - 1_{n \times n}D)
\]
\[
K = C^{-1} [\cos \sigma_e]^2 k ((I_n - mR^{-1}) 1_{n \times n}D + mR^{-1} ).
\]
By right multiplication with \(|D^{-1}| > 0\), equation (8.22) becomes
\[
|\lambda^2 D^{-1} + \lambda \bar{C} + \bar{K}| = 0
\]
with
\[
\bar{C} = C^{-1} gD^{-1} + C^{-1} R^{-1} (D^{-1} - 1_{n \times n})
\]
\[
\bar{K} = C^{-1} [\cos \sigma_e]^2 k ((I_n - mR^{-1}) 1_{n \times n}D + mR^{-1} D^{-1} ).
\]
By left multiplying (8.23) with \(|RC| > 0\), it yields
\[
|\lambda^2 RCD^{-1} + \lambda C^* + K^*| = 0 \quad (8.24)
\]
with
\[
C^* = RgD^{-1} + D^{-1} - 1_{n \times n}
\]
\[
K^* = R [\cos \sigma_e]^2 k (I_n - mR^{-1}) \times (1_{n \times n} + (I_n - mR^{-1})^{-1} k^{-1} [\cos \sigma]^{-1} R^{-1} mD^{-1} )
\]
Notice that matrix \(C^*\) is a symmetric matrix, and, after factorisation, matrix \(K^*\), according to Lemma 4, is a diagonalisable matrix with real eigenvalues. Thus, by expressing the latter as \(K^* = P^{-1} \Lambda P\), with matrix \(P\) being orthogonal, and \(\Lambda\) diagonal, and replacing it in (8.24), it yields that
\[
|\lambda^2 RCD^{-1} + \lambda C^* + P^{-1} \Lambda P| = 0 \quad (8.25)
\]
or, equivalently,
\[
|\lambda^2 PRCD^{-1} P^{-1} + \lambda P C^* P^{-1} + \Lambda| = 0 \quad (8.26)
\]
which is a quadratic eigenvalue problem (QEP) with matrix \( \Lambda \) diagonal, having the eigenvalues of matrix \( K^\ast \) on the main diagonal, whereas the similarity transformations \( PRCD^{-1}P \) and \( P C^\ast P^{-1} \) are symmetrical, since \( P \) is orthogonal \( (P^{-1} = P^T) \), and they have the same eigenvalues as matrices \( RC^{-1} \), and \( C^\ast \), respectively. According to the QEP theory (Lemma 5), if \( RC^{-1} \), \( C^\ast \), and \( \Lambda \) are positive-definite, then the eigenvalues \( \lambda \) will be real and negative, i.e. \( \lambda < 0 \), thus, \( J \) will be Hurwitz.

Since \( RC^{-1} \succ 0 \), the remaining conditions are \( C^\ast \succ 0 \), and \( \Lambda \succ 0 \) (or equivalently \( K^\ast \) has positive eigenvalues).

1. \( C^\ast \succ 0 \): As \( C^\ast \) is a sum of symmetric matrices, according to Lemma 1, the condition becomes

\[
\frac{R_i g_i + 1}{\lambda_{Di}} - n > 0
\]

which is always guaranteed, provided (8.19) holds.

2. \( \Lambda \succ 0 \) (or equivalently, \( K^\ast \) has positive eigenvalues): Due to the choice in (8.6), and for the bounded \( \sigma_{ie} \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \), the first matrix term in the multiplication inside \( \Lambda^\ast \) is positive-definite, i.e.

\[
R [\cos \sigma_e]^2 k (I_n - mR^{-1}) \succ 0.
\]

Therefore, according to Lemma 2, one can investigate only the remaining symmetrical matrix in the product, which is

\[
1_{n \times n} + (I_n - mR^{-1})^{-1} k^{-1} [\cos \sigma_e]^{-1} R^{-1} mD^{-1} \succ 0.
\]

The above matrix is represented by a sum between a positive semi-definite and a positive-definite symmetric matrices, hence, one can clearly agree that the matrix is positive-definite (Lemma 1).

As a result, when (8.19) is satisfied, \( J \) is Hurwitz, and the equilibrium point \((V_e, \sigma_e)\) is asymptotically stable. This completes the proof. \( \square \)

### 8.1.3 Simulation results

A DC microgrid portrayed in Figure 8.2, with the parameters specified in Table 8.1, chosen according to Section 8.1.1.2, consisting of five DC/DC buck converters, is simulated in MATLAB/Simulink, considering the average model of the buck converter for a 0.3 s testing scenario. The desired task for the proposed controller is to regulate the load voltage close to the reference value, \( V^\ast = 100 V \), and accurately distribute
the load power among converters in a 5 : 4 : 3 : 2 : 1 ratio, while maintaining a safe output voltage margin below 1.05V*, i.e. 5% above the rated value.

The simulation starts at $t = 0\, \text{s}$, with a load power demand being $P = 250\, \text{W}$. As one can notice in the time responses in Figure 8.3, the load voltage is tightly regulated very close to the reference with $V_o \approx 99.95\, \text{V}$, as expected by the droop control function (Figure 8.3b). The output currents are accurately shared in a 5 : 4 : 3 : 2 : 1 ratio with $i = [0.66\, 0.53\, 0.4\, 0.26\, 0.13]$, as it can be seen in Figure 8.3a. Note that the output voltages are kept below their upper limit.

Later on, at $t = 0.1\, \text{s}$, the load power demand increases to $P = 1\, \text{kW}$. Notice that the transient occurring shortly after the load change, at $0.1\, \text{s}$, is successfully limited below 105V. As one can see in Figure 8.3b, the load voltage is still kept very close to the rated with $V_o \approx 99.7\, \text{V}$, and the power sharing is also very accurate with the output current vector being $i = [3.34\, 2.67\, 2\, 1.34\, 0.67]$, as displayed in Figure 8.3a.

At $t = 0.2\, \text{s}$, the load power demand increases further to $P = 1.25\, \text{kW}$. According to Figure 8.3b, the new steady-state value of the load voltage is $V_o = 99.6\, \text{V}$, meanwhile the output voltage of the 5th DC/DC buck converter is limited below the upper bound $V_{max} = 105\, \text{V}$. On the other hand, the power sharing among the other four converters is kept in a 4 : 3 : 2 : 1 ratio with the output current vector being $i = [3.6\, 2.7\, 1.8\, 0.9]\, \text{A}$ as shown in Figure 8.3a. Hence, the theoretic analysis has been clearly verified, illustrating how the proposed controller has as its first priority
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![Figure 8.3: Simulation results of the DC microgrid equipped with the proposed controller](image)

Figure 8.3: Simulation results of the DC microgrid equipped with the proposed controller to protect each converter by limiting the output voltage below a desired upper bound at all times, while also ensures the required power sharing and load voltage regulation in the DC microgrid loaded by a CPL.

8.2 Meshed DC microgrid

8.2.1 DC microgrid model

A common meshed DC microgrid architecture is depicted in Figure 8.4, consisting of a finite number of nodes $n$, each of the nodes representing a controllable DER unit supplying a local CPL and connected with each other through resistive lines. Note that if a different microgrid architecture was considered, where some nodes include a load but not a DER source, the system can still be transformed into the one in Figure 8.1 using the Kron-reduced network approach [264]. In Figure 8.5, the model of the voltage source converter that integrates each DER unit with each node $j$ is depicted. The dynamic equations of the capacitor voltages for a random node $j$ can

| Table 8.1: System and control parameters of a DC microgrid consisting of five DC/DC buck converters feeding a common CPL |
| --- | --- |
| **System Parameters** | **Values** |
| $C_{1..5}$ [$\mu F$] | [25 50 20 20 5] |
| $R_{1..5}$ [$\Omega$] | [1 1.1 1.05 1.12 1.5] |
| **Control Parameters** | **Values** |
| $m_{1..5}$ | [0.42 0.21 0.14 0.105 0.084] |
| $I_{max1..5}$ | [1.05 1.05 1.05 1.05 1.05] × 6000 |
| $g_{1..5}$ | [1 1 1 1 1] × 60 |
| $k_{1..5}$ | [2 2 2 2 38] × $10^7$ |
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Figure 8.4: Generic framework of a meshed DC microgrid

be acquired by employing Kirchhoff’s laws

\[ C_j \dot{V}_j = i_{inj} - i_j \]  \hspace{1cm} (8.27)

where \( C_j \) is the output capacitor, \( V_j \) is the output voltage, while \( i_{inj} \) and \( i_j \) represent the input and output current respectively, with \( i_{inj} \) also used as the control input, for \( \forall j \in \mathcal{I} \). This is a typical system representation where an inner current controller is applied to the converter, resulting in a fast regulation of the inductor current to the value \( i_{inj} \) [17]. One can express the output current of the converter as

\[ i_j = \frac{P_j}{V_j} + \sum_{k \in \mathcal{N}} i_{jk}. \]  \hspace{1cm} (8.28)

where \( \mathcal{N} \) represents the neighbourhood of the node \( j \), in the induced graph \( \mathcal{G} \) described by the meshed DC network, i.e. \( \mathcal{N} \in \mathcal{V} : \varepsilon_{jk} \in \mathcal{E} \).

Remark 8 As mentioned in Remark 4, one can notice that the system configuration (8.27) represents just a generic model of \( n \)-sourced units which can be introduced within the microgrid structure via different power converter configurations (buck, boost, buck-boost, or AC/DC), where a fast inner current control loop is considered.

Considering a steady-state voltage value for the \( j \)-th node denoted by \( V_{je} \), by taking the partial derivative of the output current \( i_j \) from (8.28) with respect to the output voltage \( V_j \), one can obtain the symmetric admittance matrix \( Y \) of the DC microgrid, in the following form:

\[ Y = \begin{bmatrix}
-\frac{P_1}{V_{1e}} + \sum_{k \in \mathcal{N}} \frac{1}{R_{1k}} & -\frac{1}{R_{12}} & \cdots & -\frac{1}{R_{1n}} \\
-\frac{1}{R_{12}} & -\frac{P_2}{V_{2e}} + \sum_{k \in \mathcal{N}} \frac{1}{R_{2k}} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{R_{1n}} & \cdots & -\frac{1}{R_{2n}} & -\frac{P_n}{V_{ne}} + \sum_{k \in \mathcal{N}} \frac{1}{R_{nk}}
\end{bmatrix}. \]  \hspace{1cm} (8.29)
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If there is no connection between the vertices $j$ and $k$, i.e. $\varepsilon_{jk} \notin \mathcal{E}$, the corresponding $Y$ matrix entry will be zero, i.e. $\frac{1}{R_{jk}} = 0$. The admittance matrix $Y$ can be rewritten as

$$Y = L - D,$$

with $D = \text{diag}\{\frac{P_j}{V_j^2}\}$ positive-definite and $L$ positive-semidefinite matrices. Note that $L$ represents the Laplacian matrix of the graph $\mathcal{G}$ induced by the DC microgrid, while $D$ incorporates the self-loops of the nodes.

### 8.2.2 Proposed control architecture

The end goal of this work is to design a primary controller for the DC microgrid that inherits the conventional and widely used droop controller, whilst guaranteeing an overvoltage protection for each DER unit (node) independently.

The conventional droop control approach requires each node voltage $V_j$ to satisfy the following expression at the steady-state:

$$V_j = V^* - m_j i_j + x^\text{set}_j$$

where $V^*$ is the rated voltage, $m_j$ is the droop coefficient and $x^\text{set}_j$ is a desired signal or correction term obtained from the supervisory controller in the hierarchical control architecture. Note that $x^\text{set}_j$ can be set to 0, which is a common approach in islanded DC microgrids [58], but generally it can represent a constant or piecewise constant
This section investigates only the primary control dynamics, and in order to achieve the desired goal, as mentioned above, a novel primary droop control technique is proposed in the sequel.

### 8.2.2.1 Droop control design with overvoltage protection

Motivated by the development of the sl-PI controller in [253], the proposed droop control strategy defines the control input, $i_{inj}$, in the following manner

$$i_{inj} = -g_j V_j + I_{maxj} \sin \sigma_j$$

(8.32)

with $\sigma$ constructed to follow the nonlinear dynamics

$$\dot{\sigma}_j = \frac{k_j}{I_{maxj}} (V^* - V_j - m_j i_j + x_j^{set}) \cos \sigma_j$$

(8.33)

that incorporates the droop control, with the droop coefficient $m_j$ satisfying the following inequality

$$m_j < 1.$$  

(8.34)

Substituting the controller dynamics (8.32)-(8.33) into the open-loop system (8.27), it yields

$$C_j \dot{V}_j = -g_j V_j + I_{maxj} \sin \sigma_j - i_j.$$  

(8.35)

By taking the following continuously differentiable energy-like function for each node $j$

$$W_j = \frac{1}{2} C_j V_j^2$$

(8.36)

and by calculating its time derivative, it becomes

$$\dot{W}_j = -g_j V_j^2 + V_j I_{maxj} \sin \sigma_j - V_j \left( \frac{P_j}{V_j} + \sum_{k \in \mathcal{N}} i_{jk} \right)$$

$$= -g_j V_j^2 + V_j I_{maxj} \sin \sigma_j - \left( P_j + V_j \sum_{k \in \mathcal{N}} i_{jk} \right),$$

(8.37)

where $V_j \sum_{k \in \mathcal{N}} i_{jk}$ represents the power fed by the $j$-th converter to the neighbouring converters through every $\varepsilon_{jk}$ edge. Considering that $V_j \sum_{k \in \mathcal{N}} i_{jk}$ could be both positive or negative, this leads to the scenario where similarly the total power $P_j + V_j \sum_{k \in \mathcal{N}} i_{jk}$ could be positive or negative. Hence, the boundedness of the voltage $V_j$ is not straightforward. As a result, the proof can be divided into the two following distinct cases:
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a) Case 1: \( P_j + V_j \sum_{k \in \mathcal{N}} i_{jk} \geq 0 \)

From equation (8.37), it is clear that

\[ W_j \leq -g_j V_j^2 + V_j I_{\text{max}j} \sin \sigma_j \leq -g_j |V_j|^2 + I_{\text{max}j}|V_j|. \]  

(8.38)

Let \( g_j = \bar{g}_j + \epsilon_j > 0 \), with \( \bar{g}_j > 0 \) and \( \epsilon_j \) representing an arbitrarily small positive constant. In that case, (8.38) becomes

\[ \dot{W}_j \leq -(\bar{g}_j + \epsilon_j)|V_j|^2 + I_{\text{max}j}|V_j| \leq -\epsilon_j|V_j|^2, \forall |V_j| \geq I_{\text{max}j} \bar{g}_j. \]  

(8.39)

According to (8.39), the solution \( V_j(t) \) is uniformly ultimately bounded, and every solution starting with the initial condition \( V_j(0) \), satisfying

\[ |V_j(0)| \leq \frac{I_{\text{max}j}}{\bar{g}_j}, \]  

(8.40)

will remain in this range for all future time, i.e.

\[ |V_j(t)| \leq \frac{I_{\text{max}j}}{\bar{g}_j}, \forall t \geq 0. \]  

(8.41)

To ensure that each voltage \( V_j \) is bounded below a maximum voltage \( V^{\text{max}} \), the control parameters, \( \bar{g}_j \) and \( I_{\text{max}j} \) can be selected to satisfy

\[ \frac{I_{\text{max}j}}{\bar{g}_j} = V^{\text{max}}. \]  

(8.42)

This completes the design of the control parameters \( \bar{g}_j \) and \( I_{\text{max}j} \), to guarantee an upper bound for the output voltage \( V_j \), when \( P_j + V_j \sum_{k \in \mathcal{N}} i_{jk} \geq 0 \).

b) Case 2: \( P_j + V_j \sum_{k \in \mathcal{N}} i_{jk} < 0 \)

In the islanded microgrid case, considering the existence of constant power loads with \( P_j > 0 \), at least one converter (e.g. \( k \)-th converter) should be feeding the loads and/or other (up to \( n-1 \)) converter units, based on Kirchhoff’s laws. Hence, if the corresponding power of that particular source is \( P_k + V_k \sum_{l \in \mathcal{N}} i_{kl} > 0 \), then since \( P_k + V_k \sum_{l \in \mathcal{N}} i_{kl} = V_k \left( \frac{P_k}{V_k} + \sum_{l \in \mathcal{N}} i_{kl} \right) \), it yields that \( V_k > V_l \), and equivalently from Case 1, there is \( V_k \leq V^{\text{max}} \). However, since for the \( j \)-th source, the output power is negative \( P_j < 0 \), then there always exists a spanning tree in the induced connected graph \( \mathcal{G} \) such that \( V_j < V_l < V_k \) which leads to \( V_j < V^{\text{max}} \).

Therefore, in both cases, an upper bound for the output voltage is guaranteed, i.e. \( V_j(t) \leq V^{\text{max}} \), at any time instant, i.e. even during transients.
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Consider now the closed-loop microgrid system written in matrix form:

\[
\dot{V} = C^{-1} (-gV + I_{\text{max}} \sin \sigma - i) \tag{8.43}
\]

\[
\dot{\sigma} = I_{\text{max}}^{-1} k [\cos \sigma] (V^* b_n - V - m i) \tag{8.44}
\]

where \( C = \text{diag} \{C_j\} \), \( V = [V_1 \ldots V_n] \), \( g = \text{diag} \{g_j\} \), \( I_{\text{max}} = \text{diag} \{I_{\text{max},j}\} \), \( i = [i_1 \ldots i_n] \), \( \sigma = [\sigma_1 \ldots \sigma_n] \), \( k = \text{diag} \{k_j\} \), \( m = \text{diag} \{m_j\} \). Considering an equilibrium point \((V_e, \sigma_e)\) of the closed-loop system (8.43)-(8.44), with \(\sigma_{ie} = (-\frac{\pi}{2}, \frac{\pi}{2})\), the following theorem can be formulated that guarantees stability of the entire droop-controlled DC microgrid with a CPL.

**Theorem 8** The equilibrium point \((V_e, \sigma_e)\) is asymptotically stable if the controller parameter \(g_j\) satisfies

\[
g_j > \frac{P_j}{V_{je}^2}, \quad \forall j \in \mathcal{I}. \tag{8.45}
\]

Proof. The corresponding Jacobian matrix of system (8.43)-(8.44) has the following form

\[
J = \begin{bmatrix}
-C^{-1} g - C^{-1} Y & C^{-1} I_{\text{max}} [\cos \sigma_e] \\
I_{\text{max}}^{-1} k [\cos \sigma_e] (D + m Y) & 0_{n \times n}
\end{bmatrix} \tag{8.46}
\]

Replacing the admittance matrix \(Y\) with its expression from (8.30), it yields

\[
J = \begin{bmatrix}
-C^{-1} g - C^{-1} (L - D) & C^{-1} I_{\text{max}} [\cos \sigma_e] \\
I_{\text{max}}^{-1} k [\cos \sigma_e] (D + m (L - D)) & 0_{n \times n}
\end{bmatrix} \tag{8.47}
\]

According to Theorem 1, the characteristic polynomial will look as follows

\[
|\lambda I_{2n} - J| = |\lambda^2 I_n + \lambda \mathbf{C} + \mathbf{K}| = 0 \tag{8.48}
\]

with

\[
\mathbf{C} = C^{-1} (g + L - D) \tag{8.49}
\]
\[
\mathbf{K} = C^{-1} [\cos \sigma_e]^2 k (mL + (1 - m) D) \tag{8.50}
\]

By left multiplying (8.48) with \( |m^{-1} k^{-1} [\cos \sigma_e]^{-2} C| > 0 \), one obtains

\[
|\lambda^2 m^{-1} k^{-1} [\cos \sigma_e]^{-2} C + \lambda \mathbf{C} + \mathbf{K}| = 0 \tag{8.51}
\]

with

\[
\mathbf{C} = m^{-1} k^{-1} [\cos \sigma_e]^{-2} (g + L - D) \tag{8.52}
\]
\[
\mathbf{K} = (L + m^{-1} (1 - m) D) \tag{8.53}
\]
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Notice that matrix $\bar{K}$ is symmetric and matrix $\bar{C}$ diagonalisable according to Lemma 4, with $P^{-1}\bar{C}P = \Lambda$, with $P$ unitary and $\Lambda$ diagonal, having the same index of inertia as matrix $\bar{C}$. Equation (8.51) becomes

$$|\lambda^2 m^{-1} k^{-1} [\cos \sigma_e]^{-2} C + \lambda P^{-1} \Lambda P + \bar{K}| = 0 \quad (8.54)$$

or equivalently

$$|\lambda^2 P m^{-1} k^{-1} [\cos \sigma_e]^{-2} C P^{-1} + \lambda \Lambda + P \bar{K} P^{-1}| = 0 \quad (8.55)$$

which is a quadratic eigenvalue problem (QEP) with $\Lambda$ diagonal having the same index of inertia as matrix $\bar{C}$, and the similarity transformation $P m^{-1} k^{-1} [\cos \sigma_e]^{-2} C P^{-1}$ and $P \bar{K} P^{-1}$ symmetrical since $P$ is unitary ($P^{-1} = P^T$), and isospectral with $m^{-1} k^{-1} [\cos \sigma_e]^{-2} C$ and $\bar{K}$, respectively. According to the QEP theory presented in Lemma 5, if the matrix coefficients are positive-definite, then the eigenvalues are negative, i.e. $\lambda < 0$, thus the Jacobian is Hurwitz. Matrix $m^{-1} k^{-1} [\cos \sigma_e]^{-2} C$ is already positive definite, hence the two remaining conditions are:

1. $\Lambda \succ 0$, or equivalently $\bar{C}$ has positive eigenvalues. Since matrix $\bar{C}$ is represented by a product of two symmetric matrices, one of them being positive-definite, i.e. $m^{-1} k^{-1} [\cos \sigma_e]^{-2} \succ 0$, according to Sylvester’s law of inertia, one can investigate the sign of the remaining symmetric matrix,

$$g + L - D \succ 0. \quad (8.56)$$

In the worst case scenario, by employing Lemma 1, the above condition becomes in scalar form

$$g_j + 0 - P_j \frac{V_{je}^2}{V_{je}} > 0 \quad (8.57)$$

which holds true provided that (8.45) is satisfied.

2. $\bar{K} \succ 0$ that, in the worst case scenario according to Lemma 1, in scalar form becomes

$$0 + \frac{1}{m_j} (1 - m_j) \frac{P_j \frac{V_{je}^2}{V_{je}^2}}{V_{je}^2} > 0 \quad (8.58)$$

which is true given the appropriate selection of the droop coefficient as specified in (8.34).

This completes the proof. □
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8.2.4 Simulation results

A DC microgrid portrayed in Figure 8.6, with the parameters specified in Table 8.2, is considered for simulation testing, consisting of 7 DER units integrated via buck converters, each of them connected to a local CPL. The main objective of the proposed controller is to regulate each node voltage close to $V^* = 100\,\text{V}$ based on the droop controller concept, while guaranteeing an overvoltage protection.

The system dynamic response is presented in Figure 8.7. During the first 0.02 s the converters operate in conventional droop control mode, as the constant correction term $x^{\text{set}} = [0\,0\,0\,0\,0\,0\,0]$. Prior to the first load change at 0.01 s, the load power demand is $P = [5\,2\,1\,0.5\,3\,0.2\,3] \times 10^2\,\text{W}$. The output voltages drop just below the rated value of 100 V (Figure 8.7b), as expected by the droop control feature, and the output currents are all positive, thus they all feed their local loads, as it can be observed in Figure 8.7a.

At $t = 0.01\,\text{s}$, the load power demand increases to $P = [8\,5\,3\,1.5\,4\,1\,5] \times 10^2\,\text{W}$. From Figure 8.7b, it can be noticed that the output voltages drop even lower than before, while the output currents increase to satisfy the new power demand as reported in Figure 8.7a.

While maintaining the power demand constant, at $t = 0.02\,\text{s}$, the correction term becomes $x^{\text{set}} = [2.94\,0.2.1\,0.2.52\,0.7\,0]$, representing possible input signals from a supervisory controller. One can see in Figure 8.7 that several voltages increase above the rated 100 V, while current $i_4$ becomes negative. That means that the other six converters are feeding not only the load $P_4$, but also converter 4.

To test the overvoltage protection, at $t = 0.03\,\text{s}$ the correction term becomes $x^{\text{set}} = [10.08\,2.1\,7.56\,2.52\,9.45\,2.8\,1.4]$. The output voltages $V_3$, $V_5$, $V_6$ are successfully
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Figure 8.7: Simulation results of the DC microgrid equipped with the proposed controller

limited to $V_{\text{max}} = 105 V$ (Figure 8.7b), verifying the developed theory, while the output currents $i_2$, $i_4$, $i_6$ become negative. That is converters 2, 4, 6 and their local loads, $P_2$, $P_4$, $P_6$, are fed by the other four converters.

Table 8.2: System and control parameters of a meshed DC microgrid consisting of seven DC/DC buck converters each unit feeding a local CPL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C [\mu F]$</td>
<td>[250 50 200 75 100 350 150]</td>
</tr>
<tr>
<td>$m$</td>
<td>[0.42 0.42 0.21 0.21 0.21 0.14 0.14]</td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>$105 \times 2 \times 10^2$</td>
</tr>
<tr>
<td>$g$</td>
<td>$2 \times 10^2$</td>
</tr>
<tr>
<td>$k$</td>
<td>$2 \times 10^7$</td>
</tr>
<tr>
<td>$[R_{12} R_{23} R_{24} R_{34} R_{45} R_{56} R_{57}] [\Omega]$</td>
<td>$[1 1.5 2 1.25 0.5 0.75 1.75]$</td>
</tr>
</tbody>
</table>
8.3 Conclusions

In Section 8.1, a novel droop control method with overvoltage protection has been proposed. Employing nonlinear systems theory, an ultimate bound for the output voltage of each converter unit is mathematically demonstrated. Following the proposed control strategy, closed-loop asymptotic stability is also ensured pending an appropriate choice of the control parameters. Simulations have been carried out for a DC microgrid consisting of five parallel-operated DC/DC buck converters feeding a CPL, displaying a normal operation with tight voltage regulation and accurate load power distribution, and maintaining an upper voltage limit at all times, even during transient periods.

In Section 8.2, an enhanced droop controller with voltage limitation has been introduced for meshed DC microgrids consisting of multiple DER units and CPLs. Utilising nonlinear systems theory, an ultimate bound for the output voltage of each converter unit was rigorously proven. Closed-loop stability was rigorously guaranteed given some straightforward conditions are met. The theoretical findings and the effectiveness of the proposed approach were verified through simulation testing. The end goal of this approach was to present for the first time this novel primary droop control structure.
Chapter 9

Conclusions

A brief summary is assembled in this chapter, which puts a spotlight on the main development goals achieved in this thesis. It discusses a series of remarks and includes potential limitations and considered assumptions in this work. Additionally, it stresses the opportunity of extending the current work by providing future potential steps to improve and add into the existing contributions presented in the thesis.

9.1 Summary

To sum up, the main parts in this thesis are the following.

A novel idea to compute the admittance matrix is proposed in Chapter 4. Isolating singular matrices and suitably factorising the admittance matrix leads to a simpler path towards acquiring sufficient stability conditions. The end result has been utilised further in the stability analysis presented in Chapters 5, 6 and 7.

A current-limiting droop controller to ensure power sharing is developed in Chapter 5 for a DC microgrid consisting of unidirectional boost converters supplying a nonlinear Z, I or P load. Moreover, the controller also implements an inherent current limitation for each converter unit. Closed-loop stability of the overall DC microgrid and control system is analytically proven, and simulation and experimental results are presented to support the developed strategy by comparison to the conventional droop control.

The DC microgrid, in Chapter 6, incorporates bidirectional DC/DC boost converters and three-phase AC/DC rectifiers feeding a CPL connected at the main bus. The concept of incorporating a constant virtual resistance and a bounded dynamic virtual voltage ensures that the input currents of every converter unit will never violate the imposed maximum, regardless of the system parameters and without requiring any limiters or saturators. In doing so, the integrator wind-up and instability issues,
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that occur with traditional current-limiting designs, are avoided. Simulation testing scenarios are included with load power variations and charging/discharging battery cycles. In addition, a parallel configuration microgrid with an electronic load is tested experimentally.

In Chapter 7, by making use of the recently proposed state-limiting PI, a hierarchical control scheme is deployed to achieve accurate power sharing, voltage regulation, input current limitation and overcome the CPL instability problem. Applying the singular perturbation theory and two time-scale analysis, closed-loop system stability is guaranteed for the overall system incorporating the physical system and the multi-level control dynamics. Both simulation and experimental results are included to validate the presented strategy and analysis.

An enhanced droop control methodology with an overvoltage protection has been introduced in Chapter 8, for parallel and meshed configuration DC microgrids consisting multiple DER units and CPLs. By effectively employing nonlinear systems theory, an ultimate bound for the voltage of each source is mathematically demonstrated. Asymptotic stability was diligently investigated and ensured pending straightforward sufficient conditions. Simulation testing is carried out to verify the proposed approaches.

9.1.1 Discussions

One might notice that throughout this thesis the power lines/cables within the DC microgrids have been considered, for simplicity, as purely resistive in the stability theory part. That is because the aim was to prove the stability of the overall system, and as shown in [67], the line inductance would not have any effect on the system stability.

In Chapter 5, the input voltage of each converter is assumed constant and used in the control design, which might be an issue if the voltage would vary. But, a constant voltage might not be realistic in a DC microgrid application where the sources might be represented by a PV or a Li-ion battery. This shortcoming has been addressed later on, in Chapter 6, where the controller no longer uses the constant input voltage, but a virtual dynamic voltage appropriately defined in the control design phase.

Although, in this work, the network topologies revolved around parallel and meshed configuration, it can be agreed that any topology could reduce to one of the two, by using the Kron-reduced network approach [264].
9.2. Future work

9.1.2 Assumptions and limitations

This research work has taken into account a series of assumptions, which at first might seem potentially restrictive. In fact, they are sensible premises that allow a clear theoretical analysis pursuit. The aim is to exclude any side discussions, which is why they are necessary and represent a good starting point, for instance:

- The inequalities introduced in Assumptions 1 and 6 are needed to ensure the existence of a high load voltage solution. If the power is high, the inequalities could be easily satisfied by just increasing the rated voltage in the DC microgrid. Similar assumptions have been taken into consideration in [22];

- Assumption 2, stating that the input voltage is less or equal to the output voltage, is guaranteed through the boost converter design;

- Following a straightforward mathematical proof, one can ensure based on the previously mentioned assumptions, that the inequalities found in Assumptions 3 and 7 are always satisfied;

- Since the proof of existence of a unique equilibrium point for a microgrid under primary (and secondary) control is a non-trivial problem (see [24, 132]), one is required to include Assumptions 4, 8, and 10;

- Inequalities introduced in Assumptions 5 and 9 depend on control parameters, thus, they can be guaranteed by incorporating a suitable selection of control parameters in the control design part that leads to inequalities being satisfied at all times.

But turning the focus beyond the big picture, found within these assumptions, there are particular cases that one could choose to dive into, such as investigating both high and low voltage solutions of the common bus. However, that was not the purpose of this thesis, but it could be a potential future step, one of many as explained in more detail below.

9.2 Future work

The work carried out in this thesis could be further extended and the possibilities and research directions are numerous. Here are a few examples:
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☐ In this work, one uses DC microgrids that have converters mostly in a parallel or meshed configuration, but other topologies might be interesting to study as well, for instance converters in a cascaded topology;

☐ The voltage regulation and power sharing results could be improved in Chapters 5 and 6 by incorporating a secondary control, similar or different to the one presented in Chapter 7;

☐ The transient performance of the proposed controllers in Chapters 5 and 6 can be refined to reduce oscillations, and incorporate the method within a hierarchical control scheme;

☐ One could investigate the effects onto the microgrid performance when time-delays in the measurement or the control implementation occur, under different combination of a series-parallel network;

☐ Similarly, in presence of a communication network, as the one introduced in Chapter 7, the consequences of time-delays onto system stability would be an interesting phenomenon to study;

☐ Not so different to overvoltages in Chapter 8, undervoltages cause unwanted effects as well, and although not presented in this thesis, an undervoltage protection can be guaranteed using a modified version of the proposed controller in Chapter 8;

☐ In Chapter 8, Section 8.2, an optimisation algorithm could be implemented further for the secondary control state $x^{set}$ computing the optimal flow to reduce power losses between nodes in the meshed network. In doing so, $x^{set}$ will not be a constant anymore.
Appendix A

Schematic of the Texas Instruments DC/DC boost converter

Two identical TI DC/DC boost converters (TI DCDC-Boost-2phs-HV) in parallel, interfacing different DC sources, have been utilised in the experimental testing in both Sections 5.2 and 6.2 feeding an ETPS ELP-3362F electronic load operating in constant power mode. The electrical schematic of the boost converter is displayed on the next page (Figure A.1), and it also incorporates an interleaved circuit which was not used in this work.

This converter model was already equipped with input and output voltage sensors, as well as input current sensors. However, since both controllers in Sections 5.2 and 6.2 require the value of the load voltage $V_o$, an additional voltage divider and extra wiring have been put into place to have access to the measurement of the common bus voltage (i.e. $V_{b-out}$).
Figure A.1: Electrical schematic of the TI DCDC-Boost-2phs-HV converter [1]
Appendix B

Schematic of the Texas Instruments 3-phase inverters

In this case, three identical TI three-phase inverters (TI BOOSTXL-3PhGaNInv) in parallel, feeding an ETPS ELP-3326F electronic load operating in constant power mode, have been considered. However, only the lower switch of the first leg was used to simulate the operation of a DC/DC boost converter, with only one phase of the three-phase inverter being live. All the other switches are left open. The electrical diagram of the testbed is presented in Figure B.1.

Additional voltage sensors have been put into place to measure the output voltages needed by the primary control layer. And for the secondary control layer, to ensure the information exchange within the units, cables between analog input/output ports have been employed to send and receive real-time power data used in the power sharing. Also, since the secondary controller needs the load voltage measurement as well, an extra voltage sensor was introduced to sample the load voltage and send it to the secondary controller corresponding to converter 1.
Figure B.1: Experimental setup diagram including the 3 TI BOOSTXL-3PhGaNInv converters [2]
Bibliography


161


Bibliography


Bibliography


Bibliography


Bibliography


