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Abstract
Systematic measurements were performed on sputtered polycrystalline mul-

tilayer thin �lms containing CoFe (5 nm)/IrMn (10 nm). A number of phenom-
ena were described and explained for the �rst time. The York Model of Exchange
Bias was used to interpret the e�ect of the interface between the ferromagnetic
(F)/antiferromagnetic (AF) layers.

An ultra-thin interfacial layer of Mn with a thickness between 0 and 0.6 nm

was added between the F and AF layers to alter the interfacial composition. The
�lms were analysed by X-ray di�raction (XRD) and transmission electron micro-
scope (TEM) imaging. Their magnetic behaviour was measured using temperature-
controlled vibrating sample magnetometry (VSM).

A marked irreversibility in the loop shift Hex after setting was observed to-
gether with large increases in the coercivity Hc (×4) and athermal training ∆Hc1.
These latter e�ects are attributed to spin cluster freezing which also increased Hex

by up to 50 %. The cluster freezing was observed to occur over a wide range of
temperatures (> 200K) and to below 5 K. This is consistent with di�usion of Mn
at the F/AF interface which varied with the thickness of the Mn interfacial layer.

An asymmetry of the saturation magnetisation ∆ms between the set and re-
versed directions was measured in detail. This was found to be consistent with
the F alignment of a single Mn atomic layer at the surface of the IrMn. ∆ms was
observed to exhibit a peak at < 10K. At present this observation is unexplained.
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1. Introduction

When the phenomenon of exchange bias was discovered in 1956 it was consid-
ered a curiosity [1, 2]. This lack of applications was also expected to apply to anti-
ferromagnetism as a whole, which is the material property from which exchange
bias, in part, arises [3]. The potential technological applications of exchange bias
were recognised in the 1990s [4]. The phenomenon became the subject of intense
research and, in the typical fashion of the computer hardware industry, rose from
obscurity to ubiquity in less than ten years [5].

Exchange bias is the phenomenon that made the high-capacity hard disk drive
(HDD) possible and with it storage densities above 1 Tbit/inch2 [6]. In order to
operate these high-capacity storage disks at a useful speed a high-speed magnetic
sensor is required. These sensors make use of giant magnetoresistance (GMR) or
tunneling magnetoresistance (TMR), both of which a�ect the electrical resistance
of a multilayered magnetic �lm based on the relative magnetic order of the con-
stituent layers. In each case the resistance of the �lm is lowest when the layers
have parallel magnetic order and decreases as the alignment diverges.

Exchange bias shifts the magnetic hysteresis loop away from the symmetrical
condition [1, 2]. In e�ect, exchange bias can �x the magnetisation of a magnetic
layer. By containing one free and one �xed layer, a GMR or TMR device can output
a voltage that varies with the orientation of the free layer, operating as high-speed
and high-sensitivity magnetic sensors [6]. These components make up the read
head of the HDD, reading the data stored on the disk.

In the future, exchange bias could be fundamental in emerging areas of com-
puter hardware technology [5]. The emerging area of spintronics promises high-
speed and low-power computing in the near future by storing and transmitting in-

1
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formation as spins, without the use of conventional currents [7]. The storage den-
sity of HDD has been increased by heat-assisted magnetic recording (HAMR) [8].
HAMR allows the same data stability to be achieved with smaller magnetised re-
gions by raising the required writing temperature of the ferromagnetic layer well
above room temperature. In the future, HAMR based on exchange bias could allow
data to be written into in antiferromagnetic layer, making the disk immune to stray
magnetic �elds and further increasing storage density [9]. On the other hand the
HDD could be replaced by magnetoresistaive random-access memory (MRAM).
The read times, write times, storage stability and power requirements of MRAM
rivals or improves on current technology while containing no moving parts [10].
This means MRAM has the potential to perform as a universal memory, simulta-
neously superseding the HDD, capacitor-based dynamic random-access memory
(DRAM) and transistor-based �ash memory. The core operation of MRAM is the
storage of data in an array of TMR junctions where the data is stored in the free
layer and read by comparison to the layer �xed by exchange bias.

The design of the GMR and TMR read head prompted a focus on exchange
bias in research. This improved our understanding of exchange bias which lead
to further manufacturing improvements and more widespread use of exchange
bias technologies. However, despite this research interest and commercial success
the physical understanding of exchange bias has not developed at the same rate.
There is currently no complete theory of exchange bias and its related e�ects.
Various models of exchange bias have been proposed and risen to prominence.
While some of these models are mutually compatible, no model or synthesis of
models have achieved a signi�cant consensus. This lack of consensus is heightened
by the disparate systems in which exchange bias occurs and the many di�erent
exchange bias e�ects which have been described. These systems vary by geometry,
crystallinity and material. As such it is controversial to state that any exchange
bias e�ect occurs in all systems generally, other than the most basic observations.

This study is concerned only with exchange bias in polycrystalline thin �lms
and will not discuss exchange bias as it appears in epitaxial thin �lms or core-shell
nanoparticles. This is because polycrystalline thin �lms are the preferred system in
HDDs since they are easier to produce than single-crystal �lms. Exchange bias is
critically dependent on the interface between a ferromagnetic (F) and an antiferro-
magnetic (AF) material. Due to the di�erence conditions of the interface, exchange
bias and exchange bias e�ects will not be the same for single-crystal �lms or core-
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shell nanoparticles. This is why the application of a single model to all systems
has not succeeded. Furthermore, this study will only discuss CoFe/IrMn systems.
IrMn is the dominant antiferromagnetic material used in HDDs and commonly
paired with ferromagnetic CoFe. The behaviour of di�erent F and AF materials
are diverse and a full discussion would be outside the scope of this work.

When focus is narrowed to polycrystalline thin �lms The most complete model
to date is the York Model of Exchange Bias which was formalised in 2010, more
than a decade after the �rst GMR HDD read heads were produced [11]. The York
Model of Exchange Bias successfully predicted the dependence of exchange bias on
the antiferromagnetic layer thickness and grain diameter. It was also corroborated
by the temperature dependence of the logarithmic rate of setting. For this reason
Seagate Technology and Western Digital have both publicly acknowledged that
the York Model of Exchange Bias is used in the design and production of their
HDD read heads.

However, the York Model of Exchange Bias is not complete. In particular, the
behaviour of interfacial spins and their role in exchange bias has been unclear and
controversial [12]. The York Model of Exchange Bias has one �oating parameter,
the interfacial sti�ness parameter C∗ which has been treated as a constant.

This work aims to observe and describe the behaviour of interfacial spins in an
exchange bias system. This will be done in two important temperature regimes.
The exact temperature ranges these represent vary between systems. However, the
important distinction is that in the high-temperature regime the bulk of the anti-
ferromagnetic layer has su�cient energy to reorder while in the low-temperature
regime it does not. In the �rst case this allows the e�ect of the interface on the
antiferromagnetic bulk to be observed. In the second case the bulk is constant and
therefore the interface can be observed in isolation. These observations will be
made using conventional magnetometers. However, the experimental procedures
require and allow the control of the �lm’s magnetic order using methods from and
derived from the York Model of Exchange Bias [11]. By considering these phenom-
ena in the context of earlier measurements a hypothetical interfacial spin structure
will be proposed.

To establish the framework for this discussion, the relevant physics of magnetic
thin �lms is established in chapter 2. While this chapter will discuss many aspects
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of fundamental physics that are generally applicable, the context will be limited
to polycrystalline thin �lms. Where this chapter goes into speci�cs will include a
description of the structure of IrMn and the fundamentals of exchange coupling
across interfaces.

Since there is no universally accepted model of exchange bias and because of
the wide variety of exchange bias systems that have been studied there is potential
for misunderstanding when exchange bias phenomena are discussed. Terms are
not always consistently applied between di�erent models and not all exchange bias
phenomena exist in all systems. For clarity, the features of polycrystalline, thin-
�lm exchange bias are discussed in chapter 3. This chapter will also serve as an
introduction to exchange bias and the current state of knowledge on the subject.

This work is designed to build on and complement the York Model of Exchange
Bias. For this reason the York Model of Exchange Bias is discussed in detail in
chapter 4. This will include a discussion of the model’s strengths and limitations
and a description of the experimental procedures it requires. Of course, the York
Model of Exchange Bias builds on and was in�uenced by earlier models. While
it is not possible to explore the wide range of exchange bias models, this chapter
will highlight a number of models which were proposed before the York Model of
Exchange Bias and achieved some degree of orthodoxy.

This work is experimental in nature and therefore makes use of specialist equip-
ment and techniques. In chapter 5 the production of polycrystalline thin �lms by
plasma sputtering and structural analysis using X-ray di�ractometer (XRD) and
transmission electron microscope (TEM) is described. This is followed by a discus-
sion of the equipment used to make magnetic measurements of the �lms. However,
the magnetic treatment that occurs before and during the measurements vary sig-
ni�cantly based on the measurement being performed. In all cases they require an
application of the techniques described in section 4.2. For clarity, magnetic treat-
ment before and during the measurements will be discussed alongside the results.

Observations and results will be described in two chapters, divided according
the temperature regime of the phenomena being investigated. The division be-
tween high and low temperature paradigms will vary for di�erent systems. The
systems discussed in this study are all CoFe/IrMn thin �lms with a temperature of
non-activation (TNA) of 300 K. The physical origin of TNA and its importance in ex-
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change bias measurements will be discussed in section 4.2. Phenomena occurring
above this temperature will be discussed in chapter 6 and must consider both the
antiferromagnetic bulk and the interface. On the other hand, below TNA changes
to the antiferromagnetic bulk are not possible, so the behaviour of the interface is
isolated. These observations will be described in chapter 7. As observations are
described, their consequences for a model of interfacial spins will be discussed.

A summary of this work appears in chapter 8. This includes a summary of
observations and a hypothesis for the arrangement and role of interfacial spins in
polycrystalline exchange bias systems. Finally, an outline of future work will be
given.

1.1 Note on Units and Errors

No unit system dominates in the �eld of spintronics and in exchange bias re-
search. There has been a general increase in the prevalence of the international
system of units (SI). However, the older gram-centimetre-second unit system (cgs)
is still �rmly entrenched and well used. For this reason both SI and cgs appear in
this work. That said, the majority of this work will be discussed in the cgs system
in keeping with its prominence in the �eld. A full discussion of cgs units can be
found in the standard text by Cullity and Graham [13]. For certain properties it is
established that units which do not �t into either the SI or cgs systems are used.
This is notably the case for information density which is typically stated in units
of bit/inch2. This is kept to a minimum in this work.

Where possible the numerical data in this work is quoted with errors calcu-
lated using standard Gaussian error techniques [14]. Values from the literature
are quoted as they are reported. Thus where the error is not shown the error was
not provided and is not known.



2. Magnetism in Thin Films

The discussion of magnetic phenomena must begin with an introduction to
magnetism in general. However, it is not desirable or practical to comment on
every part of the �eld. This chapter with cover only the aspects of magnetism
which a�ect metallic polycrystalline ferromagnetic (F) and antiferromagnetic (AF)
thin �lms where both the �lm thickness and lateral grain diameter are of the order
10 nm. Unless otherwise stated the source of information in this chapter is the
standard text by Cullity and Graham [13]. In keeping with practice in the �eld
and as discussed in section 1.1 this chapter will make use of the cgs system. In the
cgs system units and in some cases dimensions of quantities di�er from SI so care
must be taken when converting between them.

2.1 Exchange Interactions

2.1.1 Direct Exchange

The most fundamental consideration of ferromagnetism is the origin of in-
teratomic and intermolecular ordering. For ferromagnetism to occur there must
be an interaction that causes a coherent overall arrangement of atomic magnetic
moments. A calculation of magnetostatic forces due to dipole-dipole interactions
shows that they are orders of magnitude too small to account for ferromagnetism.
Instead this ordering comes from non-classical exchange forces.

The simplest example of exchange forces occurs in the diatomic hydrogen
molecule. For two hydrogen atoms there will be a combination or attractive and re-

6
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pulsive electrostatic forces in accordance with Coulomb’s law due to the positively
charged protons and negatively charged electrons. In addition, there is a proba-
bility that electrons can be exchanged between the two atoms which increases as
the distance between the atoms reduces. As a consequence of the Pauli exclusion
principle the electrons cannot have the same energy and the same four quantum
numbers. Since the �rst three quantum numbers determine the electron’s atomic
shell the fourth, spin, must be di�erent for the two electrons if they are to ex-
change between the hydrogen atoms. Thus the Pauli exclusion principle modi�es
the e�ect of the Coulomb interaction. If the electrons have parallel spins then they
will tend to stay far apart, while if they have opposite spins they can occupy a
single energy shell around both atoms. The exchange force due to this binds the
hydrogen molecule only if the electrons have opposite spins.

The exchange energy Eex is the additional energy of the two atoms due to the
exchange force between them. For two atoms i and j with spin angular momentum
~Siħ and ~S jħ respectively, the exchange energy is given by

Eex =−2Jex~Si ·~S j (2.1)

where Jex is the exchange integral and ħ is the reduced Planck’s constant. If Jex is
positive, Eex is minimised when the spins are parallel and maximised when they
are antiparallel. Conversely, a negative Jex means that Eex is lowest for antiparallel
spins and highest for parallel spins. Thus in principle it can be concluded that in
a ferromagnetic (F) material Jex is positive. In practice the sign of Jex cannot be
computed for a three-dimensional (3-D) lattice the way it can for a pair of hydrogen
atoms.

Jex

+

0

−

ra
r3d

Cr
Mn

Fe
Co

Ni

Figure 2.1: Schematic of the Bethe-
Slater curve showing AF materi-
als with negative values of Jex and
F materials with positive values of
Jex [13].

For the metallic elements Fe, Co and Ni
the ferromagnetically active electrons oc-
cupy the 3d electron shell. The expected
value of Jex is thus a function of the ratio
of the atomic radius ra to the radius of the
3d shell electrons r3d . This is plotted on the
Bethe-Slater curve shown in �g. 2.1. Atoms
in a material with a positive Jex align ferro-
magnetically, while those with a negative
Jex align antiferromagnetically. The value
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of Jex is proportional to the magnetic ordering temperature. For a ferromagnetic
material this temperature is known as the Curie temperature TC, while for an an-
tiferromagnetic material it is called the Néel temperature TN. The thermal energy
at TC and TN is su�cient to overcome the aligning e�ect of the exchange force. TC

and TN are discussed in more detail in section 2.3.3 and section 6.1.3.

2.1.2 Indirect Exchange

Direct exchange can be used to explain the simplest magnetic materials. How-
ever, the exchange interaction is very short range and is often approximated as
a�ecting only nearest-neighbour atoms. In addition, it has many limitations when
applied to more complicated structures such as ordering across non-magnetic or
frustrated barriers. The coupling across a non-magnetic barrier alternates between
parallel and antiparallel as the thickness of the barrier increases [15]. This is shown
in �g. 2.2 for a superlattice of Fe and Cr. Since a larger �eld is required to align
�lms which are antiparallel compared to �lms which are parallel, the saturation
�eld corresponds to the tendency of alternating layers to align antiparallel. This
alternation rate is dependent on the material of the barrier layer [16, 17].

Figure 2.2: At 4.5 K the saturation �eld of an [Fe (2 nm)/Cr (dCr)]N multilayer
oscillates as dCr increases as a consequence of alternating parallel and antiparallel
coupling [15].

Thus a second exchange interaction is used to explain long-distance order-
ing and magnetic ordering across non-magnetic materials. This indirect exchange
force is mediated by the conduction electrons. The theory was initially developed
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by Ruderman, Kittel, Kasuya and Yoshida to explain the F ordering of rare earth
metals in which unpaired, highly localised 4 f electrons are ordered despite lack-
ing the overlapping wave functions required for direct exchange [18–20]. This
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction arises from the polarisation
of conduction electrons by inner shell electrons via the hyper�ne interaction. The
conduction electrons are free to move to other atoms, especially in a metal. The
polarised electrons can then in turn polarise the valence electrons of another atom.
In a F material the indirect interaction has a range limited by the scattering length
of electrons in the material. However, in an AF material there is no net moment
acting on the conduction electrons which results in no polarisation of conduction
electrons. It has been shown that a sheath of AF material around F grains reduces
the RKKY interaction [21]. This results in AF grains being uncoupled. The conse-
quences of this will be discussed in section 4.2.4.

2.1.3 Superexchange

Superexchange is a mechanism for indirect exchange in ionic materials such
as oxides. In materials which exhibit superexchange positively charged transition
metal ions are separated by negatively charged ions, usually of oxygen. The 3d

orbitals of the transition metals overlap the p orbital of the oxygen ion. Due to the
Pauli Exclusion Principle the electrons in the p orbital of the oxygen ion must have
opposite spins. Also due to the Pauli Exclusion Principle the spin of the electron in
the transition metal orbital must be opposite that of the electron in the p orbital of
the oxygen. Thus it must be the case that the transition metal ions have opposite
spins due to overlapping the p orbital of the oxygen ion. In this way the spin
ordering between the metal ions is coordinated without the need for electrons to
be exchanged. Superexchange is a critical e�ect in antiferromagnetic oxides such
as CoO and MnO. This study is concerned only with metallic materials in which
superexchange does not play a role.

2.1.4 Dzyaloshinskii-Moriya Interaction

The Dzyaloshinskii-Moriya interaction (DMI) or asymmetric exchange results
in a canting of AF spins away from antiparallel [22]. This results in a small F
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moment perpendicular to the AF easy axis. The DMI is caused by spin-orbit cou-
pling [23]. To observe the DMI highly ordered systems are required. Since the
systems in this study are chemically disordered and polycrystalline, the e�ect of
the DMI is negligible.

2.1.5 Ferrimagnetism

Ferrimagnetic materials were not distinguished from ferromagnetic materials
until 1948 [24]. Like ferromagnetic materials, ferrimagnetic materials have a net
magnetisation at room temperature, magnetically saturated domains and exhibit
hysteretic magnetisation curves. On the other hand, their magnetic structure re-
sembles that of antiferromagnetic materials. In a ferrimagnetic material there are
ions with opposing magnetic moments. However, unlike in an antiferromagnetic
material where these opposing moments are equal and thus cancel, the opposing
moments in a ferrimagnetic material are not equal. Thus they do not cancel and
the material has an overall magnetisation. The moments are not equal because a
ferrimagnetic material is composed of two populations of elements or ions with
di�erent magnetic moments, such as Fe2+ and Fe3+ which both occur in magnetite.
In addition, these populations are arranged in the lattice in a way that ensures
that there is ferromagnetic-like, parallel alignment for ions of the same type but
an antiferromagnetic-like, antiparallel alignment between the two types. In some
ways ferrimagnetism can be considered a sort of ferromagnetism or as an incom-
plete form of antiferromagnetism. A full description of ferrimagnetism is not rel-
evant to this work as no ferrimagnetic materials were studied.

2.2 Anisotropy

2.2.1 Magnetocrystalline Anisotropy

A material that is magnetically isotropic has magnetic properties that are the
same when measured in all directions. Magnetic anisotropy is more common,
meaning there are particular axes along which a material is easier to or harder
to magnetise. Magnetocrystalline anisotropy is the anisotropy that arises from
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the crystal structure of a material. In a F material it occurs only below the Curie
temperature TC. The body-centred cubic (bcc) unit cell of Fe is shown in �g. 2.3(a),
labelled with three crystal directions. These directions are each representative of a
family of directions related to each other by the symmetry of the lattice. The mag-
netisation curves measured along di�erent crystal axes of Fe are shown schemati-
cally in �g. 2.3(b). The 〈100〉 direction is the magnetic easy axis because it saturates
in the lowest �eld.

〈1 1 1〉

〈1 0 0〉

〈1 1 0〉

(a)
〈1 1

1〉

〈1 1 0
〉
〈1 0 0〉~M

~H

(b)

Figure 2.3: Three families of crystal directions labelled in (a) a bcc Fe unit cell with
(b) schematics of corresponding magnetisation curves measured in those crystal
directions [13].

Direct exchange was discussed in section 2.1.1. It depends on the relative align-
ments of spins with no consideration of a crystal lattice. Spin-spin coupling is a
function of distance and is independent of crystallographic orientation. Direct
exchange therefore does not contribute to the magnetocrystalline anisotropy en-
ergy. On the contrary, the atomic orbitals are strongly con�ned by the crystal
lattice. However, it is possible to saturate a material in its hard direction. Thus the
coupling between the lattice and the orbitals cannot be the origin of anisotropy as
this coupling is too strong to overcome.

At the same time, there is a coupling between the spins and the orbitals. An
external �eld that reorients the spin of an electron will also exert a moment on
the orbitals to reorient them. Because of the strong lattice-orbit coupling the or-
bitals will not be reoriented and so will tend to hold the spin-orbit alignment. In
other words, the energy required to reorient the spins is the energy required to
overcome the coupling between the spins and the orbital. The origin of the mag-
netocrystalline anisotropy energy is therefore spin-orbit (L-S) coupling.
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Magnetocrystalline anisotropy can therefore be regarded as a force which tends
to hold the magnetisation in certain equivalent crystallographic directions in a
crystal. The applied �eld therefore does work against this force to bring the mag-
netisation out of the easy direction. This work can be calculated if we assume
the magnetisation ~M of the crystal makes angles with the crystal lattice which
have direction cosines α1, α2 and α3. This energy density is expressed as a series
expansion of the direction cosines such that

K = K0 +K1
(
α2

1α
2
2 +α2

2α
2
3 +α2

3α
2
1

)+K2
(
α2

1α
2
2α

2
3

)+ . . . (2.2)

where K is the crystal anisotropy energy density and K0, K1 and K2 are constants
for a given material at a given temperature with units of erg/cm3. The value of K0

does not vary with the angle of ~M and is usually therefore usually neglected, since
only the di�erence in energy associated with di�erent orientations is of interest.
Terms of the series higher than K2 are too small to be relevant and often K2 itself
is negligible.

When the angle between the magnetisation and the easy axis is small, the
anisotropy acts like a magnetic �eld. This �eld holds the magnetisation parallel
to the easy axis [13]. The torque exerted by this �eld on ~M is equal to the torque
exerted by the magnetocrystalline anisotropy. This model assumes the �eld and
the spins are aligned. For this to be valid there must be no thermal motion and
therefore T = 0. The anisotropy �eld can be expressed as

HK = 2Ku
Ms

(2.3)

where Ku is the anisotropy constant of a uniaxial crystal [13].

As shown in �g. 2.3, Fe saturates at the lowest �eld when magnetised in the
〈100〉 direction. for this reason the 〈100〉 direction is called the easy direction,
whereas the 〈110〉 and 〈111〉 directions are increasingly hard. Di�erent materials
will have di�erent easy and hard axis alignments. In Ni which has a face-centred
cubic (fcc) structure the easy direction is 〈111〉, while the hardest direction is
〈100〉. Face-centred cubic structure is also known as cubic close-packed structure.
The dependence of the easy and hard axes on the crystal structure is not known.
In fact, Fe and Ni form a continuum of solid solutions where the easy direction is
〈111〉 below 25 at.% Fe and changes to 〈100〉 when the Fe concentration is above
that amount. This is despite the fact that there is no change in crystal structure.
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On the other hand non-cubic lattices can have predictable easy axes. For example
the hexagonal close-packed (hcp) structure seen in Co has an easy axis along the
axis of the hexagonal prism and a hard axis across the prism.

For this study the F material used was Co70Fe30. Binary CoFe alloys form a
continuum of solid solutions up to 75 % Co [13]. Alloys up to 65 % Co have higher
Ms than pure Fe [13, 25]. In particular Ms of iron-rich Co30Fe70 is (240±1) emu/g,
the highest room-temperature Ms of any known material [13, 25]. Cobalt-rich
Co70Fe30 was chosen for this study because of its commercial relevance which is
itself due to the material’s relatively high Ms equal to (210±1) emu/g, low Hc,
high TC equal to (1040±10) K, bulk fcc structure and resistance to corrosion [26–
28]. The easy axes of Co70Fe30 are in the 〈100〉 directions and the hard axes are in
the 〈111〉 directions [25].

2.2.2 Anisotropy and Domains

Due to the exchange interaction F materials below TC are magnetically ordered
at the atomic level. However, not all F samples will have an overall magnetic mo-
ment. This is because the sample will be divided into distinct magnetic regions
called domains. Each domain is magnetically ordered. In the absence of an ex-
ternal �eld the magnetisation within a domain is parallel to the easy direction.
However there is no particular order between domains. In the ideal case there is
no overall moment because the individual moments of the domains all cancel. A
ferromagnetic material with two domains each with a magnetisation Ms but with
no net magnetisation is shown in �g. 2.4(a)

The edge of a domain is marked by domain walls, where the magnetisation
rotates from parallel with one domain to parallel with the other. A material can
be saturated in the easy direction using a small �eld because the �eld only needs
to facilitate domain wall motion. When a �eld is applied the domain walls move,
meaning a larger proportion of the material is magnetised parallel to the external
�eld and in an easy direction. This is shown in �g. 2.4(b) where the domain wall is
marked as a dashed line. An external �eld ~H has caused the domain wall to move,
increasing the size of one domain and resulting in a net magnetisation ~M > 0.
When ~H is applied parallel to the easy direction the material becomes saturated
when it contains only a single domain, all others having been eliminated.
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~H

Ms

Ms

~M = 0

(a)

~H

Ms

Ms

~M > 0

(b)
~H

Ms

θ ~M

~M =Ms cos θ ~M

(c)

~H

Ms

~M =Ms

(d)

Figure 2.4: The stages of magnetising a F material in the hard direction where (a)
is the demagnetised state, (b) is a magnetised state caused by domain wall motion
due to the application of an external �eld ~H , (c) is a single-domain state and (d) is
the saturated condition [13]. The domain wall is shown as a dashed line.

However, a larger �eld is required to saturate a magnetic material in a hard di-
rection. This is because the �nal state of saturation requires rotation of the atomic
moments away from the easy direction and into the external �eld direction. In
�g. 2.4(c) the external �eld ~H has produced a single-domain state in the F mate-
rial. The magnetisation of the material is in the easy direction which makes an
angle to the external �eld of θ~M . The magnetisation of the F material measured
parallel to the direction of ~H is given by

~M = Ms cosθ~M (2.4)

by trigonometry. The F material is shown saturated in �g. 2.4(d) where ~M and
~H are parallel. A �eld applied in a hard direction is acting against the crystal
anisotropy and forces the magnetisation out of the easy direction.

The F material discussed in this study is sputtered polycrystalline thin-�lm
CoFe. The domain wall processes in this material are a�ected by the strong ex-
change coupling of the �lm. This exchange coupling means that the reversal pro-
cess in the easy axis direction occurs by domain nucleation followed by rapid do-
main growth resulting in a highly square loop [13]. Typical coercivities for CoFe
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are on the order of 50 to 100 Oe. However, coercivities on the order of 10 Oe are
observed when the grain size is reduced below the exchange length [29].

2.2.3 The Stoner-Wohlfarth Model

The Stoner-Wohlfarth model addresses the variation in magnetic switching
with angle between the easy axis and the applied �eld in a uniaxial particle [30]. To
do this three core assumptions are required. Since the angle is measured between
the easy axis of the particle and the applied �eld, the particle must be uniaxial.
Secondly, the magnetisation of the particle is represented by a single vector which
derives from the sum of the spin moments and which remains parallel at all points
in the magnetisation switching process. This condition is known as coherent rota-
tion. Finally, the model does not consider thermal e�ects so can only be considered
to apply at T = 0.

a�

b�
~H− ~H

~MF

φ ~M

θP

ψF

Figure 2.5: The vector diagram for the Stoner-Wohlfarth model for the magnetisa-
tion curve of a single-domain particle [30].

The vector diagram of the Stoner-Wohlfarth model is shown in �g. 2.5. ~H is the
applied �eld which varies between a value of +~H and −~H without rotating. The
particle is a prolate spheroid of roation and is free to rotate. The angle between
the long axis of the particle and the applied �eld is given by θP. The magnetisation
of the particle ~MF is represented by a single vector and reverses by coherent spin
rotation. The angle between ~MF and the long axis of the particle is given by ψF.
The angle between the particle magnetisation and the applied �eld is given by φ~M ,
which is equal to the sum of θP and ψF. The semi-major axis of the paricle and the
axis of rotation is a®, while the semi-minor axis is b®. Thus the axial ratio of the
particle is given by a®

b® [30]. The semi-major axis of the particle is parallel to the
easy direction. The reason for this is shape anisotropy which will be discussed in
section 2.2.5.
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The Stoner-Wohlfarth model simpli�es magnetic switching by considering par-
ticles which are single-domain. Thus there is no need to consider domain wall
motion. In addition, thermal e�ects are not considered. The model also considers
either a single F particle or a collection of non-interacting F particles. This as-
sumption will not hold when applied to the crystallites of a polycrystalline F �lm
as the crystallites interact via indirect exchange. In contrast, the AF crystallites
can be considered to be non-interacting as will be discussed in section 4.2.

When φ~M > 0, ~M for a single particle will be a non-linear function of ~H [13].
This rotation of ~M is caused by the torque exerted by the applied �eld. However,
when φ~M = 0 the magnetisation and applied �eld will be parallel. Thus there will
be no torque exerted on ~M . The magnitude and direction of ~M will be unchanged
until ~H reaches a su�ciently large negative value to abruptly reverse ~M . This
results in a rectangular hysteresis loop, in contrast to the continuously varying
~M in the φ~M > 0 case. The coercivity of the rectangular hysteresis loop will be
proportional to the anisotropy of the particle. The reversal of a single, uniaxial
particle is shown in �g. 2.6 for di�erent values of φ~M . h is the normalised �eld ~H

HK

and m is the normalised magnetisation ~M
Ms

.

Figure 2.6: Calculated hysteresis loops for a uniaxial particle in the Stoner-
Wohlfarth model at an angle α=φ~M to an applied �eld. h is the normalised �eld
~H

HK
and m is the normalised magnetisation ~M

Ms
[13].
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The energy of a single-domain, uniaxial particle in a �eld ~H is given by the
sum of the anisotropy energy and the magnetostatic energy by

Eu =Vg
(
Ku sin2φ~M + ~H Ms cosφ~M

)
(2.5)

where Vg is the particle volume, Ku is the uniaxial anisotropy and φ~M is the an-
gle between the particle magnetisation ~M and the applied �eld [13]. The energy
barrier to reversal is the di�erence between the maximum and minimum vales of
Eu [13]. Therefore the energy barrier is given by

∆E = KuVg

(
1−

~H Ms
2Ku

)
(2.6)

which can be combined with eq. (2.3) to give

∆E = KuVg

(
1−

~H

HK

)
(2.7)

expressed in terms of the anisotropy �eld HK = 2Ku
Ms

. This energy barrier to reversal
will be discussed in section 4.2 as part of the York Model of Exchange Bias [11].

Figure 2.7: Calculated hysteresis loops for an assembly of non-interacting and ran-
domly oriented uniaxial particles in the Stoner-Wohlfarth model. h is the nor-
malised �eld ~H

HK
and m is the normalised magnetisation ~M

Ms
[13].

The hysteresis loop shown in �g. 2.7 shows the magnetisation and reversal of
an assembly of randomly-oriented particles in the Stoner-Wohlfarth model. The
particles do not interact meaning the external �eld of a particle has no e�ect on
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neighbouring particles. Since the particles are randomly oriented their easy axes
are isotropically oriented in 3-D. In this scenario the hysteresis loop has a rema-
nence of Ms

2 and a coercivity that is 0.479×HK of a single particle with φ~M = 0 [30]

In the uniaxial, aligned case the swtitching �eld is equal to the anisotropy �eld
HK given by

HK = 2Ku
Ms

(2.8)

where Ku is the uniaxial anisotropy and Ms is the saturation magnetisation. How-
ever, if the particles have an isotropic distribution of easy axes the anisotropy �eld
is reduced to

HK = 0.96× Ku
Ms

(2.9)

and the coercivity and squareness are also reduced [30]. It should be noted that
anisotropy in nanoparticles is not generally magnetocrystalline in origin but is
usually due to shape anisotropy. Shape anisotropy will be discussed in section 2.2.5.
However, similar uniaxial magnetocrystalline anisotropy is seen in certain bulk
and �lm materials. For example the easy axis in hexagonal close-packed (hcp) Co
is along the hexagonal prism axis and all the directions in the perpendicular plane
are equally hard.

Since this model only applieds to non-interacting uniaxial particles it cannot be
applied to a polycrystaline F �lm because the crystallites interact via indirect ex-
change. However, as will be discussed in section 4.2 the AF �lm used in this work
is composed of non-interacting, uniaxial particles [11]. Thus a modi�ed form of
the Stoner-Wohlfarth model can be applied to the AF �lm. The e�ective anisotropy
of such a �lm will be dependent on texture. Texture is a preference in the crystal-
lographic orientation of the particles in a polycrystalline material and in thin �lms
is usually controlled by the use of a seed layer.

The Stoner-Wohlfarth model for an assembly of random particles can be con-
sidered analogous to a �lm with 3-D random texture. On the other hand the Stoner-
Wohlfarth model for a single particle with φ~M = 0 can be considered analogous
to a �lm with fully aligned easy axes. These two extremes of texture represent
the highest and lowest e�ective anisotropy values that can be modi�ed only by
changes in texture. Most real �lms will have a texture intermediate between these
extremes and therefore have an intermediate e�ective anisotropy. The method
used to measure the e�ective anisotropy of an AF will be discussed in section 4.2.
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2.2.4 AF Anisotropy

The above discussion is concerned mainly with F materials. However, with
some modi�cation most of the principles apply equally well to antiferromagnetic
(AF) materials. One aspect of magnetocrystalline anisotropy that applies to AF
materials but not to F materials is spin-�opping. The magnetic susceptibility of an
AF material is greater when a �eld is applied perpendicular to the magnetisation
directions of the sublattices. Thus there is a tendency for AF spins to align perpen-
dicular to an applied �eld. Above a threshold value, an applied �eld will re-orient
the AF spins until they are perpendicular to the applied �eld. This is called spin-
�opping and is shown schematically in �g. 2.8(a) and (b). However, this tendency
is resisted by the anisotropy of the material, which acts to maintain the direction
of the AF sublattice magnetisations in the easy direction of the AF. As ~H increases,
there comes a point where the spin-orbit coupling energy is overcome. At this �eld
value the AF spins rotate to being perpendicular to ~H .

~H

(a) (b) (c)

Figure 2.8: The sublattice magnetisa-
tions of a AF material in (a) low �eld,
(b) a �eld su�cient to induce spin-
�opping and (c) a �eld su�cient to
induce metamagnetism [13].

In �g. 2.8(b) the sublattice magnetisa-
tions remain antiparallel since the �eld has
overcome the spin-orbit coupling respon-
sible for anisotropy, but has not overcome
the spin-spin direct exchange responsible
for AF order. This critical �eld is associated
with an abrupt increase in the susceptibil-
ity of the AF at the onset of spin-�opping.
Further increases in ~H cause the spins to
become parallel to ~H , eventually overcom-
ing the AF order. This is shown in �g. 2.8(c). This state where F order is induced
in an AF material only by application of ~H is called metamagnetism. The �eld
required for metamagnetism is large. Typically a �eld of larger than 1 kOe is re-
quired to observe any change in antiferromagnetic spin alignment. For this reason
metamagnetic e�ects can usually be ignored.

The AF alloy used in this study was IrMn. IrMn is widespread in industrial
applications of exchange bias. It replaced an earlier AF material FeMn because of
its higher corrosion resistance. In addition, a system containing IrMn and a 2 nm

thick CoFe layer has achieved exchange bias of 3.7 kOe, larger than any other sys-
tem measured at room temperature [31]. This is possible due to the high e�ective
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anisotropy of IrMn which is (3.3±0.4)×107 erg/cm3 at 295 K [32]. The protocol
used to measure the anisotropy of an AF material will be discussed in section 4.2.4.

E�ective anisotropy is the anisotropy of a polycrystaline sample that is modi-
�ed from the ideal single-crystal anisotropy. Magnetocrystalline anisotropy mea-
surements are typically performed on single crystal samples. Given that magne-
tocrystalline anisotropy is dependent on crystalline orientation, the overall mag-
netocrystalline anisotropy of a sample is dependent on its overall crystallographic
order. For a polycrystalline material a preferred crystallographic orientation is
known as texture. If a sample has 3-D random texture then when observed as a
whole the crystalline axes are distributed isotropically. It is therefore not possible
to measure along any particular axis and instead an e�ective anisotropy will be
measured. If the crystallite size is large then the crystallites will each contain a
multi-domain structure. On the other hand below a certain critical size, the crys-
tallites will contain a single domain.

The previously stated e�ective anisotropy of IrMn is (3.3±0.4)×107 erg/cm3

at 295 K [32]. This is an e�ective value of anisotropy for a thin �lm with out-of-
plane �brous 〈111〉 texture, meaning with a (111) plane parallel to the surface and
the F/AF interface [13]. The easy axis of the IrMn is in the {111} planes [32–36].
Thus in IrMn systems out-of-plane �brous 〈111〉 texture is also known as in-plane
easy-axis texture with the same meaning [11, 37]. For an IrMn �lm with 3-D ran-
dom texture KAF = (5.5±0.5)×106 erg/cm3 at 295 K [11]. This reduction is because
the easy-axes do not lie in the plane of the �lm but are distributed randomly [37].
The method for determining the anisotropy of an AF material by consideration of
exchange bias will be discussed in section 4.2.4 [38]. This high anisotropy is also
re�ected in the value of Néel temperature of IrMn which is TN = 690K [4]. The
e�ect of texture on exchange bias will be discussed in section 3.3.1.

2.2.5 Other Anisotropies

Magnetocrystalline anisotropy is the only anisotropy that is inherent to a ma-
terial. Other anisotropies arise from the condition of a particular sample. The
important factors for consideration of anisotropy are shape and environment.
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The demagnetising �eld ~Hd is present in all magnetised materials. ~Hd acts in
the opposite direction to the magnetisation ~M which causes it. In a bar magnet ~Hd

is strongest near the poles and weakest in the middle of the magnet. If the magnet
is ellipsoidal then it can be uniformly magnetised throughout, and therefore ~Hd is
uniform inside the magnet. The demagnetising �eld of a body is proportional to
the magnetisation that creates it

~Hd =−Nd ~M (2.10)

where Nd is the demagnetising factor which is dependent on the shape of the
body. ~Hd is minimised when the sample is magnetised parallel to its longest axis.
Therefore due to shape anisotropy the long axis is the magnetically easy axis, since
along the short axis a larger applied �eld is required to contract the enhanced
demagnetising �eld.

The magnetostatic energy Ems of a magnetised material is the energy of a mag-
net in its own �eld. It can expressed as

Ems =−1

2
~Hd · ~M (2.11)

where ~Hd and ~M are antiparallel by de�nition. This can be expressed using Nd by
combining eq. (2.10) and eq. (2.11) to give

Ems = 1

2
Nd ~M · ~M (2.12)

which shows that the magnetostatic energy is proportional to the magnetisation
squared. When a �eld is removed from a sample it demagnetises either by the rota-
tion of magnetisation or by the formation of domains. The magnetisation rotation
is caused by anisotropy which rotates the magnetisation into the easy direction.
The demagnetising �eld causes the formation of domains.

Since ~Hd occurs only in magnetised materials it does not occur in AF materials
since they have no free poles. The F material used in this study is sputtered, poly-
crystalline CoFe thin �lms. The grains of CoFe are coupled and therefore there
are no free poles on the surface of the grains. In the absence of free poles shape
anisotropy cannot have a signi�cant e�ect.
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Stress anisotropy results from the displacement of atoms by strain [39, 40]. In
the case of thin �lm heterostructures it can also arise from a di�erence between the
lattice parameters of adjacent layers. This condition is known as lattice mismatch.
The lattice parameters of CoFe and IrMn are

aCoFe = 0.286nm [41]

aIrMn = 0.378nm [42]
(2.13)

and thus aIrMn exceeds aCoFe by 32 %. Stress anisotropy is typically on the order of
104 to 105 erg/cm3 [13, 43]. This is small compared to the AF anisotropy for IrMn
used in this study which is on the order of ∼ 107 erg/cm3 [11]. The e�ects of stress
anisotropy were not considered in this study for that reason.

2.2.6 Exchange Anisotropy

Exchange anisotropy was �rst observed by Meiklejohn and Bean in Co/CoO
core-shell nanoparticles produced by electrodeposition in mercury (Hg) with di-
ameters ∼ 20nm [1, 2]. A shifted, asymmetric hysteresis loop was observed when
the particles were cooled in positive �eld to 77 K. Figure 2.9 shows the ~M-~H loop
of a compact of nanoparticles has been shifted to a negative �eld. In addition, the
particles displayed unusual rotational hysteresis behaviour. Rotational hystere-
sis is the di�erence in magnetic state as a material is rotated in a constant �eld.
In F materials rotational hysteresis loss reduces to zero at high �elds because the
material is saturated. However in the Co/CoO particles the rotational hysteresis
loss remained high up to at least 16 kOe. This is discussed in more detail in sec-
tion 3.1.2. Rotational hysteresis is of historical interest but is not measured in this
work.

Shape and stress anisotropies are uniaxial. For uniaxial anisotropies the mag-
netisation is held in one of two antiparallel directions. For these the anisotropy en-
ergy has the form cos2φF where φF is the angle of the F magnetisation to the easy
axis. Exchange anisotropy is distinct because it is unidirectional. The anisotropy
energy is thus proportional to cosβ~M where β~M is the angle between the magneti-
sation and the direction of the �eld during �eld cooling.
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Figure 2.9: Hysteresis loop of oxide-coated Co particles at 77 K as presented by
Meiklejohn and Bean [1].

The hysteresis loop shift Hex is called the exchange bias or exchange �eld.
Exchange bias has applications in giant magnetoresistance (GMR) and tunneling
magnetoresistance (TMR) devices. In these the change in relative orientation of
two magnetic layers in a thin �lm changes the resistance of the stack [44, 45]. Us-
ing exchange anisotropy the orientation of one magnetic �lm can be maintained
which allows the orientation of the other �lm to be inferred from the changes in re-
sistance. GMR and TMR are the principles that underlie the operation of high speed
and high sensitivity magnetic sensors required for hard disk drives (HDDs) [6].

The original calculation of the magnitude of exchange bias Hex by Meiklejohn
and Bean was given to be

Hex = JK∣∣~M ∣∣dF
(2.14)

where JK is the interfacial coupling constant, ~M is the magnetisation of the F mate-
rial and dF is the thickness of the F layer [2]. This calculation results in a values of
Hex typically two orders of magnitude higher than for any system measured [46].
From this, the AF anisotropy was estimated to be

KAF ' 5×106 erg/cm3 (2.15)

for CoO at 77 K [1, 2]. This model is discussed more fully in section 4.1.1.
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Since exchange anisotropy and exchange bias are central to this study, the ex-
perimental features of exchange bias are discussed in detail in chapter 3. Modern
and historic theories of exchange bias will be discussed and compared in chapter 4.
In section 4.2.4 the method for measuring and calculating the AF anisotropy will
be discussed.

2.2.7 Temperature Dependence of Anisotropy

Below the Curie temperature TC a ferromagnetic material is ordered at the
atomic level. This is known as spontaneous magnetisation. However, a macro-
scopic F sample is not necessarily magnetised since under the in�uence of the de-
magnetising �eld the material can separate into domains which, in the ideal case,
would eliminate all net magnetisation. A ferromagnetic sample can be magnetised
by cooling it in a magnetic �eld to below TC. This is because above TC the spins
are free to rotate to align with the applied �eld. The temperature dependence of
anisotropy of a CoFe thin �lm is given by

KF(T ) = KF(0) ·
(
1− T

TC

) 1
3

(2.16)

where KF is the anisotropy constant of the F material, T is the temperature and TC

is the Curie temperature. The exponent of 1
3 originates from the ordering temper-

ature for the total angular momentum being proportional to the cube of the ionic
moments such that

KF ∝
[
~m (T )

~m (0)

]3

(2.17)

where ~m is the moment of the ions [43]. Once the material is cooled through TC

magnetocrystalline anisotropy dominates. Since the spins were aligned above TC

a spin imbalance results and the sample has a net magnetisation.

Due to intergranular exchange coupling the reversal process in CoFe thin �lms
is by domain nucleation and rapid domain growth. This results in a highly square
hysteresis loop as was discussed in section 2.2.2 [13]. At room temperature the
value of KF for CoFe is on the order of ∼10×105 erg/cm3 [13]. This is much
lower than the room temperature value of KAF for IrMn which is on the order
of ∼10×107 erg/cm3 [11]. For this reason in a CoFe/IrMn thin �lm the anisotropy
of the AF layer will dominate.
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Other than in cases of metamagnetism which occurs only for very high �elds,
an AF material does not align under the in�uence of an external �eld. Thus the
alignment of an AF material is by means of the direct exchange across an interface
with an ordered F material. As will be discussed in section 2.3.1, the magnetisation
of an AF material is made up of the magnetisations of two antiparallel sublat-
tices with moment ~mAF. The temperature dependence was shown by Stiles and
McMichael to be

~mAF (T ) ∝ (T −TN)
1
3 (2.18)

where T is the temperature and TN is the Néel temperature [47]. The exponent
from eq. (2.18) cancels the cubic relationship between anisotropy and sublattice
magnetisation given by

KAF ∝
[
~mAF (T )

~mAF (0)

]3

(2.19)

where KAF is the AF anisotropy constant [48]. Thus the anisotropy of an AF ma-
terial was shown to be

KAF(T ) = KAF(0) ·
(
1− T

TN

)
(2.20)

by Stiles and McMichael where KAF is the AF anisotropy constant, T is the tem-
perature and TN is the Néel temperature [11, 32, 38, 47, 48]. Because of this KAF

reduces as TN is approached and is zero at TN = T . This relationship di�ers from
that for a ferromagnet only in the exponent because in an AF material there are two
sublattices with opposite magnetisation ~mAF. The veracity of eq. (2.20) is shown
by the quality of the �t of the temperature dependence of AF setting as will be
discussed in section 4.2.7 as part of the York Model of Exchange Bias [11, 48].

An AF material cooled to below TN will have antiparallel spin sublattices. How-
ever, if it is coupled to a F material the direct exchange across the interface will
tend to induce a surface magnetisation in the AF layer adjacent to the interface.
This means that once AF order begins to dominate the sublattice structure will tend
to conform to this initial surface magnetisation, so that the AF sublattice closest
to the F layer will be parallel to it and then the sublattices will occupy alternate
layers.

Note that this discussion is concerned with the magnetic properties of a mate-
rial and does not consider the e�ects of temperature on intergranular order. This
ordering will be discussed in chapter 4. Thermal e�ects can dominate when the
crystallite size is reduced below 20 nm [47].
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2.3 Antiferromagnetic Materials

2.3.1 Structure of Antiferromagnetic Materials

When an antiferromagnetic (AF) material is cooled below a particular tempera-
ture the atomic moments have a tendency to align antiparallel to their neighbours.
This critical temperature is called the Néel temperature TN. When heated above
TN an AF material will behave paramagnetically, just as is the case for a F material
heated above TC. The antiparallel alignment of the moments in an AF material
arises from the exchange interaction discussed in section 2.1.1. In an AF material
the exchange integral Jex is negative, unlike in a F material where it is positive.
In one dimension this results in an alternating pattern of spin orientations where
each adjacent atom’s spin is opposite to its two neighbours. This is known as an
atom-by-atom antiferromagnetism. Antiferromagnetic materials containing only
a single atomic species include Cr and Mn, although TN for Mn is 97 K.

A

A
B

B

Figure 2.10: A sheet AF material with sublattices A and B [13].

An atomic lattice is an array of atoms with periodic translation symmetry. An
AF material can be thought of as being composed of two spin sublattices. Each
sublattice is an array of spins with periodic translation symmetry. In addition, each
sublattice occupies half of the lattice sites in the atomic lattice. The spins within a
sublattice are parallel while the spins between sublattices are antiparallel. In three-
dimensional lattices the spin lattices can be aligned to alternating two-dimensional
planes in an arrangement known as sheet antiferromagnetism. This arrangement
is shown schematically in �g. 2.10 where sublattices A and B have opposite spin
orientations but the same translation symmetry.

Many AF materials are metal oxides. However these will not be discussed in
detail because they were not used in this work. Superexchange is important in
AF oxides such as MnO. Superexchange is an exchange mechanism by which the
spin ordering in metal oxides is coordinated by the p orbital of the oxygen ions.
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This was discussed in section 2.1.3. In this study, the AF material used was IrMn.
Superexchange does not play a role in IrMn due to the lack of oxygen ions. In
fact, IrMn is highly resistant to corrosion and oxidation. For this reason oxygen is
unlikely to be present in IrMn above trace amounts.

2.3.2 Structure of IrMn

The AF material used in this study is IrMn due to its commercial relevance.
IrMn is used in GMR and TMR read-heads due to its high anisotropy, high TN and
resistance to corrosion. A �lm of IrMn/CoFe where the thickness of the F layer
was 2 nm as been measured to have Hex = 3.7kOe at room temperature, which is
the highest value of Hex yet recorded [31]. IrMn was the AF material that replaced
FeMn due to the tendency of FeMn to oxidise readily. Although Ir is expensive,
the quantity required is small which prevents the cost from being prohibitive. That
said, there is increasing research interest in AF alloys that do not contain Ir [49, 50].

The degree of exchange bias attainable using IrMn is strongly dependent on
the relative amounts of constituent iridium and manganese ions. This presents a
challenge as the composition of IrMn cannot easily be measured. Typical chemical
analysis techniques require the material to be dissolved into its constituent ions.
However, Ir does not dissolve in any acid, making conventional chemical analysis
impossible [51]. The e�ect of the composition of IrMn on exchange bias will be
discussed in more detail in section 3.3.2.

The e�ect of IrMn composition of Jex was calculated by Tsunoda et al. using
measurments of Hex and the Meiklejohn and Bean model of exchange bias [1, 2, 52].
This model will be discussed in section 4.1.1. It was found that there is a �at peak
in Jex from 22 to 32 at.% Ir above and below which Jex rapidly falls [52]. This Jex

peak is correlated with a measured increase in the integral of the X-ray di�raction
(XRD) peak which corresponds to an increase in the crystallographic order. X-ray
di�raction will be discussed in detail in section 5.2.1. It should be noted that crys-
tallographic order does not necessarily correspond to chemical order. In addition,
this data was obtained for single-crystal samples produced in an ultraclean �lm
deposition system and not necessarily representative of the systems used in tihis
work.
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This calculation based on early models has been superseded by measurements
of KAF based on the York Model of Exchange Bias [11]. The York Model of Ex-
change Bias will be discussed in section 4.2. The e�ect of IrMn composition of KAF

is shown in �g. 2.11 in the range of 13 to 22 at.% for sample grown in a high target
utilisation sputtering (HiTUS) system [53]. This system will be described in sec-
tion 5.1.1. Figure 2.11 shows that KAF decreases as the Ir concentration increases. It
should be noted that an increase in KAF does not directly correspond to an increase
in Hex. The e�ect of IrMn composition on Hex will be discussed in section 3.3.2
while the e�ect of KAF on Hex will be discussed in section 4.2.4 as part of the York
Model of Exchange Bias. The observation that KAF increases as the order of IrMn
decreases is not understood and is the subject of ongoing research [54].

Figure 2.11: The composition of IrMn has a strong e�ect on the anisotropy con-
stant [53].

To prepare samples for the measurement of KAF, IrMn was sputtered from a
target with 25 at.% Ir which is equivalent to IrMn3 [53]. The target was a stoi-
chiometric powder-pressed mixture of Ir and Mn metals due to the di�culty in
producing an alloy. The �lm is produced by sputter deposition from the target in
high target utilisation sputtering (HiTUS). HiTUS will be discussed in section 5.1.1.
The composition of the �lm is not necessarily the same as the composition of the
target due to the di�erent melting points of the two materials. Since the melting
point of Ir is expected to be higher than that of Mn the �lms produced are expected
to be iridium-poor compared to the target. Iridium-poor �lms are commonly used
since KAF increases as the Ir content decreases. The sputtering rate across a target
in HiTUS is uniform as discussed in section 5.1.1. By drilling holes in the target,
Mn pegs or Ir shards can be inserted onto the target surface. This changes the
e�ective composition of the target and subsequently the �lm. By this method it is
possible to �ne-tune the composition of the IrMn �lm.
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The increase in Jex corresponds to an increase in crystallographic ordering [52].
The crystallographic ordering parameter used was the integral of the (110) and
(200) peaks measured by grazing incidence X-ray di�ractometer (XRD). This cor-
responds to the L12 structure of IrMn which is chemically and magnetically or-
dered [52]. Neutron di�raction studies of bulk crystal and 200 nm thick �lm sam-
ples of ordered fcc IrMn have been performed [42, 55]. These show the Mn spin
moments lying in a {111} plane and containing three sublattices pointing in the
〈112〉 directions, which are separated by 120°. In �g. 2.12(a) the unit cell is shown
with this arrangement known as a triangular spin structure [55]. The solid circles
represent Ir lattice sites and the open circles represent Mn lattice sites. Note that
the unit cell contains three Mn ions and one Ir ion and are chemically ordered such
that Mn ion occur only on Mn lattice sites. The dashed lines lie on a {111} plane
and connect the Mn ions on that plane. The three spin sublattices separated by
120° are shown in a section of one of the {111} planes in �g. 2.12(b) [55].

(a) (b)

Figure 2.12: The spin structure of IrMn3 in (a) the unit cell and (b) a section of
an {111} plane according to neutron di�raction studies of bulk samples where
the solid circles represent Ir lattice sites and the open circles represent Mn lattice
sites. [55].

These neutron di�raction studies were carried out for annealed IrMn in two
form factors, these being a rectangular thin �lm 10mm×12mm×200nm [42] and
a bulk disk 8 mm in diameter and 2 mm thick [55]. As such these single-crystal
alloys have a lateral extent greater than the grains in this study by a factor of ∼106.
When measuring grain volume the di�erence is even more signi�cant. For the �lm
the crystallite volume is larger by a factor of 1011 while the single-crystal disk has
a volume 1017 times that of the typical grain volume of the samples in this study.
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Due to the di�erence in scale the magnetic order of these single-crystal sys-
tems may not be representative of the magnetic order in a polycrystalline thin �lm.
This is both because of the di�erence in production methods as well as the e�ect
of grain interfaces on the atomic spacing in the crystallites. It should be noted that
the triangular spin structure has never been observed in a monocrystalline thin
�lm with median grain diameter and �lm thickness ∼10 nm such as is used in this
study. Since the atomic spacing will be modi�ed by residual microstress, the ex-
change interaction in the �lm will not be the same, due to the strong dependence of
exchange on atomic separation. In addition, these measurements were carried out
on stoichiometric IrMn3, whereas the IrMn �lms used in this study are expected to
be manganese-rich [53, 56]. Due to the additional Mn ions the chemically ordered
state of IrMn3 is unattainable.

Furthermore, in a thin �lm the maximum value of Hex corresponds to 〈111〉
texture, which is incompatible with the triangular spin structure. This will be
discussed in section 3.3.1. It is also the case that the York Model of Exchange Bias
is the most complete model of exchange bias in polycrystalline thin �lms. The
York Model of Exchange Bias will be discussed in section 4.2. The York Model
of Exchange Bias assumes that the AF grains are uniaxial which is not compatible
with the triangular spin structure. The success of the York Model of Exchange Bias
in describing the behaviour of �lms similar to those used in this study indicates
that the triangular spin structure is not present in these �lms.

2.3.3 Interfacial Exchange Coupling

The coupling of AF materials to F materials across an interface is central to
the production of exchange bias. This coupling is a result of direct and indirect
exchange between the two materials. However, the concept of an interface in
CoFe/IrMn thin �lms is something of a misnomer. Mn, Fe and Co have similar
size and chemistry which allows them to intermix readily. Thus the CoFe/IrMn in-
terface is not a sharp division but contains several other phases including CoMn,
FeMn and CoFeMn each in di�erent proportions, compositions and median depth.
This intermixing will modify the magnetic properties of the �lm [57–59]. The
interfacial layer has been shown to behave independently in the trilayer experi-
ment [60, 61]. The trilayer experiment demonstrates that the interface can reverse
separately to the adjacent layers. This will be discussed in section 3.4.2. Thus it
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is appropriate to discuss an interface region which has both a non-zero thickness
and magnetic behaviour separate to either of the adjacent layers.

The magnetic behaviour of the interface region will be dependent both on the
materials which compose it and the materials which border it. As previously dis-
cussed CoFe is a F material with TC = (1260±10)K, while IrMn is an AF material
with TN = 690K [4, 13]. FeMn is an AF material [62]. On the other hand, at room
temperature CoMn is F up to 25 at.% Mn, AF above 42 at.% Mn and paramagnetic
(P) between those concentrations [63]. These phases will exist in a mixture at the
interface. CoMn has been observed to exhibit exchange bias as a single material
which is due to a mixture of F and AF regions, a condition known as mictomag-
netism [64, 65]. The magnetic phase diagram of CoMn will be discussed in detail
in section 6.2.2 and 7.2.3 [63]. CoFeMn can behave as a F, AF or P material depen-
dent on its composition. In addition, at low temperatures the Co50Fe25Mn25 alloy
exhibits spin-glass behaviour [66].

The interface therefore is a region of great magnetic complexity. However, it is
possible to overlook the precise structure of the interface and its role in Hex. The
models of exchange bias discussed in chapter 4 all take a simpli�ed approach to
the interface. Despite this, the models have had success in explaining aspects of
exchange bias. Thus the role of F/AF coupling can be discussed in general terms
without reference to the complexities of the interface. However, these simpli�ed
models do not describe all Hex behaviour. A full discussion of the behaviour of the
interface will follow in chapter 3. In chapter 6 and chapter 7 the structure of the
interface will be discussed.

Proposed models of exchange bias will be discussed in chapter 4. The earliest
model of exchange bias was proposed by Meiklejohn and Bean [1, 2]. This model
was designed for oxide-coated Co nanoparticles formed by electrodeposition in
Hg. The model and its assumptions will be discussed in section 4.1.1. However,
the core of the model is the coupling across the ferromagnetic/antiferromagnetic
interface. This coupling was taken to be ferromagnetic, meaning that the moments
on either side of the F/AF interface were parallel. However, it is now clear that the
F/AF interface has magnetic behaviour independent of the adjacent layers [11, 37,
67]. In polycrystalline CoFe/IrMn atomic mixing and di�usion will increase the
e�ective size of the interfacial region.
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Figure 2.13 shows hysteresis loops for two thin �lms, one of Cu/CoFe and a
Cu/IrMn/CoFe �lm in three di�erent conditions [37]. The use of Cu as a seed layer
is to control the texture of the other layers which has consequences for exchange
bias which will be discussed in section 3.3.1. The Cu/CoFe �lm has no AF layer and
therefore lacks exchange bias. The hysteresis loop is symmetric and not shifted.
In addition it has a low coercivity. The enhancement of coercivity with exchange
bias will be discussed in section 3.1.3.

Figure 2.13: Example hysteresis loops showing the e�ect of AF anisotropy and the
e�ect of the setting process on Hex [37].

In �g. 2.13 the hysteresis loop is shown for the Cu/IrMn/CoFe �lm in the as-
deposited state [37]. The hysteresis loop is not shifted but its character is dis-
tinct from the Cu/CoFe hysteresis loop. This is a consequence of the enhanced
anisotropy which modi�es the switching mechanism. In the Cu/CoFe �lm the
CoFe crystallites are strongly coupled so the switching process occurs by domain
nucleation and rapid domain growth resulting in a highly square loop [13]. This
was discussed in section 2.2.2. In contrast in the as-deposited Cu/IrMn/CoFe �lm
there are more domain wall pins so the magnetic reversal occurs more gradually
in a loop with lower squareness and a higher saturation �eld [37]. This is a conse-
quence of the high KAF of the IrMn layer.

Figure 2.13 shows two hysteresis loops of the Cu/IrMn/CoFe �lm after ex-
change bias has been induced in the �lm [37]. The method by which exchange
bias is induced in the �lm will be discussed in section 4.2.2 [11, 37]. This shows a
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shifted and asymmetric loop with enhanced coercivity. The loop shift, enhanced
coercivity and asymmetry will be discussed in section 3.1.1, 3.1.3 and 3.2.3 respec-
tively. The di�erence between the two measured loops is the training e�ect which
will be discussed in section 3.2.2. After exchange bias has been induced in the �lm
the CoFe crystallites are again strongly coupled and there are fewer domain wall
pinning sites which results in increasing squareness more similar to the �lm with-
out an AF layer. However, the exact loop shape will be a�ected by the texture of
the IrMn layer as will be discussed in section 3.3.1 [37].

2.3.4 Characterisation of Exchange Bias Hysteresis Loops

~M

0

~H

Hex

2Hc

∆Hc1

Hc2Hc1,i Hc1,ii

Figure 2.14: Schematic of an exchange-biased hysteresis loop with the intercepts
Hc1, i, Hc1, ii and Hc2 and the values measured from them Hex, Hc and∆Hc1 labelled.
The physical meaning of these vales will be discussed in chapter 3.

A schematic representation of an exchange bias hysteresis loop is shown in
�g. 2.14. The di�erence between Hc1, i and Hc1, ii is the athermal training e�ect
and will be discussed in section 3.2.2 [68, 69]. For an exchange bias system Hc1 6=
−Hc2, which would be the case for an isolated F material. The coercivity Hc of an
exchange bias sample is de�ned as half the di�erence of Hc1 and Hc2. Thus

Hc = Hc2 −Hc1
2

(2.21)

in an exchange bias system. The point half-way between Hc1 and Hc2 is the ex-
change �eld or exchange bias Hex. It is calculated from an ~M-~H loop using

Hex =−Hc2 +Hc1
2

(2.22)
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where the minus sign indicates the convention that loops shifted to the left have
positive exchange bias. This was established when exchange bias was �rst ob-
served and indicates that the preferred magnetisation direction is in the positive
�eld direction [1]. Exceptions to this convention are sometimes made when the
exchange bias of a �lm goes through zero. This can occur is a number of dif-
ferent measurements including the blocking temperature measurement protocol
discussed in section 4.2.3 as part of the York Model of Exchange Bias. In a York
Model of Exchange Bias blocking curve measurement the initial state of exchange
bias is taken to be negative until it goes through zero and becomes positive.



3. Features of Exchange Bias

The shift of the hysteresis loop is the de�nitive feature of exchange bias. How-
ever, systems which have exchange bias have a large number of related phenom-
ena. In this chapter these will be de�ned and discussed. However, it is not possible
to describe phenomena in a wide variety of systems. For this reason, the discus-
sion in the chapter will in general be limited to phenomena which occur in metal-
lic, polycrystalline thin �lms including CoFe/IrMn. Models of exchange bias will
be discussed in chapter 4. However, there is no model of exchange bias that can
account for all related phenomena.

3.1 Early Observations

Exchange bias was �rst observed by Meiklejohn and Bean [1, 2]. They noted a
group of fundamental features that de�ne exchange bias. These are the loop shift,
high-�eld rotational hysteresis and the enhancement of coercivity.

3.1.1 Exchange Field

The amount by which a magnetisation loop is shifted is the exchange �eld Hex,
it is shown schematically in �g. 2.14. The exchange �eld quanti�es the exchange
bias phenomenon. The loop shift was �rst observed for a compact of Co/CoO
nanoparticles [1, 2]. The shifted hysteresis loop is shown in �g. 2.9 after cooling
in a positive �eld. The loop shift can be calculated from a hysteresis loop using

Hex =−Hc2 +Hc1
2

(3.1)

35
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where Hc1 and Hc2 are the two points of the loop where ~m = 0. Thus the exchange
�eld is de�ned as the average of the two coercivities. The negative sign represents
the convention that loops shifted in the negative �eld direction and which there-
fore have negative values of Hc1 and Hc2, have a positive exchange �eld. This is
a result of cooling in a positive �eld. Samples cooled in a negative �eld have a
negative exchange �eld and the loop is shifted in the positive �eld direction.

Models of exchange bias relate primarily to explaining the origin of the ex-
change �eld. Historical models of exchange bias will be discussed in chapter 4.
The dependence of Hex on the grain volume will be discussed in section 4.2. The
di�erence between Hc1, i and Hc1, ii is the athermal training e�ect and will be dis-
cussed in section 3.2.2 [68, 69].

3.1.2 Rotational Hysteresis

A torque magnetometer measures the torque on a magnetised sample. This
torque arises due to the interaction of the sample’s magnetic moment and a uni-
form magnetic �eld. The torque curves of a compact of Co/CoO particles are
shown in �g. 3.1 where θ~H is the angle between the exchange bias axis and the
applied �eld [2]. These samples were measured in a �eld of 7.5 kOe. The torque
curves have the form sinθ~H and show a signi�cant rotational hysteresis and uni-
directional anisotropy. Samples of fcc Co nanoparticles of a similar size have been
found to have relatively weak magnetocrystaline anisotropy or shape anisotropy
on the order of 2×106 erg/cm3 [70].

In a F material measured in a �eld su�cient to saturate the sample a torque
curve has no hysteresis. This is because the magnetisation follows the external
�eld. However, in the Co/CoO nanoparticle compact rotational hysteresis per-
sisted up to a maximum measurement �eld 16 kOe, which was twice the value re-
quired to saturate the sample. Rotational hysteresis has since been shown in IrMn
systems [71]. The unidirectional anisotropy of exchange bias systems has been
shown to be brought about by a thermal setting process that will be discussed in
section 4.2 [11]. However, while the exchange bias has unidirectional anisotropy
the anisotropy of the coercivity in CoFe/IrMn systems has been shown to be uni-
axial [72]. Rotational hysteresis is included here for its historical importance but
in this work it was not measured.
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Figure 3.1: Torque curves for exchange-biased Co/CoO nanoparticles for (a) in-
creasing and (b) decreasing θ~H . The existance of hysteresis in the measurement
at high �eld is indicative of exchange bias [2]. Since the sample is a compact of
fcc Co nanoparticles it has relatively weak magnetocrystaline anisotropy or shape
anisotropy [70].

3.1.3 Enhanced Coercivity

In a ferromagnetic (F) material the coercivity Hc is the point in the ~M-~H loop
where ~m = 0 after the material has been saturated. In a sample with no exchange
bias this value is equal in both magnetisation directions and can simply be read
from the hysteresis loop. In an exchange-biased system the loop shift causes the
magnitude of the coercivity in di�erent magnetisation directions to not be equal.
For this reason they are separated into two values called Hc1 and Hc2, where Hc1

denotes the magnetisation going from positive to negative. Since when measuring
from positive saturation the �rst magnetisation reversal occurs in negative �eld
Hc1 < Hc2. The equation

Hc = Hc2 −Hc1
2

(3.2)

is used to calculate Hc for an exchange-biased system. This de�nes Hc as half the
width of the hysteresis loop. For a non-exchange-biased system where Hc1 =−Hc2,
the same value of Hc will be obtained by either method. Hc is shown schematically
in �g. 2.14.

The coercivity of a F material is strongly a�ected by composition, shape, grain
size and measurement time [13]. Exchange bias is also associated with an enhanced
coercivity [4]. For the soft magnetic material CoFe, the value of Hc typically in-
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creases by an order of magnitude in an exchange bias system. The enhanced coer-
civity is seen even in F/AF �lms where Hex = 0 due to thermal activation [37]. The
temperature dependence of Hc has been shown to be distinct from that of Hex [69].
It has also been shown to be more interface-dependent than Hex [73].

3.2 Dynamic E�ects

As is the case for a ferromagnetic sample, the state of exchange bias system is
dependent on the sample’s history. The way in which exchange bias changes is
indicative of hysteretic changes in the AF layer. As in a ferromagnetic material
these e�ects are brought about by the magnetic history of the sample and are
exacerbated with temperature and time.

3.2.1 Thermal Activation

The exchange bias of a F/AF system can change due to the application of
heat [11, 74] Thermal activation of the AF �lm will be discussed in section 4.2.
However, a number of historical treatments of exchange bias systems misattributed
the change in Hex to other causes. The Hex was seen to reduce as a function of time,
�eld cycles or measurement time. In these contexts it was described as a training
e�ect [75–79]. The decay of Hex was compared to both functions of 1/ln t and(
N~H

)−1/2 where t is time and N~H is the number of magnetic cycles [80, 81]. After
careful observation, the so-called training e�ect was shown to be a combination
of two separate e�ects, called thermal or type I training and athermal or type II
training [68, 82, 83]. Discussion of athermal of type II training will follow in sec-
tion 3.2.2.

Thermal training was shown to be strongly dependent on temperature [84].
The designation type I described the way that Hex decreased, which was by way
of the motion of both legs of the hysteresis loop. This e�ect is caused by thermal ac-
tivation and is eliminated when measuring at low temperatures [11]. In the rest of
this work it will simply be called thermal activation. An example of thermal activa-
tion is shown in �g. 3.2 for a sample with composition Si/Ta (2)/Ru (2)/IrMn (10)/
Mn (0.05)/CoFe (5)/Ru (5) (thicknesses in nm). In contrast, athermal or type II
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training is not eliminated by measuring a low temperature [11]. Type II indicates
that only one leg of the hysteresis loop moves, which is Hc1. It will be called the
training e�ect ∆Hc1 in the rest of this work. To eliminate the training e�ect it is
usual to take measurements of Hex and Hc using the second hysteresis loop [11].
Alternatively, the hysteresis loop can be measured starting at negative �eld com-
pared to the setting direction. This e�ectively begins the measurement at negative
saturation, avoiding the �rst magnetic reversal.
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Figure 3.2: Thermal activation changes the value of exchange bias for a CoFe/IrMn
�lm set for 5400 s at 500 K in (a) ~Hset = 20kOe and (b) ~Hset = −20kOe. The ex-
change bias is the average of the x-intercepts Hc1 and Hc2.

Thermal activation is a signi�cant part of models of exchange bias. For this
reason it will be discussed in full in chapter 4. However, here blocking temper-
ature will be de�ned. In conventional magnetism for ferromagnetic particles of
a constant size there is a critical temperature below which the magnetisation is
stable. This temperature is called the blocking temperature and is distinct from
TC since a magnetic particle can be reversed by thermal action without becom-
ing paramagnetic as it would be above TC. This reversal occurs over a volume-
dependent energy barrier. The de�nition of stable speci�cally refers to a particle
with a relaxation time longer than the measurement time. An unstable particle
has a relaxation time shorter than the measurement time and will therefore be
thermally reordered during the measurement process. Stable particles will display
ferromagnetic behaviour while unstable grains will display superparamagnetic be-
haviour. If the particle volumes are distributed then the energy barriers to reversal
will be distributed and as a consequence there will be a distribution of blocking
temperatures.
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In exchange bias systems the bocking temperature is de�ned di�erently to the
ferromagnetic case [11]. The blocking temperature TB of an exchange bias mate-
rial is the temperature at which Hex = 0. However, there are two procedures for
measuring TB which result in di�erent values that are both called the blocking
temperature. TB for a sample was conventionally measured by measuring hys-
teresis loops at elevated temperatures until Hex was reduced to zero. This value of
TB corresponds to a temperature where all the grains are unstable. It is therefore
equal to the temperature at which the largest grain becomes unstable [11]. In this
work it will be denoted with T MAX

B .

However, the York Protocol method of measuring TB will be discussed in sec-
tion 4.2.3. It involves taking measurements at the temperature of non-activation
TNA, a temperature su�ciently low to eliminate the e�ects of thermal activation.
The York Protocol allows measurement of the median TB of the AF grains. In this
work this value is denoted 〈TB〉. From this the median energy barrier to rever-
sal can be calculated and from that KAF can be found [11]. A full discussion of
thermal activation in CoFe/IrMn exchange bias �lmsand TNA will be discussed in
section 4.2.

3.2.2 The Training E�ect

Figure 3.3: The �rst loop training e�ect is shown by the di�erence between (a)
and (b) loops for Co/CoO thin �lms in this historic measurement from 1966 made
using a torque balance. The further di�erences between the subsequent loops are
the result of thermal activation. The overshoot is an instrumental artefact [80].

The training e�ect∆Hc1 is a change of an ~M-~H loop with subsequent measure-
ments �rst observed in 1966 [80]. It is also known as the athermal training e�ect
to distinguish it from thermal activation with which it had been con�ated. The
training e�ect is the movement of Hc1 between the �rst and second measurements
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of the hysteresis loop. For this reason it is also known as the �rst-loop training
e�ect. It is de�ned as

∆Hc1 = Hc1, i −Hc1, ii (3.3)

where Hc1, i is the �rst leg coercivity of the �rst hysteresis loop or training loop and
Hc1, ii is the �rst leg coercivity of the second loop. Training has been observed in
polycrystalline IrMn systems [4, 85]. The signi�cant asymmetry in the movement
of Hc1 and Hc2 is shown in �g. 3.3 [80]. The training e�ect ∆Hc1 was found to be
separate to thermal activation in which both Hc1 and Hc2 move [68, 69]. Measuring
below TNA does not eliminate the training e�ect [11, 78]. After the second hys-
teresis loop, when measured at su�ciently low temperatures there is no change in
either Hc1 or Hc2 [11]. ∆Hc1 is shown schematically in �g. 2.14.

Early attempts to explain ∆Hc1 attributed it to a property of cubic AF materials
due to the fact they have orthogonal easy axes along the 〈100〉 directions [68].
However, ∆Hc1 has been observed in IrMn which has easy axes in the 〈111〉 di-
rections, which are not orthogonal [32, 34]. As discussed in section 3.3.1, IrMn
systems have been observed both with and without training depending on the tex-
ture of the �lm [37]. The training e�ect highlights the asymmetry in the reversal
processes in an exchange biased �lm.

3.2.3 Reversal Asymmetry

(a)
(b)

Figure 3.4: The asymmetry of reversal shown (a) schematically [86], (b) at a tem-
perature above TNA showing thermal activation [86].

The reversal process in a F material is symmetrical. This means both that Hc1 =
Hc2 and that the reversal process proceeds in the same way in both the forwards
and backwards directions. However, in an exchange bias �lm the reversal process
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is asymmetric, both being shifted and having noticeably di�erent shapes on the
two legs of the loop [86]. For this reason it is necessary to label points on the
hysteresis loop for discussion. An example of this is shown in �g. 3.4(a) [86]. In
this way the 3 in �g. 3.4(a) labels the part of the hysteresis loop at the point of the
�rst magnetisation reversal. Likewise the 7 in �g. 3.4(a) labels the point where the
magnetisation reverses again. It is the loop shape in the region of labels 2 and 6 that
is asymmetric. The points labelled 3 and 7 correspond to Hc1 and Hc2 respectively.

Figure 3.4(b) shows the asymmetric reversal of an exchange biased layer of a
GMR heterostructure. The measurements show Hex and Hc reducing as the mea-
surement time increases [86]. This is due to thermal activation since the mea-
surement were not performed at TNA. As a consequence both legs of the hys-
teresis loop change. In �g. 3.5 a �lm with composition Si/Ta (2)/Ru (2)/IrMn (10)/
Mn (0.2)/CoFe (5)/Ru (5) (thicknesses in nm) has been set. Two loops (i) and (ii) are
shown to demonstrate the training e�ect. The loops are measured at 5.5 K, which
is well below TNA. There is no thermal activation of the loop and the training e�ect
can clearly be seen as the di�erence between loops (i) and (ii). The loops are both
asymmetric and the degree of asymmetry changes before and after training. This
has also been observed for Co/CoO thin �lms [68].
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Figure 3.5: The asymmetry of reversal shown before and after training at a mea-
surement temperature of at 5.5 K.

3.3 Structural E�ects

This section discusses the e�ect of the crystallographic order, stoichiometry
and interfacial doping on exchange bias. By necessity this section is limited to
CoFe/IrMn thin �lm systems as these e�ects vary signi�cantly between systems.
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3.3.1 Texture

Texture is a preference of an orientation of crystallites in a polycrystalline ma-
terial [13]. The value of Hex has been observed to depend on texture [37, 87].
This e�ect is due to the increase in e�ective anisotropy of the AF layer [11]. The
anisotropy is described as e�ective as it is dependent on the texture. Thus the
e�ective anisotropy can be increased by controlling the texture, while the mag-
netocrystalline anisotropy of each grain remains constant. When there is a {111}

plane parallel to the surface of the �lm but the crystallites are otherwise randomly
rotated about that axis, the �lm is said to have 〈111〉 �brous texture with the 〈111〉
direction oriented out-of-plane [13]. In IrMn/CoFe systems the largest e�ective,
in-plane, AF anisotropy correlates to an out-of-plane 〈111〉 �brous texture [32–
36]. For this reason in IrMn/CoFe systems out-of-plane 〈111〉 �brous texture is
called in-plane easy-axis texture with the same meaning [11, 37].

(a) (b)

Figure 3.6: The e�ect of crystollographic order on exchange bias �lms is shown by
the increase in blocking temperature with (a) increasing integrated density and (b)
decreasing FWHM of the {111} IrMn di�raction peak [36].

Figure 3.6 shows the integrated density and the full-width of half-maximum
(FWHM) of the IrMn {111} di�raction peak. These have been varied by the thick-
ness of an underlying seed layer. The increasing integrated density and decreasing
FWHM are indicators of improving texture. Improvements in the IrMn 〈111〉 tex-
ture correlated to a higher value of T MAX

B [36]. It is also correlated with an increase
in 〈TB〉 which will be discussed in section 4.2 [11].

An increase in grain diameter would result in both an increased integrated
density and an increased FWHM. This possibility can therefore be excluded since
T MAX

B is shown to decrease with FWHM which is the opposite of would be expected
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if increasing FWHM indicated increasing grain diameter [36]. The dependence of
T MAX

B on grain diameter will be discussed in section 4.2 [11].

Texture can alter the shape of the hysteresis loop. This is due to the changing
pinning energies in the F layer. In addition, the training e�ect can be altered by
di�erent textures. Figure 3.7 shows two F/AF �lms with di�erent textures They
have composition Si/seed layer (dseed)/IrMn (10)/CoFe (3)/Ta (2) (thicknesses in
nm) where the seed layer is (a) Cu (5 nm) and (b) NiCr (7.5 nm). The sample grown
on a Cu seed layer has 3-D random texture while the sample with a NiCr seed layer
has out-of-plane �brous 〈111〉 texture. Thus for the sample with a NiCr seed layer
a {111} plane lies parallel to the surface. This is signi�cant as the magnetic easy
axis is in-plane. This results in signi�cantly di�erent hysteresis loops. In particular,
the sample with poor texture exhibits the training e�ect, while the sample with
strong texture does not [37].

(a) (b)

Figure 3.7: Hysteresis loops for a �lm with (a) weak texture on a Cu seed layer
and (b) strong texture on a NiCr seed layer |addedshowing distinct reversal mech-
anisms [37].

3.3.2 Composition

The stoichiometry of IrMn is crucial for exchange bias as discussed in sec-
tion 2.3.2. The compositional dependence of the anisotropy is shown in �g. 2.11
based on thermal activation measurements for a �lm produced in high target util-
isation sputtering (HiTUS). The HiTUS system will be discussed in section 5.1.1.
The anisotropy of IrMn increases as the proportion of Ir decreases [53]. The max-
imum anisotropy measured was (9.2±1.0)×106 erg/cm3 for IrMn6. The e�ect of
IrMn composition on Hex is shown in �g. 3.8 from on thermal activation measure-
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ments. This shows a broad peak from 16 to 20.5 at.% Ir with a sharp reduction
outside that range [53]. This corresponds to an Ir content between IrMn4 and
IrMn5 and excludes the ordered IrMn3 phase.

A material that is chemically disordered is more chemically isotropic than an
ordered material. However, measurements have shown that chemical order does
not correspond to magnetocrystalline anisotropy and exchange bias in IrMn [42,
52, 53]. This is demonstrated by the increase in KAF as the Ir content is reduced
from the chemically ordered IrMn3 phase. The origin of anisotropy in AF materials
is not yet fully understood and an area of ongoing research [54]. The anisotropy
and exchange bias of a sample are not necessarily correlated since the exchange
bias is a function of the magnetic order of the AF layer as will be discussed in
section 4.2.

Figure 3.8: The dependence of Hex on the composition of IrMn based on thermal
activation measurements shows a broad peak from 16 to 20.5 at.% Ir [53].

The e�ect of non-magnetic copper impurities in IrMn has also been investi-
gated [88]. This was performed for multi-domain grains with an estimated diam-
eter of ∼60 nm. The exchange bias at 300 K of a CoFe/(IrMn)1−xCux was shown
to peak at x = 0.05. This resulted in a increase in Hex of 60 % compared to the
copper-free �lm. Above x = 0.1 the exchange bias is reduced compared to the
copper-free �lm. These results were later re-interpreted using the York Model of
Exchange Bias. In this interpretation the Cu impurities act as domain wall pinning
sites, e�ectively reducing the AF grain volume [89].

Neutron di�raction experiments were performed on IrMn with an Ir content
between 12.8 and 25.6 at.% [90]. A disordered fcc phase was observed over the
whole range of compositions. For disordered IrMn the Ir and Mn can exist in any
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lattice site. In the disordered phase Néel temperature TN increased with increasing
Ir content to a maximum of 730 K. In this arrangement there are two antiparallel
sublattice magnetisations. An additional ordered phase was observed between 20

and 30 at.% Ir with an enhanced TN of 930 K, however, the exchange bias of this
phase was not investigated [90].

3.3.3 Interfacial Doping E�ects

Exchange bias is sensitive to the condition of the F/AF interface since it arises
from the exchange interaction over the interface. During deposition, ultra-thin
layers can be added to the interfacial region to alter the exchange bias properties.
This condition is also known as doping or as the addition of a δ-layer. The changes
are sensitive to the thickness and species of the layer. Where the layer thickness is
lower than the atomic diameter the ultra-thin layer is in e�ect an alteration of the
composition near the interface. The anisotropy of a CoFe/IrMn system has been
shown to increase with the addition of Mn at the interface, reaching a peak at 0.3 or
0.5 nm [91, 92]. This increase is shown in as an increase in Hex in �g. 3.9 for a series
of samples with composition Si/Ta (5)/Ru (5)/IrMn (10)/Mn (dMn)/CoFe (2)/Ta (5)
(thicknesses in nm) where dMn is the thickness of the Mn ultra-thin layer.

Figure 3.9: The value of Hex increases and goes through a peak with the addition
of an ultra-thin layer of Mn at the F/AF interface with thickness dMn [91].

Other elements that have been observed to increase the exchange bias are Fe,
Ni and Ni80Fe20 also known as permalloy [93]. For Fe this increase occurred for all
the tested thicknesses up to a maximum of 0.45 nm and peaked at a 72 % increase
in Hex for a sample with 0.2 nm of Fe at the interface of a Co/IrMn system. In
contrast the Ni and permalloy interfacial layers were associated with an enhance-
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ment of Hex followed by a reduction below that of the unaltered interface. The
thickness below which there is an increase in Hex and above which there was a
overall decrease was 4.5 nm for Ni and 3.5 nm for Ni80Fe20. In the case of Fe and
permalloy dopants in Co/IrMn the increase in Hex could be due to the formation
of CoFe which has a higher moment than Co. For interfacial Ni the Hex shows a
broad peak at 34 % enhancement from 0.1 to 0.3nm, while for Ni80Fe20 the peak
occurred at 0.1 nm and enhanced Hex by 29 %. A small increase in Hex is shown
with an interfacial layer of Pt. This peaked at 10 % when below 0.15 nm [93].
However, a monotonic decrease in JK with increasing thickness of interfacial Pt
layers has also been observed [92]. This was observed for a �lm with composition
IrMn3/Pt/Co70Fe30.

A reduction in Hex was observed for all thicknesses between 0 and 0.4 nm of
Cu and Ta at the interface of a Co/IrMn [93]. Further to this, studies carried on
non-magnetic spacer layers at Ir22Mn78/Co84Fe16 interfaces showed a decrease in
Hex for thicknesses of Al, Ti, Cu, Ru, Pd, Ag and Au up to 1.0 nm [94]. The rate
of Hex reduction was logarithmic for Cu, Ru, Pd, Ag and Au, although Ag had a
signi�cantly di�erent rate of reduction. On the other hand the reduction for Al
and Ti was neither linear nor logarithmic. For Ti Hex increases between 0.2 and
0.3 nm, although always remains lower than the un-doped case [94].

In the Co/IrMn system an interfacial layer of Au had no e�ect on Hex up to
0.1 nm thick, with Hex gradually decreasing thereafter [93]. On the other hand an
interfacial layer of Gd had no e�ect on Hex up to 0.25 nm, but this was followed by
a rapid decline in Hex such that at 0.35 nm Hex = 0 [93]. This e�ect has also been
seen with Tb interfacial layers in IrMn3/Tb/Co70Fe30 systems in which a layer up to
0.3 nm thick has no e�ect on JK while by 0.5 nm JK has fallen to less than one third
of its initial value. For a system of the segregated F material CoCrPt SiO2 cou-
pled to IrMn, the addition of 0.8 nm of Co at the interface induces perpendicular
exchange bias [9]. The strong thickness dependence of these results is indicative
of the short range of the relevant exchange forces.

The e�ects of interfacial layers on Hex are therefore diverse and highly depen-
dent on species and thickness. For this reason this work has undertaken a study in
ultra-thin Mn layers at the F/AF interface. However, the scope of these measure-
ments is restricted to interfacial layers of Mn up to 0.6 nm thick. Mn was chosen
due to the observed increase in Hex [91, 92].
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3.3.4 E�ects of Di�usion

Theory of Di�usion

The �lms discussed in this study are metallic multilayers with thickness of or-
der 10nm. Because of the thickness of these �lms, atoms near a surface or interface
make up a signi�cant fraction of all the atoms in the �lm. In addition to this, IrMn
and CoFe readily inter-di�use which leads to complex magnetic behaviour. For
this reason, it is necessary to discuss di�usion. In section 3.3.2 and section 3.3.3 the
composition of layers and interfaces was discussed. However, both of these will
be a�ected by di�usion of atomic species between layers. Di�usion can change
the composition of a layer which has consequences for exchange bias [59]. By
de�nition the surface area of a sphere of root mean square (rms) displacement of
material will increase linearly with time t in accordance with

Arms =D t (3.4)

where D is a di�usion coe�cient with dimensions of m2/s [95, 96].

A polycrystalline solid is made up of two parts, the �rst of which are the crys-
talline regions which form each grain and the second is an interconnected network
of grain boundaries [97]. In general, di�usion will occur preferentially along the
boundaries and dislocations between grains [98–100]. Thus two coe�cients of dif-
fusion can be de�ned where Db is the di�usion coe�cient in the grain bulk and
Dd is the di�usion coe�cient in the dislocation network [96, 98]. In 1961 Harrison
established the standard description of di�usion in polycrystalline solids [101].

Three possible di�usion regimes were described based on the relative sizes of
Db and Dd [101]. If Db ¿Dd, then di�usive changes in composition will be dom-
inated by changes in the composition of the dislocation network. This is called
Harrison Type C di�usion. Since the di�usion distance in the bulk is small com-
pared to the thickness of the grain boundaries, material discharged from the bulk
will be negligible and so the condition for Harrison type C di�usion is given by

Dbt 2 ¿ dgb (3.5)

where t is the time elapsed and dgb is the thickness of the boundary layer around
each grain [101].
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On the other hand if Db ≈ Dd, or if the di�usion is allowed to continue for
a very long time, then the compositional changes will apply equally to both the
crystallite bulk and the dislocations. This is called Harrison Type A di�usion and
is equivalent to Fick’s Law for �uids [95, 101]. In this case the time t must be much
greater than the time taken for a particle to migrate between dislocations. Thus
the condition for Harrison Type A di�usion is given by

D2
g

4Db
¿ t (3.6)

where Dg is the grain diameter and Db is the bulk di�usion constant [101].

Harrison Type B di�usion is an intermediate regime where Db <Dd. It occurs
when the conditions for Harrison Type C di�usion and Harrison Type A di�usion
are violated simultaneously [101]. Although Harrison’s original formulation was
applied to the di�usion of anions in an ionic solid it has since been applied to
di�usion in metallic solids [102].

Observation of Di�usional E�ects

Di�usion in thin �lms di�ers from di�usion in bulk due to a number of fac-
tors [103, 104]. In a multilayer thin �lm every volume element is close to a free
surface or to an interface. Thus the concentration gradients between layers will be
large which will tend to enhance the e�ects of di�usion. Di�usion across interfaces
has the e�ect of changing an alloy’s composition or e�ectively introduces a new al-
loy phase at the interfacial region. In addition, the thin �lms discussed in this work
have a grain size ∼ 10nm, which means there is a high density of grain boundaries
which, together with the interfaces, will form a dense dislocation network. This
will tend to increase the rate of di�usion since di�usion progresses more rapidly
through the dislocation network than through the bulk of the grains [105].

Furthermore, the �lms discussed in this study are grown by sputter deposi-
tion with Ar plasma. Although Ar is a non-reactive gas some Ar atoms will be
incorporated into the �lm structure. As well as this the �lms are exposed to the
atmosphere, which is an opportunity for further impurities such as oxygen to be
incorporated into the �lm. For this reason the �lms are coated in a capping layer
made of Ta or a platinum group metal such as Ru. Impurities will di�use through
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the �lm themselves but can also a�ect the di�usion of other species as they will
cause dislocations. Unlike in a bulk material, thin �lms are subject to signi�cant
stresses in the plane of the �lm. These stresses can result in dislocations or can
enhance di�usion around dislocations [103, 104]. Figure 3.10 shows the distribu-
tion of atomic species in a sputtered IrMn/Co/Cu �lm measured using atom-probe
tomography [59]. The solid line indicates the Co/Cu interface and the dashed lines
indicate the IrMn/Co interfacial region. The �lm is shown (a) in the as deposited
state as well as after annealing at (b) 400 ◦C and (c) 500 ◦C. The annealing process
has resulted in signi�cant intermixing of the Co, Mn and Ir atoms into adjacent lay-
ers when compared to the as-deposited sample. This has resulted in the creation
of an interfacial region with a similar thickness to the sputtered layers where Co,
Mn and Ir atoms are all present [59].

Figure 3.10: Di�usion in a IrMn/Co/Cu thin �lm measured using atom-probe to-
mography. The �lm is shows in the (a) as deposited condition and (b) after anneal-
ing at 673 K (400 ◦C) and (c) 773 K (500 ◦C) showing that intermixing has occured
following deposition and di�usion progresses as the temperature is increased [59].

In the York Model of Exchange Bias the AF layer is magnetically ordered by
the exchange �eld from the F layer at high temperature. This will be discussed
in more detail in section 4.2. Thus the e�ect of temperature on di�usion must be
considered. In general

Dd = ξa2ωD exp

(
−∆Edi�

kBT

)
(3.7)

where ξ is a dimensionless factor dependent on the lattice and of order unity, a

is the lattice spacing, ωD is the Debye frequency ∆Edi� is the energy barrier to
moving an atom between sites, kB is the Boltzmann constant and T is the tem-
perature [105]. Di�usion will progress with time t . For type-C di�usion where
di�usion in the dislocation network dominates, the concentration pro�le C of a
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tracer species with a staring condition of a thin layer will have the form

C ∝ 1√
Ddt

exp

(
− δ2

4Ddt

)
(3.8)

where Dd is the di�usion coe�cient in the dislocation network, t is time and δ is
the di�usion depth of the tracer [97].

(a)

Si

Ta (3)

Cu (3)

Co (3)

IrMn (7)

Pt (2)

(b)

Figure 3.11: The e�ects of di�usion in an IrMn/Co thin �lm on (a) the exchange
bias and shape of the hysteresis loop where the x-axis spans a range of ~H of −0.7 to
0.7 kOe for a �lm with (b) structure shown schematically (thicknesses in nm) [59].

The e�ects of di�usion on the hysteresis loops of an IrMn/Co thin �lm are
shown in �g. 3.11(a) where the x-axis spans a range of ~H from −0.7 to 0.7 kOe. [59].
The �lm has composition Si/SiO2/Ta (3)/ Cu (3)/Co (3)/IrMn (7)/Pt (2) (thicknesses
in nm) which is shown schematically in �g. 3.11(b). The hysteresis loops shown in
�g. 3.11(a) are for �lms which have been �eld-cooled in a �eld of 2.5 kOe. The sam-
ples were cooled from an initial temperature 523K < Tinit < 773K to room temper-
ature over 60 min. The hysteresis loops show an initial increase in the exchange
bias Hex followed by a decrease for high annealing temperatures. This decrease
coincides with an increase in the coercivity Hc and a decrease in the saturation
magnetisation Ms. The di�usion that occurs at the interface of the Co/IrMn sys-
tem will be indicative of the di�usion that occurs in CoFe/IrMn systems. However,
the presence of Fe will change both the di�usive properties and the e�ect of dif-
fusion on the magnetic properties. In addition, in Harrison Type C di�usion the
di�usion proceeds preferentially through the dislocation network. Therefore all
else being equal di�usion will progress more quickly in a �lm with a lower me-
dian grain volume due to the increase in the corresponding dislocation network
density. The median grain volume and grain volume distribution of the Co/IrMn is
not given but the layer thickness are given as Co (3)/IrMn (7) (thicknesses in nm)
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which is of the same order as used in this work [59]. The decrease in Ms will be
discussed further in chapter 7.

Figure 3.12: The concentrations of atomic species as function of depth through a
IrMn/Co/Cu thin �lm when (a) unannealed and (b) annealed at 673 K (400 ◦C) and
(c) 773 K (500 ◦C) showing signi�cant intermixing and the change in shape of the
Co peak as it di�uses into the IrMn layer at elevated temperature [59].

The e�ect of di�usion is shown in �g. 3.10 and �g. 3.12 for a �lm with composi-
tion Si/SiO2/ Ta (3)/[Cu (3)/Co (3)/IrMn (7)]7/ Pt (80) (thicknesses in nm) measured
with a 3-D atom probe. Figure 3.10 shows a distribution maps for each atomic
species where the solid line is the abrupt interface between Co and Cu while the
dashed lines are the di�use interfaces between IrMn and Co [59]. Only one rep-
resentative [Cu (3)/Co (3)/IrMn (7)] sub-repetition is shown, this being the second
when counted from the �lm surface. This shows signi�cant intermixing of the
IrMn and Co layers resulting in an ill-de�ned interface. This will be discussed fur-
ther in section 5.2.1. Figure 3.12 shows the concentration pro�les of each atomic
species after di�erent annealing conditions. It shows that an interfacial region ex-
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ists with a continuum of Ir, Mn and Co concentrations even in the unannealed state
and that the degree of intermixing increases at high annealing temperatures [59].

3.4 Related Phenomena

Despite a great deal of research interest there remain a number of unexplained
phenomena that occur in exchange bias systems, including CoFe/IrMn systems. In
general these relate to increases or changes in Hex that occur under certain condi-
tions. However, this section also discusses the ~m o�set which is a magnetisation
shift in the hysteresis loop. These phenomena are indicative of the complexity of
the exchange bias mechanism and the F/AF interface.

3.4.1 ~Hset Dependence

Exchange bias arises after the setting of an AF �lm. This is brought about by the
direct exchange interaction from the F layer and will be discussed in detail in sec-
tion 4.2. For this to result in a net exchange bias the F �lm must be ordered, which
is achieved by use of a saturating external �eld ~Hset [1, 2]. Once saturated, there
is by de�nition no further increase in F order with increasing �eld strength [13].
However, increasing the �eld strength during setting has been observed to increase
the maximum Hex [11, 67, 91]. This indicates an increase in the set fraction of the
AF �lm without a corresponding increase in order in the F �lm.

An example of the ~Hset dependence of Hex is shown in �g. 3.13 for a series
of �lms with composition Si/Ta (5)/Ru (5)/IrMn (10)/CoFe (3)/Ta (5) (thicknesses
in nm) and a median grain diameter between 6.6 and 7.6 nm [67]. In the �gure
this is denoted Dm. A further example is shown in �g. 3.14 for a series of �lms
with composition Si/Ta (5)/Ru (5)/ IrMn (10)/Mn (dMn)/CoFe (2)/Ru (5) (thicknesses
in nm) where dMn is the thickness of the ultra-thin interfacial Mn layer. In the
�gure this is denoted tMn. These �lms were produced by high target utilisation
sputtering (HiTUS). Note that the AF grain diameter and the addition of Mn at the
F/AF interface a�ects both the total exchange bias of the �lm and the form of the
setting �eld dependence of exchange bias. Figure 3.14 shows that the dependence
is weakest when dMn = 0nm.
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(a) (b)

Figure 3.13: The ~Hset dependence of (a) Hex and (b) normalised Hex for for a series
of �lms with compositionSi/Ta (5)/Ru (5)/IrMn (10)/CoFe (3)/Ta (5) (thicknesses in
nm) and a median grain diameter between 6.6 and 7.6 nm [67].

Figure 3.14: The setting �eld dependance is shown by the increase in
exchange bias Hex with setting �eld ~Hset for samples with composition
Si/Ta (5)/Ru (5)/IrMn (10)/Mn (tMn)/CoFe (2)/Ru (5) (thicknesses in nm) where tMn
is the thickness of the ultra-thin interfacial Mn layer [91].

3.4.2 Trilayer Experiment

In this work the F layer is sputtered after the AF layer and is therefore described
as being above the AF layer. Such an arrangement of F and AF layers is also called
bottom-biasing. However, it is also possible to have the F layer below the AF layer,
which is known as a top-biased stack. In the trilayer experiment a heterostructure
is sputtered with a layer order of F/AF/F. In this way there is a F layer both above
and below the AF layer. In this arrangement the AF induces exchange bias in
both F layers [60]. A trilayer sample was prepared with composition Si/NiCr (5)/
CoFe (12)/IrMn (5)/CoFe (8)/Ta (5) (thicknesses in nm) by Seagate Technology at
their facility in Northern Ireland. After setting the two CoFe layers have di�erent
values of Hex and Hc, due to their di�erent thicknesses [61]. This results in a
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hysteresis loop with two separated sub-loops. The 8 nm loop has a higher value
of Hex and Hc than the 12 nm loop. The combined hysteresis loop for the whole
sample is shown in �g. 3.15, showing a plateau region between the two sub-loops.

(a) (b)

Figure 3.15: The thermal activation of a F/AF/F system carried out at (a) negative
saturation and (b) −150 Oe. In the case of (a) the exchange bias of both sub-loops
changes whereas for (b) this is only true of one sub-loop [60].

In �g. 3.15(a) thermal activation is carried out at negative saturation, resulting
in both loops moving to the right. This occurs because of the changing order of
the AF layer as will be discussed in section 4.2. In �g. 3.15(b) thermal activation is
carried out in a �eld that falls in the plateau region at ~H = −150Oe. This results
in a change in Hex of only the low-coercivity 12 nm loop which is the rightmost
loop in �g. 3.15(b). This di�erence in the change in Hex is despite the fact that the
two F layers are coupled to the same 5 nm thick AF layer. Thus there must exist
spins at the F/AF interface that moderate the exchange interaction between the AF
layer and the two F layers. Some portion of the Hex is due to the AF bulk while
another portion is due to the interfacial regions between the AF layer and the F
layers. These interfacial regions have magnetic behaviour that is not identical to
the AF bulk and independent of the other interface.

3.4.3 Spin Freezing

A low temperature measurement of the conventional blocking temperature
T MAX

B is shown in �g. 3.16 for a CoFe/IrMn thin �lm [106]. In a measurement
of T MAX

B a hysteresis loop of an exchange bias sample is measured at increasing
temperatures. As will be discussed in section 4.2.3 it is possible to measure 〈TB〉
while making all measurements at the same temperature [11]. This eliminates the
e�ect of thermal activation during the measurement.
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The measurement of T MAX
B shows an increase in Hex that occurs when the

�lm is measured below 50 K [106]. This increase in Hex is called spin freezing.
This enhancement of Hex occurs below the temperature of non-activation TNA

and therefore does not originate from changes in the AF bulk. The meaning and
importance of TNA will be discussed as part of the York Model of Exchange Bias
in section 4.2. A study in spin freezing was undertaken as part of this work and
will be discussed in section 7.1. Spin freezing has also been observed in Co/IrMn
systems [107].

Figure 3.16: Measurement of exchange bias with T for CoFe/IrMn showing an
increase in Hex which is further enhanced below 50 K attributed to spin freezing
[106]. The point where Hex = 0 is the maximum blocking temperature T MAX

B [11].

3.4.4 ms O�set

While the �eld shift of the hysteresis loop is the earliest known and most-
studied aspect of exchange bias, the magnetisation shift has only recently attracted
attention. In a traditional F material Ms is constant independent of the direction
in which it is measured. This di�erentiates exchange bias materials from all other
F materials. This has been observed in thin �lms of Co/CoO and Fe/Fe2O3 [108,
109]. In addition the magnetisation o�set has been observed in exchange biased
nanoparticles of Fe/Fe2O3 and granular systems of Fe/MnO2 [110–112]. It has also
been observed for oxide multilayers, cobalt-doped ZnO and mixed-phase ferrimag-
netic systems such as La0.3Sr0.7FeO3/SrRuO3 and Bi0.84La0.16Fe0.96Ti0.04O3 [108,
113–115]. The shift was shown to correlate to Hex in FeF2/Fe and MnF2/Fe thin
�lms and in simulations of Co/CoO bilayers [116, 117].

For the purposes of calculation the ms or Ms o�set is de�ned by two values,
these being the magnetic moment of magnetisation in the positive �eld direction
m+

s or M+
s , and the magnetic moment or magnetisation in the negative �eld direc-
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tion m−
s or M−

s . The measurements of m+
s and m−

s must be made at a �eld value
when the hysteresis loop is saturated.

(a) (b)

Figure 3.17: The magnetisation o�set of (a) hysteresis loops as (b) a function of
cooling �eld [108].

An example of the Ms o�set for a �lm with composition Co/CoO prepared by
reactive sputtering is shown in �g. 3.17 [108]. Figure 3.17(a) shows the hysteresis
loops taken at 5 and 320 K. The o�set ∆Ms is two orders of magnitude lower than
the saturation magnetisation Ms. The values of M+

s and M−
s were taken at ±0.8 T

and T = 20K. The shift was de�ned as

∆Ms = M+
s +M−

s (3.9)

where ∆Ms has dimensions of emu/g or emu/cm2. The o�set can also be ex-
pressed in terms of moment

∆ms = m+
s +m−

s (3.10)

where ∆ms has dimensions of emu which are equivalent to erg/G, m+
s is the mag-

netic moment at positive saturation and m−
s is the moment at negative saturation.

Since both M−
s and m−

s are negative, this de�nition amounts to the di�erence in
magnetisation or magnetic moment when measured in the positive and negative
directions. For a loop shifted in the same direction as the setting �eld M+

s >−M−
s

and m+
s >−m−

s . Therefore both ∆Ms and ∆ms are positive.



4. Models of Exchange Bias

There has been signi�cant research interest in exchange bias since its discov-
ery in 1956 [1]. This has been partially motivated by its use the read head of the
hard disk drive (HDD) since the 1990s. This work excludes consideration of ex-
change bias in nanoparticles and epitaxial single-crystal systems, focusing only
on exchange bias in polycrystalline thin �lms using IrMn/CoFe. This is both be-
cause these are the most relevant for applications in HDDs and because these �lms
achieve the largest room-temperature exchange bias.

Even narrowing the discussion in this way, there is no complete theory that
fully explains all aspects of exchange bias in polycrystalline IrMn/CoFe thin �lms.
For this reason, it is worthwhile to discuss historical models of exchange bias,
including some which use di�erent systems. A great deal of exchange bias models
have been proposed with varying degrees of success. In this chapter four will
be discussed in some detail either because of their prominence when they were
proposed or because of the in�uence they had on later models, in particular the
York Model of Exchange Bias.

However to be concise, a number of models will not be discussed. These are the
models of Néel [118], Xi [119], Mauri et al. [120], Malozemo� [121, 122], Koon [123],
Schultness and Butler [124], Stamps and Camry [125, 126], and Saha and Vic-
tora [127]. However, they will be brie�y addressed here.

The model proposed by Néel considered a F/AF interface with realistic rough-
ness, leading to both AF sublattices being present at the interface [118]. However,
it failed to predict realistic values of Hex.

58
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The thermal �uctuation model was proposed by Xi [119]. It described an in-
crease in Hex with the thickness of the AF layer for large grain systems and a
decrease in TB with the measurement time. However, the model does not consider
the e�ects of a distribution of grain sizes. In the model proposed by Mauri et al.
domain walls parallel to the interface reduced the predicted Hex to realistic val-
ues [120]. However, a thick AF layer is required to support this domain structure,
while Hex has been observed in systems with AF thickness of a few atoms [11].

The Malozemo� model also made use of interfacial domain walls [121, 122].
However, the model strictly applies only to simple cubic single-crystal AF layers
with interfacial roughness, and thus cannot explain Hex in polycrystalline systems
or in single-crystal systems with �at interfaces. The model of Koon proposed that
the interfacial AF spins are coupled to the F layer through spin-�op coupling [123].

By assuming a �at interface between single-crystal and single-domain F and
AF layers, Schultness and Butler were able to solve the Landau-Lifshitz-Gilbert
equation at the interface [124]. In this model interfacial spin-�op coupling results
in the increase in Hc while interfacial defects results in Hex. However, this model
is not applicable to polycrystalline systems with rough interfaces. In addition the
Landau-Lifshitz-Gilbert equation is only valid at T = 0. In the model proposed by
Stamps two separate mechanisms of exchange bias are suggested [125]. The �rst
is reversible domain walls in the AF layer and the second is irreversible processes
take place during the hysteresis measurement. A thermal activation mechanism
was proposed to describe the rate at which equilibrium was approached [126].

The micromagnetic model proposed by Saha and Victora successfully predicted
the increase in Hex with the thickness of the antiferromagnetic layer dAF and the
dependence of Hex and Hc on the thermal energy supplied [127]. This model as-
sumed non-interacting AF grains coupled to F grains through rough interfaces.
In this model the AF micromagnetic regions were considered to have easy-axes
distributed in the plane of the �lm. The AF regions had a net moment due to un-
compensated spins at the rough F/AF interface. The coupling between the F and
AF regions was through the coupling of their net moments. The reversal of the
AF moments is by in-plane coherent rotation. The net moment of the AF region
points either in the direction of a local or global energy minimum, dependent on
the supplied thermal energy [127].
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The York Model of Exchange Bias is currently the most complete model of ex-
change bias systems and its associated phenomena. In this chapter its advantages
over other models will be discussed. While the York Model of Exchange Bias is ex-
tremely successful it does not fully explain all exchange bias related phenomena.
The limitations of the York Model of Exchange Bias will be discussed.

Since there remain aspects of exchange bias that have not been explained, there
exist a number of contemporary models that attempt to explain these phenomena.
These extended models typically build on earlier incomplete models. In this chap-
ter some extended models will be outlined, including an extension to the York
Model of Exchange Bias. It should be noted that there is signi�cant mutual com-
patibility between many of these models.

4.1 Early Models

4.1.1 Meiklejohn and Bean

The earliest model of exchange bias was proposed by its discoverers Meikle-
john and Bean in the 1950s [1, 2]. This model was applied to a compact of partially-
oxidised Co particles. Since the particles were not fully oxidised, F Co and AF CoO
coexist in each particle. An example of a hysteresis loop they measured is shown
in �g. 2.9 on page 23. In this model it was assumed that the interface between the F
and AF materials was �at and that each material was single-domain. The F and AF
interact only via direct exchange across this uncompensated (111) interface. For
both the F and AF the coupling within the material was assumed to be stronger
than the coupling between the materials. This situation is shown in �g. 4.1(a).

The model assumes that the F material is ordered. Thus if there is exchange
coupling as the sample is cooled through TN, then there will be a preferential align-
ment of the interfacial AF spins. This arises due to the paramagnetic ordering of
the AF material at TN. The direct exchange within the AF will result in the en-
tire material being ordered. Thus if the sample is cooled to a low temperature at
which the anisotropy of the AF material is large, then the direct exchange interac-
tion will align the F spins in one direction. This can then be observed as the shift
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in the hysteresis loop. This unidirectional anisotropy will be maintained unless it
is overcome by the torque exerted by the F material over the interface.

F

AF

~H

(a)

~MAF

~MAF

αAF

~MF

β ~M
~H

θ ~H

AF

(b)

Figure 4.1: Schematic of (a) the F/AF interface with a small applied �eld and (b)
vector diagram of the Meiklejohn and Bean model of exchange bias [2, 128].

However, if the sample is cooled through TN without an applied external �eld
then exchange bias will not be observed. The external �eld aligns F material in all
the particles. Thus when cooled through TN in an external �eld all the particles
have the same AF order. When no external �eld is used each particle has a unidi-
rectional exchange anisotropy, but this cannot be observed in the compact because
of the random distribution of directions of the anisotropy axes.

The model gives the interfacial energy EI as the sum of misalignments such
that

EI =−∣∣~H ∣∣∣∣~M ∣∣cos
(
θ~H −β~M

)+KAF sin2(αAF)− JK cos
(
β~M −αAF

)
(4.1)

where ~H is the applied external �eld, ~M is the magnetisation of the F material,
(θ~H −β~M ) is the angle between ~H and ~M , KAF is the anisotropy constant of the
AF material, αAF is the angle between KAF and the sublattice magnetisation, JK is
the interfacial coupling constant and (β~M −αAF) is the angle between the F and
AF sublattice magnetisations [2]. The relative alignments of these quantities are
shown in �g. 4.1(b).

This model can be used to calculate theoretical values of Hc1 and Hc2 from
which Hc and Hex can be found. This is done by assuming that ~M is constant and
both it and ~H are aligned to the easy axis of the F. In addition the AF is also aligned
to its easy axis, which is also parallel to the F easy axis [128]. Finally, the F �lm
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thickness dF is also included. This simpli�es eq. (4.1) to

EI =−∣∣~H ∣∣∣∣~M ∣∣dF cos
(
β~M

)+KF sin2(β~M )− JK cos
(
β~M

)
(4.2)

Thus EI is minimised at β~M = 0 where JK + ~H + 2KF > 0 and maximised at
β~M =πwhere 2KF− JK −~H > 0. These conditions allow the bounds for the coercive
�elds Hc1 and Hc2 to be given by

Hc1 =− JK −2KF∣∣~M ∣∣dF

Hc2 =− JK +2KF∣∣~M ∣∣dF

(4.3)

where Hc1 is the �eld when the �lm �rst reaches zero magnetisation when going
from positive to negative saturation while Hc2 is the �eld when the �lm returns
to positive saturation. Half of the di�erence between these �elds gives Hc, while
the average of them gives Hex. These �elds not being equal in magnitude results
in an overall shift in the hysteresis loop [128]. Thus Hex is the midpoint of the
loop directly proportional to the interfacial coupling, given by the average of the
expressions in eq. (4.3) so that

Hex = JK∣∣~M ∣∣dF
(4.4)

This calculation results in a values of Hex typically two orders of magnitude
higher than for any system measured [46]. These extremely high values arise due
to a number of central assumptions, such as the �at interface and lack of defects of
any kind. In addition, it also predicts that Hex = 0 for a fully compensated interface
which is not observed experimentally. The model can also not account for the
many exchange bias phenomena discovered, including changes in Hex occurring
below TN. Despite the problems with this model, the conclusion that KAFdAF ≥ JK

is a necessary condition for exchange bias is reasonable. Were this not the case the
interfacial coupling constant would overcome the AF anisotropy, meaning the AF
would simply rotate with the F layer.
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4.1.2 Fulcomer and Charap

The �rst signi�cant model to address the changes seen in Hex below TN and to
consider the e�ect of distributed particle size was the 1972 model of Fulcomer and
Charap [129]. This model was applied to a partially-oxidised NiFe �lm. The oxide
NiO formed a discontinuous AF layer with a typical grain diameter of 30 nm on
top of a continuous F �lm. The AF was treated as an assembly of non-interacting
particles exchange coupled to the moment of the adjacent F �lm. The total energy
of an AF particle EAF is thus given by

EAF = KAF AAFdAF sin2(θAF −ψAF)− JK cI AAF cos
(
θAF −φF

)
(4.5)

where KAF is the uniaxial anisotropy constant, AAF is the area of the AF grain in
contact with the F, dAF is the thickness of the AF grain, θAF is the angle between
the surface AF moment and the F easy axis, ψAF is the angle between the F and
AF easy axes, φF is the angle between the F magnetisation and easy axis, JK is
the interface coupling constant and cI is the interfacial contact fraction [129]. The
relative alignment of these quantities are shown in �g. 4.2(a).
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Figure 4.2: Schematic of (a) vector diagram and (b) an example of cI having a value
less than 1 due to a stepped interface in the Fulcomer and Charap model of ex-
change bias [129].

Note that unlike the Meiklejohn and Bean model shown in �g. 4.1(b), this model
measures angles from the F easy axis and does not require that the F and AF easy
axes are parallel. However, considering the case where they are parallel, and thus
ψAF = 0, allows calculation of energy minima of eq. (4.5) and the energy barrier
between these states [129]. The contact fraction cI accounts for the fact that AF
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grains with the same area can have unequal surface moments. This is due to dif-
ferent proportions of each AF sublattice being present at the surface, for example
due to a step defect. An example of such a situation is shown in �g. 4.2(b).

By considering a population of AF grains with a distribution of sizes and shapes,
Fulcomer and Charap modelled a system with distributed anisotropy and coupling
energies, EK and E J respectively. The maximum exchange �eld is calculated from

Hex =±Hc − NAF
MsVf

∞∫
0

∞∫
0

~m(t )E JG(EK ,E J ) dEK dE J (4.6)

where NAF is the number of AF particles, Ms and Vf are the saturation magnetisa-
tion and volume of the F �lm, ~m(t ) is the time-dependent surface moment of the
F layer, G(EK , E J ) is the joint distribution function of anisotropy energy EK and
coupling energy E J .

Since the AF switching is dependent on thermal activation, ~m(t ) is the term
that introduces temperature-dependent behaviour. The function G(EK , E J ) is de-
termined by three independent physical properties of the grains, these being the
area AAF, thickness dAF and contact fraction cI. In the model’s original formula-
tion it is assumed that all values of grain area between zero and some maximum
value are equally likely. The distributions for thickness and contact fraction were
also assumed to have the same form. While the model requires that G(EK , E J ) be
distributed, it also concludes that knowledge of the precise shape of this distribu-
tion is unnecessary. However, as will be discussed in section 4.2: The York Model,
the shape of the distribution is critical for understanding exchange bias properties.
However, for this model a �at distribution is justi�ed as being physically plausible,
intuitive and maximally simplistic.

Using this model analogous to a Stoner-Wohlfarth system, numerical mod-
elling based on a granular reversal model gave some agreement to experimental
observations, as shown in �g. 4.3. This model was able to predict the temperature
dependence of Hex over a wide range of temperatures and had reasonable agree-
ment with Hc near TB [129, 130]. The success of this distributed and thermal model
meant it in�uenced many later models including the York Model of Exchange Bias.
Similar models were used to analyse the dependence of Hex and TB on dAF [119].
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Figure 4.3: The Fulcomer and Charap model compared to experimental results for
Co/CoO �lm. The total �lm thickness was 1000 Å before a 1 h oxidation at 200 ◦C.
Exchange bias is shown as HD. There is good agreement between experiment and
theory for exchange bias but not for coercivity Hc [129].

4.1.3 Stiles and McMichael

The model outlined by Stiles and McMichael in 1999 consists of a polycrys-
talline layer of F coupled to independent, randomly oriented and randomly sized
AF grains by direct exchange [47]. The interface is frustrated because both AF
sublattices are present at the interface. As the F magnetisation rotates, the inter-
facial magnetisation of the grain adjusts to minimise the exchange energy at the
interface by aligning parallel to the F magnetisation ~MF. However, the sublattice
magnetisation of each layer from the interface is incrementally more aligned with
the AF easy axis direction ±û. In �g. 4.4 a single sublattice is shown in two ar-
rangements, either rotating to −û or +û. For clarity, the corresponding sublattice
with opposite spins is not shown.

−û

~MAF

~MF

(a)

û

~MAF~MF

(b)

Figure 4.4: The magnetisation of an AF sublattice rotates from parallel to the ~MF
direction to parallel to ±û forming a partial domain wall [131].
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This rotation of magnetisation through the AF constitutes a partial domain
wall and the deviation from ±û has an associated energy which at the interface is
given by

EI =−NS Jnet
~MF∣∣~MF

∣∣ · ~mI
|~mI|

+ NSa2σDW
2

[
1− ~mI

|~mI|
· (±û)

]
(4.7)

where NS is the number of spins at the interface, Jnet is the e�ective interfacial
coupling per spin, ~MF∣∣~MF

∣∣ and ~mI
|~mI| are the unit vectors in the direction of the F mag-

netisation and interfacial moment respectively, a is the lattice constant and thus
a2 is the area of the interface spin, σDW is the domain wall energy per unit area
of the AF and û is the unit vector in the AF easy axis direction [47]. These two
energy states are separated by an energy barrier.

When the AF is isolated it has two degenerate ground states, one with sublat-
tice magnetisation along û and the other along −û. However, the energy levels of
these states are not equal when the AF �lm is coupled to a F layer. This is a result
of the partial domain wall energy shown in eq. (4.7).

The model distinguishes two separate timescales for AF grains, a short timescale
responsible for the antiparallel order of AF sublattices within each ground state
and a long timescale responsible for the switching of sublattices between the two
ground states. These timescales care classi�ed as long or short dependent on the
length of the measurement [47]. The short timescale is on the order of seconds
to minutes and refers to changes that occur during the measurement. The long
timescale is on the order of hours to days and refers to changes that occur between
repeated measurements. The short timescale sets in at TN and is responsible for
the antiparallel ordering of the two sublattices, as opposed to the paramagnetic P
order observed above TN. On a longer timescale, the AF order can switch between
the two states so that the sublattice magnetised in the û direction switches to the
−û, while the other sublattice switches from −û to û. The long timescale results
the reduction in Hex with time and with repeated �eld cycling [84, 132].

For a given temperature and measurement time these two timescales can be
used to categorise the AF grains into three populations with characteristic be-
haviours. A stable grain will remain in its initial state throughout the measure-
ment, being a�ected by neither the short or long timescales An unstable grain is
unstable on the short timescale and so will �ip from one state to the other at a rate
much faster than the measurement time. A partially stable grain is a�ected by the



CHAPTER 4. MODELS OF EXCHANGE BIAS 67

long timescale but not the short one. Therefore a partially stable grain will remain
in the lowest energy state and not any other. This is because there is su�cient
thermal energy to overcome the energy barrier to reversal, as is the case for the
unstable grains, but not so much thermal energy that the grain is continuously
reoriented. Consideration of thermal activation of AF grains explains why there is
a di�erence between TN and TB, which is due to the condition for partial stability
being reached at a lower temperature than the condition for instability [133].

The model overestimates the value of Hex and predicts it will decrease with
dAF [131]. The model successfully describes the e�ect of thermal activation on
magnetic measurements of exchange bias grains. However, it does not consider the
combined e�ect of grains of di�erent sizes nor does it describe any grain volume
dependence. The model also does not describe a measurement protocol to control
the e�ects of thermal activation.

4.1.4 Domain State Model

~B

Figure 4.5: Schematic of a domain
state with a spin imbalance where ~B
is the magnetic �ux density and the
dashed line is a domain wall which
preferentially forms through mag-
netic impurities shown as solid cir-
cles [117].

In 2002 the Domain State model pro-
posed that exchange bias arises from do-
main formation in the AF layer [117]. In
the model, domain walls form perpendicu-
lar to the interface and extend through the
volume of the AF �lm. This model is ap-
plicable for a single-crystal AF layer, but
was also applied to polycrystalline systems.
However, the AF is described as diluted,
meaning impurities are present either in
the form of vacant lattice sites or sites oc-
cupied by non-magnetic ions. In the model,
domain states in the AF layer are formed during �eld cooling. This metastable state
forms due to the statistical imbalance of impurities. Within any �nite region, the
impurities of the two AF sublattices will not be equal. This results in a net spin
imbalance in the AF, as shown in �g. 4.5. The net magnetisation of the domain
can couple to an external �eld forming a domain. The domain wall energy is min-
imised by passing through the non-magnetic impurities. Since the AF domain has
a net magnetisation it can couple to the F layer, which results in exchange bias.
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The Domain State model correctly predicts the temperature dependence of Hex.
It was also predicted that Hex would depend on the level of dilution, going through
a peak at 60 % dilution. The initial increase in Hex was attributed to the availabil-
ity of impurities, which allow for more domains with lower domain wall energy.
This would then be followed by a decrease in Hex as AF ordering is disrupted. Ac-
companying experiments showed that Hex did go through a peak but at 15 % dilu-
tion [108]. This reduction was attributed to grain boundaries in the polycrystalline
AF layer. Grain boundaries are crystal defects by de�nition and can therefore take
the place of dilution in the model.

The model described the reduction in Hex with �eld cycling. Cycling the exter-
nal �eld resulted in a reduction in Hex of 50 % after one cycle. This was attributed
to a 10 % reduction in Ms, which prevents the hysteresis loop from closing. For AF
layers thinner than four monolayers, the domain state model predicts Hex increases
with thickness due to the increasing stability of the domain state. For thicker AF
layers, the domain state model predicts a reduction in Hex. This was explained
as being due to a reduction in the number of domains that form, which is itself
due to the increased energy requirement to form a domain that passes through the
whole AF layer. These features of the dependence of Hex on dAF were observed
experimentally, although at much larger values of dAF [134].

The model works best for single crystal AF layers, which are di�cult to produce
and have limited practical use. In a polycrystalline �lm the F/AF coupling in each
crystallite will depend on the crystal orientation. However, the model does not
consider the e�ect of texture. Additionally, in a polycrystalline material with well-
crystallised grains, there will be few impurities in the grain, while at the grain
boundary the dilution fraction will be very large. Therefore in real systems the
domain walls will preferentially form in grain boundaries. However, the volume
of the single-domain grains was not considered. The model assumes an in�nite
value of AF anisotropy, such that there are only two possible states for the AF
spins and the domain wall width is zero. Attempts to extend the model to systems
with realistic KAF have had limited success [135]. The model also does not address
the increase in Hc which accompanies exchange bias.
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4.2 The York Model of Exchange Bias

When it was proposed in 2010, the York Model of Exchange Bias was not the
�rst model to conceive of thermal e�ects in exchange bias systems. In earlier mod-
els already discussed, thermal activation was observed, but attempts to control it
were limited. The York Model of Exchange Bias departs from older models by
controlling thermal activation both during measurement and prior to them. By
controlling the initial state of the AF �lm, the York Model of Exchange Bias allows
for highly reproducible measurements to be made [11]. Measurements of the ef-
fect of dAF, the AF layer thickness, on Hex had shown a 1

dAF
dependence [136, 137].

However, this dependence had not been explained. On the other hand, measure-
ments of the e�ect of increasing lateral grain size reported apparently contradic-
tory �ndings where Hex was shown either to increase [138] or decrease [139]. The
York Model of Exchange Bias established a framework where the grain size distri-
bution in the AF is considered, from which the magnetic and thermal properties
of the �lm can be predicted. A grain is a crystallographically ordered unit of a
polycrystalline �lm. For the �lms under discussion a grain has a typical diameter
and thickness on the order of 10 nm.

4.2.1 Thermal Processes

t

ln (t)

Figure 4.6: The function ln(t ).

Early work on thermal processes fo-
cused on the decay of magnetisation in fer-
romagnetic (F) materials. This can be ex-
pressed by

~M(t ) = ~M0 ±SF
(
~H ,T

)
ln t (4.8)

where ~M is the magnetisation, ~M0 is the
initial state of the magnetisation, SF

(
~H ,T

)
is the time dependence coe�cient which is
dependent on the �eld ~H and temperature T and t is time [140]. The temperature
dependence of SF on T is shown in eq. (4.10) [141]. It is worth noting the form of
the function ln(t ) which is shown in �g. 4.6. This function is central to thermal
e�ects due to the probabilistic nature of thermal activation. The function ln(t ) is
characterised by rapid change for low t , and slower change thereafter [142].
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Fundamentally, the York Model of Exchange Bias adapts the Stoner-Wohlfarth
model of reversal in F �ne particles to AF polycrystalline thin �lms [30, 143]. It is
therefore similar to the work of Street and Woolley, in which the Stoner-Wohlfarth
model was applied to a F alloy, and the Fulcomer and Charap model of exchange
bias which was discussed in section 4.1.2 [129, 142, 144].

The factor SF is known to be a function of both temperature T and applied �eld
~H . Assuming that the decay in magnetisation is not due to structural changes in
the F, it must be due to changes in the domain structure. These changes are caused
by thermal activation of domains or domain walls over free energy barriers [142].
If we assume the energy barriers to reversal are given by ∆E then the relaxation
time τ−1, which is the mean time required before the energy barrier is exceeded,
is given by the Néel-Arrhenius law

τ−1 = f0 exp

(
− ∆E

kBT

)
(4.9)

where f0 is the attempt frequency, kB is Boltzmann’s constant and T is the tem-
perature [141, 143]. The value of f0 is usually taken to be equal to that of Fe, which
has been calculated to be ∼ 109 s [145]. The reasoning is that an energy kBT ‘at-
tempts’ to exceed the energy barrier ∆E with a frequency equal to f0 [129, 145].
The measurement of f0 in IrMn will be discussed in section 4.2.4 [146]. Using this
reasoning the form of the time dependence coe�cient can be shown to be

SF = 2kBT Ms f (∆E) (4.10)

where f (∆E) is the energy barrier distribution [141].

If the measurement time is much longer than the relaxation time then the mag-
netisation will �ip several times during the measurement, which in a F material
leads to superparamagnetic behaviour. On the other hand, if the measurement
time is much less than the relaxation time then the magnetisation will not change
during the measurement and so the �nal state will be the same as the initial state.
Such a particle is said to be blocked in its initial state. A particle being blocked or
superparamagnetic is therefore dependent on the measurement time or, since the
particle will reverse much more frequently at higher temperatures, a function of
T . The blocking temperature TB is thus the temperature at which the relaxation
time equals the measurement time. Rearrangement of eq. (4.9) gives an expression
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for TB of
TB = ∆E

kB ln
(
tm f0

) (4.11)

where tm is the measurement time. tm is on the order of seconds, so

∆E

kBTB
= ln

(
tm f0

)
≈ 25

(4.12)

for typical measurements [11]. Later measurements made on AF materials found
f0 ∼ 1012 s [146]. This is discussed further in section 4.2.4.

The magnetisation ~M of a F material is an order parameter. For an AF material
an analogous AF order parameter ~P can be de�ned such that

~P (t ) = ~P0 ±SAF ln t (4.13)

where SAF is the antiferromagnetic time dependence coe�cient. This implies that
an AF material will logarithmically approach an ordered state in the presence of
an ordering e�ect.

To be clear, the di�erent kinds of order in a polycrystalline AF �lm must be
distinguished. Firstly, crystalline order relates to the symmetry of the placement
of constituent atoms of a material. This study focuses on polycrystalline thin �lms
in which there is no change in crystallinity. Thus that is not a changing order
parameter. Secondly, in an AF material the constituent atoms have an antiparallel
magnetic alignments in a pair of magnetic sublattices. This is due to the nega-
tive exchange integral. This order exists below the Néel temperature (TN) which
is 690 K for IrMn [4]. In this study TN of IrMn is not exceeded. Therefore the an-
tiparallel alignment of adjacent atoms will be maintained. In a polycrystalline AF
material below TN, order is to be understood as the orientation of the magnetic
sublattices in a grain with those of other grains. This only applies when the grain
size is ∼ 10nm and therefore a grain contains a single domain. Each grain has
an alignment axis which is parallel to the magnetic sublattices and in an AF easy
direction. When this aligns with the axes in other AF grains, the material is said
to be ordered. In addition, a grain is said to be stable when this orientation does
not change and unstable when it does.
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The logarithmic ordering indicated by eq. (4.13) has been observed for an AF
�lm exchange coupled to a F layer where the ordering e�ect is the exchange accross
the F/AF interface [129, 144]. Therefore, �nding the factors that control SAF will
describe the ordering behaviour of a AF material.

The York Model of Exchange Bias is based on the application of the Stoner-
Wohlfarth model to an AF system. The Stoner-Wohlfarth model describes the
magnetic reversal of F nanoparticles and was discussed in section 2.2.3 [30]. In the
model, the particles are modelled as prolate ellipsoids. This gives them an overall
shape anisotropy. However, in principal the model can be generalised regardless
of the origin of the magnetic anisotropy.

In the Stoner-Wohlfarth model the reversal process is controlled by spin rota-
tion rather than by nucleation and domain wall motion, as would be the case for
multi-domain particles. For a multi-domain particle there is an activation volume
which, once switched, will allow the rest of the domain to switch by domain wall
motion [147]. However, for particles small enough to always be single domain the
e�ective activation volume is the same as the particle volume. In both the Stoner-
Wohlfarth model and the York Model of Exchange Bias, the magnetic rotation is
assumed to be coherent.

For a single-domain grain in the Stoner-Wohlfarth model where the activation
volume and the grain volume are equal, the energy barrier to reversal can be ex-
pressed as

∆E = KFVg (4.14)

where KF is the F anisotropy and Vg is the grain volume [148, 149]. Since Vg is
distributed each grain has a di�erent energy barrier to reversal. Thus for a given
temperature thermal energy will be su�cient to overcome the energy barrier to
reversal. By combination with the Néel-Arrhenius law, the thermal stability of a
particle can be expressed as

KFVg

kBT
= ln

(
tm f0

)
(4.15)

where the size of ln
(
tm f0

)
indicates the thermal stability and tm is the measure-

ment time. The behaviour of AF grains which reverse over volume-dependent en-
ergy barriers has been modelled using a micromagnetic Monte Carlo approach [150].
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Due to its applicability to recording media, eq. (4.15) is usually computed for
room temperature. However, it also implies that a large grain will remain stable
even at elevated temperatures and that a small grain will remain thermally unsta-
ble until cooled to a su�ciently low temperature. When applied to an AF material
KF is replaced by KAF. Thus an AF grain will have a blocking temperature higher
than 0 K and lower than TN, above which it is thermally active and below which it
is stable for a given timescale. Since in an AF �lm the grain sizes are distributed,
this temperature will be distributed. However, not all grain sizes are equally likely
and there will exist a maximum and a minimum grain size. If a minimum size
exists then a minimum critical temperature exists. This temperature, TNA, is the
temperature of non-activation. At and below TNA none of the AF grains are ther-
mally active on relevant timescales. The spin order of the AF �lm can then be
considered to be �xed.

The existence of TNA has two important consequences. Firstly, since at TNA the
AF �lm is free of thermal activation, measurements made at TNA are reproducible.
Early measurements of exchange bias made above TNA showed Hex changing be-
tween measurements and dependent on the duration of the measurement [84, 132].
However, these e�ects are removed when measuring at TNA [78]. Secondly, the re-
producibility of the measurements at TNA allow thermal activation to be controlled.
By performing thermal activation at temperatures above TNA, but always measur-
ing at TNA, thermal activation occurs before the beginning of the measurement.
Procedures of this nature are discussed in the rest of this section.

4.2.2 The York Protocol

IrMn is the most common and highest-performing AF alloy. It has become
widely used in HDD technology due to having the highest potential Hex of any AF
material [31]. There are two main challenges to measurement of IrMn �lms. The
�rst is that TN of IrMn is 690 K [4]. Heterostructures heated to this temperature
are susceptible to di�usion of atoms between layers [59, 101, 103]. For high per-
formance technological applications this would be unacceptable and di�usion also
reduces the maximum Hex achievable [59]. The model of Fulcomer and Charap
described the magnetic disordering of an AF �lm within a grain by thermal activa-
tion. In contrast, the York Model of Exchange Bias takes advantage of the potential
of thermal activation to magnetically order an AF �lm by thermal activation of AF
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grains. Fulcomer and Charap also note that the AF layer can change during the
measurement which has an e�ect on the measurement of Hex and Hc. To counter-
act this the thermal and magnetic history of the �lm must be controlled.

The second challenge to overcome is that the AF layer cannot itself be directly
measured. However, the behaviour of the AF layer can be observed by indirect
means. Namely, control of the thermal and magnetic history of the �lm allows the
state of the AF layer to be inferred. The state of the AF layer then in�uences the F
layer which can be measured.

The York Protocols are systematic procedures for the measurement of metallic,
polycrystalline AF thin �lms coupled to an F layer, having a grain size ∼ 10nm and
therefore containing a single domain. They allow the determination and control
of the AF state prior to and throughout the measurement. This control allows the
systematic determination of the �lm properties.

Before measurement, the state of the AF is generally unknown. Polycrystalline
thin �lms are usually produced by sputtering which alone does not confer any par-
ticular magnetic state. Thus the �rst stage of the York Protocol is to set the AF �lm
in a reproducible manner. This is achieved by applying an external �eld su�cient
to saturate the F layer and raising the temperature of the sample. The temperature
chosen is as high as possible without resulting in a decrease in exchange bias due
to di�usion [59]. This temperature is called Tset and will produce the highest Hex.
The �lm is held at this temperature for 90 min. After 90 min changes in Hex are
<1 % since changes in Hex are proportional to ln(t ) [11].

The second stage of the York Protocol ensures that there is no thermal acti-
vation of AF grains during the measurement. To achieve this, the �lm is cooled
in a positive �eld to a temperature at which no thermal activation of AF grains
occurs. This temperature is de�ned as TNA, the temperature of non-activation. To
�nd TNA the �lm is cooled to a trial TNA. The �eld is reversed for 1 min and two
hysteresis loops are measured. After this the �lm is left in reverse �eld for 30 min

before another two loops are taken. A change in Hex between the second and
fourth measurements indicates that thermal activation has occurred and the trial
TNA was too high. It is essential that two loops be measured at each step and only
the later used to calculate Hex. This removes the �rst loop training e�ect which has
been known to not be part of thermal activation for many years, as discussed in
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section 3.2.2 [68]. Changes between the second and following loops are the result
of thermal activation [78].

~M

~H

Tset: 90min

TNA

Tact: 30min

TNA

T = TNA

(a)

Heat to Tset in a pos-
itive saturating �eld

Wait for a pe-
riod of time tset

Cool to TNA

Reverse the �eld

Increase the tem-
perature to Tact

Wait for a pe-
riod of time tact

Cool to TNA

Measure the
hysteresis loop

(b)

Figure 4.7: The York Protocol measurement shown (a) schematically and (b) as a
list of steps [11].

The two steps outlined prepare the �lm for controlled and reproducible mea-
surements. One such measurement is controlled thermal activation which is de-
tailed here. Controlled thermal activation is achieved �rst by following the two
steps already outlined. Following these the sample is heated in appropriate steps
in a negative �eld to activation temperatures Tact. The �lm is cooled to TNA before
measuring. The measurement at TNA ensures no thermal activation occurs during
the loop measurement. The �lm is held at Tact for the activation time tact which is
typically 30 minutes. This duration was assumed to be su�cient due to the depen-
dence of Hex on ln(t ). This will be discussed further in chapter 6. Figure 4.7 shows
the procedure for thermal activation measurements. Since the sample is measured
at TNA no thermal activation takes place during the measurement. Instead the
thermal activation at Tact causes a reduction in Hex.
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4.2.3 Measurement of the Blocking Temperature

The blocking temperature TB is de�ned as the temperature at which Hex =
0. Historically, this was measured by increasing the measurement temperature
until Hex reduced to zero [151]. However, in that procedure the AF is changing
logarithmically during the measurement. These changes during the measurement
reduce the reproducibility of the measurements as the value of TB depends on the
time taken to measure it [74].

In fact, each AF grain has its own blocking temperature so the overall blocking
temperature for the �lm will be distributed. If the �lm is heated during measure-
ment, the blocking temperature measured is the maximum blocking temperature
of any grain, denoted by T MAX

B . The maximum blocking temperature will be as-
sociated with the largest grain since the energy barrier to reversal is proportional
to Vg as stated in eq. (4.14) [142]. During the York Protocol the �lm is measured at
TNA and it is therefore not subject to any time-dependent e�ect. Because of this it
gives reproducible data. In principal, thermal activation during the York Protocol
allows reversal of Hex to be achieved [152].

In the York Protocol the �lm is heated in reverse �eld to Tact for tact. It is then
cooled to TNA before measurement of the hysteresis loop. Tact is increased for each
measurement, which results in progressive thermal activation of the AF layer.

Using the York Protocol, the blocking temperature measured is the median
blocking temperature for set grains, 〈TB〉. An example of a York Protocol blocking
curve where the sample is measured at TNA is shown in �g. 4.8 with square, blue
points. It is compared to a conventional measurement where the measurement
temperature is higher for each subsequent measurement which is shown with cir-
cular, red points. In each case the sample measured has structure IrMn (3)/ CoFe
(10) (thicknesses in nm). The increase in Hex that occurs below 50 K is an example
of spin freezing, which was discussed in section 3.4.3. An investigation into spin
freezing is discussed in section 7.1.

Heating the �lm while the F layer is reversed causes the AF order to reverse
grain-by-grain. The amount of AF that reverses is a function of Tact and H∗, the
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exchange �eld from the F. The value of Hex is thus given by

Hex(Tact) ∝
∞∫

Tact

f (TB) dTB −
Tact∫
0

f (TB) dTB (4.16)

which is simply the fraction of grains oriented in di�erent directions [11].

Figure 4.8: In the standard measurement Hex is measured at increasing tempera-
tures until Hex = 0, which is at the maximum blocking temperature T MAX

B . In a
York Protocol measurement the �lm is measured at TNA, which allows the median
blocking temperature 〈TB〉 and the distribution of blocking temperatures f (TB) to
be found [11].

Equation (4.16) assumes that the AF is thin enough that the size of the grains
does not e�ect the F/AF coupling. The relation given in eq. (4.16) shows that when
Tact = TB then equal proportions of the volume of the AF grains are set in oppo-
site directions. Thus the value of TB obtained at Hex = 0 is the median blocking
temperature 〈TB〉 , at which point the grains being reversed are those having the
median volume 〈Vg〉.
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4.2.4 Measurement of Antiferromagnetic Anisotropy

The median blocking temperature 〈TB〉 can be used to calculate the anisotropy
KAF of the AF layer. The model assumes that the AF �lm is composed of grains of
distributed size of order 10 nm. This size results in the grains containing a single
AF domain. Like F grains, AF grains are subject to thermal activation leading to a
magnetic transition over an energy barrier given by

∆E = KAFVg (4.17)

where ∆E is the energy barrier to thermal activation, KAF is the AF anisotropy
constant and Vg is the volume of the AF grain [129, 142, 144]. When applied to F
�ne particles the anisotropy arises from the shape of the particles. However, in an
AF thin �lm KAF is dominated by the magnetocrystalline anisotropy.

The relevant timescale for the reversal depends on the temperature and grain
volume. The relaxation time is given by the Néel-Arrhenius law

τ−1 = f0 exp

− KAFVg
(
1− H∗

H∗
K

)2

kBT

 (4.18)

where τ−1 is the relaxation time, f0 is the attempt frequency which has a value
of (2.1±0.4)×1012 s−1 [146]. KAF is the AF anisotropy, Vg is the AF grain volume
calculated as a cylinder with volume equal to πD2

gdAF/4 where Dg is the grain
diameter, H∗ is the exchange �eld from the F layer, H∗

K is a pseudo-anisotropy
�eld, kB is the Boltzmann constant and T is the temperature. The values of H∗ and
H∗

K are not known, but the ratio H∗/H∗
K has been shown to be small [152]. This is

the case even for small values of F moment ~m, since although the overall magnetic
moment of the F �lm varies continuously, the ~m and thus H∗ of an individual F
crystallite is always in one of two antiparallel and non-zero magnetisation states.
KAF is magnetocrystalline in origin and thus varies with temperature such that

KAF(T ) = KAF(0) ·
(
1− T

TN

)
(4.19)

and therefore KAF(TN) = 0 [11, 32, 38, 47, 48].
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There is no intergranular exchange coupling between AF grains. This is rele-
vant to the York Model of Exchange Bias since the activation of AF grains is over
volume-dependent energy barriers. Direct exchange between AF grains is pre-
vented due to the incorrect lattice spacing that occurs at the grain boundaries.
In ferromagnetic polycrystalline metallic materials intergranular exchange occurs
via the RKKY interaction which is mediated by conduction electrons. In a F �lm
conduction electrons are polarised by the grain moment. In an AF crystallite there
is no overall moment so the conduction electrons are not polarised. When a spin
imbalance does occur at the edge of an AF grain the resulting polarisation is much
less than that seen in a F grain, since the grain is much larger than the grain bound-
ary. It is also the case that conduction electrons are scattered as they move over
grain boundaries, which would weaken the indirect exchange even if the electrons
were polarised. It has been shown that a sheath of AF material around F grains
reduces the RKKY interaction [21].

The most likely source of AF intergranular coupling is coupling via the F layer.
However, if the intergranular coupling was signi�cant then it would increase the
e�ective AF grains volumes for the purpose of calculating the energy barriers to
reversal. For the samples described in this study the polycrystalline nature of the
�lms and the distribution of grain volumes has been established by TEM imaging
and are shown in section 5.2.2. The use of bright-�eld (BF) and dark-�eld (DF)
imaging techniques show that the grains are crystallographically ordered. Since
the York Model of Exchange Bias successfully describes the magnetic behaviour of
the �lms based on the AF grain volume distribution, measured either through vary-
ing the layer thickness dAF or grain diameter Dg, it is reasonable to conclude that
the intergranular coupling must be insigni�cant. Due to their size and anisotropy
the AF grains are proposed to be single-domain as in the model of Fulcomer and
Charap.

Measurement of KAF requires controlling how much of the AF layer is con-
tributing to Hex and accounting for the interface coupling. In the York Model of
Exchange Bias both of these requirements are ful�lled when at the point on the
blocking curve where Hex = 0. Of the �lm volume that contributes to exchange
bias, when Hex = 0 exactly half is set in each opposite direction. This is shown in
�g. 4.9. In �g. 4.9 the grain size distribution is shown to be log-normal. This is a
consequence of particle coalescence by Ostwald ripening [153, 154]. This distri-
bution is typical for thin �lms [9, 11, 31, 73, 91, 146, 152, 155]. For the �lms used
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in this work the log-normal distribution was con�rmed by analysis of BF TEM
images as will be described in section 5.2.2.

Since the grains are set in order of their energy barriers and thus volume, at
〈TB〉 the largest reversed grain has a volume equal to the median grain volume〈

Vg
〉
. Thus the interfacial coupling parameter C∗ can be extracted from eq. (4.16),

producing

Hex
(〈TB〉

)∝C∗

 〈TB〉∫
0

f (TB) dTB −
∞∫

〈TB〉
f (TB) dTB

= 0 (4.20)

where 〈TB〉 is the median blocking temperature of the AF grain size distribution.
Thus when Hex = 0 the e�ect of C∗ is negated. However, this assumes there is no
grain size dependence to interfacial spin order.

Vg

f(Vg)

Original set AF
Reversed

AF 〈
Vg
〉

T = 〈TB〉

Figure 4.9: Hex = 0 at 〈TB〉 because equal volumes of the AF �lm are set in two
opposing directions.

By taking H∗/H∗
K = 0 it is possible to evaluate eq. (4.18) for the median TB and

Vg which gives

KAF
(〈TB〉

)= ln
(
t f0

)〈
Vg

〉 kB〈TB〉 (4.21)

where t is the activation time which is typically 1800 s and f0 is the attempt fre-
quency. The samples were grown in a high target utilisation sputtering (HiTUS)
system which will be discussed in section 5.1.1 and the lognormal grain size dis-
tribution was measured from BF TEM images as will be described in section 5.2.2.
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Progressive thermal activation has been used by O’Grady et al. to calculate the
value of KAF at 295 K for samples with composition Si/Cu (10)/CoFe (5)/IrMn (dAF)/
Ta (10) (thicknesses in nm) where dAF = 4 to 12 nm [11]. This was KAF(295K) =
(5.5±0.5)×106 erg/cm3 which was reduced by 15 % when dAF = 3nm. The results
are shown in �g. 4.10, the lines shown are a guide to the eye and in the case of
dAF > 3nm show that KAF is constant. Note that the error bars in �g. 4.10(b) appear
large because of the �ne scale of the y-axis. However, they represent a systematic
error due to the setting process which will be discussed in section 4.2.5.

Above 4 nm the value of KAF is constant. It should be noted that this calculation
used a value of f0 three orders of magnitude lower than was later shown to be the
case [146]. This does not signi�cantly a�ect the value of KAF found due to the
ln

(
f0

)
dependence of KAF. It was also assumed that TN for the �lm was 690 K, the

same as the bulk value [4]. The reduced KAF for dAF = 3nm was attributed to low
crystallisation of the �lm as a consequence of the �lm’s low thickness.

2 4 6 8 10 12

200

300

400

500

áTBñ
(K)

dAF  (nm) 

(a)

2 4 6 8 10 12

4.5

5.0

5.5

6.0KAF(295 K)
(´106 erg/cc)

dAF   (nm)

(b)

Figure 4.10: Progressive thermal activation was used to �nd the dependence of dAF
on (a) 〈TB〉, which was used to calculate (b) KAF. In each case the line is a guide to
the eye. After O’Grady et al. [11].

Using this method KAF was found to be higher than earlier measurements [156].
This was attributed to control of the activation process which resulted in the AF
�lm being fully set. The consistent value of KAF at 295 K above dAF = 4nm is shown
in �g. 4.10(b) and suggests that the use of 〈TB〉 has removed the in�uence of inter-
facial coupling. Since 〈TB〉 increases while KAF is constant, this method showed
that the value of 〈TB〉 is not simply a function of KAF but is in fact dependent on
the thermal activation process.

Strictly speaking the Néel-Arrhenius law eq. (4.18) only applies to a system
with aligned easy axes. Thus KAF can be improved further by improving the poly-



CHAPTER 4. MODELS OF EXCHANGE BIAS 82

crystalline order, also known as texture. For this reason the KAF found should be
considered an e�ective value.

4.2.5 Setting Limitations

In a material such as IrMn the Néel temperature TN is high enough that the
sample cannot be heated to TN without causing damage to the structure, such as
by destructive di�usion of material into adjacent layers. Hence, setting IrMn must
be done below TN and is achieved by thermal activation. Since ∆E = KAFVg, the
distribution of energy barriers and grain volumes have the same form.

Figure 4.11 shows the distribution of grain volumes after the sample has been
set and is subsequently at T > TNA. The region labelled (c) contains the grains that
were not set during the setting process due to Tset being lower than TN. These
grains did not align to the direction of the F magnetisation because the energy
barriers to reversal were too large to overcome during the setting time. Thus the
fraction of grains with volume larger than the set volume Vset shown in region (c)
do not contribute to Hex.

Vc Vset Vg

f(Vg)

(b) (c)(a)

Figure 4.11: Schematic of the grain volume distribution of AF grains after setting
at Tset in a magnetic �eld and then cooling to a temperature at which a fraction of
the AF is (a) thermally unstable, (b) the grains between Vc and Vset contribute to
Hex and a fraction of the grains are (c) unset.
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The region labelled (a) includes the fraction of grains which are not thermally
stable. For the fraction of grains with a volume lower than the critical volume Vc,
the energy barriers to reversal are su�ciently low that the grains are thermally
active. The grains with Vg < Vc are thermally disordered as in the Fulcomer and
Charap model. This means that although AF order persists in each grain, the di-
rection of the order changes due to thermal processes and there is no relative order
between grains. The grains in regions (a) and (c) do not contribute to Hex.

Thus only the grains in the region labelled (b) contribute to exchange bias,
these being the grains with a volume between Vc and Vset. The exchange bias can
therefore be expressed as proportional to the integral of the grain volume distri-
bution between these two critical volumes

Hex (T ) ∝
Vset(T )∫

Vc(T )

f (Vg) dVg (4.22)

where Hex(T ) is the exchange bias, Vc(T ) is the critical volume below which grains
are thermally active and Vset(T ) is the largest grain volume that was set during the
setting process.

Under ideal conditions the exchange bias will equal the intrinsic exchange bias
H INT

ex . These conditions would be Tset > T MAX
B so that the largest grains will be

set during the setting process and during the measurement T < TNA so that the
smallest grains will be stable. However, in a real measurement Hex will be modi�ed
by the interfacial coupling parameter C∗ and reduced due to the incomplete setting
of the AF layer. As discussed in section 3.4.1 the exchange bias is dependent on the
setting conditions, in particular the setting �eld ~Hset and the setting temperature
Tset [11]. Thus the total exchange bias at TNA for a given setting condition is given
by

Hex
(
~Hset,Tset

)= H INT
ex C∗ (

~Hset,Tset
) Vset(Tset)∫

Vc(TNA)

f (Vg) dVg (4.23)

where C∗ (
~Hset,Tset

)
is treated as a constant. As will be discussed in section 4.2.6

and section 4.2.7, the use of a constant value for C∗ is appropriate given that Hex

is shown to depend on the grain size distribution [11].
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4.2.6 Grain Volume Dependence of Exchange Bias

The York Model of Exchange Bias was used by Vallejo-Fernandez et al. to deter-
mine the dependence of Hex on the AF grain volume, considering the combined ef-
fect of the grain diameter distribution and the thickness of the AF layer (dAF) [155].
This study used samples with composition Si/Cu (10)/CoFe (2.5)/IrMn (dAF)/Ta (10)
(thicknesses in nm) where dAF = 3 to 12 nm and each value of dAF was prepared
with four di�erent median grain diameters [155]. Control of the median grain
diameter is achieved by controlling the sputtering parameters in high target util-
isation sputtering (HiTUS) as will be discussed in section 5.1.1 [157]. The median
grain diameters and grain size distribution was measured using TEM images as
will be discussed in section 5.2.2 [158].

Using the techniques discussed in section 4.2.3 to measure 〈TB〉, eq. (4.21) was
used to �nd KAF. The value of KAF thus found can be used to calculate the crit-
ical volumes Vc and Vset. Since Vc is the smallest grain volume that is thermally
stable and the measurements were made at TNA = 293K it can be found using a
rearranged from of eq. (4.18)

Vc(TNA) = ln
(
tm f0

)
kBTNA

KAF(TNA)
(4.24)

where the relaxation time is equal to the measurement time of 100 s [11]. Using
the same logic Vset can be found using the setting time tset = 5400s and the setting
temperature Tset = 498K, which gives

Vset(Tset) =
ln

(
tset f0

)
kBTset

KAF(Tset)
(4.25)

as the volume of the largest active grain. Using the critical volumes and the grain
volume distribution eq. (4.22) can be used to predict the dependence of Hex with
grain volume.

Experimental measurements of Hex as a function of
〈

Vg
〉

are shown for three
�lms with di�erent values of dAF in �g. 4.12(a). Hex increases with

〈
Vg

〉
except

for the �lm with the greatest thickness, which shows a decreasing trend at the
largest grain sizes. For �lms with low dAF many grains are thermally unstable
due to their low volume, which results in a decrease of Hex. For �lms with high
dAF and

〈
Vg

〉
grains could not be set during the setting process, which also results
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in a decrease in Hex. This explains why Hex �rst increases and then decreases
with increasing AF grain diameter. This unites earlier measurements which had
found apparently incompatible results for the dependence of Hex on grain size [138,
139]. The maximum Hex is achieved when the maximum fraction of the grains are
between Vc and Vset in size, as they are neither too small to be thermally stable nor
to large too be impossible to set. The lines shown in �g. 4.12(a) were calculated
using eq. (4.23) and therefore represent the integral of a volume distribution. The
�ts have been vertically scaled using C∗ as a �tting parameter since eq. (4.22) gives
only a proportional relationship rather than an exact value.

(a)

(b)

Figure 4.12: Experimental measurements of the dependence of Hex on grain vol-
ume match the forms predicted by the York Model of Exchange Bias in eq. (4.22)
for (a) AF grain diameter and (b) AF layer thickness which is here denoted tAF [11].
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The e�ect of dAF on Hex is shown in �g. 4.12(b) for a �lm where
〈

Dg
〉 =

7.6nm. This shows a sharp increase in Hex followed by a slow decline. This de-
crease is approximately of the form 1/dAF which has been seen in earlier measure-
ments [136, 137]. This apparent 1/dAF dependence arises from the long tail of the
distribution of grain volumes, which approximates to a 1/dAF form [11, 159]. The
�t shown in �g. 4.12(b) is calculated from eq. (4.22). The �t has been vertically
scaled using C∗ as a �tting parameter. The assumption that C∗ is constant is sup-
ported by the quality of the �ts. The error bars of the theoretical �t arise from the
uncertainty inherent in integrating over a distribution. They do not come from an
error in

〈
Dg

〉
as that was calculated from measurement of > 800 grains as will be

described in section 5.2.2.

The theoretical �ts in �g. 4.12 match the experimental trends within error. The
vertical scaling of the �ts has been adjusted to the value of Hex, however the form
of the curves derives from eq. (4.22). The correspondence of the trends imply the
validity of the York Model of Exchange Bias which uses a consideration of the
grain volumes to explain both trends in both dAF or

〈
Dg

〉
[11]. The �ts shown

represent the �rst time the dependence of Hex with grain volume had been theo-
retically determined and united earlier measurements which had been assumed to
be incompatible [138, 139].

4.2.7 Magnetic Viscosity

By consideration of the two critical volumes from eq. (4.22) the York Model of
Exchange Bias allowed the magnetic viscosity of a AF to be measured by O’Grady
et al., which as previously been measured in ferromagnetic materials [11, 140, 159].
In a F material the magnetisation process is associated with a time dependence of
~M , which is an ordering parameter. This ordering increases following a ln(t ) law.
For an AF material the setting process ordering parameter should also follow a
ln(t ) dependence.

A sample with composition Si/Ru (5)/IrMn (10)/CoFe (3)/Ta (10) (thicknesses
in nm) with a median grain diameter of (6.0±0.4) nm was heated to Tset = 498K

in the presence of a �eld ~Hset =−1kOe, which is su�cient to saturate the F layer,
where it remained for tset = 5400s. If Tset is large enough all the AF grains will
reverse. This allows the state of the AF to be known. The AF being fully set at
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Tset = 498K was con�rmed by the full reversal of Hex. This sample was chosen
as it is possible to set the entire �lm in a reasonable time and at a reasonable
temperature. Increasing Tset or tset increased Hex by <1 %.

(a)

(b)

Figure 4.13: The decay of Hex for a given temperature is (a) linear with time and (b)
when plotted as a function of Tal are shown to go through a peak which matches
the form predicted by the York Model of Exchange Bias [11].

In a reverse �eld the �lm was then heated to the aligning temperature Tal. At Tal

the AF grains are thermally activated and align in the opposite sense to how they
were aligned during the setting process. This was done several times sequentially
for a cumulative aligning time tal. At intervals the �lm was cooled to TNA and
Hex was measured. This allowed the dependence of Hex with tal to be measured
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for several values of Tal. When Hex was measured care was take to exclude the
training e�ect by measuring the second loop.

The time dependence of Hex is shown in �g. 4.13(a) for several values of Tal.
For all values of Tal the variation of Hex is linear with ln(tal). Note that the value of
Hex after aligning at 498 K is the same as the initial value although in the opposite
direction. This is evidence that the whole distribution was set during the setting
process and reset during the alignment process. Figure 4.13(a) shows that at Tal

a fraction of the AF �lm is thermally activated, meaning it realigns with a ln(t )

dependence.

The gradients of the linear �ts in �g. 4.13(a) are not invariant, nor do they in-
crease monotonically with Tal. The gradients are plotted as a function of Tal in
�g. 4.13(b). There is a peak at 413 K which is within 5 K of the median blocking
temperature 〈TB〉. This is shown alongside a theoretical �t from the consideration
of the grain volume distribution and the two critical volumes. This �t has been
scaled vertically to account for the e�ect of C∗. The agreement between the ex-
perimental results and the theoretical �t is excellent. The largest deviation is found
at the edges of the distribution. However, this can be explained as the error bars
on the data points are only from the error in measuring the gradients and do not
take into account errors in measuring

〈
Vg

〉
or KAF. The error in Vg is expected to

be largest at the edges of the distribution as, although > 500 grains are measured,
only a fraction of those will be the very largest and smallest grains. The distri-
bution shown in �g. 4.13(b) is symmetric due to the temperature dependence of
KAF. The correspondence between the experimental data and theoretical curves in
�g. 4.13(b) is further evidence of the validity of the York Model of Exchange Bias,
which was the �rst model to correctly predict this e�ect [11]. The calculation of
KAF, the grain volume dependence of exchange bias and the magnetic viscosity of
an AF material constitute three independent corroborations of this model.
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4.2.8 Limitations of the York Model of Exchange Bias

The York Model of Exchange Bias is nominally only valid for sputtered, gran-
ular AF �lms. In addition, the grain sizes must be of the order of 10 nm so that
the grains contain only a single AF domain. The York Model of Exchange Bias
does not apply to systems with large grain sizes as the activation volume neces-
sary to nucleate a domain will not necessarily be equal to the grain volume, and
as a consequence ∆E 6= KAFVg. In addition, the model is not designed for epitax-
ial, single-crystal systems or for core-shell nanoparticles. The magnetocrystalline
anisotropy of an AF single crystal cannot be measured. Instead only the e�ective
anisotropy of the �lm can be measured, which is dependent on texture.

Figure 4.14: Thermal activation measurements for an IrMn layer doped with Cu.
The curves are calculated based on the set fractions of the grain volume distribu-
tion as in the York Model of Exchange Bias [89].

Despite this the York Model of Exchange Bias has been applied to polycrys-
talline �lms with grain diameters of 43 to 65 nm. In these large-grain systems
Cu was added as a non-magnetic impurity. Cu is an ideal material for substitu-
tion defects in IrMn since it has a lattice constant of 0.3615 nm, which is close to
that of IrMn which is 0.371 nm [41, 42]. In addition both IrMn and Cu have an
fcc structure. These two factors allow Cu to occupy lattice sites in IrMn without
inducing extra strain. In the systems studied Hex was observed both to rise when
the Cu dilution was increased from 0 to 5 %, and to fall when increased further to
30 % [88]. The data was reinterpreted according to the York Model of Exchange
Bias, considering the defects as strong pinning sites. These strong pinning sites
behave like grain boundaries, such that increasing the Cu dilution fraction has the
same e�ect as reducing the grain size. However, the reversal process changes from
domain wall motion to rotation over the anisotropy barrier [88]. By considering
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the e�ective grain size of the doped �lms, the results could be explained using a
York Model of Exchange Bias approach [89]. The thermal activation measurements
are shown in �g. 4.14. The curves are calculated based on eq. (4.16).

In large-crystal systems, ion bombardment was shown both to increase [160]
and decrease [161] the exchange bias. The increase in exchange bias was attributed
to the energy supplied by the ions activating the AF �lm over energy barriers in
a mechanism analogous to heating [160]. On the other hand the decrease in Hex

was attributed to the ion bombardment modifying the interface in such a way as
to decrease the interfacial coupling [161]. However, both these results coincided
with a decrease in TB. The changes to Hex and decrease of TB were reinterpreted
using the strong domain wall pinning modi�cation to the York Model of Exchange
Bias [162]. In this interpretation the ion bombardment introduced non-magnetic
impurities into the AF layer. These non-magnetic impurities act as pinning sites
which reduce the e�ective size of the AF grains. The reduced AF grain size results
in a lower 〈TB〉. This is a consequence of eq. (4.21) which can be rearranged to give

〈TB〉 =
KAF

(〈TB〉
)〈

Vg
〉

kB ln
(
tact f0

) (4.26)

where 〈TB〉 is the median blocking temperature KAF
(〈TB〉

)
is the AF magnetocrys-

talline anisotropy constant at 〈TB〉,
〈

Vg
〉

is the median grain size, kB is the Boltz-
mann constant, tact is the activation time and f0 is the attempt frequency. In this
interpretation the changes in Hex are explained by the di�erent proportions of the
grain volume distribution that are set, unset and unstable as a result of the di�er-
ences in e�ective grain volume.

The York Model of Exchange Bias was not designed to be applicable to large
grain systems. However, it has been shown to be suitable when discussing AF lay-
ers doped with non-magnetic impurities and to thin �lms which have undergone
ion bombardment [89, 162]. This is in addition to the good agreement the model
has between experiment and theory [11]. This applicability across diverse systems
reinforces the validity of the model.

As discussed in previous sections the York Model of Exchange Bias successfully
predicted the form of the dependence of Hex on f

(
Vg

)
. However, the model does

not predict the value of Hex due to the unknown value of the interfacial sti�ness
constant C∗, which is used as a �tting parameter.
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As with older models of exchange bias the York Model of Exchange Bias cannot
account for the increase in coercivity Hc that occurs in F/AF coupled systems as
opposed to an uncoupled F �lm. CoFe is a soft magnetic material with a typical
coercivity < 100Oe [29]. When coupled to an AF material the coercivity typically
increases by a factor of between 2 and 10 to 200 to 1000 Oe [11]. A value of Hc > 0

is the result of irreversible processes occurring in the F material such that Hc1 6=
Hc2. In a F �lm the non-reversible processes occur during domain wall motion.

However, in an exchange-biased �lm these processes are occurring in �elds large
enough to saturate an uncoupled F �lm. On the other hand, the increase in Hc does
not disappear at TNA, where the AF �lm is not thermally active. Thus the increase
in coercivity cannot derive from changes in the AF layer.

The use of TNA succeeds in preventing thermal activation of the AF �lm, as
shown by the reproducibility of measurements made at TNA and the fact that Hex

does not change when Tact = TNA. However, as discussed in section 3.2.2 care
must still be taken to remove the �rst loop which has an enhanced Hex, even when
subsequent loops have the same value of Hex. While the changes in subsequent
loops are shown to be thermal in nature due to their disappearance at TNA, the
�rst loop training e�ect ∆Hc1 is athermal [68, 69]. The discussion of the interfacial
origin of Hc and ∆Hc1 follows in chapter 6 and chapter 7.

4.3 Proposed Extensions to Exchange Bias Models

Models of exchange bias are primarily concerned with explaining the loop shift.
Nevertheless, there have been a number of proposals which attempt to explain
other exchange bias phenomena by building on earlier models. The aim of these
proposals is to explain phenomena such as spin freezing, athermal training and
the ~m o�set in a coherent framework that also explains the loop shift. However,
none of these proposed extensions to exchange bias models have provided a com-
prehensive explanation of all exchange bias phenomena, or achieved consensus.

As discussed in section 4.2, the loop shift depends on the order of the AF bulk.
However, the role and e�ects of the interface has not been conclusively established.
In the York Model of Exchange Bias the interfacial contribution is represented by
the interfacial coupling parameter C∗ and the interfacial exchange �eld HI. On
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the other hand the factor H INT
ex represents the maximum potential Hex that can be

produced by ordering the bulk of the AF layer, which is reduced by the integral of
the grain volume distribution of the set grains. This distinction between the bulk
of the AF and the interfacial region is central to the proposed extensions to models
of exchange bias. This separation is demonstrated by the trilayer experiment dis-
cussed in section 3.4.2. The success of the York Model of Exchange Bias suggests
that it appropriate to treat C∗ and HI as constants. Incorporating disordered in-
terfacial spins into C∗ has been shown to be e�ective by the excellent �t between
the data and the predictions of the model [11]. However, York Protocol measure-
ments are performed after removing the training e�ect, a phenomenon that the
York Model of Exchange Bias cannot explain. Furthermore, the existence of spin
freezing suggests that C∗ and HI are not constant but functions of T and Vg.

In general, proposed extensions postulate the existence of disordered spins at
the F/AF interface. The behaviour of these spins is then described. Variously called
disordered interfacial spins, low freezing temperature spins, spin-glass regions and
spin clusters the overlapping descriptions describe substantially similar phenom-
ena, although not by identical mechanisms [12]. In the Domain State Model dis-
cussed in section 4.1.4 the F/AF interface contains non-magnetic impurities and
crystalline defects which act as the pinning sites of AF domain walls. The re-
duction in magnetisation of the domain states is correlated with the training ef-
fect [117]. However, this mechanism does not have su�cient magnitude to induce
the large training e�ect observed and does not account for thermal activation. A
terraced interface has also been proposed in order to explain the spin freezing ef-
fect [107, 121, 122, 163]. However, this applies only to single-crystal systems.

(a) (b)

Figure 4.15: Simulated (a) thermal activation of exchange bias and (b) blocking
temperature distribution using a spin-glass-like region at the interface. The x-axis
is similar to Tact and has units of K [12].
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A spin-glass-like interface has been proposed to explain spin freezing by Baltz
et al. [107]. In this model the change in Hex around 〈TB〉 is due to the thermal
activation of the bulk of the AF layer. This thermal activation is distributed due
to the lognormal distribution of the AF grain volumes. At the interface, there is a
distribution of the exchange coupling due to interface roughness. This results in
disordered interfacial spins. Where the spins are particularly frustrated, spin-glass
behaviour will be observed. The spin-glass-like interface will be further subdi-
vided due to the distributed conditions from which it arises. Thus the interface will
have a distributed spin-freezing temperature. This will enhance the temperature-
dependence of the coupling between the F and AF bulk, since the layers will be
e�ectively decoupled above the spin freezing temperature. It is this spin freezing
temperature distribution that results in the increase in Hex seen below 50 K [107].
Monte Carlo simulations of this model resulted in a good agreement with experi-
ment [12, 164]. An example of simulated spin freezing is shown in �g. 4.15. Note
that the x-axis is to similar Tact(K) albeit with tset = tact = 0. In these simulations
there are spin-glass-like regions across 75 % of the interface. For the remainder of
the interface, the AF and F layers are in direct contact.

A spin cluster is a collection of cooperatively acting spins at the F/AF interface.
They have been proposed as a potential extension to the York Model of Exchange
Bias [11, 37, 67]. A schematic of the spin clusters at the F/AF interface is shown in
�g. 4.16 [37]. In section 3.4.1 the increase in Hex with increasing setting �eld was
discussed. This implies that the ordering of the interfacial spins is ferromagnetic
and that their ferromagnetic order is increased by an applied �eld. It is proposed
that the ordering follows a Langevin function and that the F/AF coupling depends
linearly on the order of the interfacial spins. Thus a variation of the form

Hex
(
~Hset,Tset

)∝ H INT
ex L

(
~PI

)
(4.27)

is expected where Hex is the exchange bias, ~Hset is the setting �eld, Tset is the
setting temperature H INT

ex is the intrinsic exchange bias and L
(
~PI

)
is a Langevin

function of ~PI, the interfacial ordering parameter. ~PI is given by

~PI =
NSµB

(
~Hset +HI

)
kBTset

(4.28)

where NS is the number of spins, µB is the Bohr magneton and HI is the interfacial
exchange �eld due to the F, AF and spin cluster interactions [11].
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This form of the Langevin function has two unknowns, NS and HI. Thus a
unique solution cannot be found. However, the values of one can be used to con-
strain the other. If the value of the interfacial exchange �eld is taken to be half
the value of the exchange �eld of Fe then HI = 0.5×104 kOe. This value of HI

constrains the number of cooperating spins to between 10 and 50 [11]. This cor-
responds to spin clusters with internal F order and with a size distribution similar
to the grain diameter distribution.

Figure 4.16: A schematic of a F/AF interface showing the spin clusters through one
magnetic reversal. The training e�ect is attributed to the change in magnetic order
between the initial and �nal states [37].

A schematic of the spin clusters at the F/AF interface is shown in �g. 4.16 [37].
The spin clusters are shown through one magnetic reversal. In the initial state they
are parallel to the applied �eld. In negative saturation the majority of spin clusters
have reversed. However, the largest spin clusters have not reversed. When the
�eld is returned to the positive direction, some spin clusters remain aligned in the
negative sense. Thus the �nal and initial states are not identical. This di�erence
is proposed as an explanation of the training e�ect [37]. Spin clusters are also
proposed to explain the ~Hset dependence of Hex and spin-freezing [11, 67, 91]. Spin
clusters have a distribution of sizes which re�ects the distribution of temperatures
of spin freezing and the ~Hset dependence which cannot be explained by single spin
e�ects.

Spin clusters arise from the competing interactions at the interface. In the F
layer the exchange integral is positive, while in the AF layer the exchange integral
is negative. Thus at the interface there is a competition between the positive, fer-
romagnetic exchange and the negative, antiferromagnetic exchange. Hence the F
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and AF layers are separated by a quasi-independent interfacial layer. This layer is
sub-divided into groups of spins with internal F order. These spin clusters interact
with each other and with the F and AF layers through direct and indirect exchange.
As a consequence, the exchange integral Jex cannot be thought of as a single pa-
rameter, but must be considered for each pair of interacting entities [11, 12, 164].



5. Characterisation

This chapter details the methods and equipment required to produce and eval-
uate thin �lm samples for reproducible magnetic measurements. Thin �lms were
deposited by a sputtering system. An overview of this apparatus and the deposi-
tion procedure will be discussed. The �lm thickness was measured during depo-
sition using a crystal rate monitor. The characterisation of the samples has two
branches: structural and magnetic. The structural characterisation was carried
out by XRD and TEM. These techniques are well-suited to determining the texture
and grain volume distribution of the �lm, each of which are essential parame-
ters for this study [11, 37]. The magnetic characterisation was carried out using a
temperature-controlled vibrating sample magnetometer (VSM) and superconduct-
ing quantum interference device (SQUID) magnetic property measurement System
(MPMS). In this section the principles of operation of a VSM and MPMS will be de-
scribed.

5.1 Sample Preparation

5.1.1 HiTUS System

Multilayer thin �lm samples were produced using the high target utilisation
sputtering (HiTUS) system manufactured by PlasmaQuest Ltd. and which is shown
in �g. 5.1. An important di�erence between HiTUS and conventional sputtering
systems is that the plasma is generated in a separate side arm connected to the
main sputtering chamber [157, 165, 166]. From where it is generated, the Ar+

plasma di�uses into the Ar of the main chamber where it is directed onto the

96
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sputtering target by magnetic and electric �elds. This isolated plasma generation
allows plasma properties and sputtering parameters to be varied independently.
A radio frequency (RF) electric �eld is generated by a three-turn coil coupled to
a matching unit which is driven by a 13.56 MHz, 3 kW RF power supply. This RF
�eld generates a plasma in 99.999 % pure Ar via Landau damping.

The plasma di�uses into the sputtering chamber where it is constrained and
directed towards the target by two guiding electromagnets operating at 50 and
500 Oe. A negative bias between 0 and 1000 V applied to the target accelerates
the Ar+ ions. At 0 V the sputtering rate is negligible, but increasing the potential
di�erence increases the sputtering rate. This is known to a�ect �lm properties
such as grain size [157]. However, this voltage is not required to maintain the
plasma. Without the steering magnet and applied voltage, the plasma �lls the
sputtering chamber. This is used to clean the substrate surface, chamber walls and
remove gaseous impurities, as will be described in section 5.1.2. In addition to the
grounded steel walls acting as a heat sink, the target is also water-cooled.

RF

Plasma

AC/DC

Main Chamber

Side Arm

Launch Electromagnet
(50 Oe)

0–3 kW RF

Steering Electromagnet (500 Oe)

Substrate Carousel

Target Carousel

Ar

Pumps

Water Cooling

Film �ickness Monitor

Figure 5.1: Schematic of HiTUS system.

A progressive sequence of rotary pump, turbopump and cryopump is used to
reduce the base pressure of the system to 3×10−7 mbar. An in-built Programmable
Logic Controller (PLC) controls the pumping sequence as well as the RF power,
bias voltage and process pressure. Control of process pressure is achieved by a
mass �ow controller (MFC) which moderates the �ow of Ar into the chamber. The
process pressure used was 1.86 mTorr and the RF power used was 1.5 kW. These
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factors are both known to a�ect the growth rate. However, they have been tuned
to optimal values and the bias voltage used to control the grain size as the bias
voltage is the primary in�uence [165].

The separation of plasma generation and sputtering conditions has several ad-
vantages. First, there is the aforementioned independently variable sputtering rate
controlled by the bias voltage. Compared to a conventional magnetron sputtering
the HiTUS system requires only moderate magnetic �elds near the target with
a low �eld gradient. This allows for the use of thick ferromagnetic targets and
results in e�cient target utilisation compared to magnetron systems. In HiTUS
target utilisation can be as high as 95 %. Since the erosion of the target is rela-
tively uniform metal pegs can be used to modify the target composition. These
pegs are inserted into drilled holes and can either be used to introduce a dopant
or to alter an alloy ratio by a few percentage points. Holes drilled into a IrMn tar-
get are shown in �g. 5.2(a). In IrMn there is a di�erential sputtering of Mn and Ir
atoms due to iridium’s higher binding energy. Ir crystals accumulate on the target
surface as the surrounding Mn is sputtered away. This is shown in �g. 5.2(b). The
magnetic �eld near the substrate is low. However, a permanent magnet can be
placed on the substrate to deposit a �lm in �eld.

(a) (b)

Figure 5.2: The surface of the IrMn target showing (a) the drilled holes which can
be �lled with material to adjust the e�ective target composition and (b) Ir crystals
on the target surface.

Control of the grain diameter is essential as it, along with layer thickness, gives
the grain volume. The grain volume distribution is known to de�ne the character-
istics of an exchange-biased material and has been discussed in section 4.2 [11]. In
HiTUS the grain size can be modi�ed by variation of target bias voltage, process
pressure and ionising RF power [157]. In this study, the bias voltage was used to
control grain size as it is the easiest parameter to vary and produces the widest
variety of grain sizes.
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Another di�erence between HiTUS and conventional magnetron systems is the
relatively large separation of the target and substrate of (20±1) cm. This has two
e�ects. First, the material that deposits on the substrate is not re-sputtered. This
is both because there is no bias voltage on the substrate and because the plasma is
directed away from the substrate by the guiding electromagnets. Secondly, the de-
position across the substrate is uniform as the substrate represents an intersection
of a cone of sputtered material.

In HiTUS it is possible to place a carbon-coated TEM grid alongside the sub-
strate. This means that the deposition occurs on both the TEM grid and the sub-
strate simultaneously. A carbon-coated TEM grid is a perforated Cu disc coated
in a thin C �lm. The Cu lattice provides mechanical support to the C �lm. The
combined thickness of the sputtered �lm and the substrate is too great to allow
electron transparency without time-consuming and destructive thinning. Sput-
tering onto a TEM grid allows electron-transparent, in-plane TEM samples to be
deposited due to the much lower combined thickness or the sputtered and C �lms
compared to the sputtered �lm on the substrate. In-plane TEM samples were used
to measure the grain diameter Dg, which is essential for the application of the York
Model of Exchange Bias [11]. It has been shown that the grain size on TEM grids
is the same as that on the substrate [166].

5.1.2 Sputtering Procedure

The production of reproducible exchange bias samples depends on replicating
the sputtering conditions. This includes a procedure to control the condition of the
target, substrate and plasma before any material is deposited. This pre-deposition
procedure begins with target cleaning. Target cleaning removes contaminants in-
cluding oxides from the target surface via plasma sputtering. A bias voltage of
−900 V is applied to the target and sputtering continues until the sputtering rate
reaches a constant value. This indicates that the target is free of surface contami-
nants. Additionally the sputtered metal will act as a getter, removing free oxygen
from the chamber by reacting with it. The target is water-cooled to prevent it from
overheating.

During target cleaning, the substrate is concealed by a shutter. Target cleaning
is followed by up to �ve minutes of substrate cleaning, during which the bias volt-
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age is removed and lower steering magnet is switched o�. This allows the plasma
to �ll the main chamber where it is grounded by the substrate and chamber walls.
This process scours absorbed species such as water and organic contaminants from
the substrate and chamber walls. It also removes the oxide layer from the Si sub-
strate [53]. These two cleaning processes prepare the chamber, target and substrate
for deposition.

The cleaning processes are followed by two further pre-deposition procedures,
plasma conditioning and pre-sputtering. These �nal procedures directly precede
deposition and determine the sputtering parameters. Plasma conditioning is a 30 s

period provided for the plasma to reach equilibrium. This allows the system to
reach and stabilise at the process pressure. In this time the RF system and match-
ing unit maximise power transfer to the process gas. During pre-sputtering the
plasma is again directed onto the target and the bias voltage applied. This ages the
target and continues until the deposition rate reaches equilibrium. Once these pro-
cesses are complete the shutter is opened, exposing the substrate to the sputtered
material. The sputtering procedure can be stopped by extinguishing the plasma.
Alternatively, the substrate can be concealed by a shutter. This allows the target
to be changed without having to extinguish the plasma, which is convenient for
depositing multilayer �lms.

5.1.3 Film Thickness

The deposited �lm thickness was measured using an INFICON XTM/2 Depo-
sition Monitor. This device operates during deposition to monitor overall �lm
thickness and deposition rate. The sensing apparatus is a piezoelectric quartz
crystal which is positioned near the substrate during deposition. An applied volt-
age causes the piezoelectric crystal to distort, so an alternating voltage causes the
crystal to oscillate. The resonant frequency of this oscillation changes when small
amounts of material are deposited onto the exposed face. This change is given by

∆mf
mq

= ∆ fc
fq

(5.1)

where ∆mf is the change in mass due to accumulating material, mq is the original
mass of the crystal, ∆ fc is the change in resonant frequency of the coated system
and fq is the resonant frequency of the uncoated crystal, which has a typical value
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of 6 MHz [167]. This high frequency produces resolvable change in a short amount
of time which allows for precise measurements.

This equation holds for very thin deposition layers only because it assumes
the deposited �lm is entirely within the antinode region of the resonator. If this is
the case, the �lm experiences no shear deformation and thus the elastic properties
of the �lm can be disregarded. Thicker �lms can be measured using the Z-Match
technique which includes the acoustic impedance ratio of the deposited material
to give the �lm thickness as

df =
(

Nqρq

πρf fcZa

)
arctan

(
Za tan

[
π( fq − fc)

fq

])
(5.2)

where Nq is the frequency constant of the quartz which is 1661 Hzm [167], ρq and
ρf are the quartz and �lm density respectively, fc is the coated resonant frequency
of the system and Za = (ρqµq/ρfµf)

1/2 is the acoustic impedance ratio and µq where
µf are the quartz and �lm shear moduli [168].

This technique was calibrated using single-layer �lms deposited onto substrates
of known weight. The deposited �lms were weighed using a Mettler UMT2 digital
microbalance with a sensitivity of 0.1 µg. The thickness of the �lms were calcu-
lated using the bulk densities. However, the �lm density is unknown and expected
to be less than the bulk density. The linear relationship between the thicknesses
measured by resonance and by weighing implies the �lms have a density of ≈ 90%

bulk density. This technique is more accurate for �lms such as IrMn than it is for
CoFe due to the tendency for CoFe to oxidise.

In this work the CoFe/IrMn interface of an exchange bias system was modi�ed
by the addition of Mn. The addition of Mn at the interface is known to a�ect
the value of exchange bias measured [91, 92]. This is quanti�ed as an ultra-thin
layer with thickness dMn. However, due to di�usion and the small amount of Mn
added this is not expected to constitute a distinct layer. Thus adding Mn to the
interface is in e�ect an alteration of the F and AF compositions in that region. In
this work dMn had a value between 0 and 0.6 nm. In order to deposit these ultra-
thin layers, exchange bias �lms were produced by Seagate Technology at their
facility in Northern Ireland.
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5.2 Structural Characterisation

An understanding of the structure of a system is a requirement for interpreting
its magnetic behaviour. This is true in general for magnetic systems and especially
for exchange bias systems analysed using the York Model of Exchange Bias. For
this reason a series of detailed structural characterisations are carried out on each
�lm. In this study, special interest is paid to the crystallographic ordering and grain
size of the �lm. This section therefore discusses the experimental techniques used
to measure these structural properties, namely X-ray crystallography and grain
size analysis. In this section, anything not explicitly referenced is sourced from
Cullity [13, 169].

5.2.1 X-ray Crystallography

A common technique for analysis of thin �lms is X-ray crystallography. X-
ray crystallographic techniques are used to measure �lm properties by observing
the re�ections from a surface irradiated by X-rays. These re�ections arise from
di�raction from separated atomic planes in accordance with Bragg’s Law

λ= 2dhkl sinθi (5.3)

where λ is the X-ray wavelength, θi is the angle of incidence measured from the
plane and dhkl is the plane separation which for a cubic crystal is given by

dhkl =
ap

h2 +k2 + l 2
(5.4)

where a is the lattice constant and h, k and l are the Miller indices of the plane.

Thus a large re�ection intensity at a speci�c angle corresponds to a particular
plane separation. This can be used to measure changes in lattice constant of a
material and to distinguish between di�erent families of planes. This is possible
because the separation of the {100} planes of a cubic lattice is greater than that of
the {110} planes, itself greater than that of the {111} planes. Examples of lattice
planes and their corresponding Miller indices are shown in �g. 5.3.
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The X-ray crystallography in this work was carried out using a Rigaku Smart-
lab X-ray di�ractometer (XRD) system. This system uses a rotating Cu target bom-
bared by surrounding tungsten-anode �laments. The electron interactions with
the target produce both broad-spectrum Bremsstrahlung radiation and so-called
characteristic X-rays. These narrow-band characteristic X-rays arise from the elec-
tron bombardment ejecting a core electron from a target atom. This core hole is
then �lled by an outer shell electron, which emits a photon with an energy level
equivalent to the energy di�erence between the two states. Since the Bragg con-
dition for a re�ection depends on the wavelength λ, XRD measurements require
monochromatic or nearly monochromatic X-rays.
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Figure 5.3: Highlighted planes with their corresponding Miller Indices in a unit
cube for (a) the family of {100} planes, (b) the (110) plane and (c) the (111) plane.

Since the energy of an emitted characteristic X-ray photon is dependent only
on the electronic structure of the atom, characteristic X-rays have well-known
wavelengths. This makes them ideal for use in XRD. In this study X-rays resulting
from the K-L3 transition in Cu were used. This transition is equivalent to the Kα1

transition in Siegbahn notation which is a transition from the L3 (2p3/2) subshell
to the K (1s) shell [170]. This transition has an energy di�erence and thus an
emitted X-ray energy of (8047.8±2.3) eV where the error is the FWHM of the
spectral line [171]. Thus the corresponding wavelength is (154.059±0.044) pm.
This wavelength is ideal for XRD as it is close to the plane spacing of the materials
analysed in this study.

In order to use the K-L3 energy for XRD, the other characteristic X-rays and the
Bremsstrahlung radiation must be removed to produce a monochromatic beam.
This is achieved with a channel-cut Ge (220) single-crystal, through which the
generated X-rays enter and di�ract twice. This is shown in �g. 5.4(b) Due to the
speci�city of the Bragg condition the monochromator e�ectively �lters out all
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wavelengths except the K-L3 wavelength. A two bounce monochromator is ca-
pable of eliminating the Kα2 energy, which di�ers from the Kα1 energy by only
20 eV or 4 pm.

2θi
θi

~kout~kin
∆~k

dhkl

(a) (b)

Figure 5.4: (a) X-ray di�raction in θ-2θ geometry and (b) schematic of a two bounce
Ge(220) monochromator which uses the Bragg condition to eliminate all but one
wavelength.

X-ray crystallography includes a number of measurement modes, or geome-
tries, in which di�erent properties can be measured. Distinguishing between planes
is achieved by use of θ-2θ geometry, which is shown in �g. 5.4(a). In this geometry
the incident wavevector ~kin is re�ected by the scattering vector ∆~k to become the
re�ected wavevector ~kout. The X-ray source is moved by θi, while the detector is
moved by 2θi. This nomenclature arose with historical XRD systems in which the
X-ray source was stationary while the sample rotated. θ-2θ is limited to measuring
planes parallel to the surface.
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Figure 5.5: (a) Example of typical θ-2θ XRD data for a sample with a polycrys-
talline thin �lm and a single-crystal substrate and (b) structure shown schemati-
cally (thicknesses in nm).
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A typical example of θ-2θ XRD data for a polycrystalline thin �lm is shown in
�g. 5.5(a). The sample used for this measurement has composition Si/Ta (2)/Ru (2)/
IrMn (10)/CoFe (5)/Ru (5) (thicknesses in nm) and was produced by Seagate Tech-
nologies at their facility in Northern Ireland. The �lm structure is shown schemat-
ically in �g. 5.5(b). The area irradiated by the X-ray beam was on the order of
1mm in width and 5mm in length. Because of this, it was not possible to mea-
sure the re�ection from a single grain with size ∼ 10nm. The re�ections observed
are therefore an average over many grains. In �g. 5.5(a) two peaks are labelled
with the corresponding material and the calculated values for the peak positions.
These were calculated based on the Bragg angles for plane separations which were
themselves calculated from the bulk material lattice parameters. The height and
narrowness of the Si substrate peak compared to the IrMn peak is indicative of the
greater periodicity in the substrate as compared to the sputtered �lm and indicates
the change in lattice parameter due to residual stress.

If the crystallites of a polycrystalline material are oriented randomly then the
material is said to be untextured. A polycrystalline material is described as textured
when the crystallites have a preferred orientation [13]. The peak at (41.4±0.1)°
coincides with the calculated re�ection of the IrMn {111} planes which indicates
there are {111} planes parallel to the �lm surface. Note that none of the peaks cor-
respond to CoFe. Since Co70Fe30 has fcc structure the 〈100〉 and 〈110〉 re�ections
are forbidden by the selection rules [13, 169]. Thus a lack of a re�ection for CoFe
indicates that it has either 〈100〉 or 〈110〉 texture or that it forms an amorphous
layer. In any case for the F layer the shape anisotropy is expected to dominate over
the magnetocrystalline anisotropy.

The thickness and material of seed layers is known to in�uence the crystallo-
graphic ordering and texture of thin �lms which has consequences for magnetic
properties and exchange bias [33–35, 37, 87, 154, 172, 173]. The �lms in this work
have a duel seed layer of Ta/Ru which has been shown to induce texture in IrMn
that is between in-plane easy axis texture and 3-D random texture [32, 67]. The
Ta provides a smooth surface and breaks the crystal habit of the substrate. This
allows the hexagonal Ru to be deposited with its long axis perpendicular to the
surface, seeding the IrMn texture. This will be discussed further in �g. 5.7.

The equivalent to θ-2θ for measuring planes normal to the surface is termed
2θχ-φ geometry. Since it is not possible to illuminate the sample with a truly
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in-plane X-ray source, the source is usually o�set by a small angle ω. For this
Rigaku Smartlab ω is usually o�set by less than 0.5° and typically much less. In a
2θχ-φ scan the sample is rotated through φ and the detector through 2θχ, while
the source is held still. This is shown on �gure �g. 5.6. Using this geometry the
same set of planes are observed throughout the measurement. In a polycrystalline
sample a combination of θ-2θ and 2θχ-φ scans will indicate the prevalence of crys-
tallographic planes both in and out of plane.

2θχ
φ

~kout
~kin

∆~k

Figure 5.6: Schematic of 2θχ-φ geom-
etry where the planes lie perpendic-
ular to the surface.

By scanning through the Bragg angles,
θ-2θ and 2θχ-φ geometries are able to iden-
tify the crystallographic planes present and
identify the material they correspond to.
However, they are limited to only being
able to observe planes aligned either in-
plane or out-of-plane. Once θ-2θ and 2θχ-
φ have identi�ed the presence of a plane
a pole �gure scan can be used to �nd that
plane at other orientations.

In a pole �gure scan θi and 2θi are set to a chosen Bragg angle for a speci�c fam-
ily of plans in a speci�c material at the beginning of the measurement and do not
change. The sample is rotated in plane through an angle β and the detector moved
from in-plane to out-of-plane through an angle α. Since the source and detector
are in the Bragg condition, all the re�ected intensity comes from the di�raction
of the chosen crystal planes. For example, if a θ-2θ scan identi�es the IrMn (111)

plane parallel to the surface, then a pole �gure measurement at 41.4278° will �nd
the IrMn {111} planes oriented in the other directions. For an fcc, single-crystal
sample there will be four {111} re�ections visible in the pole �gure, one out-of-
plane peak and three equidistant peaks arranged on the circumference of a circle
70.53° away from the perpendicular. The peaks at 70.53° arise from the other {111}

planes, which are separated from each other by that amount.

The combination of θ-2θ, 2θχ-φ and pole �gure measurements indicate the
materials and crystallographic orientations present in a thin �lm. A �bre texture
is a crystallographic texture where the crystallites have a crystal direction parallel
to a single direction called the �bre axis. The crystallites in a material with �bre
texture are at arbitrary rotations about that axis [13]. Therefore the pole �gure
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will be spherically symmetric. A thin �lm with out-of-plane �brous 〈111〉 texture
will have crystallites that tend to have a {111} plane parallel to the surface. As
well as this the crystallites will be relatively rotated. Due to the rotation a pole
�gure of a thin �lm with �brous, out-of-plane 〈111〉 texture will show a central
out-of-plane peak and a ring at 70.53°. The ring arises from the relative rotation
of the crystallites around the 〈111〉 direction, which averaged over the whole �lm
appears isotropic in the plane. In IrMn the {111} planes are of particular interest
as they correspond to the magnetic easy axes [32–36]. For this reason in IrMn
systems out-of-plane �brous 〈111〉 texture is also known as in-plane easy-axis
texture with the same meaning [11, 37].
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Figure 5.7: (a) Pole �gure scans through α with constant value of β. The Mea-
surements were performed at the Bragg angle for IrMn (111) for three samples
(i)(ii)(iii) with (b)(c)(d) respective compositions shown schematically (thicknesses
in nm). A complete pole �gure is made up of one α scan per β angle. For circularly
symmetric samples all α scans are identical.

Figure 5.7(a) shows pole �gure measurements at the Bragg angle for IrMn (111)

for three samples with di�erent seed layers. The pole �gure shown in �g. 5.7(a)(i)
has composition shown in �g. 5.7(b) (thicknesses in nm). The pole �gure shown
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in �g. 5.7(a)(ii) has composition shown in �g. 5.7(c). This �lm was produced by
Seagate Technologies at their facility in Northern Ireland. The pole �gure shown
in �g. 5.7(a)(iii) has composition shown in �g. 5.7(d). The di�ering appearance of
the pole �gures is representative of the texture of the IrMn �lm, which it itself a
consequence of the choice of seed layer [32–35, 37, 56, 174].

Pole �gures allow the texture of the �lms to be compared qualitatively. In
�g. 5.7(a)(i) the �lm with a Cu seed layer shows that the IrMn layer is weakly tex-
tured, meaning there is no strongly preferred crystallite orientation. This results
in a pole �gure with relatively uniform intensity. In contrast, in �g. 5.7(a)(iii) the
�lm with a NiCr seed layer has out-of-plane �brous 〈111〉 texture. This strong
texture results in a bright central spot and clear ring at α=±70.53°. Thus for this
�lm there will be a large number of crystallites which have easy axes lying in the
plane fo the �lm [13]. Intermediately, �g. 5.7(a)(ii) shows the pole �gure of a �lm
with Ta/Ru duel seed layer and intermediate texture. This results in a central spot
and a faint ring at ±70.53°.

Texture is important since in IrMn systems the magnetic easy axis is in the
{111} planes [32–36]. The e�ect of texture on exchange bias was discussed in
section 3.2.2 and section 3.3.1. IrMn 〈111〉 texture has been shown to correlate
to large exchange bias and AF anisotropy [32–36, 87, 174]. When using the York
Model of Exchange Bias to calculate the anisotropy of a AF material, the value
obtained is the e�ective anisotropy due to the e�ects of texture [11]. A 3-D random
texture will reduce the e�ective anisotropy of an IrMn �lm, even if there is no
change in the magnetocrystalline anisotropy of the individual AF grains. Texture
also has implications for exchange bias phenomena such as training, as discussed
in section 3.3.1 [37, 67].

While not strictly a part of XRD or X-ray crystallography, X-ray re�ectivity
(XRR) is another X-ray technique used to characterise thin �lms. In XRR the spec-
ular re�ection of X-rays from a sample are measured at low angles. The re�ected
intensity deviates from Fresnel re�ectivity because the surfaces are not ideal [175].
The surface and interfaces are a�ected by roughness, porosity, interdi�usion and
contaminates. In a thin �lm heterostructure, the re�ection forms fringes, the peri-
odicity of which is a function of the materials and layer thickness of the �lm.
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The re�ection from the interfaces for the nth layer of a thin �lm heterostructure
is expressed by a recursive formula derived in 1954 by Parratt [175]. It was shown
that

Rn−1,n =ψ4
n−1

[
Rn,n+1 +Fn−1,n

Rn,n+1Fn−1,n +1

]
(5.5)

where ψn−1 is a wave-like function of the X-ray wavelength, incident angle, layer
thickness and refractive index. Fn−1,n is a function of the incident angle and refrac-
tive indices of the nth layer and the layer below. Rn,n+1 and Rn−1,n are functions
of ψn−1 and the ratio tangential components of the electric vectors of the re�ected
and incident X-rays. The ratio of the re�ected to incident intensity is obtained by
multiplying the ratio tangential components of the electric vectors of the re�ected
and incident X-rays by its complex conjugate.
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Figure 5.8: Example of typical XRR data showing (a)(i) fringes for �lm with (b)
structure shown schematically (thicknesses in nm) compared to (a)(ii) a modelled
�lm with parameters de�ned in table 5.1. The �gure of merit is 0.098632.

Using modelling software, it is in principle possible to simulate an XRR spec-
trum [176]. This simulation can then be �tted to the XRR data. It can be used to
con�rm the nominal �lm thickness df values or to measure the �lm density ρf or
interfacial roughness σf. However, due to the large number of �tting parameters
a �tted solution is unlikely to be unique. In addition, the refractive index is non-
trivial to calculate since it is a consequence of the interactions between the oscil-
lating electric and magnetic �eld components of the wave with the electrons in the
material. For this reason �tting software is packaged with experimentally obtained
parameters for a library of materials. In this work the parameters were obtained
by Henke et al. [177]. That said, this does not always include non-standard alloys
such as CoFe or IrMn. Furthermore, the compositions of alloys used in this study
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are not known precisely. For this reason XRR �ts must be treated with scepticism.
The Rigaku Smartlab XRD has in-built XRR �tting software that uses a Fourier
transform to produce the initial conditions for the �t.

Figure 5.8(a)(i) shows an example of typical XRR data for a multilayer thin
�lm with composition Si/Ta (2)/Ru (2)/IrMn (10)/Mn (0.05)/CoFe (5)/Ru (5) (thick-
nesses in nm). The �lm structure is shown in �g. 5.8(b). This �lm was pro-
duced by Seagate Technologies at their facility in Northern Ireland. Also shown
in �g. 5.8(a)(ii) is a �tted simulation made using a specialised modelling software
GenX 3 [178]. GenX 3 uses a genetic algorithm to re�ne multiple parameters si-
multaneously [179].

It is possible to �ne-tune the algorithm by careful selection of the mutation
rate. A high mutation rate makes the �t less dependent on the starting conditions.
In addition a large population size allows more �ts to be analysed per genera-
tion. GenX 3 is capable of taking advantage of parallel processing when used with
compatible hardware, which greatly decreases the time required to process each
generation.

The �lm roughness was simulated by a Gaussian distribution of correction fac-
tors applied to the electric �eld amplitude at the interface [178]. The �t had a �gure
of merit (FOM) equal to 0.098632, calculated from comparing the data and the �t
on a logarithmic scale [178]. In order to increase consistency between samples the
same number of generations were used in all cases, which was equal to 105.

Material Nominal Model Parameters
df

(nm)
ρf (±0.01)
(g/cm3)

df (±0.1)
(nm)

ρf (±0.1)
(g/cm3)

σf (±0.1)
(nm)

RuO2 – 6.97 1.0 6.9 0.7
Ru 5 12.45 3.2 12.1 0.6

Co70Fe30 5 8.59 5.1 9.0 0.6
Mn 0.05 7.21 0.1 8.1 0.2

IrMn3 10 11.40 9.0 12.0 0.3
Ru 2 12.45 1.5 12.8 0.5
Ta 2 16.69 2.7 14.0 0.2

Table 5.1: The nominal values and modelling parameters used in the �t of �g. 5.8(a)
and �lm structure shown schematically in �g. 5.8(b) showing �lm thickness df,
density ρf and interfacial roughness σf [26].
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For high-quality �ts it is necessary to �t the instrument parameters such as
intensity, resolution, background and spot size. However, once these values were
found they were kept constant to decrease the time required to �t the remaining
parameters. A Gaussian beam correction was added to correct for the beam shape,
which was important for �tting the critical angle of the �lm. In addition, an oxide
layer was added to the sample surface. The �lm thickness df, density ρf and inter-
facial roughness σf found for the �lm modelling are shown in table 5.1 compared
to the nominal values [26].

For all �lms other than Mn the thicknesses and densities obtained by �tting
were close to the nominal values. For the CoFe layer the thickness was 3 % larger
than the nominal value and the density was 5 % higher. For the IrMn layer the
thickness was 10 % lower than the nominal value and the density was 5 % higher.
These increased densities could indicate that the CoFe and IrMn �lms contain
higher proportions of Co and Ir than the sputtering target. This was discussed
in section 5.1.1. Table 5.1 shows the �lm roughness as estimated by the �tting.
The �lm roughness was low and was lowest for the layers closest to the substrate.
This is a consequence of the fact that each layer was deposited on top of the layers
that came before.

5.2.2 Grain Size Analysis

Measurement of the grain size distribution of a polycrystalline sample is es-
sential for the proper application of the York Model of Exchange Bias which was
discussed in more detail in section 4.2. An e�ective method for measuring this
is to analyse TEM images using a particle size analyser. To do this an electron-
transparent portion of �lm is observed in a TEM. This allows the measurement of
individual grain diameters. From this, the median grain volume and grain volume
distribution can be measured. In this section, anything not explicitly referenced is
sourced from Cullity [169] and Williams & Carter [180].

An electron microscope is a type of microscope that uses a beam of electrons to
form an image. In a transmission electron microscope (TEM) the electrons interact
with the sample as they pass into, through and out of a sample. Since electrons
have a smaller wavelength than visible light, an electron microscope is capable of
resolving signi�cantly smaller features than a light microscope in accordance with
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the Rayleigh criterion
sinθR = 1.22

λ

Da
(5.6)

where θR is the smallest angular separation that can resolved, λ is the wavelength
and Da is the diameter of a circular aperture. The electrons are produced by an
electron gun and focussed by electromagnets to form an image on a charge-coupled
device (CCD). A schematic of a TEM optical set up is shown in �g. 5.9.
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Figure 5.9: Schematic of a TEM.

For TEM it is necessary to prepare electron transparent samples, these being
samples through which electrons can pass in su�cient numbers to form a useful
image in a reasonable amount of time. This is often achieved by making the sample
very thin. The maximum thickness for electron transparency varies by material
and electron beam energy. For metals a thickness of hundreds of nm is usually
electron transparent. Due to the lower interaction cross-section, this thickness
can be up to several µm for organic chemicals. For magnetic measurements, �lms
are deposited on 0.2 mm thick Si wafer substrates. However, these cannot be used
in a TEM as the electrons cannot travel through the substrate. For this reason
a carbon-coated Cu TEM grid is placed beside the Si substrate in HiTUS during
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deposition. This produces a �lm alongside the main sample with the same grain
size distribution [166]. Since the sputtered �lm is supported only by a thin C �lm,
the ensemble is electron transparent and therefore suitable for TEM imaging.

Since the electrons travel through the sample, contrast in a TEM can be very
slight. It is produced by two main mechanisms, mass-thickness contrast and phase
contrast. Mass-thickness contrast arises due to the interaction of the electron
beam with the sample. For a single atom it is governed by the screened relativistic
Rutherford cross section

dσ

dΩ
= λ4

RZ 2

64πr 2
B

(
sin2 φR

2 +
(
θ0
2

)2
)2 (5.7)

where dσ
dΩ is the Rutherford di�erential cross-section, λR is the electron relativis-

tic wavelength, Z is the atomic number of the atom, rB is the Bohr radius of the
atom, φR is the scattering angle and θ0 is the screening angle. Since mass-thickness
contrast is due to the de�ection of electrons due to Z , there is su�cient di�eren-
tial interaction to create contrast when using materials of di�erent Z or di�erent
thicknesses. An example of mass-thickness contrast is shown in �g. 5.10. This
sample is an exchange bias �lm of CoFe/IrMn on a Si substrate. The �lm and sub-
strate have been thinned into a wedge shape by focused ion beam (FIB) milling.
Since the �lms used in this study have fairly uniform composition and thickness,
mass-thickness contrast does not contribute to the contrast of the TEM images.

Figure 5.10: Mass-thickness contrast for a wedge-shaped CoFe/IrMn thin �lm pre-
pared by focused ion beam milling. The white part of the image has no material
and so appears bright. The darker parts of the image represent areas where the
material is thicker. Sample prepared and imaged by author.
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Phase contrast is produced by the wave properties of electrons interacting with
a material [180]. For an ordered crystal a Bragg condition will exist for an electron
wave. Therefore, the electron wave can be di�racted by a crystal. This can be
used to perform electron di�raction measurements on a �lm in the same way that
X-rays can be used. However, for a polycrystalline sample it has an additional use.
Since the majority of the crystallites will not be in the Bragg condition the electron
beam will interact with them only very little and they will appear transparent. For
a crystallite which does match the Bragg condition however, the electron beam
will be de�ected by 2θi. Using an aperture, electron beams de�ected far from the
optical axis can be excluded. This causes the crystallite in question to appear dark
in a TEM image. This imaging mode is known as BF imaging because the majority
of the image is bright [180].

On the other hand DF imaging selects only crystallites which ful�l the Bragg
condition. This is achieved by the use of an aperture to exclude the main through-
beam, causing most of the image to appear dark. The aperture selects only the
beam which has been di�racted to the same angle. Therefore, in DF imaging the
crystallites for which the Bragg condition is met appear bright. The ray diagrams
for BF and DF imaging are shown in �g. 5.11.
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Figure 5.11: Ray diagrams for (a) BF and (b) DF imaging modes [180].

A comparison of BF and DF images is shown in �g. 5.12. As the �lm is tilted,
crystallites enter and leave the Bragg condition. DF imaging demonstrates that the
di�racting entities in the �lm are ordered single crystallites. Since the crystallites
that appear in DF images correspond to those seen in BF images, either can be used
for determining the grain size distribution. However, there are advantages to using
BF images. Crucially, bright grains in DF images oversaturate the detector. This
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causes the edges to become unclear, which prevents precise measurement of the
grain diameters because it obscures the grain boundaries. In addition, BF images
are used as each image contains more visible grains. This is because it is necessary
to measure at least 500 crystallites [158].

(a) (b)

Figure 5.12: A �lm region imaged in (a) BF and (b) its corresponding DF image
showing that the di�racting entities are ordered single crystallites. This CoFe/IrMn
was deposited in HiTUS onto a TEM grid.

In both BF and DF imaging it is possible to make out linear patterns within
individual grains. These have a super�cial resemblance to atomic planes. The
origin of these features is stress of the �lm. The �lms have been deposited on TEM
grids which provide enough mechanical stability to support the �lm. However, the
grid does not prevent the �lm from bending at the macroscopic level. This results
in atomic planes that would be parallel to become misaligned. However, since
the sputtered �lms are polycrystalline they have little long-range order, so this
e�ect does not require consideration. Stress at the crystallite scale is caused by
the displacement of atoms from a perfectly symmetric lattice. This is caused by
surface e�ects at the surface of the �lm and at the crystallite faces. These in turn
are caused by the di�erent energy landscape of the surface as compared to the
interior of the crystallite. This surface relaxation or contraction will slightly alter
the Bragg condition in that region, leading to the appearance of stress fringes.

Grain volumes are analysed using a Zeiss particle size analyser. TEM images
are printed and placed on a lightbox and an adjustable iris is matched to the crys-
tallite area via the equivalent circle method. To ensure the quality of the mea-
surement at least 500 grains are measured [158]. As designed the Zeiss particle
size analyser is electromechanical in nature. However, it has since been enhanced
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with custom Laboratory Virtual Instrument Engineering Workbench (LabVIEW)
software, enabling detailed measurements to be made rapidly. Using this method
measurements can be made at a rate on the order of 1 s per grain. It is therefore
possible for an experienced operator to complete a grain size analysis measure-
ment on up to seven samples in an hour. The Zeiss particle size analyser sorts the
measured grain diameters into 48 calibrated bins, from which the grain size dis-
tribution can be obtained. A lognormal distribution is �tted to the data in order
to �nd the median grain diameter 〈Dg〉, and σDg the standard deviation of grain
diameters. From these, 〈Vg〉 the median grain volume and σVg are calculated by
approximating the grains as cylinders with height equal to the �lm thickness df

such that

Vg =
πD2

g

4
df (5.8)

where Vg is the calculated grain volume and Dg is the grain diameter. An example
of a typical grain size distribution is shown in �g. 5.13.
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Figure 5.13: Example of a grain size distribution in terms of (a) Dg and (b) Vg for
a 10 nm thick IrMn layer. In each case a lognormal �t is shown. However, the
median values 〈Dg〉 and 〈Vg〉 were calculated from the data rather than the �t.

This method allows the measurement of 〈Vg〉 to high precision as well as the
calculation of σVg . These low errors are a result of measuring more than 500

grains [158]. The value of 〈Vg〉 is used for the calculation of the AF anisotropy
in the York Model of Exchange Bias [11].

A notable feature of the lognormal distribution is that if a parameter is lognor-
mally distributed, then the square of that parameter is also lognormally distributed.
Thus Dg and Vg are both lognormally distributed. Another feature of a lognormal
distribution is that if Vg is lognormal then lnVg is Gaussian. In addition, in a Gaus-
sian distribution the mean, median and mode coincide. Because of these two facts
the median of a lognormal distribution is exp(mean of Gaussian) since the mean
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and median of a Gaussian distribution are equal. Where the standard deviation of
a lognormal distribution of Dg is given, the meaning is the standard deviation of
lnDg.

5.3 Magnetic Characterisation

5.3.1 Vibrating Sample Magnetometer

This study made use of a vibrating sample magnetometer (VSM) [181]. In its
most fundamental form, in a VSM a magnetised sample is vibrated near a detection
coil. The changing magnetic �ux through the coil induces a changing voltage in
the coil in accordance with Faraday’s Law

E =−Ncε
dΦ

dt
(5.9)

where E is the electromotive force (emf), Nc is the number of turns in the coil, ε
is the geometric correction factor, Φ is the magnetic �ux through the coil and t is
time. The sample is magnetised by an external magnetic �eld ~H . Therefore, the
total magnetic �ux through the coil is the sum of the external �eld and the sample
magnetisation ~M such that

Φ= (∣∣~H ∣∣+ ∣∣~M ∣∣) Ac (5.10)

where Ac is the area of the detection coil. Thus combining equations eq. (5.9) and
eq. (5.10) the voltage induced in the coils is∫

E d t =−NcεAc
∣∣~M ∣∣ (5.11)

where the external �eld does not contribute to the voltage because it is invariant
with time t .

The magnetic samples measured in this study are not point dipoles. The sam-
ples measured were up to several mm long and a similar distance from the detec-
tion coils. Thus the small dipole approximation cannot be used. This is the origin
of ε in eq. (5.9). This is accounted for via calibration with a Pauli paramagnetic
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(P) sample with the same value of ε. For this purpose a 99.99 % pure Pd foil is
measured in the VSM. Since Pd has a linear magnetic response with susceptibil-
ity (5.1±0.1)×10−6 cm3/g at 288 K the signal from a magnetised Pd foil can be
used to calibrate the magnetic moment measured in a VSM [26]. The Pd foil is
cut to have the same size and shape as the sputtered �lms except for its thickness.
This additional thickness ensures that the Pd foil has a similar ~m to F sputtered
�lms. While the F thickness of the sputtered �lm is less than 10 nm, the Pd foil is
(0.250±0.001) mm thick. Since the Pd foil is the same size and shape as the sample
to be measured, the value of ε will be the same for both.

For the majority of measurements in this �eld, the value of ~m, ~M and Ms are
not of signi�cant interest and the AF carries no net moment. For this reason the
magnetisation of the sample is often expressed as the ratio ~M/Ms. However, in this
study a magnetisation o�set is measured and therefore hysteresis loops will not
be normalised. When measuring exchange bias samples the crucial parameters are
Hc1 and Hc2, which are the two x-intercepts of the hysteresis loop. These values are
used to measure the exchange bias Hex, coercivity Hc and training e�ect ∆Hc1 of a
�lm. An example of a series F hysteresis loops measured on the Microsense Model
10 VSM is shown in �g. 5.14 where dCoFe is the thickness of a CoFe �lm. The �eld
is measured using a Hall e�ect Gauss probe which is calibrated to zero �eld and to
a secondary standard on a monthly schedule. The other important parameter to
control is temperature as it is used to control thermal activation processes in the
AF layer. This is discussed in section 4.2.
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Figure 5.14: Example of data from the Microsense Model 10 VSM for thin layers of
CoFe demonstrating the �eld and moment sensitivities.
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The shape of a magnetic sample also has an e�ect on Hc. This is due to the
demagnetising �eld which is dependent on the sample shape which is in turn de-
pendent on the method used to produce the sample. Films sputtered in HiTUS
are sputtered through a mask. This produces shadowing e�ects at the edge of
the �lm. Sharper corners can be formed by sputtering onto a larger substrate and
then cleaving the sample with a diamond scribe. Ultrasonic sample cutting pro-
duces a sample with a rough edge. The di�ering condition of the edge means that
the activation energy for domain walls is di�erent. This together with a strong de-
magnetising �eld at the edges of the �lm means that the probability of domain wall
nucleation depends strongly on the condition of the �lm edge [182]. For magnetic
transitions dominated by domain wall nucleation, a domain wall will propagate
through the �lm rapidly. Hence if the magnetic transition of a �lm is dominated
by domain wall nucleation then the condition of the �lm edges will signi�cantly
a�ect Hc. This is indicated by a hysteresis loop with an abrupt and rapid transition.
In contrast if the magnetic transition is dominated by domain wall pinning then
the transition will not be abrupt, as the domain wall has to propagate through the
�lm as the �eld overcomes the pinning energies. Therefore the edge conditions of
such a �lm do not have as large an e�ect on its properties.

The VSMs used in this study were a Microsense Model 10 VSM and a Quan-
tum Design MPMS. These two systems were used because of their complemen-
tary temperature capabilities as temperature control is essential for repeatable ex-
change bias measurements. The Microsense Model 10 VSM has an open-circuit,
continuous-�ow cryostat that allows measurement from 100 to 700 K using N2 and
Ar. The Microsense Model 10 VSM uses Ar above 575 K due to the tendency for N2

to form reactive species at high temperatures. The Quantum Design MPMS uses a
closed circuit He cryostat with a temperature range from 1.8 to 400 K.

The Microsense Model 10 VSM uses eight detection coils arrayed in two tiers
of four. This arrangement is shown in �g. 5.15 with the default applied �eld di-
rection marked [183]. The signals from the upper and lower coils are subtracted
so that the combined signal comes only from the sample region between the coils.
This eliminates signals caused by the vibration of the detector coil assembly. The
coils are arranged at intervals around the coil assembly in two orthogonal groups,
these being called the x-coils and the y-coils. Vector combination of the signals in
the x-coils and y-coils allows two-dimensional measurements of ~m. Rotating the
electromagnet changes the relative orientation of the sample to the external �eld.
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Since the detector coil assembly does not rotate the sample position relative to the
coils is �xed. This means the detector coil sensitivity remains uniform over the full
rotation range. In the default position the detector coils are ±45° from the external
�eld direction. Aligning the magnetic �eld with the detection coils at ±45° allows
the x-coils and y-coils to be calibrated independently, since the coils perpendicular
to the �eld intersect no �ux [183].

~H

21.5 mm
y-coils

21.5 mm
x-coils

19 mm

14 mm

Figure 5.15: Coil arrangement for the Microsense Model 10 VSM [183].

A linear actuator vibrates the sample. A frequency of 75 Hz is used and matched
by the reference frequency of a pair of Stamford Research SR830 lock-in ampli�ers,
one for the x-coils and one for the y-coils. With the cryostat in place the maximum
�eld possible in the Microsense Model 10 VSM is 2.2 T with a 60 mm pole gap.

The use of an open-circuit, continuous-�ow cryostat means that the sample
vibration is not transmitted to the rest of the measurement system, which is chal-
lenging to achieve in a closed-circuit system. The temperature of the sample space
is controlled by �owing gaseous N2/Ar through a dewar of liquid N2. The gas/liq-
uid mixture is then directed through a heater element to the sample space. The
heater power is adjusted by PID control to heat the mixture to the target temper-
ature. For high temperatures the liquid N2 dewar can be by-passed to reduce the
heater power required. By this method the temperature of the sample space can
be speci�ed to ±0.5 K at 100 K.

The Quantum Design MPMS uses a SQUID to measure ~m. This MPMS VSM
is based at Diamond Light Source. The SQUID is the element used to detect �ux,
which di�ers from a conventional VSM which uses induction in detection coils.
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The Quantum Design MPMS has a temperature range from 1.8 to 400 K and a
maximum �eld of 7 T. The �eld coil and detection coil are solenoids concentric
with the sample position.

A SQUID detects �ux using a pair of Josephson Junctions connected in par-
allel, forming a loop. A Josephson junction is restricted a connection between
two superconductors. This restriction can be an insulator, a non-superconducting
conductor or a dimensionally narrowed portion of the superconductor. In each
case, the restriction acts as a tunnel barrier to Cooper pairs which are the charge-
carriers in superconducting circuits. The tunnelling of the supercurrent through
the barrier is known as the Josephson E�ect.

The tunnelling supercurrent across a Josephson junction is related to the phase
di�erence of the Cooper pair wavefunctions between the superconductors. So by
measuring the supercurrent around a loop with two Josephson junctions, the phase
di�erence can be measured. The magnetic �ux through the loop can therefore be
indirectly measured, since the magnetic �ux modi�es the phase of this quantum
state [184].

The SQUID measures �ux by measuring the tunnelling supercurrent around
the loop, which alternates at Φ=Φ0/2 and reverses again at each increase in inte-
gerΦ0, whereΦ0 is the Magnetic �ux quantum which has a value of 2.07×10−15 Wb

accurate to 8 signi�cant �gures [184]. This requires calibration against a known
magnetic �eld. A LakeShore 8600 Series VSM was used to con�rm the trends ob-
served.



6. High-Temperature Behaviour

As discussed in chapter 3, the phenomena associated with exchange bias are
highly dependent on temperature. Broadly speaking, they can be divided into two
groups, high-temperature and low-temperature behaviour. High-temperature be-
haviour includes the setting and thermal activation of the bulk of the AF grains,
while phenomena such as spin freezing and the training e�ect, which are interface
phenomena, are categorised as low-temperature behaviour. Low-temperature be-
haviour will be discussed in chapter 7.

In this chapter the high-temperature behaviour of exchange bias systems will
be discussed. However, that does not imply that the measurements themselves will
be made at high temperatures. The measurements discussed in this chapter take
place at the temperature of non-activation TNA. Measurements made at TNA are
free of the thermal activation of the spin order in the bulk of the AF grains [11].
Thus there are no changes occurring during the measurement, as discussed in sec-
tion 4.2. Instead, the AF order changes only during the thermal and magnetic treat-
ment that occurs before the measurement. Measuring at TNA allows a snap-shot
of the AF order to be measured. Therefore, despite the measurement occurring at
around room temperature, the high-temperature behaviour can be probed. Mea-
surements made at TNA have been shown to be highly reproducible [11].

While the majority of Hex arises from the order of the bulk of the AF grains, the
interfacial region will have a signi�cant e�ect. This was shown when the results of
these measurements diverged signi�cantly from the predictions of the York Model
of Exchange Bias. In particular, this is highlighted when the interface is doped
with an ultra-thin layer of Mn. These �lms were produced by Seagate Technology
at their facility in Northern Ireland.

122
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6.1 Irreversibility of Exchange Bias

6.1.1 Setting and Resetting

Below TN an antiferromagnetic (AF) grain will be ordered in the sense of having
antiparallel sublattices [13]. However, the orientation of the sublattices can change
by reversal over an energy barrier. In this sense, it is possible to discuss AF order
as the order in the relative orientations of the sublattice directions between grains
and thus throughout the �lm.

In the York Model of Exchange Bias the energy barrier to reverse the magnetic
order of an AF grain is given by

∆E = KAFVg (6.1)

where KAF is the e�ective AF anisotropy and Vg is the volume of the grain. The
reason that KAF is the e�ective anisotropy is due to the distribution of grain align-
ments, also known as texture. A polycrystalline �lm will not have the same mag-
netocrystalline anisotropy as a single crystal since its constituent grains are not
aligned. This is discussed in section 4.2.4.

Since KAF is a function of temperature of the form

KAF(T ) = KAF(0) ·
(
1− T

TN

)
(6.2)

where TN is the Néel temperature, the largest grain that can be set at a temperature
Tset < TN has a volume of Vset. At a lower temperature, Vc is the volume of the
smallest grain whose AF orientation is not disordered by thermal energy. Thus
the exchange bias Hex is produced by the grains with a volume between Vc and
Vset [11]. This is shown in �g. 6.1(a) where the grains with volume larger than
Vset or smaller than Vc do not contribute to exchange bias. At TNA there are no
unstable grains because Vc is smaller than any grain in the �lm. This is shown
schematically in �g. 6.1(b). Thus at TNA the order of the AF does not change and
there are no changes in Hex.
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Since the setting of the AF layer is brought about by thermal activation the
degree of order increases as a function of ln t [11]. As discussed in section 4.2.7, the
logarithmic rate of setting is fastest when Vc is closest to the modal grain size since
the largest number of grains are being activated. For the samples measured in this
study a setting time of 5400 s and a setting temperature of 500 K was su�cient to
maximise the exchange bias. Further increases in tset or Tset resulted in an increase
in Hex smaller than 1 %. Thus setting the �lm twice in the same direction results
in no increase of Hex, in accordance with previous �ndings [11]. However, setting
the �lm in the opposite direction will reverse the direction of Hex. According to
the York Model of Exchange Bias, Hex is determined by the set fraction of the AF
�lm which is in turn determined by the AF grain volume. Thus since the AF grain
volume does not change it should be possible in principal to reset the �lm under the
same conditions and achieve the same magnitude of exchange bias in the opposite
direction.

Vc Vset Vg

f(Vg)

T > TNA

(a)

Vc Vset Vg

f(Vg)

T = TNA

(b)

Figure 6.1: The portions of a grain size distribution that contribute to Hex at (a) a
temperature greater than TNA and (b) TNA.

A �lm with composition Si/Ta (2)/Ru (2)/IrMn (10)/Mn (0.05)/CoFe (5)/Ru (5)
(thicknesses in nm) was used to investigate the reversibility of the setting proce-
dure. The �lm structure is shown in �g. 6.2(b). The AF �lm has a temperature
of non-activation TNA of 300 K. The unset �lm was measured at TNA con�rm-
ing no initial exchange bias. It was then set in a positive �eld of ~Hset = 20kOe

at Tset = 500K for tset = 90min. The �lm was cooled to TNA and two loops were
measured. These are shown in �g. 6.2(a)(A). The di�erence between the two loops
is the training e�ect ∆Hc1. There were no changes of Hex in subsequent loops, due
to the measurements taking place at TNA. The �eld was applied during both the
temperature increase and decrease. The exchange bias value of (−920±10) Oe was
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measured using the second loop to eliminate the e�ect of training. The negative
sign indicates that the exchange bias has resulted in the loop being shifted to the
left. This convention is used for blocking temperature measurements [11].
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Ru (2)

IrMn (10)

Mn (0.05)

CoFe (5)

Ru (5)

(b)

Figure 6.2: (a) An example of irreversible exchange bias for a sample set in (A)
20 kOe and then (B) −20 kOe with (b) structure shown schematically (thicknesses
in nm).

The applied �eld was then changed to ~Hact =−20kOe. This reversed �eld acts
in the opposite direction to the original ~Hset. The temperature of the �lm was
increased to Tact = 500K and held there for tact = 90min, identical to the setting
process. The �lm was then cooled to TNA and two loops were measured starting
from negative saturation. These are shown in �g. 6.2(a)(B) showing the training
e�ect.

The resulting exchange bias for the activated loop was (240±10) Oe, where the
positive parity indicates the loop is shifted to the right. This exchange bias magni-
tude is ≈ 25% of the initial value. The initial setting process was not replicated by
the second setting process, which implies that some portion of the setting process
of the AF layer is irreversible. This correlated with an increase in coercivity. As
well as reversing the exchange bias the training e�ect reappears after the setting
process. This training occurs on the �rst magnetic reversal only. The exchange
bias, coercivity and training are shown in table 6.1.

To describe the change in Hex qualitatively, a dimensionless reversibility pa-
rameter Rex is de�ned as

Rex =
HA

ex −HB
ex

2HA
ex

(6.3)
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where HA
ex is the initial exchange bias and HB

ex is the exchange bias after the re-
versal procedure. Using this de�nition a �lm which is fully reversed such that
HB

ex = −HA
ex has a reversibility of 1, while a �lm in which the exchange bias does

not change during the realignment has a reversibility of 0. This de�nition excludes
grains with size below Vc and above Vset since they do not contribute to the ex-
change bias. By de�nition at HB

ex = 0 the reversibility is 0.5. This re�ects that
the set grain volume is set in two opposite directions in two equal fractions. Us-
ing this de�nition Rex = 0.64 for the �lm shown in �g. 6.2 under identical setting
conditions.

�g. 6.2(a)(A) �g. 6.2(a)(B)
~Hset (Oe) 20000 −20000 ±10
Hex (Oe) −920 240 ±10
Hc (Oe) 270 300 ±10
∆Hc1 (Oe) 30 40 ±10

Table 6.1: Loop parameters for the loops shown in �g. 6.2 given for (A) a �lm set
in a positive �eld and (B) the �lm set in the opposite direction.

A value of Rex lower than 1 indicates that there has been a change between
the two setting processes. This change cannot be attributed to the F layer since
the setting process is carried out at a �eld magnitude of 20 kOe. This �eld is large
enough to saturate the F layer in either direction, thus the role of the F layer is
the same during both setting processes. During setting the spin order of the AF
grains reverses over volume-dependent energy barriers [11]. Thus a reduction in
Hex could be explained by an increase in the e�ective median grain volume, such
as by increasing the coupling between AF grains. However, the success of the York
Model of Exchange Bias shows that the AF grains do not interact strongly. That
said, the possibility exists that they interact through the F layer. In any case, there
is no mechanism by which the intergranular coupling could change between the
�rst and second setting process.

The F/AF interface cannot be the source of irreversibility at high temperatures.
This is due to the fact that the interface can be reset at temperatures below TNA on
a time scale of 1 min. This is shown by the recovery of the training e�ect which
will be discussed in detail in chapter 7.

Since there is no change in the F or AF order the reduction in Hex must be due
to an increase in 〈TB〉 of the AF grains. Since 〈Vg〉 does not change, the increase in
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〈TB〉 must be due to an increase in KAF. KAF in IrMn can be increased by annealing
due to the increasing degree of crystallinity. However, the AF grains are known to
be highly crystalline from XRD studies and therefore an increase in crystallinity
is unlikely [32, 174].

As shown in �g. 2.11, KAF of IrMn is known to increase as the proportion of
Mn increases [53]. The composition and in particular the composition near the
interface is known to change during annealing [59]. Thus the increase in KAF

could be caused by an enrichment of Mn in the interfacial region due to preferential
di�usion of Mn.

At the interface between IrMn and CoFe species can interdi�use, in particu-
lar Co and Mn. This has been shown to have an e�ect on exchange bias proper-
ties [57, 59]. It could also lead to the formation of additional interfacial alloys with
distinct magnetic behaviour such as CoMn [63]. This di�usion will be enhanced
by heating [59]. Thus the di�erence between the �rst and second setting process
can be attributed to di�usion that occurs between the two measurements. This
hypothesis will be discussed further in section 6.1.4.

6.1.2 Time Dependence of Setting

Magnetic viscosity measurements were carried out to investigate the time de-
pendence of the AF resetting process. The procedure is outlined in section 4.2.7. In
a magnetic viscosity measurement the AF �lm is set in positive �eld at temperature
Tset and for time tset. It is then activated in reverse �eld at an aligning temperature
Tal for time tal. The sample is periodically cooled to TNA where the exchange bias is
measured. Previous work has shown the exchange bias to fully reverse when Tal =
Tset and tal = tset for samples with di�erent structures [11, 38, 91, 152, 185, 186].
However, as discussed in this chapter this is not necessarily the case.

A sample with composition Si/Ta (2)/ Ru (2)/IrMn (10)/CoFe (5)/Ru (5) (thick-
nesses in nm) was used to investigate the time dependence of the setting proce-
dure. The �lm structure is shown schematically in �g. 6.3(b). The sample was mea-
sured as deposited to con�rm no initial exchange bias existed. The sample was then
set in a �eld of ~Hset = 20kOe at a temperature Tset = 500K for tset = 5400s = 1.5h

and two hysteresis loops were measured. The second measured loop was used to
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measure Hex to eliminate the e�ect of training. This was then followed by align-
ment in a �eld of −20 kOe and at Tal = 500K for a period of tal. The cumulative
duration of tal was 92×103 s. At intervals the �lm was cooled to TNA and two
hysteresis loops were measured. The results show a rapid transition to positive
Hex at small values of tal, followed by slower changes at high values of tal. The
same measurement is shown on a ln tal axis in �g. 6.5(a). The logarithmic form
of this behaviour is in accordance with previous measurements as shown by the
logarithmic rate of setting in �g. 4.13 [11].
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Figure 6.3: (a) The time dependence of Hex for a �lm with (b) structure shown
schematically. The line is a guide to the eye.

A rapid reversal followed by a slow reversal can be understood with reference
to the grain volume distribution shown in �g. 6.4. The reversal process is the exci-
tation of the spin order of the AF grains over a volume-dependent energy barrier
to reversal [11]. Thus the smallest grain will reverse on the shortest timescales and
the largest will reverse on the longest timescales. In �g. 6.4 the integrated area be-
tween lines (a) and (b) represent the �lm volume that is reversed at tal ¿ tset. Since
the activation is a�ecting grains near the median volume, the activation results in
a very rapid reversal of Hex. In �g. 6.4 the lines (c) and (d) show the positions on
the grain volume distribution that are activated at tal ≈ tset. The separation be-
tween lines (c) and (d) is the same as that between (a) and (b). Due to the form of
the grain volume distribution between (c) and (d) the integral of the grain volume
distribution between (c) and (d) is less than that between (a) and (b). This is the
cause of the relatively slow changes in Hex shown in �g. 6.3 as tal approaches tset.
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(a) (b) (c) (d) Vset Vg

f(Vg)

Figure 6.4: In a magnetic viscosity measurement the grains between (a) and (b)
activate earlier than the grains between (c) and (d), resulting in a rapid change in
Hex followed by a slow change.

After setting, the initial Hex of this �lm was (−1260±10) Oe where the neg-
ative sign indicates a hysteresis loop shift to the negative �eld. At tal = tact the
exchange bias had a value of (880±10) Oe, which is approximately two thirds of
the magnitude of the initial exchange bias. The measurement was continued until
tal = 92×103 s, which is equal to 25.5 h and exceeds tset by a factor of ∼ 17. In
addition the aligning �eld and aligning temperature were kept constant and equal
to the setting �eld and setting temperature. Despite this, the maximum positive
exchange bias was measured at tal = 92×103 s to be (1303±10) Oe. This is larger
than the original value of exchange bias by ≈ 3%. Thus the positive Hex did not
equal the initial, negative exchange bias until tal = 17tset, at which point the AF
layer was fully reversed. The de�nition of reversibility from eq. (6.3), reproduced
here, is

Rex =
HA

ex −HB
ex

2HA
ex

(6.4)

where HB
ex is the value of the exchange bias at tal = tset. Using eq. (6.4) the re-

versibility of the �lm shown in �g. 6.3 is 0.85. This is lower than the reversibility
approaching 1 that has been previously observed [11, 38, 91, 152, 185, 186].

The magnitude of exchange bias achievable the �rst time a �lm is set is greater
than that achievable with a subsequent setting in an opposite �eld. This is clearly
demonstrated by experiments where the same �eld magnitude but opposite �eld
direction is used, in conjunction with the same temperature treatment. By cool-
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ing the �lm to TNA the magnetic order of the AF grains is frozen after the �rst
magnetic reversal. Hysteresis loop measurements at TNA are therefore a snapshot
of the spin order of the bulk of the AF grains [11]. In the aligning process the
same �eld magnitude and temperature are used as during the setting process. The
measurement demonstrates that the majority of the aligning process is complete
at tal < tset. Further activation has a much smaller e�ect on the magnitude of Hex.
The di�erent behaviour during and after the initial setting process is evidence of
an irreversible process. Subsequent settings are therefore not in the same condi-
tion as the initial setting and because of this result in a lower value of Hex. To
understand this, the parameter that has changed must be identi�ed.

6.1.3 Origin of Magnetic Irreversibility

According to the York Model of Exchange Bias the exchange bias of a set system
is given by

Hex
(
~Hset,Tset

)= H INT
ex C∗ (

~Hset,Tset
) Vset(Tset)∫

Vc(TNA)

f (Vg) dVg (6.5)

where H INT
ex is the intrinsic exchange bias, C∗ is the interfacial coupling parameter,

Vc is the volume of the smallest stable grain at TNA, Vset is the volume of the largest
AF grain the could be set at Tset and f (Vg) is the AF grain volume distribution. H INT

ex

is a constant of proportionality that represents a �lm set under hypothetical ideal
conditions such that the whole grain size distribution contributes to the exchange
bias. These conditions would be Tset ≥ TN so that the largest grains can be set
during the setting process and T ≤ TNA so that the smallest grains are stable during
the measurement.

The crystallographic order of an IrMn thin �lm has been observed to increase
over time resulting in an increase in exchange bias [173]. However, in that study
the development of crystallographic order began immediately and was completed
on a timescale of around a month. This occurred in amorphous �lms in which a
crystallographic order was nucleated and propagated. The crystallographic changes
were also accompanied by a change in the loop shape and resulted in a single-
crystal �lm. On the other hand, the measurements shown in �g. 6.2 were taken
within hours of each other and on the order of years after the �lms were produced.
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There was also no change in the X-ray di�ractometer (XRD) spectra which indi-
cates that the �lm remained polycrystalline. Thus changes in f (Vg) can be ruled
out.

As discussed in section 4.2.6, the volume condition for stability at a temperature
T is given by

Vg(T ) = ln
(
t f0

)
kBT

KAF(T )
(6.6)

where t is the measurement time, f0 is the attempt frequency, kB is Boltzmann’s
constant and KAF(T ) is the AF anisotropy [11]. When evaluated at Tset eq. (6.6)
gives the volume of smallest unset grain Vset, while when evaluated at TNA it gives
the volume of the largest thermally unstable grain Vc. The �lm in �g. 6.2 was set
a Tset. Thus every AF grain with a volume less than Vset was aligned. During the
resetting process the same conditions were used Tal = Tset and tal = tset, and thus
the same grains with a volume up to Vset =Val was reset. By the same reasoning the
measurements were performed at TNA, meaning that every grain with a volume
larger than Vc was thermally stable. Since neither TNA or t were di�erent between
measurements the same grains were unstable in both measurements. Thus changes
in Vset and Vc can be ruled out as the causes of the change in Hex.

Interactions between AF grains are negligible due to a number of factors which
were outlined in section 2.1.2 and section 4.2.4. On the other hand, the ferromag-
netic grains are coupled to each other by the RKKY interaction and by direct ex-
change. This means that there is a possibility that the AF grains can be indirectly
coupled by coupling to the F layer, which is itself coupled to another AF grain.
However, the applicability of the York Model of Exchange Bias is itself evidence
that coupling between AF grains does not occur to a signi�cant degree, since the
York Model of Exchange Bias correlates the value of Hex to the measured grain
volumes [11].

The independence of AF grains therefore almost excludes the possibility that
the AF grains are acting cooperatively. The small median diameter of the grains〈

Dg
〉= (7.3±0.2)nm implies that the AF grains are reversing by domain rotation

only, and not by grain nucleation and domain wall motion. Thus Vc, Vset and f (Vg)

are not the sources of the change in Hex. The value of H INT
ex is the theoretical

maximum exchange bias for a given grain size distribution. Since the grain size
distribution does not change then H INT

ex is constant.
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In chapter 7 it will be shown that the interface can be reversed at temperatures
below TNA = 300K. A setting temperature of 500 K was used for the measurements
shown in �g. 6.3. Therefore C∗ and the magnetic order of interfacial spin clusters
are not the source of irreversibility.

In section 4.3 the role of interfaces in the York Model of Exchange Bias was dis-
cussed. Spin clusters are proposed as interfacial spins coupled into clusters with
a size similar to the grain diameter distribution [11, 37, 67, 91]. The internal F
order of the spin clusters is principally maintained by direct exchange and RKKY
exchange cannot be excluded. The spin clusters are coupled to the F and AF re-
gions directly above and below by direct exchange. The spin clusters are coupled
to each other by RKKY exchange and indirectly through their coupling to the F
layer. In addition there may exist signi�cant diploe-dipole interactions between
spin clusters. The F order that exists between the spin clusters is demonstrated by
the ~Hset dependence of Hex [11, 91].

It is worth highlighting the di�erent forms of magnetic order that occur in F
and AF �lms. Below TC a F material will have internal order due to the positive
exchange integral. However, this order will not extend through the whole F mate-
rial and it will be subdivided into magnetic domains. By applying a saturating �eld
the F material can be ordered such that there is only one domain, or equivalently
that the domains are indistinguishable since they have the same magnetisation di-
rection. When the saturating �eld is removed the spin order of the material will
tend to divide into domains again due to the in�uence of the demagnetising �eld.
In the ideal case the F material will have no net magnetic order. However, below
TC the internal F order of the domains will be retained.

Likewise for the AF material there are two kinds of magnetic order. The �rst is
the antiparallel alignment of sublattices in the AF which will exist below TN. In the
IrMn thin �lms used in the work this order will have the same size as the AF grain
size [11]. The second is the order that exists between grains which is a result of the
thermal activation process described in section 4.2. By the same reasoning there
will be two kinds of magnetic order in the spin clusters. Spin clusters will have
an internal F order due to direct and indirect exchange. In addition spin clusters
will have relative order between adjacent spin clusters which is mediated by RKKY
exchange and indirectly through the F layer as well as dipole-dipole interactions.
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During deposition, the �lm is not subject to a saturating magnetic �eld. Thus
the F material is in a multi-domain state and there is no intergranular order in the
AF layer. Likewise, the spin clusters are disordered relative to each other. How-
ever, there is a possibility that the AF grains can be set if the energy from the
sputtering process is su�cient to overcome the energy barriers to reversal. This
process would be analogous to print-through, which was a phenomena in mag-
netic tape recording in which magnetic patterns transfer between portions of tape
in contact. However, this phenomena will not be signi�cant after the �lm is set.

During the setting process the F layer is aligned to the external �eld and the
magnetisation of the AF sublattices align to parallel and antiparallel to the F layer
due to direct exchange. Between these layers the spin clusters are also ordered.
Once in this ordered state, the cluster-cluster RKKY and dipole-dipole interac-
tions will tend to maintain this alignment. This is because each spin cluster is
surrounded by neighbouring spin clusters with the same alignment and coupled
to the F layer.

During the realigning process, the F layer will align with the reversed external
�eld. Due to the magnitude of the applied �eld of 20 kOe it is probable that the
spin clusters will be reversed during the aligning process. This tendency to reverse
will be enhanced by the reversal of the F layer because of the directed exchange
coupling between the F layer and the spin clusters. On the other hand the tendency
to reverse will be opposed by the coupling of the spin clusters to the AF layer until
the adjacent AF grain reverses. However, the majority of the AF layer is reversed at
tal =tact as shown in �g. 6.3(a). Therefore the e�ect of spin clusters on the aligning
process is expected to be low.

6.1.4 Origin of Compositional Irreversibility

As well as discussing the irreversibility of Hex in magnetic terms, the direct
e�ects of heating can also be considered. As discussed in section 2.3.3 and sec-
tion 3.3.4 there is no clear interface between CoFe and IrMn. This is due to the
interdi�usion of the atomic species between the two layers [59]. This results in
the interfacial region being composed of a number of phases with varied compo-
sition which themselves exist in a number of magnetic phases [63].
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During the measurement shown in �g. 6.3, the �lm was held at 500 K for over
24 h. At higher temperatures the tendency for atomic species near the interface
to di�use will be increased [59, 97, 103–105]. If di�usion is occurring then the
composition of the layers will be changing. As shown in �g. 2.11, the anisotropy of
IrMn is known to increase as the Mn concentration increases [53]. Thus di�usion
can directly in�uence the energy barrier to reversal of the AF grains. This will also
e�ect 〈TB〉 as will be discussed in section 6.2.3.

The time dependence of Hex is shown on a linear axis in �g. 6.3. It is shown in
�g. 6.5(a) on a logarithmic axis. The coercivities Hc of the same hysteresis loops
are shown in �g. 6.5(b). Note that the errors in tal appear to get smaller as tal

increases. This is a consequence of the logarithmic scale. In fact the errors increase
in magnitude as tal increases. This is because tal is cumulative and therefore the
error in tal is also cumulative. It is known that the time dependence of AF setting
is proportional to ln tal [11]. This was discussed in section 4.2.7. The e�ect of the
alignment process on the coercivity is shown in �g. 6.5(b).
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Weight Instrumental
Intercept -0.29203 ± 0.052
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Residual Sum of Sq 43.60129
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Figure 6.5: The time dependence of (a) Hex and (b) Hc plotted on logarithmic axes.
The lines are guides to the eye. Note that the error in tal appears to decrease in
size due to the logarithmic scale but in fact is cumulative and therefore increases
with tal. The �lm structure is shown schematically in �g. 6.3(b).

As shown in eq. (3.1) and eq. (3.2), reproduced here

Hex =−Hc2 +Hc1
2

Hc = Hc2 −Hc1
2

(6.7)

exchange bias and coercivity are both calculated from the same points on the hys-
teresis loop. Di�usion in exchange bias thin �lms has been shown to correlate
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with an increase in Hc [59]. Thus it can be hypothesised that at high temperature
di�usion takes place in the �lm. This results in an intermixing of material at the
F/AF interface which results in a phase change. This acts to increase the interfacial
sti�ness and so causes Hc to increase. This increased interfacial sti�ness reduces
the interfacial coupling and therefore to get the same value of Hex in the opposite
direction requires an aligning time that is longer than the initial setting time.

This di�usion is driven by the heat applied to the �lm. Thus it is irreversible,
which corresponds to the irreversibility of the exchange bias. In fact, applying heat
for longer will tend to reduce Hex due to ongoing di�usion [59]. If di�usion is a
signi�cant factor in these samples then the �nal value of Hex can be hypothesised
to be the result of two counteracting thermal mechanisms. The �rst is the increase
in exchange bias caused by the setting of the spin order of the bulk of the AF
grains by thermal activation over volume-dependent energy barriers through the
exchange interaction with a F material, as described in the York Model of Exchange
Bias and section 4.2 [11]. The second is the di�usion of atomic species in the
interfacial region resulting in an increasing tendency towards AF magnetic phases,
resulting in a reduction of Hex [59]. This hypothesis will be discussed further in
section 7.2.3.

Both Hex and Hc are shown to increase. However, the magnitude of this in-
crease is not equal. In the range 148s < tal < 92×103 s shown in �g. 6.5 the ex-
change bias increases from (400±10) Oe to (1300±10) Oe which is a factor of 3.3.
In the same range of tal, the coercivity increases from (350±10) Oe to (480±10) Oe

which is a factor of 1.4. In addition the rate of change of Hex in this range is pro-
portional to ln tal whereas Hc is constant up to tal=(2500±200) s and thereafter de-
viates from linear. The di�erence in the rate of change of Hex and Hc suggests that
they arise from di�erent sources. It is known that Hex or Hc can be changed with-
out a�ecting the other, which implies they do not have an identical origin [187].
Hex has been shown to be strongly dependent on the order of the bulk of the AF
grains and can be modi�ed by the interfacial order [188]. On the other hand, Hc

has been shown to be strongly dependent on the interfacial order and not strongly
dependent on the bulk order [73]. Thus the large proportional increase in Hex and
smaller change in Hc indicates that the origin of irreversibility is in the AF bulk.

The �lms were held at Tal = 500K for a cumulative duration of tal + tset which
is equal to (97.4±0.3)×103 s = 27h. This thermal annealing procedure, while not
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carried out at su�cient temperature to increase the grain size distribution, could
be high enough to improve the crystallinity of the IrMn grains. This increasing
crystallographic order would lead to an increase in the e�ective anisotropy KAF

and thus an increase in the energy barrier to reversal for an AF grain ∆E as a
consequence of eq. (6.1), reproduced here

∆E = KAFVg (6.8)

where Vg is the grain volume [11]. Note that this is not the same as an increase
in intergranular order which would be a change in the �lm texture. However, the
origin of anisotropy in IrMn is not yet fully understood. In addition, an increase
in crystallographic order is likely to be accompanied by an increase in chemical
order, which is known to decrease IrMn anisotropy [42, 52, 53].

It is the case that annealing the �lm will stimulate di�usion in the �lm bulk.
This is shown in �g. 3.10(b) and �g. 3.12(b) for a Co/IrMn �lm heated to 673 K [59].
In that �lm the Mn ions readily di�used out of the IrMn layer and into the Co layer.
This preferential di�usion of Mn will decrease the relative proportion of Mn in the
AF layer. It is known that the anisotropy of IrMn decreases as the Ir concentration
increases. This is shown in �g. 2.11 [53]. For this reason preferential di�usion
of Mn out of the AF bulk would result in an increase in KAF for each AF grain
and therefore an increase in f (∆E). This change in the energy barrier distribution
would reduce the reversibility of the �lm.

The potential origins of Hex irreversibility can therefore be summarised as

1. Increase in the grain volume distribution f (Vg) due to grain growth or indi-
rect coupling through the F layer [11].

2. Decrease in the interfacial coupling parameter C∗ due to disordered interfa-
cial spin clusters [67].

3. Decrease in internal order of spin clusters due to di�usion of Mn into the
interface resulting from a phase change from F to AF order.

4. Increase in KAF due to annealing which results in an improvement in the
crystallinity of the AF grain bulk.

5. Increase in KAF due to a decrease in relative Ir concentration in the AF bulk
driven by di�usion [53, 59].
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Possibility 1 depends on a change in Vg or a change in the the e�ective grain
volume due to indirect coupling through the F layer. However, the annealing tem-
perature 500 K is too low to result in grain growth and the success of the York
Model of Exchange Bias in predicting the logarithmic rate of setting of an exchange
bias �lm which is dependent on f

(
Vg

)
almost excludes the possibility of AF grains

interacting indirectly through the AF layer [11].

Possibilities 2 and 3 can be excluded because in chapter 7 the training e�ect and
therefore the interfacial spin order is shown to be recovered at temperatures below
TNA and on a time scale of 1 min. This demonstrates that interfacial spin clusters
cannot be blocked at 500 K. In addition, these possibilities a�ect the F/AF interface
more than the bulk. This contradicts the measurements shown in �g. 6.5 because
it is known that Hc is more sensitive to changes in the interface than Hex [73, 188].

The e�ect of crystallinity described in possibility 4 is likely to be small due
a corresponding increase in chemical order in IrMn which is known to decrease
KAF [42, 52, 53]. In addition the crystallinity of IrMn grains is known to be high
and therefore increases in crystallinity are unlikely [32, 174].

Therefore the most likely possibility is 5. The e�ects of di�usion will be dis-
cussed further in section 6.2. Interfacial sti�ness and spin clusters will be discussed
in chapter 7.

6.2 Thermal Activation

6.2.1 BlockingTemperature for FilmswithManganese-Doped
Interfaces

A York Protocol blocking curve measures the progressive thermal activation of
the grains of an AF �lm as it is heated to a series of activation temperatures Tact.
The procedure is outlined in section 4.2.3 and in �g. 4.7. In a blocking curve a �lm is
set in a positive �eld at temperature Tset and for time tset. The exchange bias of the
�lm is measured by taking two hysteresis loops at TNA. Due to the training e�ect
discussed in section 3.2.2, the exchange bias changes between the �rst and second
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magnetisation reversal. For this reason Hex is measured from the second hysteresis
loop. The AF grains are then progressively thermally activated by heating them to
a temperature Tact in a reverse �eld. The �lm is held at Tact in reverse �eld for an
activation time tact. It is then cooled to TNA and the exchange bias Hex is measured.
Two hysteresis loops are measured to account for the training e�ect.

The blocking curve was performed for �lms with composition Si/Ta (2)/Ru (2)/
IrMn (10)/Mn (dMn)/CoFe (5)/Ru (5) (thicknesses in nm) where dMn is the thickness
of a Mn layer at the F/AF interface. The �lm structure is shown schematically in
�g. 6.6(b). For this blocking curve TNA was taken to be 300 K.

When dMn is smaller than ≈ (0.140±0.005)nm, the atomic radius of Mn, the
ultra-thin layer is in e�ect an alteration of the composition near the interface [189].
This additional Mn will act to replace Mn lost by di�usion. The median grain size of
the �lms was 〈Vg〉 = (420±10)nm3 measured using TEM images as was disccused
in section 5.2.2. The �lm was set in ~Hset = 20kOe at Tset = 560K for tset = 5400s.
Temperatures every 20 K between 300 and 560 K were used for Tact. The activation
�eld was −20 kOe and the activation time was kept constant at tact = 1800s. This
activation time is was chosen because of the ln t dependence of the AF order. The
blocking curves for these �lms is shown in �g. 6.6(a).
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Figure 6.6: (a) York Protocol blocking curves for �lms with (b) structure shown
schematically (thicknesses in nm).

The blocking curves show the �lms with negative exchange bias after setting,
which here indicates that the hysteresis loops were shifted to the left. The change
in Hex is small for Tact ≤ 320K. This con�rms that a TNA of 300 K was appropriate.
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Hex changes rapidly at higher temperatures indicating the thermal activation of the
AF layer. The change is rapid since the portion of the grain size distribution being
activated is close to the median grain volume. The �nal Hex is positive meaning
that the loops are shifted to the right.

The �nal value of Hex is in the positive direction and its magnitude is sig-
ni�cantly smaller than the initial value. Therefore the exchange bias is not fully
reversed. For dMn = 0nm the initial exchange bias was (−1160±10) Oe while the
�nal exchange bias was (390±10) Oe. The initial exchange bias of the �lms varies
with dMn. This will be discussed in section 6.2.2. dMn also had an e�ect on 〈TB〉,
which will be discussed in section 6.2.3.

6.2.2 E�ect of Interfacial Mn on Maximum Exchange Bias

The e�ect of dMn on Hex is shown in �g. 6.7. Here the y-axis is −Hex for clar-
ity. The initial exchange bias peaked at dMn = 0.05nm, reaching (−1260±10) Oe

which is (100±10) Oe greater in magnitude than the exchange bias of the un-
doped interface. When dMn ≥ 0.2nm the exchange bias is reduced compared to
the un-doped case. A layer of Mn at the F/AF interface is correlated with a peak in
the exchange bias and exchange anisotropy followed by an overall reduction above
a critical dMn [91, 92]. However, previously published results show the peak occur-
ring at dMn = 0.3 or 0.5 nm respectively. This implies more than one atomic layer
of Mn, unlike the measurements shown in �g. 6.7 which show the peak occurring
at values of dMn less than the atomic radius of Mn [189].

In �g. 6.7 a curve to guide the eye is shown that excludes the Hex measured for
the dMn = 0.4nm sample. This does not change the broad observation that Hex is
higher for dMn = 0nm than dMn ≥ 0.2nm, or that there is a peak in Hex at dMn =
0.05nm. However, it does reveal a smooth decline in Hex for 0.05nm ≤ dMn ≤
0.6nm. There are two reasons to doubt the validity of the measurement of dMn at
0.4 nm. The �rst is that the measurement of dMn is based on the measurement of
the mass accumulated during deposition. However, the distribution of that mass is
not measured, so there is a possibility that the Mn layer can be either continuous or
distributed in discontinuous regions. Secondly, the sample measured was cleaved
from a larger wafer. This means the result could be due to a macroscopic variation
in the composition of the �lm in the region that was measured.
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Figure 6.7: The exchange bias of �lms with interfacial Mn layers. The curve is a
guide to the eye. The �lm structure is shown schematically in �g. 6.6(b).

There are a number of possible explanations for the dependence of Hex on dMn.
The �rst is the hypothesis postulated by Tsunoda in which the Mn layer changes
the magnetic structure of the interface [92]. Structural change in the F layer or
bulk of the AF grains was discounted since the XRD spectra did not change as
interfacial Mn layers are inserted. The study proposed that the Mn formed a two-
monolayer epitaxial layer above the IrMn3 bulk AF. However, this structure would
be susceptible to di�usion since Mn is soluble in IrMn and CoFe [57, 59]. This was
investigated in a study by Carpenter [91]. In this study the �lms were thermally
annealed, but this did not eliminate the enhancement of Hex. This implies that the
Mn does not form a distinct interfacial layer which can be subsequently destroyed
by interdi�usion. The study proposed that the enhancement in Hex was due to
changes in the spin clusters. In particular, ∆Hc1 increased with dMn. This was
attributed to the clusters increasing in size with the addition of interfacial Mn.

Alternatively, the Mn could be di�using into the IrMn layer. An increase in Mn
concentration is correlated with an increase in KAF as shown in �g. 2.11 [53]. This
was discussed in detail in section 3.3.4 and 6.1.4. This increase in the AF anisotropy
would result in a smaller value of Vc and Vset. Above TNA this will result in an over-
all increase in the set volume of the �lm as a consequence of the lognormal grain
size distribution because f

(
Vg

)
changes more rapidly in the region of Vc than Vset.

However, the measurements all occur below TNA and therefore Vc is smaller than
any grain [11]. Therefore the e�ect of increasing KAF will decrease the set fraction
of the �lm by decreasing Vset while the change in Vc will not have a signi�cant
e�ect. This decrease in the set fraction of the �lm will therefore decrease Hex.
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However, this monotonic decrease cannot account for the peak in Hex shown in
�g. 6.7 unless combined with other e�ects.

A further hypothesis can be suggested based on the inter-di�usivity of the
materials in a IrMn/Mn/CoFe interface [57, 59]. The magnetic behaviour of CoMn
was investigated between 0 and 50 at.% Mn by Men’shikov [63]. In their pure
form, Co is a F material while Mn is an AF material. When alloyed, the materials
display a range of magnetic behaviour dependent on the ratio of the components
and the temperature. The magnetic phase diagram is shown in �g. 6.8 [63]. This is
relevant due to the diverse alloys that exist at the IrMn/Mn/CoFe interface, which
will each exist in a range of compositions. The composition of CoMn will vary from
near the CoFe layer where Co will dominate to near the IrMn layer where Mn will
dominate [59]. The transition of CoMn from F to AF occurs as the concentration
of Mn increases from 0 to 50 at.%. This will develop as a function of depth through
the �lm layers.

Figure 6.8: The magnetic phase diagram of CoMn alloys. CoMn exhibits diverse
magnetic behaviour dependent on T and the Mn concentration [63].

In general, this will be representative of a trend from the F region where F
alloys will be dominant to the AF region where AF materials will be dominant.
Between these two regions there will be a mixture of paramagnetic particles as
well as clusters that have internal F or AF order. In this hypothesis both F and
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AF spin clusters are proposed, distributed in a matrix of weakly-coupled particles
with spin-glass-like properties. The addition of dMn changes the amount and dis-
tribution of these components, which alters the exchange bias properties of the
�lm. The peak in Hex when dMn is less than the atomic diameter of Mn suggests
that the interfacial composition is a signi�cant factor in exchange bias. This will
be discussed further in section 7.2.3.

Since the Mn does not form a distinct layer, it can instead me modelled as an ad-
dition to the IrMn layer. The Mn layers measured had a maximum nominal thick-
ness of dMn = 0.6nm. Added to the 10 nm IrMn layer this represents and increase
in the AF layer thickness of 6 %. Since the AF grains are modelled as cylinders it
follows that there is a grain volume increase of 6 %. This would correspond to an
increase in the median blocking temperature [11].

6.2.3 E�ect of Interfacial Mn on the Median Blocking Tem-
perature and Anisotropy

The blocking curves shown in �g. 6.6 show that dMn has an e�ect on 〈TB〉. This
trend is the opposite of the trend for Hex, such that the �lms with the largest Hex at
300 K have the lowest value of 〈TB〉. This is shown in �g. 6.9. The correspondence
of this result to �g. 6.7 justi�es the exclusion of the measurement of Hex at dMn =
0.4nm. In accordance with the York Model of Exchange Bias the origin of 〈TB〉 is
in the grain volume distribution and the AF anisotropy. 〈TB〉 is given by eq. (4.26),
reproduced here

〈TB〉 =
KAF

(〈TB〉
)〈

Vg
〉

kB ln
(
tact f0

) (6.9)

where KAF
(〈TB〉

)
is the AF anisotropy at 〈TB〉,

〈
Vg

〉
is the median grain size, kB

is the Boltzmann constant, tact is the time the �lm was activated at 〈TB〉 and f0 is
the attempt frequency. Since the �lms have the same median grain volume and
received the same magnetic and thermal treatment, the changes seen in �g. 6.9 are
due to changes in KAF. The e�ective anisotropy of the AF layer can be evaluated
at 〈TB〉 when

〈
Vg

〉
is known, hence

KAF
(〈TB〉

)= ln
(
tact f0

)〈
Vg

〉 kB〈TB〉 (6.10)
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where tact is 1800 s, f0 has a value of (2.1±0.4)×1012/s,
〈

Vg
〉

is (420±10) nm3

for all �lms and kB has a value of 1.381×10−16 erg/K in cgs units [11, 146]. This
anisotropy calculation gives the e�ective anisotropy, which is modi�ed by the tex-
ture of the sample.

To compare the �lms to each other the anisotropy at room temperature must
be calculated. The temperature dependence of the anisotropy is given by eq. (6.2),
reproduced here

KAF(T ) = KAF(0) ·
(
1− T

TN

)
(6.11)

where TN is the Néel temperature. If room temperature is T295 = 295K then it can
be shown that eq. (6.11) can be expressed as

KAF (T295) = KAF
(〈TB〉

) · TN −T295

TN −〈TB〉
(6.12)

by dividing the expression for KAF (T295) by the expression for KAF
(〈TB〉

)
. The

IrMn bulk value of TN = 690K was used to calculate the anisotropy [4, 13]. The
anisotropy and other measured parameters are shown in table 6.2. The error in
KAF is dominated by the error in the attempt frequency of the AF grains which
is f0 = (2.1±0.4)×1012/s [146]. Since f0 is the same for all the �lms the error in
KAF is systematic. Therefore the error represents a numerical inaccuracy. How-
ever, comparatively the value of KAF changes and that trend is not a�ected by the
systematic error.
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Figure 6.9: The median blocking temperature of �lms with interfacial Mn lay-
ers. The line is a guide to the eye. The �lm structure is shown schematically
in �g. 6.6(b).
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The calculated values of KAF are comparable to other fully set IrMn/CoFe sys-
tems with in-plane easy axis texture [11, 32, 91]. KAF is the same within error for all
the measured �lms. However, some general trends can be identi�ed. The highest
value of Hex was observed for the �lm with an interfacial layer of Mn of thickness
dMn = 0.05nm. This coincided with the lowest 〈TB〉 and KAF. The reversibility Rex

of the exchange bias was also calculated and is shown in table 6.2. Rex is de�ned
in eq. (6.3) and was calculated using the value of the exchange bias at setting HA

ex

and after activation at Tact = Tset which is HB
ex. The training e�ect was removed

by measuring the second magnetisation loop. Rex was highest for dMn = 0.05nm,
meaning the fraction of the set portion of the �lm that was reversed was larger
than for any other �lm. The �lm that exhibited the highest anisotropy and block-
ing temperature and the lowest exchange bias and reversibility was the �lm with
an interfacial Mn layer dMn = 0.6nm, the thickest measured. In all cases, the re-
versibility was lower that the reversibility approaching 1 that is seen in published
blocking curves [11, 38, 91, 152, 185, 186].

dMn
(nm)

HA
ex

(±0.01)
(kOe)

HB
ex

(±0.01)
(kOe)

Rex at
Tact = Tset

(±0.01)

〈TB〉
(±3)
(K)

KAF(295 K)×106

(±3×106)
(erg/cm3)

0 −1.16 0.39 0.67 538 16
0.05 −1.26 0.59 0.73 532 15
0.1 −1.18 0.55 0.73 534 15
0.2 −1.06 0.37 0.67 537 16
0.3 −0.97 0.31 0.66 542 17
0.4 −1.04 0.25 0.62 545 17
0.6 −0.82 0.21 0.63 545 17

Table 6.2: Summary of the initial and �nal exchange bias HA
ex and HB

ex, reversibility
Rex, median blocking temperature 〈TB〉 and e�ective anisotropy KAF for the block-
ing curves in �g. 6.6(a). The �lm structure is shown schematically in �g. 6.6(b).

The reverse correlation between Hex and KAF can at �rst glance appear para-
doxical. The e�ect of IrMn composition on Hex and KAF was discussed in sec-
tion 2.3.2 where they were shown not to be directly connected. In section 4.2 it
was shown that Hex is proportional to the set fraction of the AF �lm. However, if
the AF �lm can only be partially set, then a higher anisotropy will act to reduce
the overall Hex [53, 174]. An example of this is shown in �g. 6.10.

Figure 6.10 shows energy barrier distributions ∆E = KAFVg for two example
�lms A and B. The �lms have the same grain size distribution but �lm B has a
higher anisotropy constant. The energy barrier distribution for �lm B therefore
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appears to the right of the distribution for �lm A. At Tset the largest grain that can
be set has an energy barrier equal to KAFVset. In �g. 6.10 the portion of the �lm
that can be set is labelled (a), while (b) is the portion of the �lm which cannot be
set according to the setting process described in section 4.2.5. When subsequently
cooled to TNA the exchange bias of a �lm is given by the set portion of the �lm. The
area under the curve below KAFVset is larger for �lm A than for �lm B. Therefore
the total exchange bias will be larger because �lm A has a lower AF anisotropy
constant.

KAFVg

f(KAFVg)

(b)

B

(a)

A

KAFVset

T = Tset

Figure 6.10: Schematic of the energy barrier distribution of two �lms with the same
grain size distribution and di�erent KAF showing (a) the fraction of the �lm that
can be set and (b) the unset fraction. In each case the B �lm is a �lm with a higher
value of KAF than the A �lm.

A summary of the potential origins of the e�ect of dMn on Hex, KAF, 〈TB〉 and
Rex can be given as

1. Increase in the thickness and therefore volume of the AF grains resulting in
an increase in ∆E [11].

2. Increase in JK by the modi�cation of an AF Mn spin structure at the inter-
face [92].

3. Increase in KAF due to a di�usion of Mn into the IrMn layer [53].

4. Interdi�usion of CoFe, Mn and IrMn layers resulting in the formation of
diverse magnetic phases at the interface [57, 59].
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5. Increase in spin cluster volume resulting in increased interfacial coupling
[37, 91].

6. Increase in spin cluster moment and therefore an increase in the importance
of spin cluster interactions [190].

The unmodi�ed York Model of Exchange Bias can be applied to possibility 1
on the assumption that the additional Mn is fully incorporated into the AF layer.
This would increase the layer thickness and therefore the volume of the AF grains.
As discussed in section 4.2, the energy barrier to reversal for an AF grain is given
by eq. (4.17), reproduced here

∆E = KAFVg (6.13)

where ∆E is the energy barrier to thermal activation, KAF is the AF anisotropy
constant and Vg is the volume of the AF grain [11, 129, 142, 144]. Thus an increase
in 〈Vg〉 will increase 〈TB〉. It follows that an increase in AF grain volume will reduce
Hex. This is because a smaller fraction of the grain size distribution will be below
Vset. The reduction of Vc has no e�ect since at TNA there are no grains smaller
than Vc. The apparent increase in KAF shown in table 6.2 and calculated from 〈TB〉
could then be interpreted as an increase in Vg. However, the grain volume increase
between dMn = 0 and 0.6 nm is 6 % while the increase in 〈TB〉 is 1 %. In contrast the
initial exchange bias is reduced by 40 %. Therefore the e�ect of the grain volume
increase is too large to account for the changes in 〈TB〉 and too small to account
for the changes in Hex. In addition, the changes in Rex are not explained.

Possibility 2 is suggested by measurements which show that JK goes through
a peak with the addition of Mn to the interface [92]. This was proposed to be due
to a change in the magnetic structure of the interface in�uenced by the formation
of an epitaxial Mn layer. However, this peak occurred at 0.5 nm whereas the peak
found in this work was found at 0.05 nm. Furthermore, it is known that Mn is
subject to di�usion in both CoFe and IrMn [59]. Hence a distinct Mn layer would
be destroyed by annealing. However, annealing studies have not shown this result
and therefore the existence of an epitaxial Mn layer can be discounted [37, 91].

Possibility 3 arises because it is known that the KAF of IrMn increases as the
proportion of Mn increases [53]. During heating, Mn will tend to di�use out of the
IrMn bulk. This will reduce the Mn concentration and decrease KAF. This tendency
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to di�use is counteracted by the addition of interfacial Mn which replenishes the
Mn concentration in the IrMn bulk. However, possibility 3 cannot account for the
measurements which show that KAF, 〈TB〉, Hex and Rex do not vary monotonically.
That said, when dMn ≥ 0.05nm there is a consistent trend of increasing 〈TB〉 as dMn

increases. The value of 〈TB〉 when dMn = 0nm is (538±3) K which is almost within
error of the value at dMn = 0.05nm. Since these samples were cleaved from a larger
wafer it is possible that there are macroscopic variations in the �lm thickness or
composition which could cause an error of this scale.

Possibility 4 considers the interdi�usion of CoFe, Mn and IrMn layers. This
results in the formation of diverse magnetic phases at the interface [57, 59]. The
addition of Mn would act to replenish the interfacial Mn which otherwise di�uses
into the CoFe and IrMn. The magnetic phase diagram of CoMn alloys is shown
in �g. 6.8 [63]. It shows that CoMn can exist in F, AF or P phases dependent
on the composition. In addition, there are two mixed phases superparamagnetic
(SP) and superantiferromagetic (SAF). In a SP material there are local regions of F
order in a matrix that does not have magnetic order. The same is the case for a SAF
material except that the regions have internal AF order. The SP phases have similar
behaviour to the proposed interfacial spin clusters discussed in section 4.3 [37].
The SAF phases will be discussed in chapter 7.

Possibility 5 assumes that the Mn behaves magnetically as an addition to the
disordered spins at the interface. If the interfacial spins are organised in clusters
then the addition of Mn is e�ectively an increase in the volume distribution of
the clusters [91]. As the volume of the spin clusters increases they become more
thermally stable and hence more ordered. Therefore the coupling across the F/AF
interface is increased. However, this would result in trends opposite to those ob-
served. For this reason possibility 5 cannot alone explain the trends shown in
table 6.2 but in combination with other explanations it could be used to explain
the peaks in Hex and 〈TB〉.

Finally, possibility 6 considers changes to the spin clusters other than vol-
ume [190]. Mn carries a signi�cant atomic moment and therefore the addition
of Mn could increase the magnetisation of the interface. In particular, this would
e�ect the strength of cluster-cluster interactions and therefore the order between
clusters. This would have the e�ect of sti�ening the interface and increasing C∗.
On the other hand, the addition of Mn could increase the formation of AF IrMn or
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CoMn phases at the interface [53, 63]. This would have the e�ect of decreasing the
interfacial magnetisation. For this reason an increase in interfacial magnetisation
is unlikely.

There is therefore no complete explanation of �g. 6.9. The fact that Vg does
not change indicates that the explanation must be a change in KAF, of which the
most probable cause is a change in the composition of the IrMn. However, of these
possibilities the most likely explanation is a combination of e�ects. In particular, a
combination of possibilities 3, 4 and 5 will be considered. Possibilities 3 and 4 are
based on di�usion, which is known to have a signi�cant e�ect on CoFe/IrMn �lms
both with and without annealing [59]. The F and AF layers interdi�use forming
diverse magnetic phases which vary across an interfacial region. As Mn is added,
the proportion of phases that are AF increases [63]. In addition, the KAF of the
IrMn layer increases [53]. This is consistent with the decrease in Hex shown in
�g. 6.7. For dMn ≤ 0.05nm the Mn increases the spin cluster size distribution,
leading to an increase in Hex and a decrease in 〈TB〉 due to an increase in thermal
stability. However, for dMn > 0.05nm the increasing KAF of IrMn reduces Hex and
increases 〈TB〉. The only way to resolve the e�ects of di�usion would be to apply
an atomistic computer model which is beyond the scope of this work.

The condition of the interface is crucial for the determination of the exchange
bias properties of the system. In order to investigate the interface, changes in the
AF bulk must be eliminated. This is achieved by measuring below TNA. However,
due to the temperature dependence of KAF measurements at lower temperatures
will also a�ect the interface. For this reason the low-temperature behaviour at
T < 100K was investigated.



7. Low-Temperature Behaviour

In the context of exchange bias, low temperature behaviour describes phenom-
ena that occur below the temperature of non-activation TNA. TNA was discussed in
section 4.2. In the previous chapter measurements were carried out at TNA = 300K

in order to observe phenomena occurring during the proceeding heat treatment.
Here, phenomena that occur below the boiling temperature of liquid nitrogen will
be discussed.

It is not necessarily the case that the spins at the F/AF interface are also ther-
mally stable below the TNA of the AF grains. At the interface, spins are subject
to competing interactions between the positive exchange of the F layer and the
negative exchange of the AF layer. In addition, the interfacial composition and
therefore magnetic behaviour di�ers from the bulk of the AF grains due to inter-
face roughness and atomic interdi�usion [57, 59, 63]. By excluding changes in the
bulk of the AF grains, measuring at low temperature allows the behaviour of the
interface to be investigated. The interfacial conditions were modi�ed by the addi-
tion of ultra-thin layers of Mn at the F/AF interface. These �lms were produced
by Seagate Technology at their facility in Northern Ireland.

An initial study was carried out using a Quantum Design MPMS 3 VSM at
Diamond Light Source. It is capable of producing �elds up to 70 kOe in a solenoidal
superconducting electromagnet. However, the e�ects studied occurred at ≤ 2kOe.
These low �eld measurements are necessary for the measurement of exchange
bias Hex, coercivity Hc and training ∆Hc1. However, a superconducting magnet
is not suitable for low-�eld measurements due to the �ux pinning in the magnet.
This produces a systematic error in the measurement of ~H . For this reason, the
measurements were repeated in a resistive-magnet LakeShore 8600 Series VSM
with a nominal �eld resolution of < 1Oe.

149
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7.1 Spin Freezing

The low-temperature behaviour of �lms is of interest due to a number of phe-
nomena including the increase in exchange bias Hex that occurs at T < 50K [106,
107]. This phenomenon was discussed in section 3.4.3. In the York Model of Ex-
change Bias the exchange bias of a �lm is given by

Hex
(
~Hset,T

)= H INT
ex C∗ (

~Hset,T
) Vset∫

Vc

f (Vg) dVg (7.1)

where H INT
ex is the intrinsic exchange bias, C∗ is the interfacial coupling parameter,

Vc is the volume of the smallest stable grain at TNA, Vset is the volume of the largest
grain the could be set at Tset and f (Vg) is the AF grain volume distribution. H INT

ex

is a constant of proportionality that represents a �lm set under hypothetical ideal
conditions such that the whole grain size distribution contributes to the exchange
bias [11]. Equation (7.1) can be used to identify the origin of the temperature
dependence of Hex.

The �lms discussed in this chapter are metallic, polycrystalline thin �lms of
CoFe/IrMn with thickness and grain diameter∼ 10nm. The samples were prepared
with an ultra-thin Mn layer at the F/AF interface with thickness dMn.

TC for Co70Fe30 is (1040±10) K [13, 25, 26]. Therefore there will be no signi�-
cant changes in the magnetisation of the F layer between 0 and 300 K. In addition,
the order of the F layer is dominated by the applied �eld ~H . The presence of a
AF layer has been shown to increase the domain wall pinning �eld in a coupled
F �lm [191]. However, this increase is ∼ 100Oe for a set AF �lm and ∼ 5Oe for
an unset �lm and is therefore small compared to the applied �eld applied in this
study ∼ 1kOe. The e�ect of texture is more signi�cant ∼200 Oe as discussed in
section 3.3.1, but this is due to variations in sample structure and not a tempera-
ture e�ect [37]. Low-temperature exchange bias phenomena are observed in �elds
above the saturating �eld of CoFe. Thus changes in the F layer cannot be the origin
of low-temperature exchange bias phenomena [11].

By the process of elimination, the origin of low-temperature exchange bias
phenomena must be the F/AF interfacial region. Thus the parameter of interest
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in eq. (7.1) is C∗ (
~Hset,T

)
. C∗ is known to be a function of ~Hset due to the ~Hset

dependency discussed in section 3.4.1. Likewise, it is known to be a function of T

due to the spin freezing e�ect discussed in section 3.4.3.

7.1.1 Spin Freezing of Exchange Bias
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Figure 7.1: (a)(i) The �rst hysteresis loop and (ii) the second hysteresis loop at 5.5
and 300 K for �lm with (b) structure shown schematically (thicknesses in nm).

To investigate the spin freezing e�ect a F/AF �lm was set by thermal activation
at a temperature Tset in a positive �eld ~Hset. This setting process was necessary to
induce exchange bias [11]. It was then cooled to the measurement temperature T

and two loops were measured. The exchange bias and coercivity were measured
from the second loop. This eliminated the training e�ect which was discussed in
section 3.2.2. By measuring two loops, the training e�ect was calculated from the
change that occurred between the two measurements. The �lm was then reheated
to 400 K in a positive �eld for less than 1 min before being cooled again. This re-
heating process recovered the training e�ect, since if the �lm were not reheated
then the training e�ect could be measured only once. However, the short dura-
tion of the heating and to a temperature much lower than the setting temperature
prevented thermal activation of the AF �lm.

A �lm with composition Si/Ta (2)/Ru (2)/IrMn (10)/Mn (0.05)/CoFe (5)/Ru (5)
(thicknesses in nm) was set in a �eld of ~Hset = 20kOe at Tset = 500K for tset =
90min. The �lm composition is shown schematically in �g. 7.1(b). After setting



CHAPTER 7. LOW-TEMPERATURE BEHAVIOUR 152

the �lm was cooled in �eld to a temperature T and two hysteresis loops were mea-
sured. Figure 7.1(a) shows an example of the hysteresis loops obtained measured
at 5.5 and 300 K. The loop parameters are summarised in table 7.1.

T 5.5 300 ±0.5 (K)
Hex 840 590 ±10 (Oe)
Hc 720 150 ±10 (Oe)
∆Hc1 260 10 ±10 (Oe)

Table 7.1: Summary of the exchange bias Hex, coercivity Hc and training ∆Hc1 of
the hysteresis loops shown in �g. 7.1(a) at 5.5 and 300 K showing the e�ect of spin
freezing. The �lm structure is shown schematically in �g. 7.1(b).

The training e�ect ∆Hc1 is shown at 5.5 K in �g. 7.1(a) as the change in Hc1

between the �rst loop (i) and the second loop (ii). However, at 300 K ∆Hc1 is al-
most equal to 0 within error and therefore demonstrates that the blocking of the
interface occurs below TNA. There is a signi�cant loop asymmetry in the loop mea-
sured at 5.5 K. In addition, the loop asymmetry changed as the temperature was
increased. At 300 K the reversal progressed by rapid domain wall motion resulting
in a loop with vertical sides. On the other hand, the 5.5 K loops show a more grad-
ual magnetic transition, which is the result of domain wall pinning which at higher
temperatures were overcome by thermal energy. This is consistent with the work
of Carpenter et al. [37]. Note that Hex is low compared to ∼1 kOe at 300 K shown
in �g. 6.7. This is because the sample was cleaved from a wafer and therefore there
may be macroscopic variations in composition or layer thickness across the wafer
which result in a reduction in Hex.

0 100 200 300

0.6

0.8Hex

(kOe)

T (K)

Figure 7.2: Hex for low-temperature measurements. The �lm structure is shown
schematically in �g. 7.1(b).
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A summary of the e�ects of temperature on exchange bias is shown in �g. 7.2
for a �lm with structure shown schematically in �g. 7.1(b). Hex increased as the
measurement temperature was reduced. The exchange bias measured at 300 K

was (590±10) Oe. This increased to (840±10) Oe at T = 5.5K. This represents a
factor of ∼1.5 increase over the exchange bias at room temperature. The changes
in Hex were monotonic with no indication of saturation. In fact Hex changes most
rapidly below 20 K. The error bars shown in �g. 7.2 represent an inaccuracy due
to the resolution of the magnetic measurements and not a random Gaussian error.

Spin clusters are proposed to have a blocking temperature distribution in the
range 0 to 100 K which is independent of the blocking temperature distribution of
the AF grains [11, 12, 37, 67, 91, 107, 164]. The initial Hex is caused by the setting of
the bulk of the AF grains. As the �lm is cooled the spin clusters become blocked.
Since the cooling occurs with an applied �eld the blocked spin clusters have F
order. This increases the interfacial order which correlates to the increase in Hex.
However, at 200 K Hex is enhanced compared to Hex at 300 K. This implies that the
highest spin cluster blocking temperatures are much larger than 100 K. In addition,
the enhancement of Hex has not been shown to saturate at low temperatures. This
implies that the modal spin cluster blocking temperature is below 5.5 K. Therefore
the spin cluster blocking temperatures are broadly distributed.

7.1.2 Spin Freezing of Coercivity and Training

During this measurement the temperature dependencies of Hc and ∆Hc1 were
measured. For ∆Hc1 this required heating the �lm in �eld to 400 K and then �eld-
cooling back to T . This is because the training e�ect only occurs between the
�rst and second magnetisation reversals after heating. If the �lm were not heated
between each measurement temperature then Hex and Hc could be measured but
∆Hc1 could not. The temperature dependencies of Hc and ∆Hc1 are shown in
�g. 7.3 for a �lm with structure shown schematically in �g. 7.1(b).

As is shown in �g. 7.1(a) and �g. 7.3(a) the coercivity of an exchange bias
�lm increases at low temperature for a �lm with structure shown schematically
in �g. 7.1(b). The similarity of the temperature dependence of Hc and ∆Hc1 below
300 K shows that they have a common interfacial origin. The greatest value of co-
ercivity was measured at the minimum measurement temperature of 5.5 K and had
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a value of (720±10) Oe. This represents an increase in Hc by a factor larger than
4 over Hc at 300 K. The training e�ect continued to increase down to 5.5 K. This
is shown in �g. 7.3(b) for a �lm with structure shown schematically in �g. 7.1(b).
∆Hc1 reached a maximum value of 260 Oe in the range available for measurement
which is 20 times the value of ∆Hc1 at 300 K. For Hc and ∆Hc1 there is no indica-
tion that the values will saturate. If there is a peak in these quantities then it lies
below 5.5 K.
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Figure 7.3: The temperature dependence of (a) Hc and (b) ∆Hc1. The �lm structure
is shown schematically in �g. 7.1(b).

The increase in Hc and ∆Hc1 as the temperature is reduced can be discussed
in the context of spin clusters. As the �lm is cooled in an applied �eld the spin
clusters become blocked. This increases the number of domain wall pins and their
strength. This increases the �eld required to reverse the F �lm, which is an increase
in Hc. As the F layer reverses some portion of the spin clusters will reverse under
the in�uence of the applied �eld and the exchange �eld from the F layer. However,
as ~H returns to the positive direction not all of the reversed spin clusters will
align parallel to it. This is due to the lack of su�cient thermal energy and time
to change the alignment of the spin clusters for the second time. Thus when the
second hysteresis loop is measured the overall order of the interface is reduced,
which reduces Hc1 compared to the value measured in the �rst hysteresis loop.

There is a notable similarity to the forms of the temperature dependence of Hex,
Hc and∆Hc1 shown in �g. 7.2 and �g. 7.3. Using normalised values, the congruence
of the temperature dependence of Hex, Hc and ∆Hc1 is shown in �g. 7.4 for a �lm
with structure shown schematically in �g. 7.1(b). For all three parameters, the
highest value is recorded at the lowest temperature. Cooling to 5.5 K increased
Hex by a factor of ∼1.5, Hc by a factor of ∼4 and ∆Hc1 by a factor of ∼20 compared
to their values at 300 K. Below TNA = 300K there are no temperature-dependent
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changes in the spin order of the F layer or the bulk of the AF grains [11]. Therefore
the temperature dependence below TNA must have a common interfacial origin.
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Figure 7.4: The normalised Hex, Hc and ∆Hc1 show a similar dependence on T .
The �lm structure is shown schematically in �g. 7.1(b).

The increase in Hex is correlated with an increase in the F order of the interfa-
cial spins [11, 91]. Hex has been shown to be strongly dependent on the order of
the bulk of the AF grains and can be modi�ed by the interfacial order [188]. On
the other hand, Hc has been shown to be very strongly dependent on the interfa-
cial order and less strongly dependent on the bulk order [73]. This is re�ected in
�g. 7.4 where the increase in interfacial order as T is reduced results in a larger
proportional increase in Hc than Hex. Since ∆Hc1 increases by the largest factor,
it must be almost entirely dependent on the interfacial order.

Taken together, the measurements summarised in �g. 7.4 can be interpreted
as a sti�ening of the interface as T is reduced. At low temperature, the tendency
of the spin clusters to reverse is reduced. This results in increased Hex because of
increases the interfacial order. Hc increases at low temperature because a larger
�eld is required to overcome the increased number of domain wall pins that arises
from the blocked spin clusters. For ∆Hc1 the increase seen at low temperature is
due to the reduced tendency of the spin clusters to reverse. To return to the initial
position the spin clusters must reverse twice. Thus the lower the temperature the
lower the chances that a reversed spin cluster will return to its initial position.
This increase in interfacial sti�ness is similar to the result shown in section 6.2.3,
although induced by T rather than dMn.
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7.2 Magnetisation O�set

7.2.1 Temperature Dependence of ms O�set

Exchange bias measures the �eld shift in the hysteresis loop of a coupled F/AF
�lm. However, a magnetisation o�set of an exchange biased hysteresis loop has
also been observed, although not in an IrMn system [108–112, 114–117]. This was
discussed in section 3.4.4. As in equation eq. (3.10), reproduced here, the magneti-
sation o�set ∆ms is de�ned as

∆ms =
∣∣m+

s
∣∣− ∣∣m−

s
∣∣ (7.2)

where m+
s is the magnetic moment at positive saturation and m−

s is the moment at
negative saturation. For a loop shifted upwards

∣∣m+
s
∣∣> ∣∣m−

s
∣∣ and ∆ms is positive.

~m

~H

Tset: 90min

T

m+
s

m−
s

(a)

Heat to Tset in a pos-
itive saturating �eld

Wait for a pe-
riod of time tset

Cool to T

Measure m+
s

Measure m−
s

(b)

Figure 7.5: The measurement protocol to measure m+
s and m−

s shown (a) schemat-
ically and (b) as a series of steps.

To investigate the ~m o�set a F/AF �lm was heated to Tset in a positive saturating
�eld ~Hset. This setting process was discussed in section 4.2. The �lm was then
cooled to the measurement temperature T and two loops were measured. In these
measurements, T was lower than the temperature of non-activation for the bulk
of the AF grains TNA = 300K. Measuring two loops allowed ∆ms to be measured
before and after training. The measurement protocol is shown schematically in
�g. 7.5.
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The �lm was then heated to 300 K in a positive �eld for less than 1 min before
being cooled to a new measurement temperature. This process of reheating recov-
ered the training e�ect allowing multiple measurements. The short duration of the
heating and to a temperature lower than TNA prevented further thermal activation
of the bulk of the AF grains. The recovery of the training e�ect at a temperature
below TNA shows that the training e�ect is an interfacial e�ect. In addition, it
shows that the thermal stability of the interface is lower than the thermal stability
of the AF bulk.
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Figure 7.6: (a) The temperature dependence of ∆ms for the (i) �rst and (ii) second
hysteresis loop for �lm with (b) structure shown schematically (thicknesses in nm).
The line is a guide to the eye [192].

A �lm with composition Si/Ta (2)/Ru (2)/IrMn (10)/Mn (0.05)/CoFe (5)/Ru (5)
(thicknesses in nm) was set in a �eld of ~Hset = 20kOe at Tset = 500K for tset =
90min. The �lm composition is shown schematically in �g. 7.6(b). As discussed
in section 2.2.5, aCoFe = 0.286nm and aIrMn = 0.378nm [41, 42]. The IrMn layer
has fcc structure measured by XRD as shown in �g. 5.5. The AF �lm has a texture
intermediate between 3-D random texture and in-plane easy axis texture as was
measured by the pole �gure shown in �g. 5.7. Note that since the atomic radius
of Mn is ≈ (0.140±0.005)nm the interfacial Mn layer has a thickness equivalent
to approximately one sixth of an atom [189]. Thus this ultra-thin layer is in ef-
fect a compositional alteration to the F/AF interface. The �lm was cooled to the
measurement temperature and two hysteresis loops were measured. The positive
and negative moments m+

s and m−
s were measured at ±5kOe. ∆ms was calculated

using eq. (7.2) and the results for both the �rst and second loops these being before
and after training are shown in �g. 7.6(a) [192]. ∆ms measurements were taken
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from hysteresis loops taken in both an increasing and decreasing temperature se-
quence.

These measurements were made with a Quantum Design MPMS 3 VSM based
at Diamond Light Source. The temperature dependence of ∆ms was reproduced
by con�rmatory measurements with a larger temperature step using a LakeShore
8600 Series VSM. Discussion of the changes in ∆ms before the �rst measured hys-
teresis loop will be discussed in section 7.2.2. It should be noted that the origin of
this change is changes in m+

s while m−
s remains constant.

There is a general trend for ∆ms of the second hysteresis loop measured to
increase as the temperature is reduced. This continues to an apparent peak at 6 K

where the trend saturates. There is an indication that this is then followed by a
reduction in ∆ms down to the minimum measured temperature 2 K. It should be
noted that

∣∣m+
s
∣∣ and

∣∣m−
s
∣∣ were∼ 200µemu. In principle the measurement of ~m has

an error related to the resolution of the magnetometer which is itself a consequence
of the linear ampli�er system. A conservative estimate of the resolution of the
Quantum Design MPMS 3 VSM is ±0.5 µemu. However, this error is systematic
rather than a random error and therefore cannot be propagated to ∆ms. Therefore
the errors in �g. 7.6 have been removed for clarity. This removal is validated by the
low random error of the measurements. The errors in T are ∼ 0.1K. ∆ms at T = 2K

is 27 µemu. This represents an increase of ≈ 10% over ∆ms at T = 200K, which
was 24 µemu for the second measurement which is after training.. The value of
∆ms before training will be discussed in section 7.2.2.

If the �lm was not saturated then the measured moment will not be the satura-
tion moment. In a typical F material this is not an issue because the hysteresis loop
is symmetric. For an exchange biased �lm the loop shift means that measuring the
saturation moment is non-trivial. In addition, Hex and Hc are temperature depen-
dent which further complicates the measurement. That said, the trend shown in
�g. 7.6 was not strongly dependent on the chosen measurement �elds. The ab-
solute values of ∆ms changed by < 10% while the temperature dependence was
not a�ected. For consistency ~m was measured at the maximum measurement �eld
which was ±5kOe. It was not necessary to correct for the diamagnetic contribu-
tion of the substrate due to the low diamagnetic susceptibility and low �eld used.
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An o�set in ~m indicates that the �lm has a greater moment and magnetisation
in one direction than the other. Since the hysteresis loop is shifted upwards, the
direction of increased magnetisation is the same as the setting �eld direction. Thus
an explanation for ∆ms must account for a greater magnetisation in the setting
�eld direction than in the reverse �eld direction. Firstly, changes in the F layer
can be discounted because m+

s and m−
s were measured at saturation. Secondly,

changes in the AF layer do not occur after the setting procedure since the �lm
is thereafter not heated to above TNA. If the bulk of the F and AF layers can be
excluded, then ∆ms must originate in the F/AF interfacial region.

Since a material with ideal AF order has no net ~m, the interfacial contribution
to ∆ms must arise from an increase in F order. However, this contribution cannot
be reversed which distinguishes it from other instances of F order. This could be
due to the interfacial spins behaving in a manner analogous to a magnetic spin
glass with a thermoremanent magnetisation [193, 194].

F

AF
I

~H

Figure 7.7: Schematic of the F/AF interface of a set exchange bias �lm show-
ing three regions. Spin clusters are shown both with and without moments to
represent partial saturation which is indicated by the setting �eld dependence of
Hex [67].

Figure 7.7 shows a schematic of the F/AF interface of an exchange bias �lm after
the �eld setting process in a positive saturating �eld ~H . The schematic shows a pair
of �at interfaces dividing F, AF and interfacial regions. This is used to represent
the interfacial region created by the di�use F/AF interface for an AF grain [11, 59].
This is not equivalent to the atomically �at interface used by Meiklejohn and Bean
to calculate Hex [1, 2]. The interface is further sub-divided into locally-ordered
spin clusters [11, 37, 67].
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The IrMn �lm has a {111} plane parallel to the interface, thus the plane sepa-
ration perpendicular to the interface is given by eq. (5.4), reproduced here,

dhkl =
aIrMnp

h2 +k2 + l 2
(7.3)

where the lattice parameter of IrMn is aIrMn = 0.378nm and h, l and k are all
equal to 1 [42, 169]. In the measured sample the AF layer is 10 nm thick. This
corresponds to ≈ 45 atomic layers. For clarity the schematic shows two layers.
As discussed in section 5.2.1, the texture of the CoFe layer is not known or amor-
phous [13, 169]. However, the 5 nm CoFe layer contains ≈ 17 atomic layers given
that aCoFe = 0.286nm [41]. Two are shown in �g. 7.7.

The interfacial region is shown between the F and AF layers in �g. 7.7. The
interfacial region is shown to be one layer thick and to have �at interfaces with the
F and AF layers. However, this is not the case in the �lm due to the di�usion of Fe,
Co and particularly Mn [59]. This was discussed in section 3.3.4. The interdi�usion
of these species leads to the formation of diverse magnetic alloys such as CoMn
which have both F and AF phases dependent on composition and temperature [63].
There is a possibility these phases will be coupled to the F layer by direct exchange.
In addition F spin clusters could be coupled to each other by RKKY exchange. Thus
the interface will exhibit complex magnetic behaviour.

In �g. 7.7 the �lm is shown with the F layer magnetised by an external �eld
parallel to the setting direction. While the F layer is fully saturated, the interfacial
layer is partially saturated. This is represened by a mixture of interfacial clusters
both with and without moments. The set fraction of the interface is not known.
The moment of the interfacial clusters can be reduced or eliminated due to the
formation of AF phases by compositional variation of Co, Fe and Mn [63]. The
partial setting of the interfacial layer is evidenced by the setting �eld dependence
discussed in section 3.4.1 and the increase in Hex that occurs at low temperatures
discussed in section 7.1 [11, 91]. The AF layer adjacent to the interface is aligned
parallel to the F layer which is a result of the setting process. This is known to
be the case as Hex is induced by the exchange �eld from the AF layer [1, 2, 125].
The atomic moments in the positive �eld direction will contribute to m+

s while the
atomic moments aligned in the opposite direction will reduce m+

s .
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The F layer will be reversed by the application of a su�cient negative �eld. In
addition some portion of the interfacial spins will reverse. However, the spins of
the bulk of the AF grains will not reverse as there is not su�cient thermal energy
below TNA [11]. In this case the spins aligned in the negative �eld direction will
increase the magnitude of m−

s . Thus m−
s will be made up of the moment of the F

layer, the reversed fraction of the interface and the net moment of the AF layer, if
any.

Conventionally an AF bulk material has no net magnetic moment due to the
antiparallel alignment of adjacent sublattice magnetisations [13]. However, in an
exchange bias thin �lm the surface magnetisation of the AF layer is responsible
for interfacial exchange anisotropy and hence exchange bias [1, 2, 11, 47, 121, 125,
129, 131, 144]. This was discussed in section 2.2.6 and chapter 4. Thus the AF
layer closest to the interface will be aligned parallel to it and contribute to the
moment in the setting �eld direction m+

s . With an even number of sublattices the
AF layer will have no net moment. On the other hand if there is an odd number
of sublattices and therefore a net magnetic moment, that moment will be in the
setting �eld direction due to the tendency for the layer closest to the interface to
be aligned in that direction.

The contribution to the moment by a unit area of �lm can be expressed as

m+
s =µB

(
NF +1+R ′

I
)

m−
s =−µB

(
NF −1+R ′′

I
) (7.4)

where m+
s is the saturation moment in the positive �eld direction and m−

s is the
saturation moment in the opposite direction. The conversion factor between the
number of spins and the moment is µB. This is negative in the case of m−

s because
m−

s < 0.

The number of F layers is given by NF. The contribution of the AF layer is
given by ±1. This represents the AF layer closest to the interface which is additive
in the m+

s case and subtractive in the m−
s case.

There are two reversibility factors which represent the aligned portion of the
interface. R ′

I is the fraction of the interface that is initially aligned in the m+
s state

and R ′′
I is the fraction of the interface that is aligned in the negative �eld direction

in the m−
s state.



CHAPTER 7. LOW-TEMPERATURE BEHAVIOUR 162

This treatment assumes that the F layer is saturated in positive �eld and re-
verses completely in a saturating negative �eld. The AF layer is treated as con-
tributing one atomic layer of moment in the positive �eld direction. It also assumes
that the spin order of the AF layer does not change between the measurements of
m+

s and m−
s . This is a reasonable assumption if the measurements occur below

TNA [11]. Thus the AF layer moment will increase m+
s and reduce the magnitude

of m−
s . Equation (7.4) also treats the interfacial spins as equivalent to single spins

in one layer. The model further assumes that the atomic moment of all species
in the F/AF material does not vary as a function of depth through the sample.
However this is a signi�cant approximation due to di�usional e�ects discussed in
section 3.3.4 [59].

The reversible fraction of the interface has not been measured. However, by
de�nition R ′

I has a value between 0 and 1. In �g. 7.7 the interface is shown to be one
layer thick while the F layer has a calculated thickness of ≈ 17 atomic layers. Thus
the minimum contribution of the interface to m+

s is 0 for R ′
I = 0. On the other

hand, the maximum contribution occurs if R ′
I = 1, in which case the interfacial

contribution is 6 % of the F layer contribution since the F layer contains 17 times
as many atoms. In addition, the contribution of the AF �lm will be equivalent to
an additional 6 % atomic layer due to the positively aligned atomic layer closest to
the interface.

Thus the overall contribution of the interface and AF layer will be between
6 and 12 % of the total moment, dependent on the value of R ′

I. Since the F layer
reverses in negative �eld it does not contribute to ∆ms.

At T = 2K, m+
s is (207±1) µemu and m−

s is (−181±1) µemu. This gives a
magnetisation o�set of (27±1) µemu which is shown in �g. 7.6 and gives a total
change from m−

s to m+
s of (388±1) µemu. Thus ∆ms accounts for 7 % of the total

moment reversal. This is within the range of 6 and 12 % found in the calculation
based on the proportion of the spins in each layer.

The match between the experimental results and the calculation based on atomic
layer moments in a unit area suggests that the model has merit. However, further
measurements would be required to establish if this explanation is representative.
In fact, there are several limitations to the model in addition to the assumptions
already described. Signi�cantly, in the model the number of F and AF atomic lay-
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ers is calculated based on the nominal thicknesses of the layers. Therefore the
interface is implicitly taken to have zero thickness.

Furthermore, this calculation does not account for strain which could displace
atoms from their expected positions or induce an interfacial stress anisotropy [13,
39, 40]. This is a weakness in the calculation as the lattice mismatch between
CoFe and IrMn is 32 %. As discussed in section 2.2.5, aCoFe = 0.286nm and aIrMn =
0.378nm [41, 42]. However, stress anisotropy is typically on the order of 104 to
105 erg/cm3 and therefore is smaller than the AF anisotropy for IrMn measured in
section 6.2.3 and shown in table 6.2 by a factor of 102 or 103 [11, 13, 43]. Thus the
anisotropy of the AF layer will dominate.

The calculation was made based on the measurement at 2 K. However, �g. 7.6
shows a dependence of ∆ms on T . ∆ms = (24±1)µemu at 200 K which increases
by ≈ 10% to (27±1) µemu at 2 K. This can be understood if reducing the temper-
ature reduces the reversible fraction of the interfacial spins. As the temperature is
reduced R ′

I decreases due to the reduction in reversibility of the interfacial spins.
When the �eld and F layer are reversed, these spins remain magnetised in the pos-
itive �eld direction. Thus they contribute to an increase m+

s and a decrease in m−
s .

At higher temperatures the di�erence between the m+
s and m−

s states is smaller
than at lower temperatures. This increases ∆ms at low temperatures.

Interestingly, changes in the reversibility of the interfacial layer are ongoing
at least between 10 and 100 K and possibly across a temperature range of 2 to
200 K. There are two potential explanations for the wide temperature range of
these changes. The �rst is that the interfacial spins are arranged in clusters and
reverse over energy barriers which are proportional to the number of spins in a
cluster. This process is analogous to the reversal of the spin order of the AF grains
that gives rise to changes in Hex in the York Model of Exchange Bias [11, 91].
However, if the temperature dependence is indicative of a volume distribution then
the wide range of temperatures involved implies a wide distribution of spin cluster
sizes. The spin clusters that freeze at 200 K would have a volume similar to the
volume of the AF grains. On the other hand, if spin freezing is dependent on
cluster size only then those that freeze at 2 K would be on the order of single spins.
There is no mechanism by which the interfacial layer could be sub-divided into
clusters with a size distribution of this width.
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The second possible explanation is a magnetic phase change in the interfa-
cial layers. Due to di�usion the F/AF interface will be composed of a number of
phases including CoMn [59]. As was shown in �g. 6.8, CoMn has both F, AF and
P phases dependent on composition and temperature [63]. In CoMn at 4.2 K there
is a transition from F to AF ordering which begins as the Mn content is increased
above 30 at.% and is not complete until the Mn content reaches 45 at.%. Between
these concentrations CoMn is paramagnetic on large scales with local regions of
F and AF order. This transition takes place across a wider range of compositions
at higher temperatures. Therefore cooling a P alloy of CoMn to 5.5 K will induce a
magnetic phase change to either F or AF order unless the composition is between
30 and 45 at.% Mn. In a thin �lm is made more likely by the in�uence of the F and
AF layers adjacent to the interface. Due to these layers the interface is in�uenced
by competing F and AF interactions in a way that is not possible or observable
in a bulk material. However, �g. 7.6 shows a temperature range between 5.5 and
200 K. In that range the phase change between P and F order is almost independent
of temperature. For this reason a temperature-dependent magnetic phase changes
can be discounted.

7.2.2 E�ect of Training on ms O�set

As shown in �g. 7.6 there is a decrease in ∆ms after the �rst magnetisation
reversal. This is an indication of the e�ect of training on ∆ms. The di�erence
is largest at low temperatures. At T = 2K, m+

s is (213±1) µemu before training
and m−

s is (−181±1) µemu. This results in a magnetisation o�set of (32±1) µemu

which is 20 % larger than the value ∆ms measured in subsequent loops. There
are three important observations that can be taken from �g. 7.6. The �rst is that
T < TNA. The second is that

∣∣m+
s
∣∣ 6= ∣∣m−

s
∣∣. The third is the form of ∆ms (T ).

Since the measurement temperature is below the temperature of non-activation
of the AF grain bulk, the interface must be behaving independently of the AF layer.
Thus∆ms and the changes in∆ms between the �rst and second measurement have
their origins in the interface. The interface spins are aligned parallel to the F layer
due to the exchange �eld from the F layer as shown by the setting �eld dependency
discussed in section 3.4.1 [11, 67, 91]. In addition, heating to 300 K was required to
recover the original order of the spin clusters, leading to a training e�ect in both
~H and ~m. Therefore thermal energy is required to induce order in the interface in
a manner analogous to a thermoremanent state in a spin glass [193, 194].
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The inequality of m+
s and m−

s shows that the magnetisation of the interface is
composed of both reversible and irreversible parts. The reversible contribution is
aligned at a measurement temperature T by an external �eld and the exchange �eld
from the F layer. The irreversible contribution can only be aligned at an elevated
temperature.

The form of ∆ms (T ) is wide and has a peak at low temperatures. If interpreted
according to a modi�ed Stoner-Wohlfarth model, this implies that the energy bar-
riers to reversal and therefore the spin cluster volumes are widely distributed and
lower than the corresponding energy barrier distribution of the AF grains. If the
spin cluster diameter distribution matches the grain diameter distribution, then
the spin clusters must have either a low anisotropy or a low thickness since the
energy barrier is the product of the anisotropy and the volume. This can be ex-
pressed by a restatement of eq. (4.14) and eq. (4.17) for the interfacial spin clusters,
such that

∆ESC = KSCVSC (7.5)

where ∆ESC is the energy barrier to reversal, KSC is the anisotropy of the spin
cluster and VSC is the volume of the spin cluster [129, 142, 144, 148, 149]. A low
spin cluster anisotropy could be a consequence of a low Ms since HK ∝ ~M

Ms
.

It should be noted that the change in ∆ms is dominated by a change in m+
s ,

rather than in m−
s . Between the �rst and second loop m+

s decreases from (213±1)
to (207±1) µemu. At the same time, the changes to m−

s are within error as it
changes from (−181±1) to (−180±1) µemu. Therefore there is not only a training
e�ect on the switching �eld of �rst reversal but also on Ms before the �rst and
second reversal.

For this reason m+
s can be separated into two parts where m+

s, i is the moment
in the positive direction in a saturating �eld before the �rst magnetic reversal and
m+

s, ii is the positive moment in a saturating �eld after one magnetic reversal. The
equivalent to these in terms of magnetisation are M+

s, i and M+
s, ii, respectively. Since

m−
s does not change signi�cantly, an explanation for the changes in ∆ms must

focus on changes that occur between measurements of m+
s, i and m+

s, ii.
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Figure 7.8: Schematic of the F/AF interface showing regions of F and AF order
separated by the interface I during measurement of (a) m+

s, i, (b) m−
s and (c) m+

s, ii.

To re�ect this the expressions discussed in section 7.2.1 and shown in eq. (7.4)
can be modi�ed to include the change in state due to the training e�ect, giving

m+
s, i =µB

(
NF +1+R ′

I
)

m−
s =−µB

(
NF −1+R ′′

I
)

m+
s, ii =µB

(
NF +1+R ′′′

I
) (7.6)

where m+
s, i is the saturation moment in the positive �eld direction before the �rst

reversal and m−
s is the saturation moment in the opposite direction which is inde-

pendent of the number of magnetisation cycles. m+
s, ii is the saturation moment in

the positive �eld direction after the �rst reversal which is di�erent from m+
s, i due
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to the e�ects of training. The conversion factor between the number of spins and
the magnetisation is µB. This is negative in the case of m−

s because m−
s < 0.

The number of F layers is given by NF. The contribution of the AF layer is
given by ±1. This represents the AF layer closest to the interface which is additive
in the m+

s, i and m+
s, ii cases and subtractive in the m−

s case.

There are three reversibility factors which represent the aligned portion of the
interface. R ′

I is the fraction of the interface that is initially aligned in the m+
s, i state,

R ′′
I is the fraction of the interface that is aligned in the negative �eld direction in

the m−
s state and R ′′′

I is the fraction of the interface that is aligned in the m+
s, ii state.

Thus ∆ms after training is given by the di�erence between m+
s, ii and m−

s while
the e�ect of training results in a di�erence between m+

s, i and m+
s, ii. At 200 K the

e�ect of training is small because m+
s, i and m+

s, ii have similar values. Thus R ′
I and

R ′′′
I must be similar. That is to say that the reversible fraction of the interface does

not change as the �eld is cycled. On the other hand at 2 K the e�ect of training
causes m+

s, i to be 20 % larger than m+
s, ii. This indicates a signi�cant di�erence in

the reversible fraction of the interface. The interfacial order is largest before the
�rst reversal, resulting in the largest moment occurring in the m+

s, i state. During
subsequent hysteresis loops the interfacial order is reduced to the m+

s, ii state.

Figure 7.8 shows the e�ect of training on the F/AF interface. In �g. 7.8(a) the
F/AF interface is shown after the setting process and �eld cooling. ~H is applied
in the setting direction and the F layer is saturated in the same direction. The
spin order of the AF layer has been set by the exchange interaction from the F
layer, which has ordered the AF grain by reversal of the spin order over a volume-
dependent energy barrier [11]. A portion of the interface R ′

I is magnetised parallel
to the setting �eld direction and contributes to m+

s . In �g. 7.8(b) the applied �eld
has been reversed for the measurement of m−

s . The F layer has reversed with the
�eld and is saturated. Since the �lm is below TNA there is no change in the AF
layer. The reversal of the F layer has caused a fraction of the interfacial spins R ′′

I
to reverse.

Figure 7.8(c) shows the interface after a hysteresis loop has been measured. For
this �lm the �eld has been reversed and then returned to the setting direction. A
part of the interfacial layer has not changed since the setting procedure. This part
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has therefore remained unchanged which is similar to the bulk of the AF layer. Of
the fraction of the interface that reversed a portion has reversed again. This portion
of the �lm has therefore followed the F layer during the magnetic treatment. This
portion plus the portion that never reversed is the origin of R ′′′

I . However, there
is a portion of the interface that reversed during the initial reversal from positive
to negative �eld but then did not reverse back to the positive direction when the F
layer did. For further magnetic cycles the �lm alternates between the states shown
in �g. 7.8(b) and �g. 7.8(c).

This interpretation qualitatively describes ∆ms being larger before the �rst re-
versal than after. As well as that, it is also consistent with both m+

s, i and m+
s, ii

being larger than m−
s . However, it does not account for the e�ect of crystallo-

graphic texture. Texture is a preference in the preferred orientation of crystallites
in a polycrystalline material. As discussed in section 3.3.1, the texture of the AF
layer can alter and even eliminate ∆Hc1 [37]. A �lm with out-of-plane �brous
〈111〉 texture showed no training while a �lm with 3-D random texture did. The
e�ect of texture can be included as a modi�cation to the reversibility hypothesis.

In �g. 7.9 two interfacial spin arrangements are shown schematically [11, 37,
67]. In �g. 7.9(i) the spins are both aligned and parallel while in �g. 7.9(ii) the spins
are aligned but not parallel. The overall moment of the parallel case is larger than
the non-parallel case since the moment is measured parallel to the interface. Thus
a di�erence between R ′

I and R ′′′
I could be explained by a transition from a parallel

to non-parallel alignment of interfacial spins as well as, or instead of, a di�erence
in reversibility.

(i)

(ii)

Figure 7.9: Schematic of the F/AF interface showing spins that are (i) parallel and
(ii) aligned but not parallel [190].

The magnetic easy axis in IrMn is the {111} planes [32]. This is shown by the
increase in e�ective anisotropy when an IrMn polycrystalline thin �lm is grown
with out-of-plane �brous 〈111〉 texture [11, 32–36]. Thus the magnetisation of the
AF sublattices will lie in the easy direction which will be parallel to the interface
for a �lm with out-of-plane �brous 〈111〉 texture. For this reason in CoFe/IrMn
systems out-of-plane �brous 〈111〉 texture is equivalently known as in-plane easy-
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axis texture. Thus a �lm with in-plane easy-axis texture did not display training
while a �lm with 3-D random texture did [37].

In an IrMn �lm with 3-D random texture the AF easy axes will be randomly
distributed since each crystallite has its own easy axis direction. The magnetisation
direction of an interfacial spin will be dependent on and parallel to the easy axis
direction of the adjacent AF crystallite. This is a consequence of coupling to the
AF layer by the exchange interaction.

During the setting process the F layer is saturated. Together with the setting
temperature this orders the spins of the AF layer due to the exchange interaction
and thermal activation over volume-dependent energy barriers [11]. After �eld
cooling the interfacial spins are largely aligned and parallel [67, 91]. This parallel
alignment is shown in �g. 7.9(i) and is maintained by the exchange interaction from
the F layer and the dipole-dipole and RKKY exchange interactions of neighbouring
spin clusters in a manner analogous to a thermoremanent state in a spin glass [193].

When the applied �eld is reversed the F layer reverses with it. The interfacial
spins are then exposed to both a negative exchange �eld and a negative Zeeman
energy. This results in some of the interfacial spins reversing.

When the �eld is again applied in the setting direction there is no further heat-
ing. This asymmetric process is the origin of the di�erence between the �rst and
second measured loops. While the F layer will be saturated, the interfacial spins
will not align parallel. They will revert to their local easy axes since there is insuf-
�cient thermal energy to align them parallel. This aligned but non-parallel state
is shown in �g. 7.9(ii) where the spins are held along the crystalline easy axes by
magnetocrystalline anisotropy. However, if the �lm has in-plane easy-axis texture
then the magnetocrystalline anisotropy will act to align the spins in the plane of
the �lm [13, 32–36]. Thus the interfacial spins will return to a state that is both
aligned and parallel, as is shown in �g. 7.9(i). This hypothesis would result in no
change between the m+

s, i and m+
s, ii states and means ∆Hc1 = 0. Thus �g. 7.9 can be

considered to show the interface (i) in a �lm with in-plane easy-axis texture and
(ii) with 3-D random texture after the �rst magnetic reversal [190].

As well as increasing ∆ms, a reduction in T increases the e�ect of training.
The temperature dependence of the e�ect of training on ∆ms can be discussed in
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terms of the temperature dependence of anisotropy given eq. (2.16) and eq. (2.20)
in section 2.2.7, reproduced here,

KF(T ) = KF(0) ·
(
1− T

TC

) 1
3

KAF(T ) = KAF(0) ·
(
1− T

TN

) (7.7)

where KF is the F anisotropy constant, KAF is the AF anisotropy constant, T is
the temperature, TC is the Curie temperature and TN is the Néel temperature [11,
13, 32, 38, 43, 47, 48]. It can be proposed that in the interfacial region a similar
temperature dependence of anisotropy exists.

As the temperature is reduced the interfacial anisotropy increases. This results
in an increase in the aligned fraction of the interface R ′

I after setting as compared
to at higher temperatures. In turn this increases m+

s, i. After one magnetic cycle the
interfacial spins are aligned in the positive �eld direction. As before, the increase
in anisotropy at low temperatures increases the interfacial alignment. This is the
cause of the temperature dependence of ∆ms discussed in section 7.2.1. However,
the degree of alignment after a magnetic cycle is not the same as before due to
the tendency for spins to reverse to the negative �eld direction and then remain
there due to coupling to the AF layer. This tendency to reverse only once will be
increased at low temperatures due to the increase in anisotropy. Also, the degree
of alignment will be reduced due to the increased tendency for the interfacial spins
to align with the anisotropy of the adjacent AF grain, which may not be parallel
to the interface. Because of these two e�ects the condition of the interface be-
tween measurements of m+

s, i and m+
s, ii will become increasingly divergent as the

temperature is decreased.

7.2.3 E�ect of Interfacial Mn on ms O�set

In section 7.2.1 and section 7.2.2 the �lm being discussed had an ultra-thin
Mn dusting layer at the F/AF interface with dMn = 0.05nm. This is equivalent
to approximately one sixth of an atomic layer and therefore has the e�ect of a
compositional variation at the F/AF interface. This �lm was discussed as it had
the largest values of ∆ms and Hex. The temperature dependence of ∆ms with
and without training is shown in �g. 7.6. However, by varying dMn the interfacial
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properties of the �lm can be adjusted. In this section, the e�ect of dMn on ∆ms

will be discussed.

~m

~H

Tset: 90min

T

m+
s, i,m

+
s, ii

m−
s

(a)

Heat to Tset in a pos-
itive saturating �eld

Wait for a pe-
riod of time tset

Cool to T

Measure m+
s, i

Measure m−
s

Measure m+
s, ii

(b)

Figure 7.10: The measurement protocol to measure m+
s, i, m−

s and m+
s, ii shown (a)

schematically and (b) as a series of steps.

As discussed previously, the procedure to measure∆ms is shown schematically
in �g. 7.5. This has been reproduced in �g. 7.10 with the addition of steps to mea-
sure both m+

s, i and m+
s, ii. It is necessary to distinguish between m+

s, i and m+
s, ii due

to the changes that occur due to training, which were discussed in section 7.2.2.
The magnetisation o�set before and after training is calculated using

∆ms, i = m+
s, i +m−

s

∆ms, ii = m+
s, ii +m−

s
(7.8)

where ∆ms, i is the magnetisation o�set before training, ∆ms, ii is the magnetisa-
tion after training m+

s, i and m+
s, ii are the saturation moments in the positive �eld

direction before and after training and m−
s is the saturation moment in the nega-

tive �eld direction which is not a�ected by training. Where ∆ms is to be measured
without reference to training then ∆ms, ii should be used to remove the e�ect of
training. This is equivalent to the established use of the second hysteresis loop
when measuring Hex and Hc to remove the e�ect of training [11]. The measure-
ment procedure is identical to the procedure described in section 7.2.1. This mea-
surement was performed for �lms with composition Si/Ta (2)/Ru (2)/IrMn (10)/
Mn (dMn)/CoFe (5)/Ru (5) (thicknesses in nm) where dMn is the thickness of a Mn
layer at the F/AF interface. The �lm structure is shown schematically in �g. 7.11(b).
The resulting values of ∆ms are shown in �g. 7.11(a) [192]. These measurements
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were made with a Quantum Design MPMS 3 VSM based at Diamond Light Source.
The thickness dependence of∆ms was reproduced by con�rmatory measurements
using a LakeShore 8600 Series VSM. As discussed in section 7.2.1 error bars are not
shown due to the systematic nature of the errors.
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Figure 7.11: (a) The temperature dependence of ∆ms for the (i) �rst and (ii) second
hysteresis loop for three �lms with (b) structure shown schematically (thicknesses
in nm). The line is a guide to the eye [192].

There is a magnetisation o�set for all three of the samples. The magnetisation
o�set after training, ∆ms, ii, is lower for dMn = 0nm and 0.2 nm compared to that
for dMn = 0.05 nm. In addition, the temperature dependence is signi�cantly dif-
ferent. For dMn = 0nm and 0.2 nm there is no signi�cant variation in ∆ms, ii with
temperature above (50±2) K. This is in contrast to the temperature dependence of
∆ms, ii for the sample with dMn = 0.05nm which varies over the range from 2 to
≈ 100K. Furthermore, the temperature dependence of ∆ms, ii for dMn = 0nm and
0.2 nm below (10±2) K is characterised by a reduction in ∆ms, ii as the tempera-
ture is reduced. This does not show signs of saturating and reduces ∆ms, ii at 2 K

to 90 % of its value at 10 K. This is the opposite of the e�ect observed for the AF
�lm where dMn = 0.05nm, for which ∆ms, ii increased by 10 % when cooled from
200 to 2 K.

The proportional error in ∆ms is larger than that of either m+
s or m−

s because
∆ms is the di�erence of these values. Thus although the absolute error is of the
same order, the proportional error of ∆ms is larger due to the lower absolute value
of ∆ms. A conservative estimate of the resolution of the Quantum Design MPMS
3 VSM is ±0.5 µemu. This corresponds to an error in ∆ms of ±0.7 µemu.
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The di�erence between the magnetisation o�set before and after training,∆ms, i

and ∆ms, ii, for dMn = 0.05nm was discussed in section 7.2.2. There the e�ect of
training was to reduce the magnetisation o�set after the �rst magnetisation re-
versal. This occurred below 100 K and was larger at lower temperatures. For the
�lms where dMn = 0.05nm and 0.2 nm, ∆ms, i is higher than ∆ms, ii after the �rst
reversal up to ≈ 100K. On the other hand when dMn = 0nm the e�ect of training is
not signi�cant above ≈ 50K. At low temperatures training reduces ∆ms between
the �rst and second magnetisation loops for all three �lms and the largest changes
occur at the lowest temperatures.

dMn
(nm)

∆ms(2) (±1)
(µemu)

∆ms(200) (±1)
(µemu)

∆ms, i(2)

∆ms, ii(2)

∆ms, ii(2)

∆ms, ii(200)
i ii i ii

0 19 16 19 18 1.20 0.90
0.05 32 27 23 23 1.20 1.20
0.2 23 17 18 18 1.35 0.95

Table 7.2: Summary of ∆ms(T ) for �lms with di�erent values of dMn (i) before and
(ii) after training [192]. The �lm structure is shown schematically in �g. 7.11(b).

Table 7.2 shows ∆ms(T ) at 200 and 2 K before and after training [192]. The
error in ∆ms is rounded up to ±1 µemu. Note that this error is systematic rather
than random and arises from the resolution of the magnetisation measurement
of the VSM. The ratio ∆ms, i(2)/∆ms, ii(2) is the proportional change in the value
of ∆ms which is a result of the training e�ect when measured at 2 K. For all the
�lms ∆ms, i(2)/∆ms, ii(2) > 1 since the magnetisation o�set is largest before the
�rst magnetic reversal. The temperature dependence of ∆ms, ii is given by the
ratio ∆ms, ii(2)/∆ms, ii(200). This shows the value of ∆ms, ii at 2 K compared to
a the normalised value at 200 K. Since the error in ∆ms is systematic, the error
in the ratio of ∆ms measurements cannot be calculated. The largest proportional
reduction in ∆ms at 2 K due to training occurs for the F/AF �lm for which dMn =
0.2nm. However, the magnitude of this reduction is the same as for dMn = 0.05nm.

The peak in ∆ms implies that ∆ms is a�ected by two parameters with di�erent
temperature dependencies. The F material used in this study was Co70Fe30 which
has a Curie temperature of (1040±10) K [13, 25, 26]. The anisotropy constant of
Co70Fe30 at room temperature is

KCoFe
(
T295

)= (450±20)×103 erg/cm3 (7.9)
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for a single-crystal sample [25, 27]. The e�ective anisotropy will be lower for
polycrystalline samples unless the �lm is strongly textured. The anisotropy con-
stant of the IrMn �lms used in this study was calculated at room temperature in
section 6.2.3 based on a measurement of 〈TB〉 using the York Protocols. The AF
easy axis is in the {111} planes. The lowest value of KAF

(
T295

)
calculated was

(15±3)×106 erg/cm3 which corresponded to the �lm for which dMn = 0.05nm.
This exceeds the value of KCoFe by a factor of ≈ 30 [11, 27].

As discussed in section 6.2.3 KAF can be calculated for an arbitrary temperature
T using

KAF (T ) = KAF
(
T295

) ·( TN −T

TN −T295

)
(7.10)

where TN is the Néel temperature which for IrMn is 690 K [4, 38]. Thus at 2 K the
anisotropy of IrMn increased to (26±5)×106 erg/cm3. For an F material the same
equation has the form

KF (T ) = KF
(
T295

) ·( TC −T

TC −T295

) 1
3

(7.11)

where TC is the Curie temperature [11, 13, 32, 38, 43, 47, 48]. The di�erence be-
tween TN of IrMn and TC of CoFe as well as the additional power of 1/3 result in
di�erent rates of the temperature dependence of KF and KAF. At 2 K the anisotropy
of CoFe increased to (500±20)×103 erg/cm3. Therefore at 2 K KAF exceeds KF by a
factor of ≈ 50. Interfacial spins are subject to competing F and AF interactions. As
the temperature is reduced the AF anisotropy increases relative to the F anisotropy.

It has been hypothesised that the relationship between training and texture
is a result of interfacial spins which are aligned during the setting procedure be-
coming unaligned during a magnetic reversal [11, 37, 190]. This was discussed in
section 7.2.2 in the context of the change in ∆ms that occurs after the �rst mag-
netic reversal. However, the hypothesis is untested and unproven. In this model,
the interfacial spins have internal F order. This was proposed to account for the
~Hset dependence of Hex which was discussed in section 3.4.1. This phenomenon
occurs for �elds much larger that the saturating �eld of the F layer. It is proposed
that the increasing �eld increases the proportion of aligned spin clusters which
increases the coupling between the F and AF layers [11, 91].

In this study an ultra-thin layer of Mn was added to the F/AF interface. This
has the e�ect of altering the �lm composition near the interface because there is
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insu�cient additional Mn for it to form a distinct monolayer and because Mn will
readily di�use into the IrMn and CoFe layers. This di�usion will also occur for
the Mn and Co in the adjacent layers forming a continuum of solid solutions [59].
At one end of this continuum there will be Mn-doped F phases while at the other
there will be Co-doped AF phases.

The rate of di�usion is a function of temperature and results in a composition
that evolves with time. This was discussed in section section 3.3.4. The tempera-
ture dependence of the di�usion coe�cient was given in eq. (3.7), reproduced here

Dd = ξa2ωD exp

(
−∆Edi�

kBT

)
(7.12)

where Dd is the di�usion coe�cient in the dislocation network, ξ is a dimension-
less factor dependent on the lattice and of order unity, a is the lattice spacing, ωD is
the Debye frequency ∆Edi� is the energy barrier to moving an atom between sites,
kB is the Boltzmann constant and T is the temperature [105]. This contributes to
a concentration gradient that evolves as given by eq. (3.8), reproduced here

C ∝ 1√
Ddt

exp

(
− δ2

4Ddt

)
(7.13)

where t is time and δ is the di�usion depth of the tracer [97].

Likewise, in the York Model of Exchange Bias the setting of the AF layer is a
function of both temperature and time as expressed by the Néel-Arrhenius law

τ−1 = f0 exp

[
− ∆E

kBT

]
(7.14)

where τ−1 is the relaxation time, f0 is the attempt frequency ∆E is the energy
barrier to reverse the magnetic order of an AF grain which is equal to KAFVg where
KAF is the AF anisotropy, Vg is the AF grain volume. kB is the Boltzmann constant
and T is the temperature [11, 38, 146, 152]. This was discussed in section 4.2.4.

This results in a value of Hex given by eq. (4.23), reproduced here

Hex
(
~Hset,Tset

)= H INT
ex C∗ (

~Hset,Tset
) Vset(Tset)∫

Vc(TNA)

f (Vg) dVg (7.15)

where ~Hset is the setting �eld, Tset is the setting temperature, H INT
ex is the intrinsic
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exchange bias, C∗ is the interfacial coupling parameter Vc is the volume of the
smallest ordered grain at TNA, TNA is the temperature of non-activation, Vset is the
volume of the largest grain that could be set during the setting process and f (Vg)

is the grain volume distribution. This is shown in �g. 4.11 where the grains in
region (a) have volume lower that Vc and are disordered by thermal energy at TNA,
the grains in region (c) have volume larger than Vset and were not set during the
setting process and the grains in region (b) contribute to exchange bias [11].

Thus in principle during the setting process there will be a competition be-
tween di�usive and magnetic ordering e�ects. A competition between two e�ects
could explain the peaks shown in �g. 7.11. On one hand a high Tset and a long tset

will increase the number of set grains by increasing Vset and therefore Hex [11].
On the other hand a larger Tset and longer tset will allow more di�usion to occur
which reduces Hex [59]. In addition, longer annealing times are also correlated
with a reduction in Ms [59]. In CoFe/IrMn di�usion results in the formation of
a number of phases at the interface with complex magnetic behaviour due to the
interdi�usion of Co and Mn. This results in the formation of CoMn which has both
F and AF phases.

In CoMn at 4.2 K there is a transition from F to AF ordering which begins
as the Mn content is increased above 30 at.% and is not complete until the Mn
content reaches 45 at.% [63]. This transition takes place across a wider range of
compositions at higher temperatures. This is shown in �g. 6.8 [63]. Between these
concentrations CoMn is paramagnetic on large scales with local regions of F and
AF order. The collective magnetic behaviours of the F regions is equivalent to
superparamagnetism SP, meaning that single-domain F elements have an overall P
behaviour [13]. Similarly, there are single-domain AF regions which are described
as being superantiferromagetic SAF [63]. Thus is the composition varies through
the sample then overall the material will be mictomagnetic [65]. Furthermore,
low temperature measurements made at 4.2 K show F and AF phases coexisting at
35 at.% Mn [195]. At 35 at.% Mn the CoMn alloy exhibited both a Néel and a Curie
temperature where TN = (10±5)K and TC = (140±5)K [195]. These coexisting
phases are signi�cant enough to induce self-exchange bias at 4.2 K in cylindrical
ingots 12.7 mm in length and 6.4 mm in diameter [64].

The phase diagram shown in �g. 6.8 is for CoMn alloys and will not be iden-
tical to the situation in CoFe/IrMn thin �lms [63]. However, it is indicative of



CHAPTER 7. LOW-TEMPERATURE BEHAVIOUR 177

the interfacial region of CoFe/IrMn thin �lms due to the interdi�usion of Co and
Mn [59]. For an un-annealed IrMn/Co system the Mn varies as a function of depth
through the sample due to di�usion. The transition from 30 to 45 at.% Mn occurs
on a length scale of ∼ 1nm [59, 63]. While it is not de�nitive, �g. 6.8 suggests that
the addition of Mn will lead to an increase in AF order at the IrMn/CoFe interface.
This will manifest both as bulk-like AF order and clusters of SAF order.

F

AF
I

~H

(a)

F

AF

I

~H

(b)

Figure 7.12: Schematic of the F/AF interface with (a) F and (b) AF spin clusters. The
F spin clusters are shown as one atom thick while the AF spin clusters are shown
as two atoms thick [190]. Spin clusters are shown both with and without moments
to represent partial saturation which is indicated by the setting �eld dependence
of Hex [67].

Figure 7.12(a) is a schematic of the F/AF interface including an interfacial re-
gion with F clusters. The ~Hset dependence of Hex is a result of the order of the F
spin clusters [11, 67, 91]. This was discussed in section 3.4.1. In contrast �g. 7.12(b)
is a schematic of a F/AF interface with AF spin clusters [190]. These hypothetical
structures could in principal mediate the coupling between the F and AF layers
through their internal and external coupling. The coupling between the AF region
and the interfacial spins would be negative direct exchange. The interfacial spins
are internally ordered by negative direct exchange. The interfacial spins are cou-
pled to the F region by positive direct exchange. The e�ective coupling across the
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F/AF interface would therefore be by means of a proposed combination of F and
AF coupling.

A requirement for ferromagnetic-antiferromagnetic (F-AF) coupling would be
positive exchange coupling between the F layer and the interface, negative ex-
change coupling between the AF layer and the interface and for the interfacial
region to be an even number of atomic layers thick, which is to say that opposite
sublattices would be present at the F and AF interfaces. Therefore, if F-AF cou-
pling is a signi�cant factor in how the interface mediates the coupling between
the F and AF layers then the coupling strength would be expected to oscillate as
the thickness of the region alternates between even and odd parity [190]. Test-
ing this hypothesis would require a large scale atomistic model with interfacial
di�usion.

The low-temperature exchange bias behaviour of a CoFe/IrMn discussed in
this chapter can be summarised as the increase in Hex, Hc, ∆Hc1 and ∆ms that
occurs when the �lm is cooled below TNA to ≈ 10K. The increase in Hex is the
spin freezing e�ect discussed in section 3.4.3. This work shows that Hc, ∆Hc1 and
∆ms have a similar temperature dependence. In addition, ∆ms was measured and
shown to change between the �rst and second magnetisation reversal. The origin
of this change was shown to be due to changes in m+

s while m−
s remains constant.

There is therefore a training e�ect in ~m similar to the well-known training e�ect
in ~H discussed in section 3.2.2. ∆ms was shown to be most signi�cant when dMn =
0.05 nm. The e�ect of training on ∆ms was largest at low temperatures ≈ 2K and
when dMn < 0nm.

It is known that there is signi�cant interdi�usion between the F and AF lay-
ers [59]. This is a result of the sputtering process and room-temperature di�usion
and further develops during annealing and setting as part of a York protocol mea-
surement.

This results in the formation of an interfacial region with mixed phases. Studies
in CoMn suggest the possibility of F, AF and P phases and clusters of local F and
AF order in a P matrix [63]. Changes in Hex, Hc, ∆Hc1 and ∆ms are ongoing
over a wide distribution of temperatures 5.5K < T < 100K. This implies a wide
distribution in cluster parameters such as volume or anisotropy.
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Cooling the �lm in a �eld su�cient to saturate the F layer could have an order-
ing e�ect on the interface in a manner analogous to a thermoremanent state in a
spin glass. This is shown by the fact that ∆Hc1 and the training e�ect in ∆ms could
be observed only after cooling in �eld and not by �eld or temperature alone. The
spin alignment of this state is not known. Two hypotheses have been suggested.
The �rst was shown in �g. 7.8 where the interface is aligned after cooling in �eld.
During the magnetic reversal there are clusters which reverse once, twice or never
which result in di�ering values for m+

s, i, m−
s and m+

s, ii. The second was shown in
�g. 7.9 where the interfacial moment changes from an aligned and parallel state to
an aligned but non-parallel state [190]. These hypotheses do not contradict each
other and neither has been ruled out. That said, the dependence of the training
e�ect on texture discussed in section 3.3.1 supports the second hypothesis [37].

In order to produce a peak in a temperature dependence of ∆ms such as is
shown in �g. 7.11 it is necessary that there be two competing e�ects with a di�erent
temperature dependence [192]. By proposing that the interfacial region is micto-
magnetic and therefore contains both F and AF spin clusters, it can be hypothesised
that these two e�ects are the temperature dependence of F and AF anisotropy.

It can also be hypothesised that the dependence of ∆ms on dMn is a result of
F-AF coupling. ∆ms �rst increases and then decreases as dMn increases. This could
speculatively be a period of an oscillation that would continue at larger values of
dMn. This could be con�rmed by further low temperature measurements of ∆ms

for �lms with modi�ed interfacial compositions.

In addition, ∆ms has been shown to be dependent on T . Only a small portion
of �g. 6.8 shows the expected magnetic behaviour of CoMn below 300 K. However,
its shows that as T is reduced P phases will tend to give way to SP and superan-
tiferromagetic (SAF) phases. Structurally these resemble F and AF spin clusters.
Thus as T decreases the number and size of spin clusters will increase. This will
increase the importance of spin clusters in mediating the exchange across the F/AF
interface.

That said, the origin of the peaks in �g. 7.11 cannot be conclusively explained
without knowledge of the phases of the interface. This explanation would be re-
lated to the di�usion of Mn from the IrMn layer and the replenishment of Mn as
dMn increases. To resolve this a large-scale di�usive atomistic model would be
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required to establish the role of interfacial spin clusters. Such a model would be
beyond the scope of this work.

7.2.4 Ferromagnetic-Antiferromagnetic Coupling

The hypothesised mechanism of ferromagnetic-antiferromagnetic (F-AF) cou-
pling via AF spin clusters is worth discussing in the context of the measurements
made in this study. In section 6.1 the irreversibility of exchange bias was discussed.
There it was observed that the value of Hex achieved during the setting process was
reduced after the �rst setting process. In order to reproduce the initial Hex in the
opposite direction, it was necessary to set in a reverse �eld for ∼ 17 times as long. It
is known that at thermal annealing increases the di�usion of Mn and Co across the
interface of a CoFe/IrMn system [59]. Thus di�usion occurring during the setting
and aligning processes cannot be ruled out. If di�usion is occurring then the in-
terfacial composition will be varying throughout the measurement. Thus the ratio
of F and AF spin clusters will be altered which will a�ect the interfacial coupling
and thus the value of Hex.

In section 6.2 measurements where made that showed the dependence of Hex

on dMn. This could be the result of the proportions of F and AF spin clusters
changing as dMn is increased. As more Mn is added the interface will tend towards
more AF behaviour. This would change the interfacial coupling and hence Hex.

Di�usion and dMn are not the only factors the could change the proportions
of F and AF spin clusters. The temperature dependence of F and AF anisotropy is
given by eq. (7.10) eq. (7.11), reproduced here

KF (T ) = KF
(
T295

) ·( TC −T

TC −T295

) 1
3

KAF (T ) = KAF
(
T295

) ·( TN −T

TN −T295

) (7.16)

where KF and KAF are the F and AF anisotropies, T is the measurement tempera-
ture, T295 is room temperature, TC is the Curie temperature of the F material and
TN is the Néel temperature of the AF phase [11, 13, 32, 38, 43, 47, 48]. These show
that KF and KAF do not change at the same rate and therefore the proportions of F
and AF spin clusters will vary with temperature. This has implications for the spin
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freezing e�ect which is the increase in Hex as T is reduced. This is correlated with
an increase in Hc and ∆Hc1 and was discussed in section 3.4.3 and section 7.1.

As discussed in section 7.2.3,∆ms could be a result of a mixture of F and AF spin
clusters. The temperature dependence of ∆ms can be hypothesised to originate in
a transition from AF to F clusters as the temperature is reduced. This results in a
decrease in the interfacial moment and thus a decrease in ∆ms. Furthermore the
dependence of ∆ms on dMn could be a result of a thickness dependence of internal
F and AF spin cluster order which is a result of the even or odd layer thickness of
the spin clusters.

The coercivity of a F �lm is increased when it is coupled to an AF layer [69, 73].
This was discussed in section 3.1.3. This could be the e�ect of non-reversible AF
spin clusters acting as pinning sites for domain walls in the F layer. However,
further measurements would be required to establish if this is the case.

The training e�ect is the change in Hc1 between the �rst and second hysteresis
loops [80]. This was discussed in section 3.2.2, section 7.1 and section 7.2.2. In
negative saturation the moment of the F layer is reversed. However, below TNA

there is no change in the alignment of the of the spin order of the bulk of the
AF grains [11]. Thus the spins at the F/AF interface will be subject to opposite
in�uences from the adjacent layers. This could result in a transition from F to
AF spin cluster order. This reduction in F order at the interface could reduce the
interfacial coupling and therefore Hex.



8. Conclusions and Further Work

A number of phenomena which have not been previously measured system-
atically or explained have been described in the course of this work for the �rst
time. These can be summarised as

1. Hex has been shown to be irreversible under thermal activation as discussed
in section 6.1.

2. The well-known spin freezing of Hex is accompanied by a similar spin freez-
ing e�ect of Hc and ∆Hc1 over the same temperature range, as discussed in
section 7.1.

3. A magnetisation o�set ∆ms has been measured in an exchange bias mul-
tilayer �lm containing IrMn. Furthermore, the temperature dependence of
∆ms was measured, as discussed in section 7.2.1.

4. A training e�ect in ∆ms has been shown to exist as discussed in section 7.2.2
which is analogous to the training e�ect in the �eld o�set ∆Hc1.

5. The training e�ect in ∆Hc1 and ∆ms can be recovered by �eld-cooling the
�lm from a temperature below the activation temperature of the bulk of the
AF grains as discussed in sections 7.1 and 7.2.

6. The training e�ect in ∆ms has been shown to be asymmetric, originating
from changes in m+

s before and after magnetic reversal while m−
s remains

constant, as discussed in section 7.2.2.

7. The e�ect of interfacial Mn doping was measured as the magnitude and tem-
perature dependence of ∆ms and the training in ∆ms for �lms of varied in-
terfacial composition, as discussed in section 7.2.3.

182
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This builds on previous work on exchange bias in polycrystalline CoFe/IrMn
thin �lms summarised in chapter 3 which shows that exchange bias is a multi-
faceted e�ect much broader than the exchange �eld itself. The York Model of
Exchange Bias has been successful in describing the behaviour of the bulk of the
AF grains as discussed in chapter 4 [11]. The phenomena discussed in this work
can be explained by Mn di�usion at the F/AF interface. The preferential di�usion
of Mn increases the interfacial sti�ness and changes the composition of the AF
layer in the region of the interface [59]. Mn enrichment of the IrMn can increase
or decrease Hex and KAF [53]. In addition, di�usion results in the formation of
mixed magnetic phases of CoMn at the F/AF interface [63]. This results in a wide
distribution of spin cluster freezing temperatures [11].

It was shown in section 6.1.1 that the setting process is not reversible, mean-
ing that Hex in the reverse setting direction was lower than in the �rst setting
direction when set for the same time. The setting was shown to be logarithmic in
section 6.1.4. The reversibility of the �lm was maximised when 0.05 nm of Mn was
added to the F/AF interface but decreased at greater thicknesses, as shown in sec-
tion 6.2.1. This is probably a consequence of di�usion during the setting process
which increases KAF and therefore 〈TB〉 [11, 59]. This interpretation is supported
by the study of Aley et al. [53].

The median AF grain blocking temperature was measured for �lms with varied
thickness of interfacial Mn using the York Model of Exchange Bias and were dis-
cussed in section 6.2. In this measurement the spin order of the AF �lm is progres-
sively reversed. These showed a dependence of Hex, 〈TB〉 and KAF on the amount
of interfacial Mn. The maximum Hex measured was (1260±10) Oe for a �lm with
0.05 nm of Mn added to the F/AF interface. This �lm had median blocking tem-
perature (532±3) K, the lowest of the measured �lms. This is probably due to a
combination of di�usion resulting in an increase in AF anisotropy and changes to
the F/AF interface [53]. This is consistent with the work of Letellier et al. [59].

The spin freezing e�ect was demonstrated at low temperatures in section 7.1.
The large number of measurements at low temperatures con�rms that Hex does not
saturate. In fact Hex continues to increase each time the temperature is reduced.
The e�ect of spin freezing on Hc and ∆Hc1 was also measured. They showed a
similar increase as T was reduced. The increase in ∆Hc1 as temperature is reduced
con�rms that it is not a result of thermal activation of the AF bulk.



CHAPTER 8. CONCLUSIONS AND FURTHER WORK 184

The extent to which these properties are a�ected by temperatures below TNA

is indicative of their dependence on interfacial e�ects. Hex is strongly dependent
on interfacial contributions since at 5.5 K it has been increased by ≈50 % over its
value at room temperature. ∆Hc1 is the almost entirely dependent on interfacial
e�ects since the e�ect is ≈ 20 times larger at 5.5 K compared to at 300 K. Hc has
an intermediate dependence of the interface, increasing by a factor of ≈ 4 when
cooled from 300 to 5.5 K.

The existence of a magnetisation o�set in CoFe/IrMn exchange bias thin �lms
has been demonstrated and measured in section 7.2. This con�rms the existence
of irreversible spins in exchange bias systems. The irreversibility of these spins
means they cannot be part of the F bulk. On the other hand their net moment
means they cannot be part of a conventional AF bulk. Thus the spins must exist at
the F/AF interface as an e�ective surface moment of the AF layer.

The magnetisation o�set has been shown to be sensitive to the composition
of the F/AF interface in section 7.2.3. This indicates that the e�ect originates in
this region. The temperature dependence of the magnetisation o�set was also
observed. Changes in ∆ms were ongoing in the range 2 to 50 K. This showed that
the temperature dependence is widely distributed.

The athermal training e�ect has been understood as a reduction in ∆Hc1 be-
tween the �rst and second magnetic reversals. It must now also be understood as
a reduction in the magnetisation o�set of the hysteresis loop. This was discussed
in section 7.2.2.

The e�ects described in this work imply the existence of AF spin clusters or
superantiferromagetic phases at the interface between the F and AF layers in thin
�lms of CoFe/IrMn. These AF spin clusters coexist with F spin clusters and both
mediate the coupling between the F and AF layers. In the case of F spin clusters
this is through direct exchange and the RKKY interaction while AF spin clusters
could hypothetically couple the layers through a combination of F and AF coupling
as described in section 7.2.4. This is consistent with the work of Men’shikov et
al. [63]. However, direct evidence of AF spin clusters does not yet exist and will be
the subject of further research.
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8.1 Further Work

Given the complex nature of exchange bias and the large number of new phe-
nomena described in this work there is signi�cant research still to do. The main
obstacle to analysis in the CoFe/IrMn system is in the chemical analysis of the ma-
terials. This is due to the fact that Ir does not dissolve in any acid which makes
conventional chemical analysis impossible [51]. In addition, the di�usion of chem-
ical species into adjacent layers underlines the importance of measuring the com-
position of the �lm as a function of depth [59]. At this time the most e�ective
tool for such a measurement is atom probe tomography. At the time of writing
a research grant application is in preparation for a study of this kind. However,
atom probe tomography has a number or drawbacks including its high cost and
the fact it requires the destruction of the sample. Cross-sectional TEM is a cheaper
alternative to atom probe tomography although similarly destructive.

Atom probe tomography can be used to measure the concentration pro�le of
each atomic species as a function of depth [59]. Use of this technique could show
the temperature and grain size dependence of di�usion in CoFe/IrMn thin �lms. In
addition, this would measure the stoichiometry of CoFe and IrMn after sputtering,
which in the case of IrMn is non-trivial. In addition, atom probe tomography can
be performed on prepared samples with cross-sectional area of 5×5nm2 which in
principle allows composition to be measured on a grain-by-grain scale [59].

In this work the magnetic phase diagram of CoMn was used as indicative of
the phases that exist at the CoFe/IrMn interface [63, 195]. However, these phase
diagrams have a small number of measurements at < 300K. Because of this there
is a limit to how useful these phase diagrams can be. A full study of the magnetic
phase diagram of CoMn below 300K and between 30 and 40 at.% Mn would im-
prove the reliability of the conclusions of this work. Of course a phase diagram for
CoMn does not include Fe, which will play a signi�cant role in di�usion CoFe/IrMn
�lms. This is both because of the di�usion of Fe and because of its e�ect on the
overall crystallographic order. Thus a low temperature phase diagram for CoFeMn
or CoFeMnIr �lms would improve the reliability of the conclusions of this work.

It may be possible to limit di�usion across the F/AF interface using a di�usion
barrier. It is known that Cu does not di�use into CoFe [59]. By placing a layer of
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Cu or another metal at the CoFe/IrMn interface the di�usion between layers may
be inhibited. However, Cu is unsuitable in this system since it has been shown that
Cu at the F/AF interface reduces Hex [94]. Thus a di�usion barrier material has to
meet three criteria, these being not di�using into the F or AF layer, preventing the
di�usion of the F and AF material and not reducing the exchange coupling across
the F/AF interface. Identifying this material would require a combination of York
Protocol techniques to measure the exchange bias of the �lms and cross-sectional
TEM or atom-probe tomography to investigate di�usive behaviour. Potential ma-
terials that may be suitable are known to increase or at least not reduce Hex are
Fe, Ni and Ni80Fe20 also known as permalloy [93].

The low temperature measurements described in this work could be both re-
peated and extended. This work has discussed the importance of phenomena that
occur below the temperature of liquid nitrogen and demonstrated changes that
are ongoing <10 K. A LakeShore 8600 Series VSM with a measurement tempera-
ture range between 5.5 and 400 K has been purchased for this reason. However,
due to social distancing guidelines and workplace shutdowns caused by the 2019-
2020 pandemic it has not been possible to undertake these measurements in the
timescale of the project.

Because the majority of the e�ects observed in this work and their interpre-
tation is based on di�usion of Mn at the interface, �rm conclusions can only be
drawn once the extent of the di�usion is known. This will require the use of 3-D
atom probe tomography or cross-sectional TEM studies to determine the precise
degree of di�usion under di�erent conditions such as annealing and the use of
di�usion barriers. In addition, once the degree of di�usion can be established for
di�erent samples, it will be necessary to use atomic scale computer modelling to
determine the atomic state of the resulting CoMn alloys that form [58]. This would
allow a signi�cant extension to the work of Men’shikov et al., particularly at low
temperatures [63].

A research plan has been drawn up to undertake such studies in the interface.
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