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Abstract

Bacteria have evolved a diverse range of strategies for survival. To colonise a niche and source nutrients, cooperation and antagonism can both prove advantageous. Contact dependent toxin insertion is one way that bacteria are able to antagonistically manipulate growth of other bacteria in close proximity, but the effect of different contact inhibition systems on the spatial structure of bacterial populations has not been explored. The type VI secretion system (T6SS) and contact-dependent inhibition (CDI) are two contact inhibition systems with differing potency; T6SS is highly toxic whereas CDI has a subtler effect on susceptible target cells. Here I show, with an interdisciplinary blend of microscopy and computational modelling, that the potency of the system determines structure in binary competitions. Tracking single cells during competition with phase contrast microscopy shows that both the rate of inhibition and the toxicity of the system (measured by the extent of growth rate reduction of target cells) defines the system’s potency. Simulations exploring the range of these two inhibition potency parameters show continuous change in the structure of microcolonies, from intermixing at low potency, to reduced interaction border and enforcement of clustering at high potency. A T6SS effector mutant with reduced inhibition rate was used to validate simulation predictions, using the fractal dimension as a statistical measure of microcolony structure. Combining empirical and in silico data with spatial statistics has allowed identification of fine scale structural changes imposed by incremental changes in inhibition potency of contact inhibition systems. The methods developed in this analysis can be used to further investigate the diverse range of toxins from these two contact inhibition systems and how other interbacterial interactions affect bacterial population structure. A better understanding of factors affecting population structure is important to understand how natural multispecies populations establish and maintain themselves.
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1 Introduction

1.1 Microbial Communities

We live in a microbial world. Microbes shaped the earth and made it inhabitable for eukaryotic life using a range of biochemical processes that have made the atmosphere and soil and used photosynthesis to harness energy from the sun [2]. Now, although invisible to the eye, microbes are everywhere inhabiting many niches that were thought to be uninhabitable [3, 4]. They can adapt to niches however extreme, due to their fast growth and mutation rate as well as their promiscuity for DNA transfer [5]. They play important roles in the world today such as degradation of organic matter [6], removal of environmental contaminants [7], nutrient cycling [8] and controlling climate and weather [4, 9]. Microbes reside on and in all multicellular organisms to provide diverse functions including the development of immune systems, protection against pathogens and nutrient metabolism [10, 11]. Therefore, understanding how microbial communities work is important for advances in human health [12], industrial processes [13] and climate change [4],

Bacteria are found almost ubiquitously in densely packed communities in the oceans, atmosphere, soil and in and on eukaryotic organisms [14]. They are predominantly found in structured communities called biofilm [15]. In biofilms bacteria secrete components to create a structural matrix that can support a heterogenic community [16]. These structured polymicrobial communities can survive deleterious environmental challenges and thrive in a wide range of environments [3].

In complex communities local interactions such as communication, cooperation and competition are involved in shaping community structure [17, 18]. Although cooperation is advantageous to share nutrients and other public goods, it has been shown in complex communities such as the gut that competition may be a strong driver of stability [19].

1.2 Bacterial competition systems

Bacterial competition comes in two main forms: exploitative and interference. Exploitative competition is an indirect mechanism where bacteria compete for space, nutrients and limited resources [20]. In contrast, interference competition is direct antagonistic interactions using a range of molecules to directly attack competitors. These can be secreted molecules such as bacteriocins, antibiotics and antimicrobial peptides [21], or contact dependent mechanisms which include the type VI secretion system and subsets of type V secretion such as contact-dependent
inhibition [21].

1.3 Interference competition

1.3.1 Types of bacterial weaponry

Bacteria have a broad range of weapons from biological to mechanical and chemical. Biological mechanisms of antagonism include phage, and mechanical systems cause damage to the cell membrane integrity. However, the chemical armoury is the most extensive with many secreted toxins, and systems that insert toxins into neighbours through secretion machinery on the cell surface [21].

There are several different types of chemical toxins including small molecules and large proteins with enzymatic activity. The main mechanisms of actions are to attack the core machinery such as DNA, RNA, and translation and transcription machinery or to disrupt the integrity of the cell wall or membrane. Polymorphic toxins which are found in both diffusible and contact dependent systems can give some insight into how bacteria have created such a large toxic armoury.

The polymorphic toxin systems are a distinct group of bacterial toxins with a particular molecular and genetic organisation, which have been identified in all major bacterial lineages [22]. These groups of toxins is defined by modularity of the toxin, with a C-terminal toxin and N-terminal transport domain. Downstream of the toxin gene in the same operon an immunity protein is located as well as cassettes encoding ‘orphan’ toxin/immunity pairs containing alternative toxins. The polymorphic toxin systems encode a diverse range of toxins including nucleases, deaminases, peptidases and protein pores [23]. Specific toxins often target related bacteria but the C-terminal toxin domains are widespread. Toxin systems that are part of the polymorphic toxin systems include the colicins in *E. coli*, pyocins from pseudomonads, MafB from *Neisseria* spp. and contact dependent systems including contact-dependent inhibition and some effectors of the type VI secretion system such as the Rhs proteins [22]. There is evidence to suggest that in polymorphic toxin systems toxin immunity pairs can undergo homologous recombination and horizontal gene transfer allowing a large array of toxins to evolve [23, 24].

1.3.2 Ecological role of bacterial competition systems

To understand the role of toxin systems on community structure, simple experimental model systems have been used. In unstructured environments the outcome of competition between a toxin producing inhibitor strain and a susceptible target strain has been shown to be dependent on the frequency of each cell type [25]. Inhibitor strains need a higher starting frequency to
outcompete target cells due to the cost of toxin production, giving the target a growth rate advantage. Therefore, the more abundant strain can take over the population. This relationship between cost and inhibition means, depending on the starting conditions one species is always outcompeted and goes extinct.

Chao and Levin [25] extend their investigation to spatially structured environments showing coexistence can be created. Stability can then be resource dependent with inhibitors doing better in higher nutrient environments. Spatial structure allows local concentration of nutrients to build up so inhibitors can persist despite slower growth. Durrett and Levin [26] back up these experiments with computational spatial modelling. They show that structured environments allows inhibitor cells to expand in the population even when starting at lower density than target cells. Durrett and Levin [26] expand their computational model to look at a three strain competition which includes a cheat which does not produce toxins but is resistant to intoxication. In their spatial models coexistence can occur but in well mixed models there is always a winner. Kerr et al. [27] look at three species dynamics using a computational model and experimentation. They show that growth on a surface is needed for stability and maintaining diversity in populations. The results of these examples of diffusible toxin competition systems suggest that spatial structure is vital for population stability and coexistence of competing strains.

These examples of how structure and competition drive stability of polymicrobial communities are so far based upon diffusible (long range) toxins systems but there are also a range of contact dependent (short range) toxin systems that have an effect on fine scale structure and interactions in populations. The two main types of contact inhibition are the type VI secretion (T6SS) and contact-dependent inhibition (CDI). It has been recently shown that the T6SS also has some inhibitory activity but this so far has not been shown in more than one species so this system will not be mentioned [21]. Both T6SS and CDI systems are widespread in gram negative bacteria, including many pathogens and are likely to play a role in community structure and population dynamics [28, 29].

1.3.3 Contact inhibition

1.3.3.1 Contact-dependent inhibition

Contact-dependent inhibition was the first contact dependent inhibitory system discovered in 2005 in the uropathogenic bacteria *Escherichia coli* EC93 [30]. The strain, which dominated the rat gut that it was found in, was shown to inhibit growth of *E. coli* K-12 in planktonic culture. Aoki et al. [30] showed direct contact is necessary for inhibition, by separating strains with
a porous membrane and no longer achieving growth inhibition. CDI systems have since been found in other gram-negative bacteria including α-, β-, and γ-proteobacteria [28]. There are also homologous systems in gram-positive bacteria such as Bacillus species [31].

CDI is encoded in an operon containing three genes: cdIA, cdIB and cdII [30]. CdiA and CdiB make up the two partner secretion system, type Vb secretion [30]. The two partner secretion system exports large exoproteins (TpsA) across the cell membrane using a β-barrel pore forming protein (TpsB). CDI proteins CdiA and CdiB show sequence homology with other TpsA and TpsB proteins, respectively [32]. Along with the secretion system, the cdI gene cluster includes an immunity protein, CdiI. In gram negative bacteria there are two conformation of the CDI operon: cdIBAI found in E. coli and other enterobacteria and cdIAIB found in Burkholderia spp. [28].

CdiB is a 64.5kDa outer membrane β-barrel protein that transfers CdiA across the membrane to contact target cells [32, 33]. CdiA is a modular protein composed of a conserved N-terminal and a heterogeneous C-terminal (CT) [28]. The N-terminal contains a two-partner secretion transport domain [34] and a filamentous haemagglutinin repeat domain [28] which is predicted to form a β-helical rod-like structure [35]. In the central region a receptor binding domain [34] and a YP domain are found [36]. A second filamentous haemagglutinin repeat is found before the conserved VENN motif (or NxxLYN in Burkholderia) which demarks the start of the CT toxin region [28]. This CdiA-CT region is then split into a translocation domain which binds to inner membrane receptors to import the toxin into the cytoplasm, and the toxin domain [37].

Ruhe et al. [36] investigated the mechanism of CdiA secretion and interaction with the target cell. They show that the secretion of CdiA is arrested with the CdiA-CT still in the periplasm (Figure 1). Using electron cryotomography they measured that the N-terminal protrudes ~33nm away from the cell with the receptor binding domain at the distal end of the protrusion making a hairpin for the CT to stay in the periplasm. This arrest is dependent on the YP region, which is expected to be elongated. They also suggest a mechanism for entry of the CdiA-CT toxin into the target cell upon receptor binding: they show insertion is dependent on the filamentous haemagglutinin repeat 2 domain and suggest it is integrated into the target cell membrane to facilitate toxin delivery. So far three different CDI receptor binding classes have been characterised: BamA [38], heterotrimeric OmpF/OmpF [39] and Txi nucleoside transporter [34]. With each outer membrane receptor there are also specific inner membrane transporters involved [37].

As well as the receptor specificity there are also extra regulatory steps in some systems: CysK acts as permissive factor in UPEC536 to activate the latent tRNase [40, 41], or activation
of EC869 tRNase toxin by translation elongation factors [42].

To prevent auto-inhibition CdiI acts as an inhibitor for cognate CdiA-CT. Multiple cdiA-CT gene fragments linked with cdiI sequences form cdiA-CT/cdiI ‘orphan’ modules that are found in CDI containing genomes [43]. These orphan modules are mobile and can be exchanged between CDI systems of different bacteria. Evidence for horizontal gene transfer of CDI systems comes from Ruhe et al. [44] who show CDI systems are found on genomic islands and can stabilise mobile genetic elements [44]. Species may also contain more than one CDI operon [28].

Although CDI was initially discovered as a competitive mechanism, it is also involved in other processes including biofilm formation [45–48], persistence [49] and signalling [50]. Garcia et al. [45] were the first to show CDI involvement in biofilm formation in Burkholderia thailandensis by showing that the bcpAIOB and BcpA activity is needed for biofilm formation. Heterogeneic expression of bcpAIOB is needed and inhibition is not involved as all cells can express the BcpI immunity protein. Garcia et al. [50] extend this by showing that contact dependent signalling switches on genes involved in biofilm formation in B. thailandensis. CDI promotion of biofilm formation has also been shown in EC93 but through a different mechanism [47]. Ruhe et al. [47] report CdiA-BamA interaction but also BamA independent auto-aggregation and they identify different regions in the CdiA protein that mediate these adhesive properties. In contrast to the BcpA system, CdiA does not need catalytic activity for biofilm genes to be expressed. Conversely Roussin et al. [48] show that in an Acinetobacter baumannii environmental isolate the absence of CDI promotes adhesion and biofilm formation.

Another community function of CDI is the involvement in persister formation found in EC93 [49]. Ghosh et al. [49] show that cells with low levels of CdiI are subject to the toxic activity of CdiA from neighbouring clonal cells. Low levels of toxin activity through a feedforward loop of CdiI degradation leads to persister formation. This occurs in a population in a density dependent manner as a possible bet-hedging strategy in large populations. These cooperative traits suggest that CDI does not only mediate competition but also facilitates cooperation.

1.3.3.2 Type VI secretion

The type VI secretion system (T6SS) was discovered in 2006 when described as a virulence mechanism in Vibrio cholerae with Hcp and VgrG proteins being identified as potential effectors [51]. The gene cluster and some of its components were described earlier due to some components being similar to those found in the type IV secretion system [52]. Due to its similarity to the phage tail, and its fascinating structure and mechanism there has been a large amount of research on the T6SS, giving its name a more prominent role in the understanding of inter-bacterial competition
than CDI. The T6SS is widespread with it being found in proteobacteria in >25% of genomes [29].

The T6SS is made up of 13-14 core components (TssA-M, PAAR) making up the membrane complex, cytoplasmic base plate, contractile sheath and inner tube puncturing structure. The gene structure (six subfamilies) and genetic regulation can differ between species as well as there being three evolutionary divergent systems, T6SS\textsuperscript{i} being the canonical system found in proteobacteria [53].

Toxins are inserted into adjacent cells by contraction of the TssBC sheath which shoots the Hcp inner tube, VgrG spike and PAAR tip with associated effectors through the outer membrane of neighbouring bacteria. Effectors can be covalently (specialised) and non-covalently (cargo) attached to Hcp, VgrG or PAAR allowing several effectors to be inserted at once [53]. The loaded and firing conformations are shown in Figure 1.

The range of effectors include peptidoglycan amidases to break down the cell wall, lipases to breakdown the inner membrane as well as pore forming toxins and nucleases. Cell wall and cell membrane effectors act in the periplasm. Nucleases need to be transferred to the cytoplasm, the mechanism for this may be effector specific [53]. The ability to insert several toxins gives the T6SS an advantage in that it can attack several cellular systems at once, and compensate for resistance development, acquisition of immunity proteins or changing environments affecting the efficacy of toxins [54].

T6SS effectors are found along with their cognate immunity proteins and can be transferred between systems or strains to create a dynamic arms race [24]. Immunity proteins can also be found on their own as ‘orphans’.

T6SSs are highly regulated being controlled by: environmental factors, biofilm regulation or pathogenicity [24, 55, 56]. This can be through quorum sensing [57–60], post-translational regulation and other pathways [61, 62]. The T6SS can also be constitutively active where it acts as an offensive mechanism or it can act in retaliation as defensive firing [62–64].

T6SS is a system that is involved in both inter-bacterial competition and host cell attack for virulence as well as other functions such as metal ion uptake [53, 65, 66]. Species can often have multiple systems that employ different roles or switch the role via differential regulation [58]. Through competition the T6SS is involved in a range of inter-bacterial interactions including: the development of host-associated community structure [67], colonisation resistance of pathogen [68], self recognition [69], and horizontal gene transfer [70].
1.3.3.3 CDI and T6SS

Comparing T6SS and CDI, difference in complexity of the machinery can be seen, with T6SS being a multiprotein ‘nanomachine’ whereas CDI utilises two proteins CdiB/CdiA to intoxicate neighbours (Figure 1). The T6SS uses a potent mixture of toxins delivered in unison to cause irreversible damage or cell lysis. With CDI the killing is not as aggressive with overall target population reduction being the main phenotype reported and recovery being possible [71]. Bacteria can have multiple T6SS and CDI systems and both systems are encoded on genomic islands or plasmids [28, 58, 72]. Figure 1 outlines the structures of the two systems and Table 1 summarises their similarities and differences. There has so far been no systematic comparison of the two systems to determine the inhibition differences and if that extends to different affects on spatial structure.

![Figure 1: Genetic and molecular structure of the CDI and T6SS systems.](image)
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- CdiA
- CdiI

T6SS

- TssBC
- Hcp sheath
- TssEFGKBC
- VgrG/PAAR spike
- TssJLMMC
- Effector
- CT toxin
- TssL
- TssM
- TssK
- TssJ
- TssA

Abbreviations used: outer membrane (OM), peptidoglycan (PG), inner membrane (IM), membrane complex (MC), baseplate complex (BC), C-terminal (CT). Gene and proteins are colour coded.
1.3.3.4 Modelling contact inhibition

Experimental competitions have shown how inhibitor strains carrying active T6SS or CDI systems can outcompete non-toxin producing target strains. To aid in investigation of how these systems affect population structure, mathematical and computational models have been developed to help give greater insight into the ecological effects of contact inhibition.

Blanchard et al. [74] were the first to directly model contact inhibition. They deterministically modelled the system using coupled ordinary differential equations using a nearest neighbour term to describe the contact. They carried out a systematic assessment varying cost, inhibition rate and diffusion parameters in both well mixed and spatial cases (primarily in 1D but confirmed in results in 2D). Their main conclusions were that extinction of either species would occur in the well mixed case, dependent on initial conditions and cost/inhibition parameter. However, in the spatial case coexistence and local patterning can occur, dependent on initial conditions, cost, inhibition rate and diffusion. This fits with models and experimental work for the effect of diffusible toxins [25, 26].

The model by Blanchard et al. [74] presents the basics of the spatial effect of contact inhibition defined by the interplay between growth cost and inhibition. Inhibition is modelled as killing and removal of target cells, which has so far not been reported with CDI. Therefore, their work is closer to modelling T6SS inhibition or generic contact inhibition. There was no experimental evidence to suggest high cost of CDI, at the time of the study by Blanchard et al. [74]. Recently Bottery et al. [1] measured an approximately 3-5% cost in CDI systems in two E. coli strains. Other toxin systems also show a production cost. Therefore, the cost assumption by [74] is of interest, but the values they used may not be accurate. Due to heterogeneity being seen at the single cell level [1, 75], stochastic modelling would be a more appropriate to model the cell-cell interactions of contact inhibition, than the deterministic model used here [74].

<table>
<thead>
<tr>
<th></th>
<th>T6SS</th>
<th>CDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inhibition activity</td>
<td>bactericidal, bacteriolytic</td>
<td>bacteriostatic, bactericidal</td>
</tr>
<tr>
<td>Toxins</td>
<td>cocktail: amidase, lipase, nuclease, pore forming</td>
<td>single toxin: nuclease, pore forming</td>
</tr>
<tr>
<td>Receptor dependent</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Cost</td>
<td>high</td>
<td>low (predicted)</td>
</tr>
<tr>
<td>Machinery</td>
<td>‘nanomachine’ phage tail-like</td>
<td>CdiB/CdiA</td>
</tr>
<tr>
<td>Scope of Inhibition</td>
<td>inter-species/intra-species</td>
<td>intra-species/inter-species</td>
</tr>
<tr>
<td>Other Attributes</td>
<td>virulence</td>
<td>adhesion, biofilm formation, signaling</td>
</tr>
</tbody>
</table>

Table 1: Comparison of CDI and T6SS attributes.
Subsequent models of contact inhibition have used individual based approaches, allowing for stochasticity to be included and emergence of structure. Borenstein et al. [76] use an individual based model (IBM) to look at the role of T6SS in population structure. In a lattice based model they vary inhibition rate and initial fractions of target cells in range expansion (population growth). They concluded that with a sufficiently large starting population targets cells can withstand attack, calculating the minimum target population needed to expand. They also show domain size is dependent on the starting density in simulations with experimental comparisons. This explains how stability and coexistence is achieved when competing with contact dependent toxin systems. However, a model using experimental values to parameterise inhibition and cost would give a more robust understanding of what happens in natural populations.

Wong et al. [77] look at the population effects of T6SS interactions firstly experimentally using mutual attack of two species, *Vibrio cholera* and *Aeromonas hydrophila*. They show that with mutual attack coexistence occurs which is dependent on having a viable toxin system for protection. They show T6SS leads to herd protection by killing lone cells and creating a border and interface between cell types to allow clonal expansion of larger clusters. This corroborates the conclusion from Borenstein et al. [76], that small populations collapse and larger domains expand. They also show experimentally that T6SS can protect cheats (strains that don’t kill but have immunity). Wong et al. [77] then use simulations in a square lattice to back up their experimental results. They show that through killing of lone cells and cell types segregation coexistence can be maintained. This work is in line with both Blanchard et al. [74] and Borenstein et al. [76] in suggesting that T6SS is involved in creating spatial segregation but furthers their unilateral models to show that mutual attack can also create stable structures.

Work by McNally et al. [78] also looks at T6SS using agent based, partial differential equation and Ising spin models. They look at a situation where there is not an expanding population (as opposed to Borenstein et al. [76] range expansion) with mutual attack representing T6SS killing systems. With their three models and also in microscopy, they show that T6SS drives population separation, which they term ‘phase separation’. This backs up what Borenstein et al. [76] and Wong et al. [77] see in their respective models that inhibition causes segregation. They further investigate if T6SS can aid cooperation. They computationally model competitions with populations of ‘cooperators’ who supply a public good at a growth cost and ‘cheats’ that do not produce the public good and have a higher growth rate (with mutual attack between the cooperator and cheat). They find in a structured environment with T6SS induced phase separation, that the cooperators survive instead of being out competed by the faster growing cheats. This leads to the conclusion that T6SS can be used to protect public goods secretion.
from cheats. They back this up in biology by looking at the abundance of T6SSs and secreted products in proteobacteria and bacteroidetes. They suggest that the correlation between the number of T6SSs and effectors with secreted products could mean contact inhibition aids the evolution of cooperative traits such as secretion of public goods. They accept that this is not conclusive with other possible reasons for the correlation. This comprehensive study uses models to explore the ecological effects of T6SS, including statistical analysis and experimental data to back it up.

Other papers have aimed to explore contact inhibition computationally. Wilmoth et al. [79] aimed to use a high-throughput experimental and simulation workflow to look at spatial structure with contact inhibition but it is not clear that they have added any more information to the field. Xiong et al. [80] wanted to show that antagonism can show stability not just separation. They argued that the other models do not extend for long enough time periods to show stability. In their mathematical model they showed that binary systems with contact inhibition can be stabilised by long range interactions via diffusible products.

The most recent analysis of contact inhibition looked at CDI in microscopy and simulations [1]. Bottery et al. [1] investigated two different CDI toxins in E. coli, identifying subtle effects of CDI at the single cell level with different systems showing different inhibition dynamics. They showed that contact with CDI inhibitor cells reduces the number of divisions of target cells compared to control target cells that are not in contact with CDI expressing cells. The growth rate reduction can also be variable between cells. Their single cell measurement does not give the full story of the inhibition dynamics, the inhibition rate could be fast with a weak effect on growth rate of the target cell, or inhibition rate could be slow with a strong effect on the growth rate of the target cell. They went on to show with simulations that subtle inhibition can affect spatial structure in expanding populations and defined rate of inhibition as the dominant parameter. This work gives insight into the subtlety of inhibition with CDI and the potential effect on spatial patterns.

Although the models have been directed at slightly different questions, some commonalities can be seen. One main finding is that competition causes separation of cell types allowing target populations under certain conditions to survive attack. The ecological value of this separation effect has been developed by McNally et al. [78] suggesting that this competition favours cooperation via production of public goods, even though T6SS cheats do still profit [77, 78]. The rate of inhibition is explored in several of the models but these are based on the assumption that attack results in target cell lysis and is therefore implemented as dead cell removal from the simulation. This bacteriolytic implementation is an adequate model of inhibition for certain T6SSs but this
is not a universal trait of contact inhibition and is not seen in CDI in the systems explored so far at the single cell level [1, 81].

1.4 Using Enterobacter cloacae as a model system

*Enterobacter cloacae* (ECL) has both the CDI and T6SS systems which therefore made it a good model system to compare the two. In ECL the CDI system does not show inhibitory activity under the laboratory conditions used. A strain was made to induce CDI by integrating the *E. coli* arabinose promotor upstream of the *cdiBAI* gene cluster in ECL [82]. Competing CDI+ inhibitor cells against CDI- targets cells on agar plates, with arabinose induction of CDI, resulted in 20-fold inhibition [82]. Although CDI is often found to be an intra-species competition system, due to receptor specificity ECL can also exhibit inter-species inhibition, specifically it has been shown to inhibit *E. coli* [82, 83]. Therefore, *E. coli* can be used as a target strain for both systems as the T6SS is active against *E. coli* but not ECL. In the T6SS of ECL five effectors have been identified (four of the toxins are of known function) [84], these include: Rhs1 a nuclease, Rhs2 a DNase, Tae4 a class 4 amidase and Tle1 a class 1 lipase [84]. The CDI toxin in ECL is an rRNase [82].

*E. cloacae* is a clinically relevant bacteria as it is a commensal bacteria in the intestinal tract but can be an opportunistic pathogen when in immuno-compromised patients [85]. Routes of infection can include skin, gastrointestinal tract or urinary tract. Infections can be cause by contamination of surgical equipment or medical devices, and ECL can be a particular problem in neonatal units [86]. What causes ECL to be a significant clinical problem is its resistance to many types of antibiotics [87].

1.5 Hypothesis

Visualisation of T6SS killing at a single cell level has shown that the T6SS in several species cause lysis of target cells [88, 89]. This is in stark contrast to the subtle single cell inhibition seen with CDI, which shows that contact with CDI inhibitor cells reduces the growth rate of target cells so that they divide less than control cells in a given time frame [1]. The difference in inhibition dynamics between T6SS and CDI has so far not been explored at a single cell level nor the relative effects of the differing potency of inhibition on population spatial structure.

As current models of contact inhibition simplify inhibition to a single killing dynamic, exploration of the nuance of inhibition potency based on experimental observations can be used to look at fine spatial interactions caused by contact inhibition. This is relevant in densely packed
communities where local interaction define growth and death. This leads to my hypothesis that the extent of inhibition with different contact inhibition systems will change the fine scale spatial structure of microcolony growth.

1.6 Aims

In this thesis I aim to further the understanding of the impact of contact inhibition on spatial structure using an iterative experimental and in silico approach. I want to gain a deeper understanding of the relationship between potency of toxin systems at the single cell level and their fine scale structural effect on microcolonies. Specific aims:

1. Investigate the single cell dynamics of the contact inhibitory systems, T6SS and CDI in *E. cloacae*.
2. Use single cell data to parameterise an IBM of contact inhibition.
3. Validate IBM by comparison with single cell data.
4. Use model and microscopy to look at the affect of contact inhibition on fine scale spatial structure.
5. Develop spatial analysis to quantify spatial patterns in simulated and experimental microcolonies.

1.7 Approaches

In the pursuit of investigating spatial structure a modelling approach is often used to explore a wider range of inputs and outputs than are possible experimentally. I would like to argue that this needs to be done in close collaboration with experimental work to base observations on biologically relevant parameters [13].

To model the effect of inhibition on spatial structure a spatial model is needed. This can be done mathematically using partial differential equations but these model populations and do not incorporate phenotypic heterogeneity [90]. Computational models using an individual based approach allow states, behaviours and interactions of individual cells to determine population level outcomes. As seen previously many bespoke model setups have been used to model contact inhibition, predominantly with lattice based models. It has been shown that by moving a model
from lattice based to lattice free coexistence is promoted \[91\]. To look at the fine scale interactions of contact inhibition close alignment with bacterial growth on surfaces would be optimal.

CellModeller \[92\] is a agent based platform that incorporates bacterial interactions such as growth, cell shape, orientation and pushing. This means that the effect of contact inhibition on spatial patterning can be looked at without lattice confinement. CellModeller has been used to show localised patterning in bacterial colonies and results line up with experimental data \[93\].

Heterogeneity is seen in microbial clonal populations \[94\] and single cell analysis of CDI also alludes to this \[1\]. To understand the differences in T6SS and CDI inhibition dynamics measurements were made in time-lapse microscopy and single cell growth was measured \[95\]. This allowed the growth of cells to be tracked over time to measure if there is differing growth or inhibition dynamics.

To robustly compare spatial structure statistical analysis of images is vital to pick up small scale changes which is relevant when looking at local interactions such as contact inhibition. Methods of spatial analysis have been developed and used in an ecological context \[96\] but have not been fully integrated with microbial ecology analysis. In this study two different methods were developed for the specific context of microcolony images in microscopy and simulations. The fractal dimension (Fd) can describe the complexity of a shapes outline and this has been used to show differences in CellModeller simulation images previously \[93\]. The pair correlation function (pcf) can be used to look at cell aggregation \[97\] and has been used in individual based models to assess different cell interactions \[98, 99\].

In summary, the aim was to use time-lapse microscopy to measure single cell growth rates with T6SS and CDI inhibition. These single cell growth rates were used to parameterise and validate an IMB of contact inhibition. The spatial patterns created with differing inhibition potency in both simulation and microscopy microcolony growth were explored and spatial statistics were used to quantify these patterns.
2 Methods

Microbial strains and growth conditions.

Microbial strains were stored at -80°C in Lysogeny Broth (LB) medium with 15% (v/v) glycerol. These stocks were made by streaking an agar plate with a single colony and growing overnight at 37°C in 200 rpm rotating racks. The subsequent lawn was swabbed with a cotton bud to inoculate 1ml of LB/glycerol medium. For each experiment, strains were streaked onto agar plates supplemented with appropriate antibiotics (kanamycin (50 µg/mL) or nalidixic acid (100 µg/mL)) one or two days before use. These plates were incubated at 37°C rotating at 200 rpm overnight then stored at 4°C. ECL plates were not used after more than 4 days stored at 4°C due to sensitivity of the strains, ECL strains showed lack of fitness and reduced viability in microscopy. These growth defects could be prevented by following the above protocol.

To prepare strains for experiments a single colony from a plate was picked using a sterile wooden stick and placed into 3ml LB medium with appropriate antibiotic in a glass test tube. This culture was grown overnight for 16 hours at 37°C rotating at 200 rpm. Overnight cultures were transferred at 1:100 ratio into 3ml fresh LB and grown for approximately 2.5 hours to exponential growth phase (OD\textsubscript{600} of 0.4-0.8). For competition experiments dilutions were made in fresh LB, both strains were added at a 1:1 ratio and vortexed before pipetting onto agarose pads or agar plates.

For microscopy experiments bacteria were grown on agarose pads made with LB. Agarose pads were cast 16 hours before use and stored at 4°C. Agarose was prepared by adding 2% (w/v) agarose (Eurogentec) in LB medium and microwaving until fully melted (20% (w/v) arabinose at 1:100 or SYTOX Blue (Invitrogen) at 5mM were added after melting if necessary). 600µl of agarose was pipetted into a 25µl Gene Frame (Thermo Fisher Scientific) attached to a slide. A cover slip was immediately placed on the agarose and pressed to seal around the edge of the Gene Frame. Before use agarose pads were equilibrated to 37°C in an incubator for 1-2 hours.

Population competitions.

Population competitions with ECL (LPS O-antigen serotype not known) and E. coli (LPS O-antigen negative) were carried out according to the method used by Beck et al. [82]. Overnight cultures were diluted to 1:50 in 50 ml LB with appropriate antibiotic and grown for 2 hours until mid log phase (OD\textsubscript{600} 0.4-0.6) in baffle flasks shaking at 200 rpm at 37°C. Cultures were spun down at 3100 x g for 8 minutes at 4°C then media was removed. The pellets were resuspended in 500µl 1X M9 salts and transferred to a micro-centrifuge tube. The OD\textsubscript{600} of a 1:10 dilution was
measured in order to calculate a total concentration of an OD\textsubscript{600} of 17 per competition. Inhibitor and target cell were made up to an OD\textsubscript{600} of 17 and mixed at a 1:1 ratio using 1X M9 salts to give a final volume of 100 µl per competition. 100 µl of mixed culture was spread onto pre-warmed agar plates using glass beads (number of beads used was consistent throughout the experiment). Plates were incubated at 37°C for 4 hours. To count the colony forming units at the start of the experiment, 100 µl of competition mixture was added to 900 µl 1X M9 salts and diluted to 1x10\textsuperscript{-8} and 100µl put onto antibiotic selection plates for each strain. After 4 hours competitions were resuspended in 1.5ml 1X M9 using a spreader to scrape off the bacterial lawn. Dilutions up to 1x10\textsuperscript{-8} were made and plated as before. Plates were incubated at 37°C and counted the next day. To calculate competitive index (CI) the start and end CFU are calculated from counts: start CFU = dilution \times count/volume (100 µl) and end CFU = 1.5(dilution \times count/volume (100 µl)). End CFU is multiplied by 1.5 because of the volume used to resuspend cells. CI is then calculated as \log[(I_{\text{start}}/T_{\text{start}})/(I_{\text{end}}/T_{\text{end}})].

**Phase contrast microscopy.**

A Zeiss LSM 510 META microscope with AxioCam HRm camera was set up with a large incubation chamber and heated to 37°C at least 16 hours before the start of the experiment to allow for thermal equilibrium of all components including the lens oil. The Köhler illumination of the scope was corrected before the start of the experiment to allow for accurate phase images. 63x phase oil objective was used. Samples were prepared on agarose pads as described in the microbial strains and growth conditions section. 1 µl of competition mixture was pipetted onto agarose pad squares and left to air dry next to the flame before covering with a cover slip. Slides were transferred to the microscope room using a heat box made with tubes containing warm water placed below the slides to avoid thermal shock. AxioVision was used to mark and find positions and run experimental time-lapses. Auto focus was used on the brightfield (PC) field. Brightfield was set to 100 ms, GFP to 300 ms (GFP filter) and SYTOX Blue to 100ms (CFP filter). 50% power of the X-Cite 120 mercury lamp was used (Exc... technologies). The time-lapse was started 30 minutes after competitions were fixed onto slides. The time-lapse was run every 6 minutes for 4 hours. Autofocus only corrects up to 3 nm out of focus so manual refocus needed to be carried out several times through the acquisition due to drift. Files were saved in .zvi format and concatenated and converted to TIFF in ImageJ.

**Single cell analysis.**

Single cell analysis of images acquired in phase contrast microscopy was carried out in ImageJ.
To count cell divisions the cell counting plugin was used as follows: with target-inhibitor cell interactions present in the first frame of the time-lapse, target cells in contact with inhibitor cells were marked at each division to track the number of divisions achieved in 240 minutes of growth (40 frames with 6 minute intervals). Target cells were unmarked if they lost contact with inhibitor cells. The frequency of cells for each number of divisions were counted in the final frame (frame 40). For division analysis with SYTOX Blue target cells that made contact with inhibitor cells at any point in the 240 minute time-lapse were marked and number of divisions counted until SYTOX Blue was taken up into the cell. Division count data was manually input into .csv files and plotted in R (version 4.0.0).

For cell length tracking, cell lengths were measured using the inbuilt measure function in ImageJ. Cells of interest (with less than 5 divisions and some with 5 divisions and more) were chosen from division analysis. Starting from frame 40 working backwards to frame 1, the lengths of these cells were measured in every frame. Measurements exported to .csv file were manually marked for cell number and lineage to be able to plot length/time.

To measure the killing time the counter tool in ImageJ was used. Target cells that made contact with inhibitor cells at any point in the 240 minute time-lapse were marked and number of frames until SYTOX Blue uptake was counted. Killing time analysis was carried out at the same time as division counts. SYTOX Blue uptake without contact was counted by recording at which frame any cell not in contact (target or inhibitor) took up SYTOX Blue.

**Confocal microscopy.**

A Zeiss 870 Multiphoton microscope was used for confocal imaging. The heat box was turned on and heated to 37°C at least 16 hours before the experiment to allow thermal equilibrium of all components. A 63x water lens was used. Zeiss Zen 2010 software was used to run experiments. An argon laser was used for 488nm GFP excitation. Cultures and slides were set up following the same methods as in phase contrast microscopy. Images were taken at the start of the experiment (T = 0) then once every hour for 4 hours. At the 4 hour end point, more images were taken of areas where cells fill the entire field of view. Image analysis was carried out in ImageJ (see fractal dimension method below).

**Simulations.**

Simulations were carried out using the CellModeller software [92]. The Gibson-Bruck algorithm developed by Bottery et al. [1] was used in CellModeller to add stochasticity to the inhibition reactions. This algorithm adds stochasticity to the reactions by calculating a reaction
propensity based on inhibition rate which is then initiated though a priority queue.

Simulations to be compared to single cell microscopy data were set up as follows: 30 cells of each type were placed in a 300x300 µm area. To create a situation of contact from the start of the time-lapse, to have equivalent analysis to microscopy, one target cell and one inhibitor cell were placed in the same location. A counter in the simulation was used to verify that cells were in contact for 240 timesteps (equivalent to minutes in microscopy). This density of cells and area were chosen to gain many cell contacts in one simulation, with space for cells to expand as achieved in single cell microscopy. This allowed one experiment to be run for each parameter set.

Simulations to be compared to microcolony growth were set up as follows: cell seeding distribution was used from counting start cell number in microscopy. The mean cell counts equalled 46 with a standard deviation (SD) of 13. Values were picked from a normal distribution using the Python random number generator function: numpy.random.normal(46, 13). An area of 135x135 µm was used as equivalent to confocal image field size. 10 - 30 repeats of each experiment were used.

For both single cell simulations and microcolony simulations additional parameters used were as follows: base growth rate = 1.06 h⁻¹, intoxicated growth rate of target cells = 0-1.06 h⁻¹, contact rate = 100 h⁻¹ cell⁻¹, inhibition rate = 0.001-10 h⁻¹ cell⁻¹. Contact and inhibition rates were used in the Gibson-Bruck algorithm to create stochastic outcomes.

Fractal dimension analysis.

For spatial analysis using the fractal dimensions (Fd), images were converted to black and white in ImageJ. Macro’s were written to convert either microscopy or simulation images to binary. Black was used for inhibitor cells and white for target cells. Methods differ slightly for simulation and microscopy image processing. For simulations images were imported using Bio-Formats importer. The Gaussian blur was set with sigma = 12, this is to remove features caused by gaps between cell. Make binary was then ran with a manual check to ensure target = white and the final binary images were saved as TIFF. For microscopy .lsm images were imported via Bio-Formats importer. The image was split into separate channels and the GFP channel was used for binarization. This method assumes that the field of view is fully confluent with cells so any space not filled by GFP expressing target cells contains inhibitor cells. Brightness and contrast was manually adjusted to be just before full saturation of the image. This was to adjust for variation in GFP brightness in images. A Gaussian blur of sigma = 5 was set and then made binary with a manual check for targets being white. Images were saved as TIFF. The Fd
was calculated using a python script written by Bottery [101] (method development discussed in Chapter 4. The data was plotted in R.

**Pair correlation function analysis.**

Pair correlation analysis was carried out on simulations. This is a spatial statistical method to gain information on the distance between cell types by measuring all pairwise distance of all cell positions and plotting these correlations to give information on how the particles are packed together. Annuli of radius r are drawn round a focal point and the number of particles of each type were counted, in this context that would be target and inhibitor cells. The radius is increased incrementally and the process repeated. The number of particles is divided by the value given for random distribution to give a value on 1 if random distribution of particles is seen. < 1 would mean particles are further away than random distribution and > 1 would show particles are closer than random distribution [102]. Cell position data was gathered from the CellModeller data in the default .pickle file and output to .csv using a Python script. The spatstat package in R [103] was used to calculate and plot the pair correlation function. Firstly the position data was converted into a point pattern using the spatstat command ppp. Alltypes summary function was used to return an array of the summary statistic ‘k’. The pcf function was then carried out which returns a matrix of correlations for each pair of interactions (target:target, target:inhibitor, inhibitor:inhibitor). Pcf correlations were averaged for 100 simulation images with the 95% confidence interval plotted. Data manipulation, statistics and plotting were carried out in R.
<table>
<thead>
<tr>
<th>Reagent and resource</th>
<th>Source</th>
<th>Extra information</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bacterial strains</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Escherichia coli</em> K12 MG1655 attB::kan-gfp</td>
<td>Laboratory collection</td>
<td>Lab identifier: MV1463</td>
</tr>
<tr>
<td><em>Escherichia coli</em> K12 MG1655 attB::kan-gfp NalR</td>
<td>This study</td>
<td>Lab identifier: MV1743</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> ATCC 13047</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 962</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> ΔVasK1::kan</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 985</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> spec::araC::cdiB ΔaraBAD ΔΔVasK1::kan</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 984</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> Δrha1 rho2 1161stop::kan ΔΔVasK1::kan</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 1066</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> Δrha2 rho4 1323stop::kan ΔΔVasK1::kan</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 1067</td>
</tr>
<tr>
<td><em>Enterobacter cloacae</em> Δrha2 rho4 1330stop::kan ΔΔVasK1::kan</td>
<td>Low and Hayes Labs, UBSC</td>
<td>Lab identifier: Pathogen 1047</td>
</tr>
<tr>
<td><strong>Chemicals and reagents</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-arabinose</td>
<td>Sigma</td>
<td>Catalogue number: A3256-100G</td>
</tr>
<tr>
<td>Agarose, molecular grade</td>
<td>Eurogentec</td>
<td>Catalogue number: EP-0010-05</td>
</tr>
<tr>
<td>Kanamycin</td>
<td>Sigma</td>
<td>Catalogue number: K1876-5G</td>
</tr>
<tr>
<td>Nalidixic acid</td>
<td>Sigma</td>
<td>Catalogue number: N8878-5G</td>
</tr>
<tr>
<td>SYTOX Blue</td>
<td>Invitrogen</td>
<td>Catalogue number: S1134</td>
</tr>
<tr>
<td>Gene Frames 65 µl</td>
<td>Fisher Scientific</td>
<td>Catalogue number: 11570294</td>
</tr>
<tr>
<td><strong>Software and algorithms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Python 2.7.16</td>
<td>Python Software Foundation</td>
<td><a href="https://www.python.org/">https://www.python.org/</a></td>
</tr>
<tr>
<td>R 3.5.2</td>
<td>The R Foundation</td>
<td><a href="https://www.r-project.org/">https://www.r-project.org/</a></td>
</tr>
<tr>
<td>ImageJ 1.52a</td>
<td>LOCI, University of Wisconsin</td>
<td><a href="https://imagej.net/">https://imagej.net/</a></td>
</tr>
<tr>
<td>CellModeller4</td>
<td>CellModeller Software</td>
<td><a href="https://haselofflab.github.io/CellModeller/">https://haselofflab.github.io/CellModeller/</a></td>
</tr>
</tbody>
</table>

Table 2: Reagents and resources table.
3 Single Cell Microscopy for Model Parameterisation

3.1 Introduction

The standard way of assessing bacterial interactions such as competition is through population competitions. This is true for many published studies assessing inhibitory activity of CDI and T6SS, through competition assays that quantify the reduction of growth of a target strain by an inhibitor strain in liquid or on solid surfaces [67, 70, 83, 104]. These studies look at the colony forming units at the start and end of a competition which shows that one strain out competes the other but there is no detail on how individual cells are inhibited. A drawback of population studies is that they average out heterogeneity and phenotypic variation [95]. Heterogeneity and phenotypic variation have been shown to occur in isogenic populations (populations of genetically identical cells) using single cell analysis [94]. I therefore think that it is important to look at contact inhibition at a single cell level to be able to more accurately model the systems and ultimately gain insight into their population level functions.

Some single cell studies of CDI and T6SS have been carried out which indicate the two systems demonstrate different inhibition dynamics [1, 88, 89]. However, there is no direct T6SS and CDI comparison and comparing between studies is difficult as different setups and measurements are used. The main factor indicating that T6SS has a higher inhibition potency than CDI is that T6SS causes lysis of target cells but CDI does not [1, 88].

Single cell analysis of CDI by Bottery et al. [1] shows that there is a subtle effect of CDI inhibition in \textit{E.coli} systems. Target cell growth is reduced in individual cells, but ubiquitous growth inhibition is not seen. T6SS has also been looked at with single cell microscopy, with both LeRoux et al. [88] and Brunet et al. [89] use lysing target cells as a readout for T6SS inhibition. LeRoux et al. [88] calculate efficiency of the system by calculating a population lysis rate of 5.5\% h$^{-1}$ for \textit{Pseudomonas aeruginosa} attack of \textit{Burkholderia thailandensis} and 0.44\% h$^{-1}$ for \textit{P. aeruginosa} attack of \textit{Salmonella enterica}. This rate uses single cell data, however it then averages it out to a population level value without looking at individual cell variability. They also measure the lysis events over time but these are cumulative results which do not show the time from contact to inhibition and how this measurement is distributed over the population. Brunet et al. [89] also measure accumulated cell lysis over time in competition with enteroaggregative \textit{E. coli} attacking non-pathogenic \textit{E. coli} strain W3110 with T6SS. Their results show 30\% of the population is killed in four hours with a 10:1 inhibitor:target ratio. This again does not give details about single cell heterogeneity.
The aim in this chapter is to directly compare T6SS and CDI inhibition at a single cell level in order to characterise single cell variability within and between the two systems. *E. cloacae* is a perfect candidate as it contains both T6SS and CDI, which both inhibit *E. coli* [82] and neither system has so far been investigated at a single cell level. A number of facets of inhibition were analysed with single cell time-lapse microscopy, such as the extent to which target cells are inhibited: for example, whether cells stop growing completely or just reduce growth rate. The speed at which inhibition occurs can also be measured. From simulation results Bottery et al. [1] suggest speed is a dominant parameter that affects population structure. From single cell measurements the aim, in further chapters, was to parameterise simulations with the aim of understanding how changes in attributes of inhibition over a wide range of parameters can affect spatial structure.

3.2 Results

3.2.1 Population competitions validate T6SS and CDI inhibition with *E. cloacae*

*E. cloacae* carries both a T6SS and CDI system. Beck et al. [82] show the CDI system is not active under laboratory conditions, the specific condition of when the CDI system in ECL is active is not currently known. Using an inducible arabinose promotor upstream of the *cdi* operon Beck et al. [82] show that the CDI system can inhibit both ECL and *E. coli*. The strains used by Beck et al. [82] were obtained from the Low lab (see strain list in Chapter 2). Using these strains population competitions on plates, as described by Beck et al. [82] were carried out to confirm inhibition is taking place.

Population competitions can be carried out in liquid culture or on plates [83]. For ECL competitions Beck et al. [82] carried out competitions on plates so this was continued in this study. For all competitions *E. coli* MG1655 attB::gfp is used as a target strain (GFP strain is used as this was used for microscopy). Inhibitor strains made by Beck et al. [82] were used as follows: T6SS+: ECL wild-type (WT). WT can be used for T6SS as CDI is not functional in WT cells under laboratory conditions [82]. T6SS- control: ECL ∆vask1. Vask1 is an essential structural component of the T6SS and its deletion disrupts T6SS function [105]. CDI+: ECL araC\textsubscript{Eco}::cdiB ∆araBAD ∆vask1. The araC promotor from *E. coli* was placed upstream of the *E. cloacae* *cdi* locus to be able to induce the *cdi* genes with arabinose and the T6SS function was deleted via ∆vask1 (∆tssM). CDI- control: ECL araC\textsubscript{Eco}::cdiB ∆araBAD ∆vask1 not induced with arabinose.

Competitions were carried out on agar plates for four hours (T4) at 37°C, then start and end
colony forming units were counted to calculate the competitive index (CI). The CI calculates log of the inhibitor:target ratio at the start (T0) compared to the end (T4). A CI of one shows that there is no difference in start:end ratio and therefore no inhibition. A value higher than one indicates the inhibitor cells outcompete the target cell population. T6SS shows 4-log inhibition, compared to 3-log with CDI (Figure 2). This demonstrates that both T6SS and CDI in ECL can inhibit *E. coli* at a population level.

Figure 2: **Population competitions show *E. cloacae* can inhibit *E. coli* MG1655 with both T6SS and CDI.** Inhibition measured using the competitive index which is calculated from viable cell counts from plating on antibiotic selection plates. Competitive index (CI) = \( \log_{10}(\text{Inhibitor}_{T0}/\text{Target}_{T0})/(\text{Inhibitor}_{T4}/\text{Target}_{T4}) \). Error bars represent +/- SEM of three biological replicates. Significance levels from two-sample t-test **p < 0.01, *p < 0.1.**
3.2.2 Using single cell microscopy to investigate contact-inhibition dynamics

The aim of looking at T6SS and CDI at a single cell level is to understand the dynamics of inhibition. Target and inhibitor strains were mixed at a 1:1 ratio and plated onto agarose pads. To standardise these measurements the following protocol was used: target and inhibitor cells were mixed, vortexed and then immediately spotted on agarose pads. The time-lapse was then started at 30 minutes post plating (T0). Cells were tracked over four hours with images taken at six minute intervals. Target cells were only included in the analysis if they were in contact at T0, meaning they made contact in the 30 minutes before starting the time-lapse (from T-0.5 to T0). Target cells must also maintain contact with inhibitor cells for the four hours of image acquisition to be included in analysis. With the target cells that fulfil these conditions the measurements used to analyse the single cell data include: 1) the number of divisions the cell underwent in the four hour time-lapse and 2) the length of cells over time. In these experiments T6SS+ and CDI+ inhibitor strains were used as outlined for population competitions.

For controls, target cells that do not come into contact with inhibitor cells were used. These target cells were taken from the same experiment (with T6SS+ or CDI+ inhibitor cells) but cells were growing in separate colonies not in contact with inhibitor cells (example of target colony analysis for CDI in Figure 3).

3.2.2.1 Investigation of T6SS single cell dynamics

With T6SS there is a clear difference in the number of divisions of target cells in contact and not in contact with inhibitor cells (Figure 4b). More than 80% of target cells in contact with T6SS inhibitor cells do not divide in four hours. This can be seen in Figure 4a where all target cells (green) do not divide. Control target cells, not in contact with T6SS inhibitor cells but present in the same experiment, undergo a range of divisions averaging around seven, with only 5.6% of cells dividing less than five times.

3.2.2.2 Investigation of CDI single cell dynamics

With CDI inhibitor cells the effect on E. coli target cells is not as clearly visible as with T6SS. Target cells in sustained contact with inhibitor cells continued to divide and do not obviously stop elongating (Figure 5a). Looking at the number of divisions of target cells in contact with CDI inhibitor cells (Figure 5b) the distribution of cell divisions is similar to the distribution of target cells not in contact with inhibitor cells, with the majority undergoing 5-7 divisions. However, the number of target cells with abnormal growth (less than 5 divisions) is increased
Figure 3: **Image analysis for time-lapse microscopy.** Analysis of control cells in CDI experiment. A) Snapshots of a control target cell colony every hour for four hours (T0-T4). Images were taken at six minute intervals (not all shown). T0 image shows measurement of cell length used for length over time plot (graphs C) and calculating growth rate (graph D). Images T1 and T4 show division counts used for graph B). Scale bars correspond to 1 µm. B) Plotting the number of cell divisions in four hours as a percentage of total cell count. 655 control cells were used for division counts from six colonies. C) Length over time plot to show growth of individual cells. D) Histogram of growth rates calculated from slope of linear regression fit to length over time plot. For growth rate calculations, cells with two or less time points were not included as the linear regression fit would not give an accurate growth rate. 422 cells were used from two colonies. There are more cells included in length analysis than division analysis, as divisions are only counted for cells that reach the end of the time-lapse, whereas length is counted for all cells.

when target cells are in contact with inhibitor cells, from 2% when not in contact to 12% in contact (Figure 5c). This suggests that there is some sporadic inhibition of target cells but the majority of cells do not show obvious growth inhibition.

By examining control cells from T6SS and CDI competitions (Figure 4b and 5b), I decided to define less than five divisions in four hours as abnormal growth. The effect of inhibition with CDI (Figure 5) differs from inhibition with T6SS (Figure 4) by fewer cells showing abnormal
Figure 4: **Quantifying cell divisions with time-lapse microscopy shows potent inhibition with T6SS.** A) Time-lapse images from the start (T0) to four hours (T4) shows target cells (green) do not divide when in contact with T6SS inhibitor cells (grey). All target cells that were measured made contact with inhibitor cells in the 30 minutes from seeding (T-0.5) to the start of imaging (T0) and maintained contact for the four hours of imaging. Scale bars correspond to 1 µm. B) Quantification of target cell divisions with and without contact with T6SS expressing inhibitor cells. The number of divisions for contact or not in contact were plotted as a percentage of the total cells in that group (40 and 589 respectively). The number of target cells in contact with T6SS inhibitors are much lower than not in contact (or CDI in contact in Figure 5) due to the fact that these cells did not divide. C) Percentage of target cells with less than five divisions. This shows the fraction of cells that are considered to have inhibited growth. Data from one biological replicate.
Figure 5: Quantifying cell divisions with time-lapse microscopy shows subtle inhibition with CDI. A) Time-lapse images from the start (T0) to four hours (T4) shows growth of target cells (green) when in contact with CDI inhibitor cells (grey). Number of cell divisions is displayed on the T4 image. All target cells that were measured made contact with inhibitor cells in the 30 minutes from seeding (T-0.5) to the start of imaging (T0) and maintained contact for the four hours of imaging. Scale bars correspond to 1 μm. B) Quantification of target cell divisions with and without contact with CDI expressing inhibitor cells. The number of divisions for contact or not in contact were plotted as a percentage of the total cells in that group (668 and 655 respectively). C) Percentage of target cells with less than five divisions. This shows the fraction of cells that are considered to have inhibited growth. Data from one biological replicate.
growth and also the extent of inhibition of the effected cells not being as potent.

To investigate the subtle inhibition seen with CDI further, the length of cells over time was measured. Cells that undergo less than five divisions and a subset of cells that undergo five or more divisions were tracked over time (cells measured with five or more divisions were randomly selected from the same microcolonies where cells underwent less than five divisions).

Looking at the growth of control target cells, which are growing in colonies not in contact with inhibitor cells, clear separation of cell cycles is seen (Figure 6b). All cells are elongating in an exponential manner and the cell lengths are reasonably consistent throughout the time-lapse. A few cells are an exception to this (four cells out of 422) and either grow longer or shorter than the average but these cells still maintain exponential growth.

With CDI there are a range of cell growth dynamics (Figure 6a). There is not a clear segregation of cell cycles as seen with control cells. Some cells do not divide or elongate from the start, whereas some show reduced elongation after three or four divisions. Splitting the data into the microcolony patches (not all target cell lengths of cells in contact were followed in each microcolony, just cells with less than five divisions and a subset of other cells) shows that within the same colony there are heterogenous affects on target cells and between colonies different dynamics are seen (Figure 7).

To describe these different dynamics the effects on target cells can be split into several groups: 1) Fast (within one cell division) and potent inhibition: when target cells do not divide at all and do not elongate. There are six target cells out of 325 cells analysed that do not divided after contact with inhibitor cells (Figure 7, positions 3,4,5,8,14,15). 2) Delayed and potent inhibition: cells that divide one to three times before growth inhibition, some of these cells maintain some elongation but drastically reduced from normal exponential growth (Figure 7, positions 1,2,10,11,12,13). 3) Gradual reduction in growth: cells continue to elongate and divide but at a slower rate (Figure 7, positions 8,9,13,14). 4) Normal exponential growth (Figure 7, some cells in each position).

In Figure 8 cells are split into cells which do not divide before the end of the time-lapse (Figure 8a) and cells which divide before the end of the time-lapse (Figure 8b). Divisions show how many times the mother cell has divided from the start of the time-lapse, showing that there are six cells that come into contact with CDI inhibitor cells and never divide. There are four cells that divide once and six that divide twice. All these cells clearly show inhibited growth by both not dividing and reduced elongation, although some cells do not completely stop elongating. Some cells that do continue to divide also show inhibited growth (Figure 8b) as characterised by cells growing for longer before dividing (visualised by age of cell) and the trajectory of elongation
Figure 6: Tracking target cell length over time shows that contact with CDI inhibitor cells cause a heterogeneous response. All of the inhibitor-target interactions which have target cells that divided less than five times were included in this analysis. All the cells that divided less than five times were measured, plus a subset of cells that divided five or more times. All target cells were tracked from the start of the time-lapse (T0) for four hours. Only target cells that maintained contact with inhibitor cells throughout the time-lapse were measured. Control cells come from two target cell patches in the same CDI experiment that were not in contact with inhibitor cells. Each line represents the length of one cell over time, coloured by the number of divisions that cell has been through from T0. Data from one biological replicate.
not being exponential.

The growth rate of individual cells can be calculated to show that there is a reduction in rate of cell elongation in inhibited cells. This is calculated by fitting a linear regression line to the length/time plot of each cell with the slope giving the growth rate in $\mu m/minute$. In Figure 9 histograms of the growth rates have been split into the same categories as in Figure 8. Target cells in contact with inhibitor cells that divide 0-4 times in four hours (Figure 9a) have lower growth rates compared to both control cells (Figure 9c) and target cells in contact with inhibitor cells that will continue to divide (Figure 9b). Target cells in contact that divide five times also show reduced growth rate suggesting that these cells are also somewhat inhibited (Figure 9, divisions = 5). Target cells in contact that still continue to divide have growth rate distributions trending towards lower values in some plots (9b, divisions = 1 and 2), but overall they are not easily distinguished from the control growth rate distributions (Figure 9c). Plotting all control growth rates and CDI inhibited growth rates together (Figure 10) shows a bimodal distribution with a subset of CDI inhibited target cells that have lower growth rates than control cells.

Results from counting divisions and plotting length/time shows that CDI inhibition is heterogeneous, with some cells being strongly inhibited, others showing different dynamics of less potent inhibition and some not showing inhibited growth in the time period measured. To see if there is a certain interaction needed between target and inhibitor cells to give potent inhibition, the starting images for all contacts where cells divided less than five times and some contacts where cells divided five or more times were looked at (Figure 11). This shows that all target cells that did not divide had sustained lateral contact with inhibitor cells. However, many cells that divided 1-4 times have similar starting contact as well as target cells with more than five divisions. This could suggest that lateral contact is necessary, but not sufficient, to give potent inhibition. There could be several reasons for this including target cells needing hits with multiple toxins to be inhibited or due to localisation of CdiA on the inhibitor cell.
Figure 7: Tracking length of target cells in contact with CDI inhibitor cells over time shows a range of inhibition dynamics. Cells represented in this graph are the same as in Figure 6 but split by individual target-inhibitor interactions to show that a heterogeneous response is seen both between and within the same patch of cells. Colour represents number of divisions the cell has been through. Data from one biological replicate.
Figure 8: **Splitting cells into categories shows that target cells that continue to divide still show some inhibited growth.** Cells represented in this graph are the same as in Figure 6 but split by cells that do or do not reach the end of the time-lapse. A) Target cells in contact with inhibitor cells that reach the end of the time-lapse without dividing. Cells that divide 6 times have been removed from this figure as they only show a fraction of a cells growth. B) Target cells in contact with inhibitor cells that divide before the end of the time-lapse. C) Control target cells not in contact with inhibitor cells. Cells that divide 6 times are also removed from this graph for the same reason as in section A. Colour represents age of cells in minutes. Data from one biological replicate.
Figure 9: Reduced growth rate is predominantly seen in target cells that stop dividing when in contact with CDI inhibitor cells. Growth rate calculated as the slope of the linear regression fit of length/time plot for each cell. The data is split into the same groups as Figure 8. A) Target cells in contact with CDI inhibitor cells that reached the end of the time-lapse. B) Target cells in contact with CDI inhibitor cells that divide before the end of the time-lapse. C) Control target cells not in contact with inhibitor cells. Bins = 0.01 μm/minute. Data from one biological replicate.
Figure 10: Growth rate shows bimodal distribution with CDI inhibitor cells compared to control. Growth rate measured as slope of linear regression fit on all cells presented in Figure 6. Bins = 0.005 μm/minute. Data from one biological replicate.
Figure 11: **Start images show there is no clear interaction that defines if a target cell will be inhibited.** Images show the starting configurations (T0) of target cells that have inhibited growth (0-4 divisions in four hours) and some cells that do not (more than five divisions in four hours). Split into groups of zero divisions (yellow dots show cells that do not divide), 1-4 divisions and more than five divisions. Scale bars correspond to 1 µm.
3.3 Discussion

*E. cloacae* has both the T6SS and CDI systems making it an ideal model for looking at the differences in inhibition between the two systems. Both T6SS and CDI have previously been looked at the single cell level to some extent [1, 88, 89] but without following the same approach the results cannot easily be compared.

This chapter shows that there are differences in inhibition dynamics between T6SS and CDI. What was shown is that in population competitions fewer target cells survive with T6SS inhibitors than with CDI inhibitors. However, this does not give an understanding of how the target cell population numbers are reduced. Is a higher percentage of cells killed, or are all the cells that are inhibited being inhibited fast so there are less targets to expand the population? Is the CDI inhibition slow but still potent or are all cells being minorly inhibited to reduce growth rate? The single cell data shows that T6SS is a potent killing system with the majority of target cells that come into contact with inhibitor cells divide zero times. The speed of killing has not been directly measured here but as the target cells do not divide it is presumed that the inhibition is within one division (which is approximately 40 minute doubling time for control cells).

This work adds detail to the subtle inhibition seen with CDI by Bottery et al. [1]. They used division counts as a readout for showing reduced growth of target cells. In the two *E. coli* systems they looked at, they saw a subset of target cells with less than 5 divisions, which is what has also been seen with CDI in ECL here. More detail into these cells was looked at with reduced number of divisions by tracking cell length over time. This has shown that target cells have a variety of growth phenotypes that lead to less than 5 divisions in four hours. It can be concluded from this data that CDI inhibition is heterogeneous. Some target cells are inhibited potently and within one division, some take a few divisions to stop growing and some slowly decrease in growth rate.

Heterogeneity is a trait found in isogenic populations to carry out functions such as bet hedging, division of labour and persistence [94]. These are population level strategies that come about through individual cell heterogeneity which can be caused by noisy gene circuits, stochasticity at gene and protein level [106] or stochasticity in metabolic reactions [107]. In this instance the heterogeneity in the target population is formed potentially through a variety of variables in both the inhibitor and target cells, including: the number of toxins present on the surface of the inhibitor cell, the rate of re-establishing the CDI system once fired, the number of target cells in proximity that can be attacked, and the number of receptors on the target cell to recognise CdiA and uptake the toxins. All these possible factors lead to stochasticity of the
outcome of competition. This gives good reason to model the system as a stochastic process, not a deterministic one as was done by Blanchard et al. [74] in their model of CDI inhibition. The incorporation of stochasticity in simulations will be discussed in subsequent chapters (Chapter 5).

A method that is used for looking at various single cell affects in microscopy data is cell length tracking. This has been used in bacteria to look at stochasticity of metabolism and growth [107] and to understand single cell growth statistics [108]. Cell tracking is an overall time-consuming process and it has taken some time to establish a viable method that works for our microscopy data. There are many pieces of software developed for tracking bacterial cells in time-lapse microscopy [109–112]. This includes SuperSegger which is a MATLAB-based package that uses machine learning algorithms to calculate cellular boundaries [111], Oufti which has an accessible graphical user interface that includes segmentation, image analysis and post-processing analysis on confluent cell samples [110] and older cell tracking packages such as TLM-tracker [109] and Schnitzcells [112]. Initially some of these cell tracking packages were tested on the time-lapses presented here. The software segments each frame of the time-lapse to identify cells then tracks them over the time-lapse to be able to follow cell lineages. Some drawbacks to the software were found including initial data not being high enough resolution and in focus consistently enough for all frames to be tracked. If one frame was out of focus it could not be used. After optimising the microscopy setup and sample preparation the acquisition improved but the quality was still not good enough for the automatic segmentation to be reliable.

SuperSegger [111] which runs through Matlab was prone to crashing, which could not be easily troubleshooting and fixed. Oufti [110] worked well in that any mistakes made in segmentation could easily be manually fixed but the segmentation was so error prone that most cells in most frames needed to be corrected manually and this was very time consuming. Others have found the same problems with cell growth in dense colonies and sought to develop their own analysis packages for example Balomenos et al. [113]. They claim that this software is able to deal with imperfect resolution and large packed colonies which would indeed solve some of the issues faced, but this software is not yet available.

In the end the method chosen was to manually measure cell length in ImageJ using the measure tool. Cells were then manually tracked and data saved as .csv files and plotted in R. This method gives small errors in length measurements, which can be seen in cells that do not exponentially grow, by fluctuations in length between frames. However, this does not detract from the fit of the regression line and trends can still clearly be seen even with the noise of measurement. Software is continually being developed so it may be possible to use another
method in the future.

This chapter has identified remarkably different inhibition dynamics between attack from T6SS and CDI. This has not been previously shown and gives an understanding of the different scales the systems are working in. However, how these different inhibition levels affect population structure, if indeed at all, is still to be seen.

The analysis and data presented in this chapter can describe the inhibition for these discrete examples but putting together a full understanding of the range of inhibition characteristics can be done more effectively using simulations. The growth data from this chapter was used to parameterise simulations with which the output to the discrete situations of T6SS and CDI can be compared as validation. Simulations were then able to explore the parameter space of a wider range of inhibition dynamics. With this iterative approach, the effect of inhibition on spatial structure was then assessed in both simulation and microscopy (Chapter 5).
4 Fractal dimension method development

4.1 Introduction

To be able to compare the structures of bacterial microcolonies, a statistical metric that can be used on both microscopy and simulation images is needed. The features of the binary competitions in both microscopy and simulation are 2D surface growth, with interactions as the two cell types come into contact. Through physical forces such as pushing, and constraints such as space, the borders between cell types become featured [93]. These borders are affected by the interactions between the two species, which in this case is administration of toxins and subsequent growth inhibition. The fractal dimension (Fd) can be used as a statistical index of the complexity of a boundary [114]. Therefore, the Fd can be used to measure the patterns created by inhibition in binary microcolonies, by giving a value to the features of the border between target and inhibitor strains. Rudge et al. [93] have used the Fd to quantitatively compare images produced in CellModeller simulation and microscopy images.

In this chapter a Fd method that works for the type of images output from simulations and microscopy was developed. There are several ways to calculate the Fd and these were analysed and tested on known fractals and on an example microcolony images. The aim of this analysis was to justify a method that will be used in subsequent chapters (Chapter 5 and Chapter 6) to quantitatively measure the differences in structures created by different levels of contact inhibition.

4.2 Methods

Methods specific to the Fd method development are outlined here. Methods for simulations and microscopy can be found in the main methods chapter (Chapter 2).

Image processing

Pre-processing of both microscopy and simulation images was carried out in ImageJ (version 1.52a). Images were converted to binary to be used for Fd analysis. The difference to the method for image binarization outlined in Chapter 2 was the Gaussian blur values that are used. The Gaussian blur is a filter that performs smoothing using a gaussian function. This smoothing was carried out in order to remove the gaps between cells, which would add unwanted features to the images. The sigma value (standard deviation of the Gaussian) defines the radius of decay. Sigma = 5.0 was used for microscopy images and sigma = 12.0 was used for simulation images.
Figure 12: **Conversion of microscopy and simulation images to binary for image analysis.** Top row: For microscopy images the whole field must be confluent with cells, then the fluorescent channel can be used to binarize the image. Brightness/Contrast was used to threshold the image in the fluorescent channel to just before saturation. A Gaussian blur filter was used to remove the individual cell features as this detail adds noise to the black and white image. Bottom row: Simulation images with colours comparable to microscopy images were converted to colours that allowed thresholding. Target cells = green/white, inhibitor cells = grey/black. Scale bars correspond to 10 µm for both microscopy and simulation images.

Figure 12 shows the different processes used for microscopy and simulation images.

**ImageJ box-counting tool**

Images were converted to binary using the image processing methods above. Images were used as they are, or converted to outlines using the ImageJ outline function (Process>Binary>Outline). Box-counting tool was run in ImageJ (Analyze>Tools>Fractal Box Count). The default box sizes were used.
Python box-counting script

Images were converted to binary using the image processing methods above. The box-counting script was run in Python [101].

Euclidean distance matrix method

Images were converted to binary using the image processing methods above. The ImageJ plugin was used for the Euclidean distance matrix and regression plotted in R (version 4.0.0).

FracLac

Images were converted to binary using the image processing methods above. Binary images were converted to an outline using the outline function in ImageJ. The Fd scan was run through the FracLac GUI in ImageJ. The default parameters were used [115].

4.3 Results

There are several methods and many tools available for calculating the fractal dimension. Rudge et al. [93] used the Euclidean distance matrix (EDM) method described as the boundary fractal analysis with the highest precision and strongest reliability by Bérubé and Jébrak [116]. However the box-counting method is more commonly used and ImageJ includes a built in fractal box-counting tool. The ImageJ tool was tested as the image processing was already done in ImageJ.

Rudge et al. [93] used the Fd to measure the border of a single feature, however, for this data the Fd was calculated on the whole image. Inhibition has an effect on both the intricacy of the border and the quantity of the features in the image. Therefore, it is of interest to measure all the borders in an image as a whole.

4.3.1 Calculating the fractal dimension using ImageJ box-counting tool

To calculate the Fd, the box-counting method works by overlaying the image with a grid of a given box size. The boxes that cover the border between the foreground and background are counted. The box size is then systematically reduced and the count repeated. This is repeated for a range of box sizes. Movement of the initial grid position can affect the count so this can also be iteratively moved. From this the Fd can be defined as the negative coefficient of the linear relationship between box counts and box size (Figure 13).

Images from microscopy and simulations were be used to test Fd methods. These images are similar to the experiments that were used in Chapter 5 to assess inhibition with T6SS and CDI.
Figure 13: **Schematic of the box-counting method shows the inverse exponential relationship between box size and count.** Progressively smaller boxes are placed over the feature of interest and boxes with the border between background and foreground are counted. The exponential relationship between the box size and the count gives the Fd. This is calculated by plotting ln(size)-ln(count) and fitting a linear regression line. Blue boxes represent the boxes that are counted.

The fractal dimensions calculated using the ImageJ box-counting tool show that with T6SS in microscopy or T6SS-like simulations (high inhibition potency) the Fd is higher than the no inhibition controls (Figure 14d). The increase in Fd with high inhibition potency compared to the control is counter to the hypothesis arrived at by observations of the images. Observations of the images show that in the simulation images with high inhibition potency, the target cells form clusters (Figure 14c), compared to no inhibition control where the target and inhibitor cells are more dispersed (Figure 14a). This is in concordance with the body of evidence from both experiments and simulations that suggest T6SS causes cell type separation [76–78]. This leads to the prediction that with cell type clustering with high inhibition potency, the length of interaction surface between target and inhibitor cells will be reduced. Therefore, this leads to the hypothesis that the Fd with high inhibition potency will be lower than the control (no inhibition). This is counter to what is seen with the Fd calculated using the ImageJ box-counting tool which shows increase in Fd with high inhibition potency compared to the control in both simulations and microscopy images (Figure 14d).

When the foreground and background are switched in the binary images the trend of the Fd is inverted (Figure 15). With the black and white pixels inverted the Fd reduces as the inhibition increases. The box-counting tool does not count if a border is found in each box. It only counts boxes with foreground pixels. This is shown by the simple example in Figure 16. Increasing the area of the black rectangle increases the foreground area but the length of the border between the
Figure 14: Quantification of fractal boundaries in simulation and microscopy images using ImageJ box-counting tool shows increase in Fd with increased inhibition. Simulation examples of: A) control: no inhibition; B) low inhibition potency: CDI-like; C) High inhibition potency: T6SS-like competitions. Target cells = green, inhibitor cells = grey. D) Fractal dimension measurements. Each box plot represents ten independent simulation images.

foreground and background should stay the same. If the Fd of this interaction border is being measured then the Fd would give the same value. However, the fractal dimension increases as the area of the foreground increases (Figure 16). This suggests that the Fd box-counting tool in ImageJ is counting each box that has foreground pixels and giving a Fd that is dependent on the area, not the border.

The ImageJ tool calculates the fractal dimension of the interaction border if used on an image with only an outline of the shape. Using an image with just an outline, the Fd value decreases with inhibition (Figure 17). Converting the binary image to an outline causes some loss of fine information, especially for microscopy images when the images are already hard to accurately threshold due to differences in fluorescent signal. Therefore a custom box-counting script was written in Python to calculate the Fd of the border [101].
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4.3.2 Calculating the fractal dimension with a custom box-counting method

This box-counting method counts boxes if they have both black and white pixels in them. With this method the trends of the data are in agreement with the results from using an outline in the ImageJ tool. However, the Fd values are not the same for control images (Figure 17). A reason for this is that the range of box sizes and box positions can affect the Fd value [117] and these differ between methods. A way to mitigate this error is to test the optimal box range for specific images [117] and to sample from a range of starting positions for each box size [115].

4.3.2.1 Justification of the box range used for box-counting script

The variables that can affect the Fd value with the box-counting method include maximum box size, minimum box size and box position. An initial test was carried out to see how changing these parameters affect the Fd, using an example of a simulated control (no inhibition) colony from CellModeller. Box sizes are measured as a length in pixels and therefore the maximum and minimum box sizes are measured as a percentage of one side of the image (Example in Figure 19). The minimum box size was fixed at 3% of the image width as this is greater that the size of one cell. The maximum box size was varied from 5% to 50% of the image width. To reduce the error from the box positions a number of different grid translations were counted and the
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Figure 15: Inversion of binary images changes the fractal dimension value. If the inhibitor cells are black and used as foreground pixels the Fd increases as inhibition increases (A: Upper panel and grey bars in graph). If the binary image is inverted so target cells are now black and therefore the foreground, the Fd decreases as inhibition increases (B: Lower panel and white bars in graph).
Figure 16: **As foreground (black) area increases the Fd increases.** In these images the black area increases and the white area decreases but the length of the border stays the same. If measuring the border between the two features the Fd should stay the same throughout the images. In these images the Fd increases as the black area increases, this shows that the ImageJ tool is counting the foreground pixels not the interface between foreground and background.

Figure 17: **Two methods that reverse the Fd trend.** A) Using the ImageJ tool with an outline image, the Fd decreases with increased inhibition. B) This trend can be repeated using the custom box-counting script, however the two methods give different values. Each box plot represents ten images. The image used is one example of a control image. Two-way ANOVA: *** = p < 0.001, ns = p > 0.1

average used to calculate the Fd. The number of starting positions was varied at the same time as maximum box size, from ten to fifty different start positions, in increments of ten. To move the grid start position a random number was generated within the box size for x and y coordinates. As the grid is moved this creates boxes that only partially cover the image. These boxes are still counted otherwise information would be lost. Figure 18a shows that as the max box size increases the Fd increases, suggesting that the Fd is dependent on the maximum box size.

The number of box translations has more of an influence on the Fd when the box range
Figure 18: The Fd is dependent on maximum box size and number of position translations. A) As the maximum box size increases the Fd increase. Minimum box is fixed at 3% of image length. B) As the number of positions translations increase, the Fd becomes from within a range of 0.03 with ten positions to within a range of 0.003 by 500 translation positions. Minimum box size is 3% of image length, maximum box size is 10% of image length. Data from one control (no inhibition) CellModeller simulation image.

is smaller. This shows that the maximum box size influences the Fd and therefore needs to be optimised. Figure 18b shows that with ten position translations the Fd values are within a range of 0.03, this can be reduced to values within a range of less than 0.005 with 500 position translations. As increasing the number of position translations increases the run time, ten position translations was used whilst finding the minimum and maximum box sizes. This can later be changed dependent on the size of the error seen in images between replicate images.

To find the optimal range of box sizes that are best suited to calculating the Fd of these specific images, the method from Foroutan-pour et al. [117] was followed. To be able to define a method that can justify the range of box sizes to use, the method can be tested on known fractals to see if it can closely estimate the calculated value. This method can then be used on simulation and microscopy images.

For the maximum box size, Foroutan-pour et al. [117] suggest a box size of no larger than 25% of the shortest side as larger box sizes would lead to poor information. They suggest to use the maximum box size where the image covers 85% of the boxes if the structure is noisy or most of the area is covered with features. The microcolony images fit this criteria, so the maximum
box size where the image covers 85% of the boxes were found. To find the smallest box size the aim is to find the break point at which the values move away from the linear regression fit. To find this break point, small box sizes were removed incrementally and the fit of the regression line evaluated for fitting the points (Figure 19). As ten positions were used there are several ways to evaluate against these ten points: to take the average, to evaluate within the standard deviation (SD) or to evaluate below the highest value. These three methods were tested using the Koch snowflake.

The maximum box size was found by starting with a box size of 25% of the image width and reducing the size until less than 85% of the boxes are covered by the feature of interest. The minimum box size was evaluated using either: 1) the average, 2) below the highest value or 3) the SD of the ten values collected from position translations. Figure 20 shows that all three methods give a systematic error from the calculated value. The SD was used as it gives on average the closest estimate and the variance covers the known Fd value. The range of values is larger than with the other two methods but only within the range of 0.06. The SD method was used to find the optimal box range for each image.

This method was then used on three other known fractals. Figure 21 shows the Fd prediction compared to the calculated value for the Koch snowflake, Sierpinski triangle, Sierpinski hexagon and the Apollonian gasket. Three other methods are also compared: EDM method and two other box-counting tools (ImageJ and FracLac). All methods show a systematic error from the calculated value, with at most an error of 0.1 from the calculated value. The Python script gives close estimates for three of the four fractals. The main advantage of using the Python script over the other methods is it allows the Fd to be calculated on binary images without converting to an outline.

To check that the accuracy of the Python script is high enough to show differences in simulation and microscopy images, a set of control and T6SS images were tested. These images are similar to the final experiments used in Chapter 5 but the exact parameters are not the same. This test aimed to see if the variation in Fd over repeat runs on the same image is lower than the variation between images of the same group. The accuracy of the Fd using more position translations was compared to the accuracy of the Fd when the average of more repeat Fd calculations of each image was used. Figure 22a shows there is no difference in Fd when the number of position translations are increased from ten to one hundred, or when the script is run ten times on each image and averaged. The range of Fd values for one image from ten repeat runs (with ten position translations) is less than 0.07 (Figure 22b). This error in the method is less than the error seen between ten simulation or microscopy images, which are within a range of
Figure 19: **Method for identifying optimal minimum and maximum box sizes.** Example given on Koch snowflake with a known Fd of 1.26. Minimum and maximum box sizes within the range of 1% to 25% of the length of the image. The maximum box size is found by calculating when less than 85% of boxes are covered by the feature of interest. The minimum box size was subsequently found by removing points until the regression line fits within one SD of average counts. With a minimum box size of 2.3% and maximum box size of 16% the fractal dimension is improved from 1.16 to 1.25. Ten grid position translations were used. The mean and SD were plotted.
Figure 20: Different methods for finding the minimum box size by evaluation of regression line fit show a range of Fd values. Test done on Koch snowflake image. Each box plot represents ten images. Red dashed line shows the calculated Fd value for the Koch snowflake (1.26).
Figure 21: **All Fd methods show systematic error from the calculated value.** Red dashed line represents the calculated value and the points are the values from each method. M1 Python script uses an average of ten runs, M2-M4 use one run each. M1 and M4 use the original shape but for M2 and M3 the image converted to outlines is used.

0.1 to 0.3 (Figure 22c). Therefore although there is variation in Fd values in repeat runs of the script, this is smaller that the differences between images and will therefore not affect the overall results for comparisons between groups.

### 4.4 Discussion

The aim of this work was to identify a method for comparing the Fd of simulation and microscopy images. After identifying the pitfalls of the ImageJ box-counting tool in regards to the images that were analysed in subsequent chapters (Chapter 5 and Chapter 6), other methods were scrutinised and validated using known fractals and finally example images of the format that this method was subsequently used for. The issue identified with the ImageJ box-counting tool is that it does not make it clear that this method only works on outlines. This does not fit with the aims of a Fd method but can still be used on specific types of images. Figure 21 shows that all Fd methods tested give systematic error from the calculated value, when tested on known fractals. However, as this error applies to all the images it should not affect the comparison between images. The Python script developed for calculating the Fd of binary images gives close estimates for most of the known fractals (Figure 21). This method has a difference in Fd of up
Figure 22: Simulation and microscopy images show that the accuracy of the box-counting script is higher than the differences in repeat images. A) Testing different numbers of position translations or averaging ten repeat runs of one image on ten T6SS microscopy images. B) The range of Fd values of the ten repeat runs of ten T6SS microscopy images. C) Fd of simulation and microscopy images for T6SS/T6SS-like and control images. Each box plot represents ten images; ten different field of view from one biological replicate for microscopy and ten independent simulations.
to 0.06 on microscopy images but this difference is less than that seen within repeated images so should not affect the averaged results. The advantage of using the Python script is that it can be used on the black and white images without having to convert to an outline. This will save accuracy especially in microscopy images which are harder to threshold accurately.
5 Modelling contact inhibition

5.1 Introduction

Modelling biological concepts is an increasingly popular way to use the power of computation to gain and interpret data faster and on a larger scale than what is possible experimentally [118]. This approach works best when done in conjunction with experimentation to both accurately parameterise the model according to the biology and to validate the model outputs [13]. This iterative process allows biological processes to be explored that would not be viable with experimentation only [13, 118].

Both mathematical and computational modelling have been used to model biological processes. Mathematical models such as systems of differential equations model deterministic processes which apply at the population level. Limitations of this approach are that they do not incorporate stochasticity and are not spatially explicit, however they can be advantageous for modelling large populations [119]. Computational modelling such as individual based modelling (IBM) uses agents to which attributes and rules can be set. Through adding stochasticity at different scales such as mechanistic detail or at a cellular level, population level outcomes can emerge [118, 120].

Contact inhibition has been computationally modelled previously with Blanchard et al. [74] using a mathematical model to investigate CDI and subsequent models using individual based models to look at T6SS using lattice based simulations (reviewed in more detail in the introduction: Chapter 1) [76–80]. Daly et al. [91] compare lattice based vs lattice free individual based simulations to show that coexistence is more predominantly maintained in lattice free simulations. This is due to spatial heterogeneity allowing spatial refuges to form. As contact inhibition is occurring at the interaction between cell types it would be more appropriate to not impede interaction of cell types by confinement to a lattice.

More recently work from our lab has also looked at CDI using both microscopy and IBM [1]. Bottery et al. [1]. looked at two E. coli CDI systems, using simulations to show different spatial patterning in range expansion with different toxins. They show the dominance of the inhibition rate on microcolony patterns through parameter exploration in simulations. Working in parallel, several of the same methods as Bottery et al. [1] have been used in this study.

The aim of this chapter was to use single cell growth rates from Chapter 3 to parameterise an IBM of contact inhibition. This was then used to both explore the inhibition parameter space and compare results to T6SS and CDI single cell results. In both simulations and microscopy,
the effects of different inhibition potencies on spatial structure can be explored using spatial statistics.

When investigating spatial structure it is common to only use visual validation of the differences [74, 77] or simple measures such as quantifying the ratio of target to inhibitor cells [76, 79, 121, 122]. When only looking at cell fractions it may be possible to show clear differences with extreme cases, but to look at a range of patterns and accurately determine differences and trends when using small parameter increments, statistical verification is needed.

Two methods that were used to analyse spatial structure for this data are: the fractal dimension (Fd) and the pair correlation function (pcf). The Fd can be used as a statistical measure of border complexity. As contact inhibition is acting at the border of target and inhibitor cell patches this could be a useful measure to see fine scale changes. The Fd has previously been used to look at CellModeller structures by Rudge et al. [93], showing that cell shape affects spatial fractal patterning. The pair correlation function was also used to look at how the patch formation of cell types is affected by inhibition. The pcf looks at the distance from cell to cell and calculates correlations to show the probability of finding like or not-like cells within a certain radius (See Chapter 2 for details on pcf). This method has been used to look at cell aggregation [97] and in agent based models to asses different cell interactions [98, 99].

5.2 Results

In this section the method for modelling contact inhibition will be defined. Single cell microscopy data from Chapter 3 was used to parameterise and validate the model.

5.2.1 Defining an individual based model for contact inhibition

To computationally model contact inhibition the CellModeller software was used [92]. This software models bacterial growth in 2D or 3D using a GPU architecture to simulate a large number of cells. This software allows you to model bacterial cell growth in a lattice free environment by incorporating biophysical properties of colony growth such as cell growth, division, shape and pushing. Bacterial cells are modelled as rigid capsules that expand exponentially from the poles. Once the cell reaches its target length it divides to give two daughter cells. Orientations are adjusted to avoid overlap of cells using viscous drag to move cells proportional to the force applied to them [92]. Stochasticity can also be incorporated into the model. Results from single cell microscopy showing heterogeneity in the outcome of inhibition with CDI (Chapter 3) suggest this is an important feature.
To add stochasticity to the inhibition process, the Gibson-Bruck algorithm was used [123]. This method is an event-based scheme which determines when a reaction takes place by randomly selecting values from a probability distribution, leading to stochastic outcomes. The addition of this algorithm to CellModeller was developed by Bottery et al. [1]. This Gibson-Bruck algorithm is based on the Gillespie algorithm, which aims to numerically simulate the evolution of a system using a stochastic formulation [124]. Gillespie suggested two stochastic algorithms that both follow a single trajectory by picking which reaction will take place next, based on random selection from a Markovian exponential distribution. The two methods differ by when they calculate the propensity of a reaction. The Gibson-Bruck algorithm aims to make a more efficient stochastic algorithm using a priority queue [123]. The priority queue is a stacked data structure that uses the propensity of a reaction to determine when it will take place. This structure means only one random number is needed per cycle as the time step is also placed in the queue. In my model the Gibson-Bruck algorithm controls the probability of contact inhibition taking place. Stochasticity was also incorporated into the model in other places including by randomly varying starting conditions and target volume of cells. The number of cells seeded at the start of the simulation was randomly generated from a normal distribution based on microscopy measurements (Figure 27) and the target volume was randomly generated from a log-normal distribution based on length measurements from microscopy data (Figure 24).

In the model overall inhibition potency was defined by two parameters: inhibition rate ($\beta$) and intoxicated growth rate of the inhibited target cell ($\mu_{Ti}$) (Figure 23b). Contact inhibition was added to the model using two reactions: 1) contact, when a target cell came into contact with an inhibitor cell and 2) inhibition, reduction in the growth rate of the target cell that is in contact with an inhibitor cell. Contact was included in order to be used as a marker in analysis for the timescale of inhibition. To validate the model, equivalent analysis to the single cell data were output for comparison. Subsequently images of microcolony growth were then used to investigate the effect of inhibition potency on spatial structure.

5.2.1.1 Model parameterisation from single cell data

To define growth in the model two parameters were involved: 1) the growth rate which defined the expansion of cell volume and 2) the target volume of a cell which defined when a cell divided. To parameterise the growth rate in simulations, division data was used as this was a measure that could be carried out on a large group of cells from single cell microscopy. From microscopy data (Chapter 3), control cell divisions were counted from target cells not in contact with inhibitor cells and inhibitor cells. These are plotted in Figure 24a showing a distribution between three
Figure 23: Model framework for contact inhibition. A) State diagram of inhibition. B) Cell state reactions. Reactions are included for growth of each cell type and inhibition. Growth rates come from measurements of single cell data (Figure 24). The intoxicated growth rate of target cells ($\mu_{Ti}$) and inhibition rate ($\beta$) were varied in simulations. C) Parameter space diagram. Control inhibitor cells that show no inhibition have low inhibition potency via both low inhibition rate and high intoxicated growth rate (100% of base growth rate). T6SS has high inhibition potency by low intoxicated growth rate and potentially high inhibition rate. CDI has intermediate potency but the influence of intoxicated growth and inhibition rate parameters is not clear from experimental data only. To help in distinguishing between microscopy and simulations data from this point figures will be colour coded: yellow for microscopy and blue for simulations.

and nine divisions in four hours. From an average of this division data a doubling time could be calculated which was then used to calculate a base growth rate, using the formula: growth rate $= \ln(2)/$doubling time. An average of 6.1 divisions in 4 hours gives a doubling time of 0.66. To put this into the growth rate formula; $\ln(2)/0.66$ gives a base growth rate of 1.06 h$^{-1}$ for cells without inhibition. Both inhibitor and target cells were grouped to calculate base growth as the division distributions were the same (data not shown).

To verify that using the base growth rate in simulations gives a similar distribution of cell divisions, the number of divisions of control target cells not in contact with inhibitor cells and also inhibitor cells from simulations, were plotted and compared to the single cell data (Figure 24b compared to 24a). This showed that simulations have a distribution that is slightly skewed to more divisions. There is also a tighter distribution suggesting slightly less stochasticity in the
growth dynamics than in microscopy.

To parameterise the target volume, the cell lengths one frame before division in microscopy time-lapses were measured for control target cells not in contact with inhibitor cells and inhibitor cells (Figure 24c, data used from experiments in Chapter 3). The cell lengths fitted a log-normal distribution so a log-normal random number generator was used in the model to generate cell lengths within this distribution. The mean of 4 and standard deviation of 0.9 with 500 random numbers from this distribution were plotted (Figure 24d) to compare to the microscopy cell length data (Figure 24c). The simulation distribution was slightly broader but showed the same mean and standard deviation as microscopy data.

5.2.1.2 Validating simulations by comparison with single cell microscopy data

The base growth rate calculated from microscopy data was used as control growth in simulations. This was then systematically reduced to explore intoxicated growth rate of target cells between 1.06 h\(^{-1}\), which is no growth inhibition to 0 h\(^{-1}\), which is complete growth inhibition. At the same time inhibition rate was varied within the range of 0.001 to 10 insertions h\(^{-1}\) cell\(^{-1}\). A wide range of inhibition rate values was chosen to see where the threshold of its affects were seen. The inhibition rate was used in the Gibson-Bruck algorithm to determine the reactions propensity to give stochasticity to the inhibition events. The aim was then to look at how the readout of divisions varied within this parameter space and see which parameters, if any, fit to target cell division distributions seen in microscopy with CDI or T6SS inhibition. Figure 25 shows the number of target cell divisions as a percentage of all cells in a given simulation.

With a high inhibition rate (\(\beta = 10\) or 1 h\(^{-1}\) cell\(^{-1}\)) and low intoxicated growth (\(\mu_{T_i} = 0\%\) of base growth (0.0 h\(^{-1}\))) the number of target cell divisions was predominantly zero with a few cells dividing once (Figure 25). This is very similar to what is seen with T6SS in microscopy data; cells are inhibited within one cell division but some do divide if they were about to divide just before contact was made. The target cell divisions are the same for an inhibition rate of 1 and 10 h\(^{-1}\) because division data can only give a resolution of within one division. With reducing inhibition rate the trend is to shift to higher number of divisions as the chance of inhibition becomes lower. This is because the remaining target cells that are not inhibited divide as normal (left columns of Figure 25). At an inhibition rate of 0.1 h\(^{-1}\) cell\(^{-1}\) a bimodal distribution with half the population being inhibited and half not was seen, when intoxicated growth is also low (middle pannels on the two top rows of Figure 25). At a very low inhibition rate of 0.001 h\(^{-1}\) cell\(^{-1}\), inhibition is an extremely rare event where it is only seen in a couple of cells. Therefore the target cell division distribution is close to control (Figure 24b), independent of changing the
intoxicated growth rate. As the intoxicated growth rate increases (looking down the rows in Figure 25 indicating less growth rate reduction) this trends the divisions toward higher numbers, as even cells that have been inhibited continue to grow and divide. With high intoxicated growth \( \mu_{TI} = 80\% \) of base growth \( (0.85 \ h^{-1}) \) the divisions are reaching a distribution close to control (Figure 24b) even with high inhibition rates.

Figure 26 shows single cell division results from microscopy and simulations that fit a similar distribution. T6SS simulations are very similar to microscopy with over 80\% of target cells in contact with inhibitor cells undergoing no divisions (Figure 26a and 26b). For CDI the same trend is seen but the number of divisions is slightly higher in simulation for cells that are both inhibited and not inhibited (Figure 26c and 26d). However, these simulation parameters do show that a small subset of cells are inhibited to the same extent (less than five divisions) as seen in microscopy. The cells having slightly higher average growth rate fits with the parameterisation distribution (Figure 24a and 24b), where the cells division average is slightly higher in simulations than microscopy.

---

Figure 24 (preceding page): **Single cell microscopy data used to calculate growth rate and target volume for simulation parameterisation.** a) Target cell division counts from microscopy including six target cell colonies from CDI experiments, four target cell colonies from T6SS experiments and two colonies of inhibitor cells (one from T6SS and one from CDI experiments). These values are all growth without contact or inhibition. An average of 6.1 divisions in 4 hours gives a doubling time of 0.66. Growth rate = \( \ln(2)/\)doubling time \( -> \ln(2)/0.66 = 1.06 \ h^{-1} \). One biological replicate used per competition (CDI and T6SS). B) Number of divisions of target and inhibitor cells growing with no inhibition in CellModeller simulations (simulation parameters: \( \mu_{TI} = 1.06, \beta = 0.0 \)). Simulations were run for four hours with no inhibition, then the number of divisions for all cells at the end point were counted. One simulation run used. C) Length of cells were measured one frame before division in microscopy time-lapses. Target and inhibitor cells measured from one biological replicate for each competition (CDI and T6SS). The cell lengths fit a log-normal distribution so a log-normal random number generator was used in the model to generate cell lengths within this distribution. To generate random numbers with a log-normal distribution using NumPy in Python, the mean \( (\mu) \) and standard deviation \( (\sigma) \) of the normal distribution need to be calculated: mean = 4, SD = 0.9 \( -> \mu = 1.36, \sigma = 0.22 \). D) 500 random numbers generated using np.random.log-normal(1.36,0.22,500). Mean = 4, SD = 0.9.
Figure 25: The distribution of the number of divisions of target cells change as inhibition rate ($\beta$) and intoxicated growth ($\mu_{Ti}$) are varied in simulations. Number of divisions of target cells in contact with inhibitor cells. Target cells are tracked from the start of the simulation and only included if they stay in contact for four hours, to be in line with the microscopy data. Divisions are plotted as a percentage of the total cells counted in that simulation. Inhibition rate is varied from 0.001 to 10 insertions h$^{-1}$ cell$^{-1}$. Intoxicated growth is given as a percentage of base growth (measured from not in contact target and inhibitor cells and calculated in Figure 24 as 1.06 h$^{-1}$) so 0% is a growth rate of 0 h$^{-1}$ etc. Values in the top right indicate the number of target cells counted in that simulation. This varies considerably between simulations as high inhibition potency causes all target cells to be quickly inhibited and therefore the population cannot expand. With increased intoxicated growth the population continues to expand even with fast inhibition rates giving more target cells. One simulation used for each parameter set.
Figure 26: **Simulations with similar division dynamics to microscopy single cell division data.** Number of cell divisions of target cells in contact with inhibitor cells from the start of the time-lapse (T0) for four hours (dark green bars) and target cells not in contact with inhibitor cells (from separate microcolonies in the same experiment - light green bars) with: A) T6SS in microscopy: ECL WT; B) T6SS-like simulation: \( \mu_{T6} = 0.0 \, \text{h}^{-1} \) (0%), \( \beta = 1.0 \) insertions h\(^{-1}\) cell\(^{-1}\); C) CDI in microscopy: ECL \( \Delta araBAD \Delta Vask1 \); D) CDI-like simulation: \( \mu_{T6} = 0.53 \, \text{h}^{-1} \) (50%), \( \beta = 0.01 \) insertions h\(^{-1}\) cell\(^{-1}\). Microscopy target strains: MG1655::attB-gfp. Simulation control parameters: \( \mu_{T6} = 1.06 \, \text{h}^{-1} \) (100%), \( \beta = 0.0 \) insertions h\(^{-1}\) cell\(^{-1}\). One biological replicate used per experimental competition and one simulation per competition type (CDI and T6SS).
In this section the aim was to parameterise and validate simulations based on microscopy single cell data. This was done using control cells to measure growth rate and cell length. Using these parameters two factors that contribute to overall inhibition potency: inhibition rate ($\beta$) and intoxicated growth ($\mu_{Ti}$) could be explored in simulations. Using a wide range of parameters, the threshold of minimum and maximum rates needed to affect the division distribution have been identified. Simulations have then been used to show that both inhibition rate ($\beta$) and intoxicated growth ($\mu_{Ti}$) together lead to high inhibition potency. Experimental CDI and T6SS division data can be matched to simulation parameters, showing that a certain combination of these parameters can lead to the given outputs, this does not exclude other possible solutions. The next step is to understand how inhibition potency affects spatial structure in microcolony growth.
5.2.2 Investigating microcolony spatial structure in simulations and microscopy

To look at spatial structure, two species competitions (inhibitor and target) were set up to look at how their interactions affect the formation of the resultant microcolonies. To do this cells were seeded (in simulation or microscopy) at higher density than for single cell analysis, so the two species could interact within a short time scale. A fractal dimension (Fd) method was developed to analyse the spatial structure by looking at the interaction border between the two cell types. For the Fd analysis the setup for colonies where the full field of view is covered with cells is needed (Fd method development discussed in Chapter 4).

For simulations to be set up in a equivalent manner to microscopy, the number of cells at time = 0 (T0) were counted and the distribution used to seed simulations. Figure 27a shows the distribution of cell counts from twelve microscopy images, from one biological replicate. A normal distribution was used as the best approximation giving a distribution in simulations seen in Figure 27b. Images of microscopy and simulations show some slight difference (Figure 27). In microscopy clumping of cells is seen with both ECL inhibitor cells and *E. coli* target cells. These clumped cells were counted as one cell, as it was not possible to distinguish all cells and some cells had divided once by the time the image was taken (this differed between the first images taken and the last in the same data set). This clumping was not included in simulations.

5.2.2.1 Spatial structure in simulations

The range of simulation parameters that was used to look at single cell interactions (Figure 25) was used to look at the range of spatial structures that can be created. Figure 28 shows the structures with high inhibition potency ($\beta = 10 \text{ h}^{-1} \text{ cell}^{-1}, \mu_{Ti} = 0\%$ (0 h$^{-1}$)) trending to low potency ($\beta = 0.001 \text{ h}^{-1} \text{ cell}^{-1}, \mu_{Ti} = 80\%$ (0.85 h$^{-1}$)). Looking at just single images there are no clear-cut differences between high and low potency. However, with high potency there is more inhibitor dominance and at low potency a higher proportion of target cells are seen. Looking at one image alone is not sufficient for interpretation, as there is heterogeneity such as the seeding cell number, that could also influence the structure within the same parameter set. Statistical analysis of these structures is needed to quantify differences.

The fractal dimension was used to measure the interaction surface between the two cell types (target and inhibitors). Discussion of the Fd method development can be found in Chapter 5. Fractal dimension analysis was run on ten repeat microcolony images from simulations (images as seen in Figure 28). The general trend is that low potency ($\beta = 0.001 \text{ h}^{-1}, \mu_{Ti} = 80\%$ (0.85 h$^{-1}$)) gives higher Fd and high potency ($\beta = 10 \text{ h}^{-1}, \mu_{Ti} = 0\%$ (0 h$^{-1}$)) gives lower Fd (Figure 29). With
Figure 27: **Parameterisation of cell seeding numbers for microcolony growth.** A) Count of cell numbers at T0. n= 12 images from one biological replicate. The mean of 46 and standard deviation of 12.9 were used in simulations for generating number of cells to be seeded. Four example images of microscopy seeding at T0. Scale bars correspond to 10 µm. B) Generation of numbers using np.random.normal(46, 12.9, 100) to show the distribution start numbers that were chosen within simulations. Four example images of simulation seeding at T0. Scale bars correspond to 10 µm.
Figure 28: Simulation images don’t show clear difference in spatial structure with differing inhibition potency. One example of 10 repeat simulations for each parameter set. Intoxicated growth is a percentage of base growth (1.06 hr$^{-1} = 100\%$) as calculated from control cells in microscopy (Figure 24a). Target cells = green, inhibitor cells = grey. Scale bars correspond to 10 μm.
Figure 29: **Spatial analysis with the fractal dimension (Fd) shows a decrease in border complexity with increased inhibition rate and decrease in intoxicated growth rate in simulations.** Fd is measured on ten images per simulation (Figure 28 shows one example image for each parameter set). Coloured by intoxicated growth.

A low inhibition rate the Fd does not differ when intoxicated growth is varied. From an inhibition rate of 0.01 h\(^{-1}\) cell\(^{-1}\) and higher there starts to be a decrease in Fd. From an inhibition rate of 1 h\(^{-1}\) cell\(^{-1}\) and higher, the Fd decreases with the intoxicated growth becoming a more influential factor. This suggests that a combination of the two parameters leads to a stronger structural effect. A reduction in Fd shows that there is a reduction in interaction surface between the two cell types. This measure defines both the fractality of the border and also the total abundance of borders in the image. In control images the two cell types grow into each other which creates convoluted borders due to the pushing of cells against one another as they grow. With high inhibition potency, target and inhibitor cells disperse less into the other cell type, due to the growth rate reduction of target cells at the border. This Fd analysis (Figure 29) has been able to show fine scale differences in structure which are not obvious from just visual inspection (Figure 28).
5.2.2.2 Spatial structure in microscopy

To compare to simulations T6SS, CDI and control inhibitor cells were competed against *E. coli* target cells in conditions equivalent to those in simulations. Confocal microscopy was used to image these microcolony images and then the Fd was measured.

For all competitions *E. coli* MG1655 attB::gfp is used as a target strain (as was done in single cell microscopy in Chapter 3). Inhibitor strains made by Beck et al. [82] were used as follows: T6SS+: ECL WT. WT can be used for T6SS inhibition as CDI is not functional in WT cells under laboratory conditions [82]; CDI+: ECL araC^{Eco}::cdiB ΔaraBAD Δvask1. The araC promoter from *E. coli* was placed upstream of the *E. cloacae cdi* locus to be able to induce the *cdi* genes with arabinose and the T6SS function was deleted via Δ*vask1*; T6SS-/CDI- control: ECL Δ*vask1*. Vask1 is an essential structural component of the T6SS and its deletion disrupts T6SS function [105].

Figure 30 shows an example of microscopy images compared to simulation images for T6SS, CDI and control inhibition. There are some features that can be compared with visual inspection: with T6SS more of the field is dominated by inhibitor cells, whereas with CDI and control the target cell population is more dominant, particularly in microscopy. Control and CDI inhibition show more intermixing of cell types than T6SS inhibition does. Comparison of the Fd shows CDI results are not significantly different between microscopy and simulation (Figure 30). The Fd for T6SS and control are significantly different between microscopy and simulation, however they still follow the same trend which can be seen in Figure 31.

For control inhibition the simulation Fd results are lower than microscopy, showing the complexity of the border or density of interaction surface is underrepresented in simulations. For T6SS inhibition the simulation Fd results are higher in simulations, showing an over representation of interaction border compared to microscopy. This could be due to more small patches being present in simulations. In simulation, inhibited small patches remained in the image even if they are not growing as the simulation runs in 2D. In contrast, in microscopy the colonies became 3D after extended growth meaning growing cells (inhibitor cells) were covered up by not growing cells (inhibited target cells). This can be seen in the comparison of microscopy and simulation images where there are very few small groups of target cells in the microscopy image, but there are small patches of target cells in the simulation (Figure 30).

As well as the difference in values, the simulations do not show such a wide range of Fd values, and therefore of structures as is seen in microscopy (Figure 30). Although there may be some aspect of inhibition not being fully represented in simulations, leading to differences in the Fd.
between microscopy and simulation images the data still follows the same trend of reduced Fd with increasing inhibition potency. Figure 31 shows that in both microscopy and simulations the Fd for T6SS inhibition is significantly lower than control, whereas the Fd with CDI inhibition is not.

### 5.2.2.3 Simulation spatial analysis with the pair correlation function

The Fd shows how the cell border interactions are changed with inhibition but it is still unclear to what extent the inhibition potency has an affect on the overall structure in terms of clustering of cell types. To look in more detail at differences in microcolony structure the pair correlation function (pcf) was used on simulation images to see if inhibition affects the cell types segregation. The pair correlation measures the distribution of cell to cell distances and produces a correlation for distance between cells of the same type and cells of the opposite type, to show the probability of finding like or not-like cells within a given radius.

In Figure 32 three examples of patterns have been used to show what correlations to expect using pcf analysis. Random distribution of points (Figure 32a) shows a similar correlation distribution for target:target, inhibitor:inhibitor and inhibitor:target pairs. When the two cell types are split into two patches covering half the field (Figure 32b), the correlation for the same cell type shows a high probability of being within a smaller radius which decreases as the radius increases. The target:inhibitor correlation shows the probability of finding the opposite cell type highest at a radius of \(\sim 75\) which is the middle of the field. A similar correlation distribution is seen with four patches as with two (Figure 32c compared to 32b) but an increased probability of cells being in a radius of 75 to 150 is seen with four patches of like:like correlations.

In simulations there is not a big difference between control, CDI-like and T6SS-like microcolonies with the pcf (Figure 33). This suggests that patch formation is not considerably changed by inhibition. This could mean that the inhibition is predominantly affecting the borders and not the whole population. This is very dependent on the simulation set up and how long the cells have to interact and expand. These experiments were run for four hours so it may not be long enough to have a significant effect on total population numbers. The density of seeding is also an important factor for this.

To investigate the effect of seeding density on spatial structure in simulations four different target:inhibitor ratios were tested: 10:10, 25:25, 50:50 and 100:100 cells per field. The parameters for control \((\mu_{T_1} = 1.06 \text{ h}^{-1} (50\%), \beta = 0.0 \text{ insertions h}^{-1} \text{ cell}^{-1})\), CDI-like \((\mu_{T_1} = 0.53 \text{ h}^{-1} (50\%), \beta = 0.01 \text{ insertions h}^{-1} \text{ cell}^{-1})\) and T6SS-like \((\mu_{T_1} = 0.0 \text{ h}^{-1} (0\%), \beta = 1.0 \text{ insertions h}^{-1} \text{ cell}^{-1})\) simulations were examined (Figure 34).
Figure 30: Images from microscopy compared to simulations both show lower Fd with increased inhibition potency. Microscopy is one example from 30 repeat images from three independent experiments. Simulations are one of 30 repeats. Graphs in the middle column show Fd dimension for the 30 repeat images from microscopy or simulation. Significance levels from one-way ANOVA: ***p < 0.001, **p < 0.01, ns < 1. Target = green, Inhibitor = grey in both simulations and microscopy. Scale bars correspond to 10 µm for both microscopy and simulation images.
Figure 31: **T6SS shows significantly different structure to control in microscopy and simulation using the Fd but CDI does not.** The same data is used as in Figure 30. Fd results are from 30 microscopy images from three independent experiments and 30 simulations. Significance levels from one-way ANOVA and post-hoc Tukey HSD: ***p < 0.001, ns < 1.
Figure 32: Example random cell distributions to show pair correlation function outputs. A) random distribution. B) 50/50 split of cell types into two large patches. C) Cells split into four patches. 500 cells per type for each example, $r = \text{radius in } \mu\text{m}$, $g(r)$ is pair correlation function. Shaded area is 95% confidence interval of $n=10$. Cells placed in a 135x135 $\mu\text{m}$ area.
Figure 33: Spatial analysis using the pair correlation function shows no difference in patch formation between control, CDI-like or T6SS-like simulations. A) Comparing target:target, inhibitor:inhibitor and inhibitor:target pcf correlations between simulations. B) Comparing control, CDI-like or T6SS-like simulations between cell type correlations. Shaded area shows 95% confidence interval of n=30.
These simulations show that the spatial structures are density dependent. This is in line with results from Bottery et al. [1], who also show density dependent structural change with CDI in microscopy and simulations. This is also shown in other contact and not contact dependent toxin systems [26, 76]. Here the pcf shows that differences between simulations only begin to be seen when 50+ cells of each type are seeded in the 135x135 µm area. (Figure 34a). For low numbers of cells seeded (10:10) clonal cell patches expand and only rarely interact with the other cell type, therefore the effect of the interaction is not influential enough to be detected (Figure 34b). With 25:25 cells per field interactions at the borders of cell types starts to occur but this still does not have an effect on the domain size (Figure 34a 25:25 seeding ratio). With seeding ratios of 50:50 and 100:100 target:inhibitor cell there starts to be some differentiation between pcf target:target correlation. This can predominantly be seen to affect the target:target cell correlations (Figure 34a), where in T6SS-like inhibition there is a higher probability of finding other target cells with a smaller radius than with control or CDI-like inhibition. This shows that target cells are more likely to be clustered. The inhibitor:inhibitor and inhibitor:target correlations are not changed with differing inhibition potency when seeding density increases. This suggests that potent inhibition imposes structure on target cell populations. This goes along with a decreased target cell fraction (Figure 34c). With control and CDI-like inhibition the target cell fraction stays around 50% even as the seeding density increases. With T6SS-like inhibition there is an effect on the fraction of target cells even at a lower seeding density. At a higher seeding density, inhibition of target cells happens fast enough to reduce the number of cells that can expand the population.
5.3 Discussion

The first part of this chapter includes work that aimed to parameterise an IBM of contact inhibition in the CellModeller software using single cell data (from Chapter 3). The approach chosen was to parameterise the model with control (no inhibition) growth rates and then use equivalent outputs from simulations to compare to single cell data for control, T6SS and CDI inhibition from microscopy. Using a stochastic algorithm (Gibson-Bruck) to control inhibition in the simulation allows the emergence of structure from the input of single cell detail. Inhibition rate is not accurately measured in single cell microscopy so simulations can help to understand this parameter.

The control simulations show a similar distribution to control microscopy division counts. However, the simulations show a slightly less heterogeneous distribution than microscopy (Figure 24a and 24b). This could be due to the averaging of the growth rate parameter. Overall growth of cells is defined by two factors: growth rate which controls cell length expansion over time, and the target volume of a cell which defines when a cell divides. The growth rate was parameterised as a single value taken from average division counts whereas the target volume value was randomly selected from a distribution. If the growth rate were also to be selected from a distribution this could add more stochasticity to the outcome. Another option to improve the parameterisation of growth rate would be by using cell length tracking. If a large number of cells can be measured and the growth rates determined by linear regression this could be a more accurate growth parameterisation. There is possibility for this with new software being developed, for example Balomenos et al. [113] claim that their software, which is currently not out, will be able to cope with segmentation of cells in overcrowded microcolonies.

By comparing simulation division data to microscopy, parameter distributions which fit T6SS and CDI division were identified. The T6SS parameters fit expectation, with the intoxicated

Figure 34 (preceding page): Simulations show seeding density dependent spatial phenotypes. Simulations of control ($\mu_{T1} = 1.06 \text{ h}^{-1}$ (100%), $\beta = 0.0$ insertions h$^{-1}$ cell$^{-1}$), CDI-like ($\mu_{T1} = 0.53 \text{ h}^{-1}$ (50%), $\beta = 0.01$ insertions h$^{-1}$ cell$^{-1}$) and T6SS-like parameters ($\mu_{T1} = 0.0 \text{ h}^{-1}$ (0%), $\beta = 1.0$ insertions h$^{-1}$ cell$^{-1}$) were run with differing seeding ratios: 10:10, 25:25, 50:50 and 100:100 target:inhibitor cells in 135x135 $\mu$m area (dimensions comparable to microscopy). A) Pair correlation analysis, n = 10. B) Images at T0 and T4 hours, one example of ten images per simulation. C) Fraction of target cell from T4 images, n = 10.
growth rate being 0 h⁻¹ and the inhibition rate being within one division (the division data cannot give higher resolution for speed of inhibition). The exploration of the speed of inhibition will be discussed in the next chapter (Chapter 6). The T6SS in ECL studied here differs in comparison to T6SS in other species visualised at the single cell level in that it does not cause lysis of target cells [88, 89]. The T6SS toxins present in ECL have been described by Donato et al. [84], showing there is Rhs1 (a nuclease), Rhs2 (a DNase), Tae4 (an amidase), Tle1 (a lipase) and a currently unknown toxin. The lipase and amidase are the candidates most likely to be able to cause cell lysis. They are enzymes that break down phospholipids in the cell membrane [125, 126] or break down the peptidoglycan cell wall [127], respectively. Ringel et al. [128] investigate which specific T6SS toxins in Acinetobacter baylyi cause lysis, showing Tae1 causes a strong lysis phenotype and Tle1 cause intermediate levels of lysis against E. coli target strain. In ECL the effect of individual effectors has not been investigated hence these effectors could be less influential in causing inhibition in ECL, as lysis is not seen. However, lysis will be discussed in more detail in Chapter 6.

Single cell data with CDI showed that the inhibition effect was heterogeneous (Chapter 3, Figure 6). Some cells followed a high inhibition rate response but some cells have a slower inhibition rate yet still stop growing completely (low intoxicated growth). The simulation parameter set that shows a distribution of divisions close to what is seen with CDI in microscopy is with an inhibition rate of 0.01 insertions h⁻¹ cell⁻¹ and an intoxicated growth at 50% of base growth (0.53 h⁻¹). This is consistent with the single cell data that shows target cells do not completely stop growing in some cases.

The second section aimed to look at how contact inhibition affects spatial structure using microscopy and simulations. To give credible comparisons of colony structure between microscopy and simulation, the number of cells seeded in the field of view were counted. The counts of cells seeded was close to a normal distribution so this was used. However, using a normal distribution to generate seeding numbers in simulations generates a greater number of higher and lower values that were not seen in microscopy. Another difference between microscopy and simulation seeding was that cells in microscopy were often clumped or cells had divided once before images were taken. This happened because the time taken to image all positions used in the experiment would take approximately 30 minutes in which time cells could have divided. For this reason, clumps of cells in microscopy were counted as one cell to normalise for the time difference of image acquisition. However, clumps of cells could also be due to cell aggregation, this was not taken into account in simulations. Cell clumping could have a considerable effect on structure as clonal growth would allow bigger patches to form. This could be incorporated into simulations
by seeding several cells at a given point or running the simulation for a few time steps before starting the four hour experiment. Autoaggregation is common in bacteria and is mediated by self-recognising surface structures [129]. In terms of contact mediated killing, aggregation could be a strategy for both cells harbouring the inhibition systems to form cluster, as it has been shown that CDI systems are involved in cell-cell aggregation [47], but there is also potential for it to be strategy for susceptible strains to use clumping as protection from contact inhibition.

Spatial analysis was carried out to compare microcolony structures. In previous analyses of bacterial microcolonies different methods have been used to look at spatial structure, ranging from simple methods such as looking at the fraction of cell types [76, 79, 121, 122] or looking at colony sectoring [1]. However, with different models being used it is often necessary to use analysis specific to that data. McNally et al. [78] modelled the T6SS in agent based models showing the occurrence of phase separation. They used assortment to analyse the spatial structures of colonies. Assortment is a measure used in evolutionary biology which assesses the frequency of a competitor strain at increasing distance from a focal strain compared to random assortment. This analysis was considered as similar images were being assessed. Assortment analysis (carried out using scripts from McNally et al. [78]) did not show a great deal of information in regards to small changes in structure. The reason this analysis is more applicable for the simulations from McNally et al. [78] is that they worked in a no net growth matrix, where each position was a cell and cells could divide or attack but they did not have any packing arrangements mediated by cell pushing, this means that they were more interested in patch size and not small scale structures.

The Fd and the pcf were chosen for this data as the Fd has been used on CellModeller data [93] and pcf has also been used as a method to assess cell aggregation [97]. Nadell et al. [130] use a segregation index to look at the structures created in agent based simulations when looking to species interactions via a cooperative trait. This method is very similar to the pcf where they are looking at which cell phenotypes are within a given radius of a focal cell.

When comparing the Fd in microscopy and simulations there is a wider range of structures in microscopy compared to simulations (even though the seeding variation is wider in simulations), this is quite prominent for T6SS data. One reason for this could be that small clusters of cells are grown over in microscopy so some images could end up with very few patches of target cells giving lower Fd values. In simulation as they are only run in 2D these small patches are still present and increase the Fd values. Overall the trends with the Fd are similar between microscopy and simulations.

The aim with pcf analysis was to see if the effect of inhibition could be seen on the greater population than just at the boundaries of cell types. There was not a clear difference seen between
control, CDI and T6SS, showing that at this scale of colony growth there is not a considerable effect on the total population growth. This is likely due to the duration of the simulations and seeding conditions where the cell-cell interactions do not happen fast enough to have a large effect on clustering. This is backed up by the experiments where increasing seeding density leads to a change in T6SS (high inhibition potency) structure compared to control. This means with high density the cell-cell interactions occur fast enough to reduce clonal expansion and reduce patch size of target cell populations. This is in line with the hypothesis from Borenstein et al. [76] that with large enough populations target cells can survive T6SS assault, and Bottery et al. [1] who show density dependence affects spatial patterns. My data adds to the growing body of knowledge that suggests spatial segregation is needed for coexistence. Further suggesting inhibition systems like T6SS are methods to maintain segregation and not just extinction of competitors.

Due to the subtle inhibition seen at single cell level with CDI it is hard to see a clear spatial effect. In this setup of spatial analysis, measurable effect of low potency inhibition have on spatial structure have not been shown. However, when looking over a large range in inhibition potency with simulations, a continuous change in fine scale structure from the Fd measurement can be seen. To see a structural effect with low inhibition potency (such as CDI), longer times for growth expansion may be needed, as seen by Bottery et al. [1]. Range expansion competition allow the competition in the centre to show a larger effect at the edge of expanding colonies due to genetic drift [131].

In this section modelling has been used to investigate how inhibition affects spatial structure in 2D colony growth. It can be seen that there is a continuous change in structure with increasing inhibition. With high potency inhibition the interaction border between cell types is reduced which reduces intermixing of the strains. This segregation at the fine scale has implications in survival and stability in polymicrobial communities.
6 Using T6SS effector mutants to explore the effects of intermediate inhibition potency of bacterial contact inhibition on microcolony spatial structure

6.1 Introduction

The type VI secretion system displays a strong inhibitory phenotype by inserting multiple effectors simultaneously into the target cell [132]. The presence of multiple effectors gives the potential for manipulating the potency of inhibition by deleting one or more of the T6SS effectors (Figure 35). If effector mutants display reduced inhibition in single cell growth, the microcolony structure can be compared to the reduced inhibition levels explored in simulations (Chapter 5). In simulations the inhibition levels were varied by systematically changing both the inhibition rate ($\beta$) and the intoxicated target growth rate ($\mu_T$) (see Figure 23 in Chapter 5). This continuous change in inhibition potency cannot be easily recreated experimentally. Simulations can therefore be powerful to explore the parameter space and trends in structural changes seen with changes in inhibition. The aim in this chapter was to use T6SS effector mutants as an experimental data point that shows intermediate inhibition that will fit somewhere within the range of simulated parameters to potentially validate the trends predicted in simulations.

Donato et al. [84] identified five T6SS effectors in ECL (four of the toxins are of known function). Single effector deletions show a minimal reduction in inhibition in population competitions on plates [84]. There is at most a 10-fold reduction in competitive index for a single effector deletion compared to WT (\Delta rhs1 (Figure 36b)). Deletion of Rhs1 and Rhs2 show the biggest reduction, however deletion of both Rhs effector proteins stops T6SS assembly and firing [84]. This may be due to the N-terminal PAAR domain in Rhs toxins which functions as the tip of the T6SS [133]. Figure 36 shows a range of Rhs1 and Rhs2 deletion mutants where one toxin is deleted and the other is truncated. For the truncated protein, the C-terminal with the toxin activity is removed, but the N-terminal which has a role in T6SS function is still present. Figure 36a shows the level of T6SS firing by western blot quantification of the Hcp protein, which is the inner tube of the T6SS machinery. The Hcp protein is released into the supernatant upon T6SS firing [134]. Mutants with the biggest reduction in competitive index compared to WT have lower levels of Hcp secretion, for example the strain \Delta rhs1 rhs2 1161::stop (Figure 36).

With the aim of using ECL T6SS effector mutant strains to assess reduced inhibition levels compared to WT (T6SS+), strains of interest were first assessed in population competitions
Figure 35: **Schematic of strategy to reduce inhibition potency using T6SS effector mutants.** Reducing the number of T6SS effectors could decrease the inhibitory effect on target cells. This could give a strain with reduced inhibition potency but whether it alters the single cell dynamics of inhibition, as represented by intoxicated growth or inhibition rate in the model, will need to be explored. Green cells = target, grey cells = inhibitor, blue cells = inhibited target cells.
Figure 36: **ECL T6SS effector mutants show a reduction in competitive index compared to ECL WT.** A) Western blot with antibodies to Hcp protein shows levels of Hcp in the supernatant. If Hcp is not present in the supernatant this shows there is no T6SS firing in this strain. Deletion of both Rhs1 and Rhs2 stops T6SS firing but removal of only the C-terminal toxin of either Rhs1 or Rhs2 and leaving the N-terminal of one of these effectors preserves T6SS function. B) Competitive index shows relative growth of target and inhibitor cells, with a higher CI showing stronger inhibition of the target strain. There is reduction in inhibition of effector mutants compared to WT. Four hour competitions carried out on agar plates. n = 3. Error bars show SEM. Data presented in this figure from Donato et al. [84].
using the *E. coli* MG1655 targets previously used in this work. The growth of the target cells was then measured in single cell competition to show the effector deletion strain has a reduced inhibitory effect compared to WT. Subsequently the effector deletion strain showing intermediate inhibition was used in microcolony competitions to look at spatial structure in comparison to simulated microcolonies.

6.2 Results

In this chapter the methods developed in Chapters 3, 4 and 5 were used as a complete workflow to analyse a new strain at single cell and microcolony level and compare these results with simulations.

6.2.1 Population competitions to identify T6SS effector deletion strain with intermediate inhibition phenotype

Population level competitions were used to validate inhibition levels of inhibitor strains in order to decide which strain to use for further analysis. To be consistent with the previous work in this study, *E. coli* MG1655 was used as the target strain for population competitions on agar plates. Population competitions were carried out to see if the results were consistent with previous work where a different target strain, *E. coli* X90, was used [84]. Three ECL T6SS effector deletion strains which had the biggest reduction in competitive index (CI) compared to WT were tested: \(\Delta\text{rhs2 rhs1 1323::stop}\), \(\Delta\text{rhs2 rhs1 1330::stop}\), \(\Delta\text{rhs1 rhs2 1161::stop}\).

In competition with MG1655, the inhibitor strain with the biggest reduction in competitive index was \(\Delta\text{rhs2 rhs1 1323::stop}\) (Figure 37a). This strain shows a 10-fold reduction in CI compared to WT. The same strain (\(\Delta\text{rhs2 rhs1 1323::stop}\)) shows a 100-fold reduction in CI with X90 [84] (Figure 36). The difference in the CI between my experiments and that of Donato et al. [84] could be due to the different target strain used. To see if this is the case, the competition was repeated with \(\Delta\text{rhs2 rhs1 1323::stop}\) against X90 as a target. In this competition with X90 there was a less than 10-fold reduction in CI compared to WT (Figure 37b), which is less than when competed against the MG1655 target (Figure 37a). Although there was a more than 10-fold difference in competitive index with the T6SS effector mutants between my experiments and that of Donato et al. [84], the CI values with WT inhibitor were still comparable in all competitions independent of target strain or who performed the experiment.

It is not clear what the reason is for the competitive index results between my experiments and the results from Donato et al. [84] being different. The same protocol was used, where
competitions take place on agar plates for four hours, but the consistency between the exact reagents used and exact growth and plating methods could be different and these factors cannot be verified as experiments were carried out in different labs at different times. However, the WT strain gave a reproducible CI in all experiments (Figure 36b and 37), this suggests that the Δrhs2 rhs1 1323::stop strain was responsible for the difference in CI results. A speculative hypothesis could be that as there is a reduction in T6SS firing in Δrhs2 rhs1 1323::stop compared to WT, as shown by Hcp secretion in the supernatant (Figure 36a), this could cause more variable inhibition dependent subtle differences in growth conditions in different experiments. Although the differences in CI results between experiments are not fully understood, Δrhs2 rhs1 1323::stop was used for further experiments. This strain was chosen as it has the greatest reduction in CI compared to WT with MG1655, which is the target strain that was used for further experiments. Δrhs2 rhs1 1323::stop was used to see if differences in inhibition levels can be picked up in single cell microscopy and in microcolony growth compared to WT. Δrhs2 rhs1 1323::stop will subsequently be abbreviated to Δrhs2 rhs1^{tr}. 
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**Figure 37**: Rhs effector mutants show reduced CI compared to ECL WT with *E. coli* MG1655 as a target. A) Using *E. coli* MG1655 as in previous competitions, three strains with the biggest reduction in CI [84] (Figure 36) were tested. WT CI is comparable to results from Donato et al. [84]. ∆rhs2 rhs1 1323::stop, ∆rhs2 rhs1 1330::stop and ∆rhs1 rhs2 1661::stop have a reduction in CI compared to WT but the reduction is not as strong as seen by Donato et al. [84] (Figure 36). n = 4-6. B) ∆rhs2 rhs1 1323::stop was competed against *E. coli* X90 (strain used by Donato et al. [84]). These competitions did not show the same reduction in CI as seen by Donato et al. [84]. n = 3. Error bars show SEM.

### 6.2.2 Using single cell microscopy to measure differences in inhibition rate

Imaging the cells at high magnification throughout a time-lapse allows single cells to be tracked as they come into contact, allowing growth rate of target cells upon contact with inhibitor cells to be measured. In previous analysis (Chapter 3) the inhibition was looked at by tracking the number of divisions of target cells after contact with inhibitor cells in a given time frame using only contacts that were made before the start of acquisition. This showed a clear reduction in the number of divisions of target cells after contact with T6SS inhibitor cells. More information on the rate of inhibition can be gained by defining when cells stop growing, allowing a time to
be measured from contact to growth arrest. Using a DNA stain, SYTOX Blue, cell membrane permeabilisation can be visualised [128]. The uptake of SYTOX Blue can be used to show when cells stop growing which can indicate cell growth arrest. However, this is not to rule out that growth arrest could occur without SYTOX Blue uptake, depending on the type of toxins present. Using time-lapse microscopy and SYTOX Blue staining, the T6SS activity of Δrhs2 rhs1<sup>tr</sup> (T6SS effector mutant) and WT (T6SS+) inhibitor strains was compared.

Two measurements were taken to show the effect of the toxins on target cells: 1) The number of cell divisions of the target cell after contact with the inhibitor before SYTOX Blue uptake (Figure 38a): 2) The killing time (KT), defined as the time from target cell contact with inhibitor to SYTOX Blue uptake by the target cell (Figure 38b). SYTOX Blue was used as this nucleic acid stain has been previously used in similar T6SS killing experiments with no adverse effects on cell growth reported [128].

In single cell microscopy experiments, some target and inhibitor contacts were made before the start of the time-lapse. This means the contact was made in the 30 minutes between inoculating the agarose pad with the competition mixture and the start of imaging. Due to this, the KT of these contacts cannot be used, but the divisions can be counted if it is clear that the cell in contact has not divided. It cannot be proven that the target and inhibitor cells did not make contact in the solution before plating on the agarose pad, however all cells are subject to that possibility.

With WT the majority of target cells did not divide after contact with inhibitor cells, with only 22.6% of target cells dividing once or more after contact (Figure 38a). Cells that did divide did so soon after contact, as seen in Figure 39. In comparison, 72.4% of target cells in contact with Δrhs2 rhs1<sup>tr</sup> inhibitor cells divided and underwent up to six cell divisions between contact and SYTOX Blue uptake (Figure 38a). Figure 40 shows target cells that continue to divide even after early contact with inhibitor cells. More target cells continue to divide once in contact with Δrhs2 rhs1<sup>tr</sup> inhibitors cells than once in contact with WT inhibitor cells, which suggests that the toxin activity is slower to take effect or that the cell’s growth once intoxicated is higher in Δrhs2 rhs1<sup>tr</sup> compared to WT. The KT can give information on how fast it takes for the toxins to take effect.

There is a significant difference between the target cell KT with WT compared to Δrhs2 rhs1<sup>tr</sup> inhibitor cells (Figure 38b). The KT for WT is faster with an average of 37 minutes compared to an average of 76 minutes with Δrhs2 rhs1<sup>tr</sup>. The range of KTs is larger for Δrhs2 rhs1<sup>tr</sup> than for WT.

To investigate the reason for the higher variability in KT with Δrhs2 rhs1<sup>tr</sup>, the data points
were split by when in the time-lapse the contact was made. The time that contact was made was split into three phases: early (contact made in 0-90 minutes), mid (96-180 minutes) and late (186-270 minutes). The group of target cells that have a slower killing time, with $\Delta$rhs2 rhs1$^{tr}$ inhibitor, made contact in the early phase of the time-lapse (Figure 38b). Late phase contacts with $\Delta$rhs2 rhs1$^{tr}$ inhibitors kill target cells faster with the maximum KT for later contacts being 78 minutes (just above the average KT). WT does not show a difference in KT dependent on time of contact. This faster KT later in the time-lapse could be due to environmental stresses on the target cell, such as reduction in nutrients and $O_2$.

To see if environmental factors are a reason for faster KT, the times of cell deaths for target cells not in contact with inhibitor cells and inhibitor cells were plotted (Figure 41). From 60 minutes, some cells start to take up SYTOX Blue or lyse, with an increase in cell death without contact from 180 minutes (late phase). This increase in cell death later in the time-lapse suggests that the cells are subject to more environmental stress which may affect their sensitivity to toxin affects. Interestingly most cells that lysed without contact were inhibitor cells not target cells. A possible reason for this is that MG1655 is better adapted to laboratory growth conditions that ECL, which is in line with limited growth of ECL under the microscope in preliminary experiments (data not shown). These results do not mean this conclusion is invalid, but this data does not fully answer the question as to why $\Delta$rhs2 rhs1$^{tr}$ inhibition is more affected by the time the contact is made than WT inhibition is.

Increased number of divisions after contact with inhibitor cells and increased KT suggest that $\Delta$rhs2 rhs1$^{tr}$ has a reduced inhibition potency compared to ECL WT. Previous data shows that reduction in inhibition levels could be due to both reduction of T6SS firing and fewer effectors present [84]. $\Delta$rhs2 rhs1$^{tr}$ shows reduced Hcp levels in the supernatant compared to WT which suggests reduced T6SS assembly and firing (Figure 36a). Deletion of Rhs1 and Rhs2 leaves the action of two known toxins, Tae4, an amidase, and Tle1, a lipase and a toxin of unknown activity. Together these factors reduce the system potency in $\Delta$rhs2 rhs1$^{tr}$ but is this through reduced inhibition rate or reduced toxicity (intoxicated growth)?

It can be hypothesised, due to $\Delta$rhs2 rhs1$^{tr}$ take up of SYTOX Blue, that the toxicity of the system once the toxin activity takes affect is the same as T6SS. This is suggesting that it is reduced inhibition rate that reduces inhibition potency. This hypothesis can be confirmed through cell length tracking. Cell length tracking shows $\Delta$rhs2 rhs1$^{tr}$ cells continue to grow exponentially then stop division and length expansion abruptly (Figure 42c and 42d). This is in comparison to T6SS where all target cells in contact with inhibitor cells do not continue to lengthen or divide (except very shortly after contact) and take up SYTOX Blue (Figure 42a and
Interestingly this analysis showed that some target cells in contact with Δrhs2 rhs1tr do not elongate or divide but also do not take up SYTOX Blue (Figure 42d).

The effector mutant Δrhs2 rhs1tr shows reduced inhibition activity in population competitions and in single cell experiments compared to WT. This strain can therefore be used as an experimental example of intermediate inhibition potency. This can be used to validate model results of the effect of inhibition potency on microcolony spatial structure.
Figure 38: **Single cell microscopy shows the difference in inhibition between T6SS+ and T6SS effector mutant.** A) Number of target cell divisions from contact with an inhibitor cell to SYTOX Blue uptake. B) Killing time is the time from target cell contact with an inhibitor to target cell uptake of SYTOX Blue. The points are split by the phase of the time-lapse the contact is made: early = 1-90 minutes, mid = 96-180 minutes, late = 186-270 minutes. *** = p < 0.001 with one-way ANOVA. Data presented here for T6SS (WT) is the same data used in Chapter 5, Figure 26 but analysed taking into account SYTOX Blue uptake. Method outlined in Chapter 2.
Figure 39: **Target contact with WT inhibitor that undergoes one division before inhibition with a killing time of 18 minutes.** Divisions are counted from when the target cell comes into contact with an inhibitor cell (top panel) to when the target cell takes up SYTOX Blue (lower panel). This cell that has taken up SYTOX Blue has gone through one division (middle panel). The time of contact (84 minutes) to the time of uptake of SYTOX Blue (102 minutes) gives a killing time of 18 minutes. As the contact is made at 84 minutes into the time-lapse this is in the early phase of the time-lapse. This is one example of 482 target cell contacts with WT inhibitor cells that take up SYTOX Blue. Scale bars correspond to 1 µm.
Figure 40: Target contact with Δrhs2 rhs1<sup>tr</sup> inhibitor that undergoes three cell divisions before SYTOX Blue uptake with a killing time of 162 minutes. Divisions are counted from when the target cell comes into contact with an inhibitor cell (top panel) to when the target cell takes up SYTOX Blue (lower panel). This cell that has taken up SYTOX Blue has gone through three divisions (middle three panels). As the contact between target and inhibitor cell was made before the start of imaging, the killing time cannot be counted in the results but the number of divisions can. This is one example of 521 target cell contacts with Δrhs2 rhs1<sup>tr</sup> inhibitor cells that take up SYTOX Blue. Scale bars correspond to 1 µm.
Figure 41: **Cells take up SYTOX Blue or lyse without inhibition from 90 minutes into the time-lapse.** Target and inhibitor cell microcolonies without contact with the other cell type were tracked over time and the frame in which SYTOX Blue stained the cells or the DNA released from lysing cells was stained, was counted. The results for target and inhibitor cells are combined in this graph. Shaded area shows the phases in which the cell takes up SYTOX Blue (early = 1-90 minutes, mid = 96-180 minutes, late = 186-270 minutes), with the majority are in the late phase (after 180 minutes).

### 6.2.3 Exploring inhibition potency in the individual based model

There are two parameters that were used to control inhibition in the model: the inhibition rate and the intoxicated growth rate of target cells. In single cell microscopy results just discussed, the reduced inhibition phenotype of Δrhs2 rhs1\textsuperscript{tr} shows a reduction in the speed of inhibition. This encompasses the rate of toxin insertion and toxin activity (Figure 38). The inhibited cells also stop growing, shown by cells that take up SYTOX Blue no longer dividing or elongating. This suggests that the Δrhs2 rhs1\textsuperscript{tr} has a reduced inhibition rate compared to WT, but like WT does not grow once intoxicated. This was also seen in cell length tracking analysis (Figure 42). These measurements cannot definitively conclude when the target cell becomes intoxicated and
Figure 42: Cell Length tracking shows high inhibition rate in both T6SS and Δrhs2 rhs1tr. Target cells in contact with inhibitor cells at the start of the time-lapse were tracked for four hours. Only target cells that maintained contact with inhibitor cells were included. A) T6SS (ECL WT) inhibition, graph coloured by number of divisions. B) The same data as A but coloured by when SYTOX Blue was taken up. C) Δrhs2 rhs1tr inhibition, coloured by number of divisions. D) The same data as C but coloured by when SYTOX Blue was taken up. Three target-inhibitor interactions were tracked for each condition.
what the growth rate after intoxication is, but these predictions can be tested using simulation.

Varying both inhibition rate and intoxicated growth rate of target cells can be used to investigate
the dynamics of inhibition and how it lines up with single cell data.

The inhibition rate refers to the average number of toxin insertions per hour per cell (h\(^{-1}\)
cell\(^{-1}\)). This is a propensity which is controlled in the model by the Gibson-Bruck algorithm
[101]. Based on the results from simulations in Chapter 5, inhibition rates between 0.1 and 1
were used. The intoxicated growth rate refers to the rate of target cell growth after contact and
inhibition, by inhibitor cells. The range of values used was 0% growth (0 h\(^{-1}\)) to 25% growth
(0.27 h\(^{-1}\)) compared to base growth (1.06 h\(^{-1}\)). To compare outputs from the model to single cell
data, the number of divisions of target cells in contact with inhibitor cells was counted, as well
as the time from target cell contact with inhibitor cell to inhibition (killing time).

The full range of simulations (Figure 43) shows the effect of increasing inhibition rate and
reducing intoxicated growth rate. With increased inhibition rate the distribution of divisions
goes from spread out to clustered. With total inhibition of growth (intoxicated growth = 0%) the
number of divisions of target cells is clustered around zero. With low inhibition rate some
cells are inhibited fast and some are inhibited slower giving a spread of divisions, whereas with
high inhibition all cells are inhibited quickly before they can divide. As cells are inhibited before
they can divide and do not divide once inhibited, this also leads to fewer cells being counted
with high inhibition rate and low intoxicated growth.

With WT (T6SS+) the majority of cells do not divide once in contact, with a few cells
dividing more than zero times. An inhibition rate of 0.5 h\(^{-1}\) cell\(^{-1}\) and intoxicated growth of 0%
gives a distribution of cell divisions very close to that seen in the single cell data for WT (Figure
44 right panels). This backs up the data from Chapter 5, Figure 26, showing that with the T6SS
the inhibition rate is fast and cells no longer grow once intoxicated.

Looking down the intoxicated growth axis, the distribution of divisions follows the same trend
for each inhibition rate (spread for low inhibition rate and clustered for high inhibition rate) but
the number of divisions shifts to higher numbers as the intoxicated growth increases. This is
because cells that are still growing to some extent after inhibition will continue to divide, albeit
at a slower rate.

\(\Delta\text{rhs2 rhs1}\) shows a distribution of divisions clustered around one with a tail off up to six
divisions. This fits well to simulations with inhibition rate = 0.2 h\(^{-1}\) cell\(^{-1}\) and intoxicated growth = 10% of base growth (0.11 h\(^{-1}\)) (Figure 44 left panels).

The killing time can also be compared between microscopy and simulations. However, killing
time is only relevant with inhibition rate perturbations, not with intoxicated growth rate changes.
Figure 43: Simulations show how the number of cell divisions of target cells change with small incremental inhibition rate and intoxicated growth rate perturbations. The number of cell divisions of target cells that have stayed in contact with inhibitor cells and taken up SYTOX Blue. Contact was made at any point in the 240 minute time frame. This is the same protocol used in microscopy to measure divisions. Divisions are plotted as a percentage of the total cells counted in that simulation. Inhibition rate is varied from 0.1 to 1 insertions h\(^{-1}\) cell\(^{-1}\). Intoxicated growth is given as a percentage of base growth (measured from not in contact target and inhibitor cells and calculated in Chapter 3, Figure 24 as 1.06 h\(^{-1}\)) so 0% is a growth rate of 0 h\(^{-1}\) etc.
Figure 44: Simulations show similar division dynamics to microscopy results for WT and $\Delta$rhs2 rhs1$^{tr}$. Top panel shows microscopy results for $\Delta$rhs2 rhs1$^{tr}$ and WT (T6SS). Microscopy data presented here for T6SS (WT) is the same data used in Chapter 5, Figure 26 but analysed taking into account SYTOX Blue uptake. Method outlined in Chapter 2. Bottom panel shows simulations that are T6SS-like and $\Delta$rhs2 rhs1$^{tr}$-like. $\mu TI = \text{intoxicated growth as } \% \text{ of base growth (1.06 h}^{-1}). \ \beta = \text{inhibition rate h}^{-1} \text{ cell}^{-1}.$
This is because the killing time measures the time from target cell contact with an inhibitor to SYTOX Blue uptake and was the same independent of what the growth rate of the intoxicated cell is (simulation data not shown). Therefore, only the killing time results from simulations with an intoxicated growth of 0% are presented here (Figure 45).

There is a large change in KT distribution between inhibition parameters of 0.1 and 1.0 toxin insertions h\(^{-1}\) cell\(^{-1}\) (Figure 45). With an inhibition rate of 0.4 h\(^{-1}\) cell\(^{-1}\) and higher, the average KT is less than 10 minutes. This is relatively fast, especially compared to microscopy results where it is faster than WT average killing times (Figure 38b). This seems to be a saturation point where faster inhibition gives similar average killing times. The average KT for an inhibition rate of 0.1 h\(^{-1}\) cell\(^{-1}\) is 138 minutes but the distribution is very wide. This is also seen in microscopy data for Δrhs2 rhs1\(^{tr}\) (Figure 38b). The killing time for Δrhs2 rhs1\(^{tr}\) best fits again to a inhibition rate of 0.2 h\(^{-1}\) cell\(^{-1}\), whereas the killing time for WT is not as fast as 0.4 h\(^{-1}\) cell\(^{-1}\) and above.

To summarise the results from simulations, simulation data points that fit well to single cell microscopy data for Δrhs2 rhs1\(^{tr}\) and WT can be found. The microscopy single cell data is compared to equivalent outputs from simulations run with a range of parameters. Based on cell division counts, the simulations that fit WT data best are an inhibition rate of 0.5 h\(^{-1}\) cell\(^{-1}\) and intoxicated growth of 0%. This is in line with the observation that target cells no longer grow after contact with WT inhibitor cells. The KT data from simulations does not fit so well to WT single cell data with the simulations showing faster KT. For Δrhs2 rhs1\(^{tr}\) the simulations that fit the single cell data best are inhibition rate of 0.2 and intoxicated growth of 10%. This is in line with predictions from single cell data that the inhibition rate for Δrhs2 rhs1\(^{tr}\) is slower that for WT. However, it was not expected that the intoxicated growth for Δrhs2 rhs1\(^{tr}\) would be higher than for WT. These parameters were used in microcolony simulations and compared to microscopy microcolonies using the fractal dimension.

6.2.4 Visualisation and quantification of microcolony spatial structure in microscopy and simulations

Single cell analysis has shown that simulations can imitate the inhibition dynamics of microscopy results for T6SS and the effector mutant strain Δrhs2 rhs1\(^{tr}\). In this section the hypothesis that proposes, simulation microcolony structures can be statistically comparable to the microcolonies seen under the microscope with intermediate inhibition, was tested. This hypothesis was tested using the same parameters explored in single cell simulations. If microscopy and simulations give consistent results, this can validate the trends seen in simulations.

There is a significant difference in inhibition seen at a single cell level between ECL WT
Figure 45: Simulations show a large reduction in killing time within a small range of inhibition rates. Points represent the KT of target cells, which is calculated from when they come into contact with an inhibitor cell to when they become inhibited. Simulations were ran for 240 timesteps, which is equivalent to four hour experiments. Intoxicated growth rate = 0%. Error bars show SEM.
and ECL $\Delta r$hs2 rhs1$^{1T}$. To see the effect of the reduced inhibition of $\Delta r$hs2 rhs1$^{1T}$ on spatial structure, microcolony images were analysed. Competitions were imaged after four hours growth on agarose pads, when the field of view has become confluent with cells (135 $\mu m^2$ area). Figure 46 shows three examples of WT (T6SS+), $\Delta r$hs2 rhs1$^{1T}$ (T6SS effector mutant) and $\Delta v$ask1 (T6SS-) colonies, each tracked over time. Differences in control and T6SS strains can be seen. In control images there are large areas of target cell growth, and target and inhibitor patches are well dispersed. With T6SS, target cells are clustered and inhibitor cells dominate the field. With $\Delta r$hs2 rhs1$^{1T}$ some target cell clustering is seen but not as drastically as with T6SS. Figure 47 shows simulation images at $T = 4$ hours. There is no clear visual differences in simulation images between control and T6SS-like/$\Delta r$hs2 rhs1$^{1T}$-like microcolonies. Statistical analysis of the spatial patterns created can be used to measure subtle structural differences in microcolonies.

The fractal dimension (Fd) is calculated to measure the structural changes in microcolony images (Figure 48). The simulation Fd follows the same trend as the microscopy results: as inhibition potency increases the Fd decreases. With both control and $\Delta r$hs2 rhs1$^{1T}$ the Fd is not significantly different between simulation and microscopy. However, the main difference is in T6SS-like simulations compared to T6SS microscopy microcolonies. The Fd values are higher for simulation images than microscopy images. This could be due to small clumps of inhibited target cells being lost to 3D growth in microscopy but still being present in simulations as the growth is in 2D (as discussed in Chapter 5). In microscopy four hours of growth is needed to get large areas of confluent cells, but some cell patches grow into 3D when there is a high density of cells in one area. For simulations the results are less spread out both across strains and within strains compared to microscopy. Microscopy images show a larger within group variation of Fd.

Varied structures within groups may be due to inoculum density differences. Previously density dependence in simulations has been shown (Chapter 5). The number of cells seeded at the start of imaging was counted from microscopy and used to parameterise the simulation. Figure 49 shows the start seeding of four repeats for both microscopy and simulations. The main difference is clumping of cell types in microscopy but not in simulations. When counting the number of cells, clusters were counted as one. This could be a difference that affects Fd variation. Clusters were counted as one so as to not overestimate the number of cells in microscopy. This could lead to larger patches being formed faster which could alter the overall structure, specifically reducing the Fd by creating larger patches which therefore can give reduced interaction surface between cell types.

In summary, in this chapter the T6SS effector mutant $\Delta r$hs2 rhs1$^{1T}$ has been shown to experimentally exhibit intermediate inhibition. Inhibition with $\Delta r$hs2 rhs1$^{1T}$ inhibitor cells shows
lower Fd values than with control inhibitor cells which indicates it is reducing the interaction border between cell types. This finding validates the simulations results that show reduced Fd with increased inhibition (Chapter 5, Figure 29).

Figure 46 (preceding page): **Confocal images show varied colony structure.** Three example of colonies for ∆T6SS control, WT (T6SS) and ∆rhs2 rhs1t from three independent experiments. Snapshots were taken every hour for four hours (T0-T4 = 0 hours to 4 hours) to show the start seeding density for each end point. Target cells (green) = MG1655-gfp, inhibitor strains are untagged ECL (grey). Scale bars correspond to 10 µm.
Figure 47: Simulation colony structure between strains is not clear through visual observation only. Four repeat simulations at time (T) = 4 hours for T6SS-like, Δrhs2 rhs1
-like and control. Target cells = green, inhibitor cells = grey. Scale bars correspond to 10 µm.
Figure 48: Fd for simulation and microscopy microcolonies shows decrease as inhibition increases. A) Fd for microscopy microcolonies. n = 30-40 images. Fd drops with WT compared to control. ∆rhs2 rhs1$^{tr}$ is significantly different from WT. B) Simulation shows reduction in Fd with increase in inhibition. Statistical analysis with one-way ANOVA and post-hoc Tukey’s test. All pairwise tests not marked show ***p < 0.001 significance, ns = not significant. Data presented here for T6SS (WT) and control is the same data used in Chapter 5, Figure 30 and Figure 31.
T6SS

$\Delta$

rhs2

rhs1tr

Control

$T = 0$

$\Delta$rhs2 rhs1tr

T6SS

$T = 0$

113
6.3 Discussion

The aim of this chapter was to validate findings on single cell dynamics and microcolony structure from simulations (Chapter 5) by identifying a T6SS effector deletion strain that shows intermediate inhibition potency. A strain was identified that shows lower inhibition than ECL WT in single cell analysis. The Fd was then used to compare experimental and simulated microcolony structure. Measuring the structural effects of inhibition at the border between cell types using the Fd shows no significant difference in microcolony structure between the microscopy and simulation data. These finding that show the structural findings in microscopy can be captured in simulations show the effectiveness of an experimental and simulation iterative approach. Using parameters from microscopy has allowed simulations to give greater information on details of inhibition that cannot be fully defined from experimental work.

To discuss how simulation results were successfully validated by an intermediate inhibition strain simulation results from Chapter 5 will be summarised. In simulations, inhibition potency (defined by two parameters, inhibition rate and intoxicated growth rate) was varied so that trends in inhibition and the effect on spatial structure could be identified. It was seen that decreasing inhibition potency decreased the Fd of the resulting microcolony growth when target and inhibitor cells were grown together. This reduced Fd shows that the interaction border of the target and inhibitor cells was decreased and this amounts to target cell clustering. To justify these trends from simulations, experimental data points that fit the extremes (high potency inhibition/no inhibition control) and an intermediate inhibition potency strain were used.

ECL WT was used as an example of high potency. Results in Chapter 3 showed inhibition with T6SS led to the majority of cells not dividing after contact, suggesting that the inhibition was both fast (high inhibition rate) and highly toxic (low intoxicated growth rate). This result was repeated with simulations in this chapter but using inhibition parameters with smaller increments being tested. This shows similar single cell dynamics to simulations with 0% intoxicated growth and an inhibition rate of 0.5 h\(^{-1}\) cell\(^{-1}\). Previously, it has been shown that T6SS causes potent...
killing of target cells [88, 89, 128]. In these studies lysis has been used for quantification but other facets such as speed of killing have not been quantified. Ringel et al. [128] showed in Acinetobacter baylyi the speed of toxin action of certain effectors have a slower effect than others ranging from less than ten minutes to more than forty minutes. This suggests that deletion of certain effectors can reduce the overall inhibition rate more than others. The functions of deleted toxins in T6SS effector mutants used as intermediate inhibition strains should therefore be kept in mind, this is discussed below.

A T6SS effector mutant, $\Delta$rhs2 rhs1$^{tr}$, had the biggest reduction in inhibition compared to WT in population competition with E. coli MG1655 as a target strain. $\Delta$rhs2 rhs1$^{tr}$ has the function of two out of five identified ECL T6SS toxins deleted. The reduction in CI with $\Delta$rhs2 rhs1$^{tr}$ was 10-fold lower than with WT (T6SS+). CI is a measure of overall inhibition in the population and does not give any detail on the dynamics of inhibition. Interestingly the CI with $\Delta$rhs2 rhs1$^{tr}$ is similar to the CI seen with CDI (Chapter 3). However, the inhibition with $\Delta$rhs2 rhs1$^{tr}$ is more potent than CDI at single cell level (discussed in main discussion: Chapter 6.3).

To be able to give more detailed analysis of inhibition potency in single cell microscopy two measurements: the number of divisions and killing time, have been developed in this chapter to quantify inhibition. These measurements can also be used on simulation outputs for comparison. For both these measurements the contact time and a measurement for when the toxin effect is seen is needed. In microscopy SYTOX Blue was used as a readout for cell permeabilisation, this can be linked to cell death [128] but it does not mean that all cells that die will take up SYTOX Blue, as was shown with $\Delta$rhs2 rhs1$^{tr}$ in cell length tracking. The killing time is the rate at which the toxin effect is seen in the target cell to stop its growth. This can inform the rate of inhibition parameter in simulations as the speed at which killing is seen is dependent on the speed at which the inhibition takes place, even though there are many factors involved in this that cannot be measured e.g. rate of insertion, rate of toxin action etc. Counting the number of divisions of a target cell in contact with inhibitor cells could show both the rate of inhibition or the extent of growth rate reduction (intoxicated growth). It is not clear from just quantifying the number of divisions whether the target cell is slowly growing or taking longer to stop growing completely. Both use of simulations and looking at cell length change over time could give more information on this. Cell length tracking showed that target cells grew exponentially for one or two rounds of divisions then stopped dividing and elongating, this suggests a reduced inhibition rate. Results from simulations are described in the next paragraphs.

With single cell microscopy showing $\Delta$rhs2 rhs1$^{tr}$ has reduced inhibition compared to WT, simulations can then be used to understand the parameters that define the reduced inhibition
in Δrhs2 rhs1<sup>tr</sup>. A range of simulations with smaller parameter increments than in Chapter 5 were explored, with the aim to find a better fit to experimental data. It is possible to calculate a rate of inhibition from the killing times measured, however the effect is on each target cell and this could be caused by contact with multiple inhibitor cells. In contrast, in simulations the inhibition rate was given as the probability of the inhibitor cell attacking. For the reason that KT measures the rate of target cells being attacked and the inhibition rate in simulations defined the rate of inhibitors attacking, the inhibition rate was varied and the outputs compared to microscopy results. Killing time in simulations shows that the inhibition rate does not directly correspond to the inhibition rate in simulations. There is a drastic change in KT within a small range of inhibition rates, with the KT plateauing around 0.4 h<sup>-1</sup> cell<sup>-1</sup>. This could be through accumulation of multiple hits by different inhibitor cells in simulations. This could lead to a bigger effect being seen with a higher inhibition rate.

Comparing the cell division dynamics of Δrhs2 rhs1<sup>tr</sup> to simulations shows that parameters that give similar dynamics are with intoxicated growth of 10% of base growth rate and an inhibition rate of 0.2 h<sup>-1</sup> cell<sup>-1</sup>. This suggests that the inhibition rate is reduced compared to WT but there is also some increase in intoxicated growth rate, suggesting that the target cells are continuing to grow slightly after intoxication. Higher intoxicated growth than WT is not expected from initial observations that Δrhs2 rhs1<sup>tr</sup> inhibited target cells took up SYTOX Blue. This may be due to the toxin activity of the removed/remaining toxins.

The remaining toxins in Δrhs2 rhs1<sup>tr</sup> are, Tae4, an amidase that breaks down the peptidoglycan cell wall [127], Tle1, a lipase that shows phospholipase activity to break down the cell membrane [125, 126] and a toxin of unknown function. The toxins also present in WT that Δrhs2 rhs1<sup>tr</sup> is missing are Rhs2, a DNase and Rhs1, a nuclease. It is not clear why loss of nucleases but presence of membrane and cell wall degrading enzymes could lead to slower inhibition. The other difference in Δrhs2 rhs1<sup>tr</sup> compared to WT is the reduction in firing of the T6SS. Work by Donato et al. [84] suggests that the Rhs toxins have a role is T6SS assembly in ECL. This can be seen from the data in Figure 36 where double Rhs deletion leads to no Hcp in the supernatant and CI similar to control. The various Rhs toxin truncations also have different levels of Hcp secretion. Δrhs2 rhs1<sup>tr</sup> has some reduction in Hcp secretion and therefore this strain could have reduced T6SS firing. Less toxins entering the target cell could lead to the possibility of the cell not being completely killed and therefore a higher intoxicated growth rate.

One observation, in single cell results, is that Δrhs2 rhs1<sup>tr</sup> KT is affected by the time at which the contact is made whereas WT KT is not. This could indicate that the speed of killing by toxins present is attenuated by cell stresses such as nutrient and O<sub>2</sub> limitation. With WT,
which has two nuclease toxins that \( \Delta \text{rhs}2 \text{ rhs}1^{tr} \) does not, the nucleases in combination with the other toxins could act fast enough for the effects of stress not to be seen. The implication that stress of cells is involved in this difference was backed up by the observation that some cell death unrelated to contact takes place in the mid phase, 90-180 minutes, with an increase in the late phase, 180-270 minutes. Although more inhibitor cells lysed than target cells, it is still a valid conclusion that target cells are affected by environmental stress. With accumulation of stress from nutrient or \( O_2 \) limitation later in the time-lapse, the additional stress of toxins could lead to faster SYTOX Blue uptake in target cells. However, these results do show that inhibitor cells are more affected by environmental stress than target cells when the additional stress of toxins is not present.

Finally, the microcolony structure in simulations and microscopy were compared. Comparing the Fd values between microscopy and simulations, the same trends can be seen with the Fd values decreasing as inhibition potency increases. However, the range of values with simulations were not as large as with microscopy, both between the different inhibition potencies and within the experimental repeats for a given condition. It was hypothesised that this was due to the seeding density but this had been input into the simulation. However, the cell clumping seen in microscopy was not implemented in simulations. It is possible that this could be added to simulations to see if this has a greater effect on variation of colony structure measured with Fd. Despite the range of microcolony structures in simulations not varying as much as in microscopy, the average Fd of both the control and \( \Delta \text{rhs}2 \text{ rhs}1^{tr} \) are not significantly different to simulations. This is good evidence that the simulation trends can be used to understand structural changes due to inhibition potency. In microscopy, the Fd for WT and \( \Delta \text{rhs}2 \text{ rhs}1^{tr} \) inhibition were significantly different however this was not captured in simulations. This could be due to the loss of small cell patches in microscopy due to 3D growth that did not happen in simulations (discussed in Chapter 5).

This chapter shows that manipulating inhibition using strains with fewer toxins can give intermediate inhibition (lower inhibition potency than WT but higher than control with no toxins). With these intermediate inhibition strains the experimental results were shown to fit with simulation results in terms of single cell growth rates and structural measurements. These results validate the trends seen in simulations when inhibition potency is varied more than can be easily done experimentally. Furthermore, the simulations can also be used to understand the single cell dynamics of experimental strains in greater detail, for example if inhibition rate or toxicity is the dominant inhibition parameter.
7 Summary and future work

T6SS and CDI inhibition at a single cell level has previously been visualised but the quantitative differences and the impact on spatial structure has thus far not been explored. The hypothesis driving this work asserted that the extent of inhibition with different contact inhibition systems would change the fine scale spatial structure of microcolony growth. Different inhibition dynamics in two contact inhibition systems, T6SS and CDI, were identified. The hypothesis was confirmed by showing the system with the highest potency, T6SS, had a more influential effect on reducing the intermixing of target and inhibitor strains, and a T6SS effector mutant showed an intermediate structural phenotype. The understanding of the varying patterns with altered potency was advanced in simulation parameter space exploration. This showed that the interaction border complexity was reduced in simulated microcolonies as the potency of inhibition was increased along two axes: inhibition rate and intoxicated growth rate. The CDI system was shown here to be low potency via both reduced inhibition rate and reduced toxicity. Heterogenic single cell effects were seen in microscopy analysis but a significant difference in structure could not be seen compared to the control. However, with ∆rhs2 rhs1tr, a T6SS mutant where the function of two of the five known effectors were deleted [84], there was reduced complexity at the interaction surface between cell types compared to the control. Overall this work has shown that spatial patterning can be altered by the different inhibition potencies of contact inhibition systems.

In this work, a greater understanding has been gained of the effects different inhibition systems and their inhibition potency can have on single cell growth and spatial structure. The impact of gaining a greater understanding of the direct effects of individual strains, systems or effectors on single cell growth is a greater understanding of the inhibition landscape and the use of these systems in modifying, manipulating and synthesising microbial communities.

The reduction in intermixing of strains shown here creates local structure. Segregation and local structure are beneficial to drive stability in multispecies communities. Structure in communities is ultimately formed by growth and death [135], with antagonism being a method that creates space for growth. Toxin systems can inhibit and lyse cells for gain of nutrients or to create space for clonal expansion. It can be hypothesised that the micro-scale domains created by contact inhibition that have been identified here can be effective in creating the segregation needed for stability in larger populations. Ecological theoretical work suggests that competition
stabilises diverse microbial populations such as in the gut [19], whereas too much cooperation can destabilise it [136].

In Chapter 3 different inhibition dynamics between T6SS and CDI were visualised and quantified in single cell time-lapse microscopy, using ECL as a model system. The T6SS, although showing potent inhibition within one cell division and uptake of a cell permeabilisation marker SYTOX Blue, did not show the phenotype of cell lysis seen in other species [89, 128]. This shows a different, strain specific T6SS phenotype to those so far visualised at a single cell level. This could be down to regulation and effector specific variables. The toxins that have been identified in T6SS and were present in the ECL effector mutant have been shown to cause lysis in some strains. To understand this, further investigation is needed to see if it is due to the effects of the quantity of the toxin. A combination of single cell and simulation analysis could prove a useful tool in the understanding of the effects of individual effectors. The impact of individual effectors could be investigated using cell length tracking to understand the inhibition dynamics of each effector. There are a diverse range of T6SS effectors, including several new effector families showing different inhibition phenotypes [53, 81, 137]. Recently a new family of T6SS effectors has been identified that are not bacteriolytic [81], with growth inhibition but not lysis being detected in Serratia marcescens intra-species competitions. This shows there is need for more detailed single cell analysis, as shown here, rather than quantification of cell lysis as previously used. There is scope for understanding the action of a diverse range of toxins, through techniques presented here. More details of these inhibition dynamics could also be added more precisely to simulations. For example, a ratcheting effect of accumulation of toxins could be included. Accumulation of toxins could be dependent on factors such as time, number of inhibitor cells and orientation of contact, until a threshold is reached after which inhibition can occur. This could help to explore the effects of multiple toxin insertion versus high toxicity. Using the power of computation, a greater basic understanding of the effects of toxin systems can be gained, such as if individual toxin toxicity or the amount of toxin is the dominant factor in potent inhibition.

In contrast to potent killing with T6SS, with CDI subtle and heterogenic inhibition was quantified. Sporadic growth inhibition had been seen by Bottery et al. [1] but the use of cell length tracking in this work gave a more detailed understanding of the heterogenic outcomes of individual cell growth. This analysis gave insight into the understanding that there are many variables involved in the overall inhibitory effects of a system. Due to low levels of toxin insertion or low toxicity of the toxin, only a small variation would cause outcomes to fluctuate. This is in contrast to the T6SS and ∆rhs2 rhs1tr, which both have more consistent inhibition dynamics shown by cell length tracking.
Variables that can affect the outcome of CDI inhibition include: the expression of the CDI system, the number of CdiA proteins on the cell surface, the reloading of toxin systems on the surface once a toxin has been exported, the number of receptors on the target cell and inner membrane receptors, the localisation of CdiA on the surface and the cell orientation, and the number of toxins inserted into a target cell. Variation in these variables could lead to different inhibition dynamics. Questions such as the CdiA abundance and localisation on the cell surface and reloading of CdiA toxins have not been investigated. Using high resolution microscopy and fluorescent antibodies to the exposed domains of CdiA, it may be possible to visualise their localisation on the cell surface. Using genetic manipulation to alter cdi operon expression and cell length tracking measure the single cell inhibition effects, a greater understanding of the limiting factors of inhibition could be investigated. One example would be to overexpress the CDI system by varying inducer levels in an inducible system. As well as understanding the facets that affect natural toxin systems, the manipulation of toxin potency could be investigated with these techniques. Potency can be adjusted to do this, for example in a CDI system Chen et al. [138] showed that the inhibition potency of the toxin can be improved by removing some residues.

Gaining a more detailed understanding of how inhibition works gets us closer to being able to use these systems to manipulate microbial communities, for example deploying targeted toxin systems via probiotics to displace pathogens in dysbiotic systems or by arming commensals to resist pathogens. These are reported uses of contact inhibition systems in natural environments [68, 139–141]. One example is that the pathogen, Burkholderia dolosa, which can cause disease in CF patient, contain three CDI systems, which may provide a competitive advantage in infections [141]. Understanding the in vivo uses of contact inhibition systems is key to strain or community engineering. To achieve this, along with a better understanding of the binary interactions, competitive interaction in larger ecological systems will need to be tested.

In Chapter 5, using the single cell growth rates measured in Chapter 3 to parameterise an IMB of contact inhibition showed that the model could replicate single cell microscopy outputs. Through varying both the inhibition rate and intoxicated growth rate parameters, outputs that matched up to T6SS and CDI single cell data were identified. This gave insight particularly into the CDI heterogenic inhibition, providing further evidence to single cell results, that it is not only the reduced inhibition rate but also the reduced toxicity of the CDI system that causes the low potency inhibition. Simulations also provided the possibility to systematically investigate changes in structure with continuous changes in parameters, which through the use of a spatial statistical method, the Fd, showed small structural changes at the border between cell types.
Small scale structural changes can be effective in helping to stabilise communities, as shown by Liu et al. [142] who show in a four species synthetic community that antagonistic and mutualistic interaction increase biomass compared to communities with fewer species.

Structural analysis with the pcf did not show differences in low density competitions due to the range of interactions being too small. However, when the initial cell density was increased, inhibition imposed structure on the target cell population. This finding of imposed structure on target populations, though subtle in this investigation, poses some interest for interpreting the use of low potency toxin systems. This could be linked with the idea that contact inhibition systems act as kin recognition [46]. The evolutionary theory of contact inhibition systems being an example of a greenbeard allele has previously been suggested [143]. The protective effect of inhibition as a cooperative trait is dependent on carrying the inhibition system allele only. This is relevant in the case of the fine scale structural effects on the border between cell types that have been identified in this study, as localised inhibition to reduce intermixing during clonal expansion allows kin cells to benefit from local nutrients or any secreted molecules. The use of local interactions allows the benefit to be gained from the attacking cell and its clonemates without the need for extensive killing.

Finally, in Chapter 6, it was possible to use a T6SS effector mutant to validate the trends seen in simulations. It was shown for \( \Delta \text{rhs2 rhs1}^{1\text{r}} \) in single cell growth that a lower inhibition rate, with a low growth rate after intoxication as with T6SS, allowed cells to divide more when in contact with inhibitor cells. This reduced level of inhibition compared to WT showed structural difference. Although the inhibition potency was reduced, with a small level of reduced toxicity suggested in simulation, the potency at a single cell level was much higher than CDI. This translated to a more significant structural change with \( \Delta \text{rhs2 rhs1}^{1\text{r}} \) than CDI compared to control. However, in population competitions both \( \Delta \text{rhs2 rhs1}^{1\text{r}} \) and CDI showed a similar level of CI reduction compared to WT (T6SS) inhibition (Chapter 3, Figure 2 compared to Chapter 6, Figure 37). One idea of how this could happen is that the CDI rRNase toxin [82] has low toxicity but in liquid culture there are enough transient contacts made to insert many toxins and reduce population growth. This is in contrast to \( \Delta \text{rhs2 rhs1}^{1\text{r}} \) which has been shown to have reduced T6SS firing as well as reduced number of effectors.

To summarise the main finding of this work, through the use of single cell microscopy a more detailed understanding of the heterogeneic inhibition seen with CDI has been gained, as well as quantification of a T6SS inhibition phenotype that differs from the ones so far explored at a single cell level. Simulations showed that the border between cell types decrease in complexity as inhibition increases, which suggests inhibition causes fine scale structural changes in micro-
colony growth. Analysing inhibition of a T6SS effector mutant showed that inhibition potency can be manipulated experimentally and model and experimental iteration can give insight into binary interactions. The work presented here adds detail to the understanding of the role of contact inhibition to create spatial segregation through border creation. This segregation and micro-localisation can help to stabilise polymicrobial communities. The impact of gaining a greater understanding of competitive interactions and how they stabilise microbial communities is to use these systems to our advantage in biotechnology. For example in health care competition can be used to engineer microbial communities to resist pathogens or using bacterial toxins in probiotic bacterial strains [144]. Other uses of bacterial competition in industrial and environmental processes include resisting plant pathogens and outcompeting strains that contaminate fermentation such as in cheese making [145]. Furthermore, the model and experimental framework developed here gives scope to further investigation of inhibition landscapes and other interbacterial interactions (Figure 50).
Figure 50: **Exploration of inhibition landscapes using toxins or strains from natural systems and manipulated systems.** Graph demonstrates the interplay between inhibition rate and intoxicated growth rate to change inhibition potency and how this affects structure formation, through changing the Fd values. Systems used in this study as well as prospectively looking at toxins and systems from natural environments and for manipulation of strains.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Baseplate complex</td>
</tr>
<tr>
<td>CDI</td>
<td>Contact dependent inhibition</td>
</tr>
<tr>
<td>CT</td>
<td>C-terminal</td>
</tr>
<tr>
<td>ECL</td>
<td><em>Enterobacter cloacae</em></td>
</tr>
<tr>
<td>Fd</td>
<td>Fractal dimension</td>
</tr>
<tr>
<td>IBM</td>
<td>Individual based model</td>
</tr>
<tr>
<td>IM</td>
<td>Inner membrane</td>
</tr>
<tr>
<td>KT</td>
<td>Killing time</td>
</tr>
<tr>
<td>LB</td>
<td>Lysogeny broth</td>
</tr>
<tr>
<td>MC</td>
<td>Membrane complex</td>
</tr>
<tr>
<td>OM</td>
<td>Outer membrane</td>
</tr>
<tr>
<td>pcf</td>
<td>Pair correlation function</td>
</tr>
<tr>
<td>PG</td>
<td>Peptidoglycan</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>T6SS</td>
<td>Type VI secretion system</td>
</tr>
</tbody>
</table>
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