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Abstract

The aim of this work is to characterize the impact ionization characteristics of AlAs$_{0.56}$Sb$_{0.44}$ towards its use as the avalanche medium in separate absorption and multiplication avalanche photodiodes (SAM-APDs) based on InP substrate for optical communication systems. The previous studies of the AlAs$_{0.56}$Sb$_{0.44}$ material were only undertaken on very thin p-i-n structures where we cannot accurately estimate the impact ionization coefficient and excess noise behavior due to “dead-space” effects. In this work, much thicker AlAs$_{0.56}$Sb$_{0.44}$ homojunction diodes were investigated systematically. The absorption coefficient was fitted by 1-D quantum efficiency model. Comprehensive multiplication and excess noise measurements based on AlAs$_{0.56}$Sb$_{0.44}$ homojunction diodes over a wide range of thickness were performed at room temperature. The bulk electron and hole ionization coefficients, $\alpha$ and $\beta$ respectively, were found to be very disparate and ‘silicon like’ at low electric fields and $\alpha > \beta$ over the whole electric field range. The ionization coefficients were determined from 220-1250 kV/cm for $\alpha$ and from 360-1250 kV/cm for $\beta$. The $\beta$ was found to rapidly drop at the low electrical field, but the $\alpha$ was similar to that of InP and InAlAs. Noise measurements carried out on the thickest p-i-n structure exhibits the best reported excess noise based on InP substrate, $k = 0.005$ at room temperature. The SAM-APDs using AlAsSb show potentially better performance than those using InP/InAlAs as the multiplication layer.
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CHAPTER 1:

INTRODUCTION

1.1 Overview

Photonics technology is widely used in retail, healthcare, transport and telecommunications and will more and more be embeded in artificial intelligence, the internet of things, cybersecurity, and quantum technologies. Without next-generation high speed and high sensitive sensors and cameras, such data transport would not be possible. In the future, the requirement of speed, data capacity and security is key to the digital transformation. The emerging field of telecommunication depends strongly on photonics technologies. Since the internet started to be used in 1993 [1], the global telecommunication market has been driven by new-generation telecommunication systems such as wireless communication and satellite communication. Transmission using an optical carrier wave guided along a glass fibre, called optical fibre transmission system, has various advantages, for example, large bandwidth, small size, long-distance transmision and low price. This technology can be used to address the limitations of radio frequency communications. Figure 1.1(a) shows a simplified optical fibre transmission system including optical transmitters, optical amplifiers, fibre cables and optical receivers operating in the near/short-wave infrared region (0.8 to 1.6 μm). A variety of semiconductor devices such as light-emitting diodes (LED) and laser diodes, can be used as an optical transmitter with little cost. Compared with an LED, the laser provides a higher output power, a narrower spectral width and higher rates; however it is more costly. Two factors that limit the maximum travel distance of the light are the power loss and the distortion. A high-quality fibre cable and amplifiers that directly amplify the optical single without converting the optical signal back into an electrical format are necessary for the whole system. Amplifiers are especially crucial for long-distance transmission. Receivers are used to convert optical signals into electrical signals so that the data can be extracted, and it is a crucial part of any optical telecommunication and LiDAR system. Over the past decade, the channel data rate has gone from 2.5 Gb/s to
10 Gb/s, and 40 Gb/s is under development. The next-generation standard for Ethernet requires speeds of 100 and 400 Gb/s. The next-generation system needs long-distance transmission and low cost per bit is also a significant factor. Free-space optics (FSO) system is a wireless communication technology where free space or air act as the medium for speed-of-light data transmission rather than guided through an optical fibre. The fundamental theory of FSO is essentially the same as that for fibre optic transmission, and it is capable of sending data up to 2.5 Gb/s. FSO links have many advantages like license-free bands, high data-rate transmission (≥ Gbps), and negligible signal interferences. The principal limiting issues are weather condition, background light sources, beam dispersion, and pollution.

Light detection and ranging (LIDAR) applications are used to measure the distance between the sensor and the target object accurately and is one of the significant increasing markets. Use of near/short-wave infrared laser pulses provides accurate continued photons, and an optical receiver detects the reflected photons. Then the distance can be calculated from the arrival time of the photons and the speed of light. It is widely used in autonomous vehicles, industrial robots, mapping & surveying, drones, and renewable energy. The market of laser-based distance measurement is expecting to achieve 921.2 million by 2022, as shown in Figure 1.1(b) [2].
1.2 Photodetector

A photon with energy $hf$, where $h$ is Planck’s constant and $f$ is frequency, is absorbed in a semiconductor when this energy is bigger than the bandgap of the semiconductor. Therefore, a free electron is introduced to the conduction band, $E_c$, while a free hole stays in the valance band, $E_v$. This is called the photoelectric effect. Photodetectors utilise the photoelectric effect and provide demodulation of the optical carriers and are at the heart of the receiver. Examples of photodetectors are photodiodes (p-n, p-i-n, or avalanche photodiodes), phototransistors and photoconductors. Photodetectors currently in use or under research for optical communication receivers must satisfy very stringent requirements such as high sensitivity at the operating wavelengths, high fidelity, suitable bandwidth, low noise, low bias, small size, stability, high reliability and
low cost. The incoming signal usually is weak and needs amplification. Avalanche photodiodes (APDs) are the most popular choice in optical communication applications due to their internal gain mechanism. Moreover, they have already been widely used by developing high speed and high sensitivity performance over the past five decades.

The primary performance metric of a photodetector is determined by  

1. **Quantum efficiency**, $\eta$

   The quantum efficiency is defined as the number of electron-hole pairs generated per incident photons. One of the critical factors is the absorption coefficient of the absorber. A low quantum efficiency can be caused by minority carrier recombination, low absorption coefficient, or reflection. The quantum efficiency can be expressed as

   \[
   \eta = \frac{\text{Number of electrons collected}}{\text{Number of incident photons}} \quad (1.1)
   \]

   The related but more often used characteristic is responsivity, $R$. It is defined as the ratio of generated photocurrent over incident optical power, $P$ and is calculated using

   \[
   R = \frac{I_{ph}}{P} = \frac{\eta q\lambda}{h \nu} \quad (1.2)
   \]

   Where $q$ is the electron charge and $\lambda$ is wavelength. From quantum efficiency, we can also identify the photo-response region.

2. **Response speed**

   The response speed is a crucial parameter for a photodetector, which is limited by carrier diffusion time, carrier drift time, and capacitance of the depletion region. Carriers have to diffuse to the electrical field region if generated outside of the depletion region resulting in a longer response time. Carriers drift in the depletion region at their saturation velocities after applying sufficient reverse bias. The wider the depletion region, the longer the time spent here. If the depletion region is too thin, the $R_L C$ time constant will dominate speed, where $R_L$ is the load resistance and $C$ is the capacitance.

3. **Device noise**
Noise is also a significant parameter for photodetector as it determines the minimum detectable signal strength. The dark current, temperature, background radiation and internal device noise can limit the signal to noise ratio (SNR). The SNR can be expressed as [3]

$$SNR = \frac{P_{opt}}{N_s + N_{amp}}, \quad (1.3)$$

Where $P_{opt}$ is the signal power, $N_s$ is shot noise, and $N_{amp}$ is amplifier noise.

### 1.3 Device types

A wide choice of photodetectors for optical communication receivers are available, such as photoconductor, Photomultiplier Tube (PMT), phototransistor and photodiode (PD). A photoconductor includes a slab of semiconductor, with ohmic contacts in the opposite ends. The conductivity changes when the photoelectric effect illuminates it. The gain of a photoconductor, $M$, is expressed as

$$M = \frac{\tau}{T_{tr}} \quad (2.1)$$

Where $\tau$ is the carrier lifetime and $T_{tr}$ is the transit time. Photoconductors have been attractive for their simple structure, relatively low operating bias and high responsivity [4]. However, they suffer from long response time [5, 6]. There are photoconductors available for applications covering from visible to far-infrared (> 20 μm) wavelengths.

PMT is one of the external photoelectric devices to operate in the near-infrared region. They use high vacuum glass tubes with a photosensitive surface, an electron multiplier and output terminal. The advantages of PMTs are high gain, typically between $10^5$ – $10^8$ [7], low dark current and low noise, but high voltage for operation. The PMT is not suitable for optical receivers due to it is being incompatible with microelectronic monolithic integration in these systems and without a suitable work function for 1.3 - 1.5 μm wavelength light.
Phototransistors were demonstrated in 1953 and can sense light levels (µW). Phototransistors using III-V materials or heterojunctions have high gain and low noise, however, they have less bandwidth. This is because there is a large capacitance between base and collector junction, triggered by a large junction area.

p-i-n photodiodes (PDs) and avalanche photodiodes (APDs) are a popular choice for telecommunication applications. PDs and APDs typify the internal photoelectric device but APDs are normally operated at near the breakdown voltage. Nowadays, optoelectronic devices based on Si, Ge and III-V alloys can operate from ultra-violet to infrared wavelength, while providing high-sensitivity, high-speed response and low costs.

A typical p-i-n PD, shown in Figure 1.2, is grown on a lattice-matched substrate with fabricated metal contacts at both of the terminals. An intrinsic region is between the p⁺ and n⁺ layer. The thickness of i-region determines the quantum efficiency due to the increase of the volume of the absorbent material, and the doping of the i-region determines the electric field profile. The i-region must be fully depleted by applied reverse electrical field, $V$, cross PD to collect more photons. After carriers are generated in the i-region, they are swept to the p⁺ and n⁺ region by the electric field. The electric field is typically a constant value in the i-region due to low doping density and should be lower than the value need for triggering impact ionization and also enough maintain the saturated drift velocity. The disadvantage of PDs is poor sensitivity.

![Figure 1.2. Electric field and photogeneration profile of a p-i-n structure.](image)
Impact ionization in a semiconductor is one of carrier generation process which is usually observed at a high electric field. APDs is one importation application for impact ionization. Their fundamental advantage compared to standard p-i-n PDs is that they enable internal amplification of weak signals (internal multiplication/gain, $M$), but at the cost of additional excess noise ($F$). Excess noise happens because impact ionization is a stochastic process that introduces fluctuation in the overall gain value. We express the impact ionization process using impact ionization coefficients of electron and hole ($\alpha$ for electron and $\beta$ for hole, $\alpha/\beta$). The impact ionization ratio, $\alpha/\beta$ ratio, directly determines the gain-bandwidth products and the excess noise performance of an APD. A large $\alpha/\beta$ ratio is desirable for high-speed and high-sensitive APDs [8, 26]. A large amount of effort has been expended to reduce the excess noise of APDs and the disadvantage of excess noise for a receiver is discussed in the following section. The easiest way for achieving low noise performance is to select a bulk material with large electron and hole impact ionization coefficient ratio while initiating the impact ionization process by the higher ionizing carrier type [9]. The second way to achieve low excess noise is by reducing the multiplication region to take advantage of the non-local property of impact ionization [10-15]. Thirdly, people designed heterojunction structures to achieve low excess noise [16-20].

A Separate Absorption and Multiplication (SAM)-APD lattice-matched to InP substrates is one of the typical modern telecommunication-wavelength APDs which is used to achieve high multiplication, and low excess noise characteristics. Figure 1.3 shows the structure and the electric field in a commercial vertically illuminated SAM-APD. An optical signal injects from the top or backside. These APDs require the use of a narrow bandgap material to detect long wavelengths. However, narrow bandgap materials are not suitable for avalanche process due to tunnelling current at high reverse bias and the limitation of the $\alpha/\beta$ ratio. So we only use it as an absorber while a relatively wide bandgap multiplication material replaces the narrow bandgap material as the multiplication region. The absorption and multiplication layers are usually unintentionally doped (or lightly doped). It is necessary to keep the electric-field across the absorption region as low as possible to avoid tunnelling but thick enough to achieve a high quantum efficiency. There is also a charge sheet layer with a precisely controlled doping concentration and thickness between absorption and multiplication layers. This layer will allow us to go from a high electric-field in the multiplication layer offering enough
energy to undergo ionization process to a low electric field in the absorption layer avoiding tunnelling current. In the conventional vertically illuminated APDs, the first trade-off is between the quantum efficiency and the bandwidth. A shorter depletion width can provide a shorter transit time to enhance the -3 dB bandwidth, but the thinner absorption region will reduce quantum efficiency. The second trade-off is between the transit time and the RC-limited bandwidth.

![Figure 1.3. Schematic SAM-APD structure and its electric field profile.](image)

Devices discussed in this thesis operate in the linear model. Nevertheless, APDs/SAM-APDs can operate in the Geiger mode, where the devices operate above the breakdown voltage. A Geiger mode APD is capable of detecting at a single photon level used in many cutting-edge light detection applications such as three-dimensional laser detection and ranging, single photon counting and quantum communication protocols [21-25].

**1.4 Competing material for telecommunication application**

The performance of semiconductor devices is mainly dependent on the physics of semiconductor materials, and the following section is a literature review of avalanche materials.
In 1966, optical fibre was used in optical communication by Kao and Hockham [27], to avoid degradation of the optical signal by the atmosphere. Initially, with the successful development of the AlGaAs based lasers, the operation wavelength was between 0.8 and 0.9 μm. Therefore, GaAs ($E_g \sim 1.42$ eV) and Si ($E_g \sim 1.12$ eV) are suitable materials to operate at such wavelengths. Si-based devices dominate the market in terms of volume due to their widely different ionization coefficients, very low excess noise, unrivalled technological maturity and low cost. However, these devices are limited by the detection of the near-infrared light. Nowadays, the driving force behind APDs has been the development of next-generation lightwave communication systems using the low-attenuation and low-dispersion wavelength of 1.31 and 1.55 μm of silica optical fibres. People recently utilised Ge ($E_g \sim 0.67$ eV) as the absorber in Si [28-30] to satisfy the longer wavelength requirement, but the lattice mismatch issue introduces a high dark current level $\sim 10^{-5}$ A/cm$^2$ reducing its sensitivity. With the successful development of InAs/GaAs quantum dots on GaAs substrates [31, 32], and the successful growth of InGaAs nanopillar on GaAs substrates [33], optical detection at 1.31 and 1.55 μm is now possible on the GaAs platform, too.

Mercury Cadmium Telluride (HgCdTe) APDs with bandgap less than $\sim 0.55$ eV have been reported with ideal impact ionization characteristics where the hole ionization coefficient is found to be approximately zero at room temperature and an extremely low excess noise factor of 1-1.5 [34-36] is measured. However, they are grown on small and expensive substrates and tend to be used in high-end instruments for space and military applications. The primary driving force of developing InAs APDs ($E_g \sim 0.34$ eV) is a similar band structure with HgCdTe. Interestingly, the reported results showed comparable performance to HgCdTe. Several groups have demonstrated that extremely low excess noise of $F < 2$ can be measured in the mesa and planar device [37-41]. Frequency responses measured at room temperature shows a high gain-bandwidth product of 580 GHz [42]. However, the high dark leakage current, relative expensive substrates, sophisticated growth technology and temperature-sensitivity limit it for further development.

Recently, people have extended their research to Al$_x$In$_{1-x}$As$_y$Sb$_{1-y}$ lattice-matched to the GaSb substrate. Researchers at the University of Texas have thoroughly investigated this alloy material. Woodson M.E. et al. [43] demonstrated for the first time extremely
low excess noise with a $k$-value ($\beta/\alpha$) of 0.015 and a peak quantum efficiency of 68% at 735 nm from the $\text{Al}_{0.7}\text{In}_{0.3}\text{As}_{0.3}\text{Sb}_{0.7}$ diode with 890 nm i-region grown by digital alloy growth technique. They attributed the reduction in $\beta$ to high phonon scattering rates and the heavy effective hole mass associated with the large Antimony element, and recently reported a mini-gap hypothesis. The photo-response results demonstrated that over 60% Aluminium in $\text{Al}_{x}\text{In}_{1-x}\text{As}_{y}\text{Sb}_{1-y}$ could detect traditional telecommunication wavelengths (1.3 or 1.5 $\mu$m). However, the small bandgap when growing <50% Aluminium introduces very high dark current which gets worse when further reducing the percentage of Aluminium element. Ren M. et al. [44, 45] expanded their research into characteristics of $\text{Al}_{x}\text{In}_{1-x}\text{As}_{y}\text{Sb}_{1-y}$ ($x = 0.3$-$0.7$) avalanche photodiodes. They also demonstrated a SAM-APD configuration utilizing $\text{Al}_{0.4}\text{In}_{0.6}\text{AsSb}$ (lower Aluminium content layer for absorption) as an absorption layer and $\text{Al}_{0.7}\text{In}_{0.3}\text{AsSb}$ (higher Aluminium content layer for multiplication layer) as a multiplication layer to minimum dark current while achieved better low noise performance [46]. Their excess noise results are comparable with the excess noise performance of Si, which is very encouraging for the design of the next-generation APDs for telecommunication. Recently, Jones et al. [47] reported temperature dependence of avalanche breakdown of 6 mV/K and 15 mV/K on $\text{AlInAsSb}$ p-i-n and SAM-APD structure, respectively. However, this material alloy has to been grown on the GaSb substrate, making it a harder and more expensive technology to develop and its small bandgap limits the dark current.

$\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$ (hereafter referred to InGaAs), grown lattice-matched on InP substrates, is presently more attractive for use in SAM-APDs as the absorption material for telecommunication photodetector. InGaAs is a direct bandgap of ~ 0.75 eV at room temperature. The strong absorption coefficient up to 1.65 $\mu$m is ideal for absorbing telecommunication wavelengths. The impact ionization and excess noise of InGaAs lattice-matched on InP substrate have been reported by Ng J.S. et al. [48, 49]. InGaAs is not developed to be the avalanche region due to high tunnelling current occurring at the high-electric field. Fortunately, there are other semiconductors which can be grown lattice-matched on InP substrates.

InP was firstly used with InGaAs in SAM-APDs as the multiplication region. The impact ionization coefficients and excess noise based on InP diodes have been studied systematically. $\beta$ is larger than $\alpha$ in InP, so pure hole injection introduces lower excess
noise performance [50-52]. The best excess noise was measured in n-i-p InP homojunction PDs with i-region ~ 0.25 µm by Li et al. [53] and Tan L.J.J. et al. further proved a low excess noise with $k$ of 0.25 in n-i-p diodes with avalanche region of 0.25 µm [54]. For SAM-APDs excess noise have been reported with $k = 0.3$-0.4 with submicron multiplication region [55-57]. Further development of In$_{0.52}$Al$_{0.48}$As (hereafter referred to InAlAs) has been used to replace InP as a multiplication material in InGaAs SAM-APDs. After extensive studying, it shows that $\alpha$ is larger than $\beta$ in InAlAs, so electrons have to initiate ionization. Yuan [58] and Saleh [59] reported thin InAlAs p-i-n PDs. Goh Y.L. et al. [60] reported that the excess noise firstly increases due to the impact ionization coefficient ratios reducing, and then decreases because of the dead space effect (more details in Chapter 2) from a series of p-i-n InAlAs APDs with the avalanche region varying from 0.1 to 2.5 µm. The lowest excess noise by Goh Y.L. was corresponding to $k \sim 0.25$ in 2.5 µm. After substituting for the InP in an InGaAs SAM-APDs, a low excess noise was reported with $k \sim 0.12$-0.2 and a gain-bandwidth product of 320 GHz [61-63].

Figure 1.6 shows the performance of InGaAs-based APDs, operating at 1.3 and/or 1.55 µm compared with Si/Ge APDs. It suggests that using traditional avalanche materials, InP ($k \sim 0.3$-0.4) or InAlAs ($k \sim 0.1$-0.2), is worse compared with Si/Ge APDs due to InP or InAlAs has the broadly similar impact ionization ratio and serious tunnelling current at the very high electric fields. It also indicates that Si with a large $\alpha/\beta$ ratio can achieve both high speed and sensitivity with thicker avalanching structures. Recently, Xie S.Y. et al. [64] reported that a novel Al$_{0.85}$Ga$_{0.15}$As$_{0.56}$Sb$_{0.44}$ SAM-APD with a gain-bandwidth product of 424 GHz used a 100-nm–thick Al$_{0.85}$Ga$_{0.15}$AsSb multiplication layer. Al$_{1-x}$Ga$_x$As$_{0.45}$Sb$_{0.55}$ has a relative larger bandgap as shown in Figure 1.7 and was successfully demonstrated that it could also be grown lattice-matched on InP substrates. This relative larger bandgap could provide better dark current performance. Xie J.J. et al. reported that two p-i-n homojunction AlAs$_{0.45}$Sb$_{0.55}$ with nominal i-region of 100 nm and 250 nm produced very low excess under pure electron injection [65]. Zhou X.X. [66] and Pinel L.L.G. [67] found that low excess noise was observed in thin Al$_{1-x}$Ga$_x$As$_{0.56}$Sb$_{0.44}$ APDs. An InGaAs/AlAsSb SAM-APDs incorporating a 40 nm AlAsSb multiplication region was reported with noise factor of $k \sim 0.15$ [68]; and there is no evidence of tunnelling current even above 1.07 MV/cm. These experimental results
show that $\text{Al}_{1-x}\text{Ga}_x\text{As}_{0.45}\text{Sb}_{0.55}$ has the potential for the multiplication region in InP based telecommunication SAM-APDs.

1.5 Motivation

One of the challenges for APDs/SAM-APDs has been looking for avalanche materials of low dark current, low excess noise and large $\alpha/\beta$ ratio, which has motivated the detailed research into different III-V semiconductor materials. As discussed above, $\text{Al}_{1-x}\text{Ga}_x\text{As}_{0.45}\text{Sb}_{0.55}$ shows low excess noise performance in the thin structure ($< 250$ nm); however, this low excess noise performance is possibly due to the well-known “dead-space” effect.
So far, we do not know for certain how the ionization coefficients and excess noise in bulk Al\textsubscript{x}Ga\textsubscript{1-x}As\textsubscript{0.45}Sb\textsubscript{0.55} vary with the ratio of Al/Ga. Our previous experience of undertaking ionization coefficient and excess noise measurements in Al\textsubscript{x}Ga\textsubscript{1-x}As on GaAs [69] and Al\textsubscript{x}Ga\textsubscript{1-x}InP on GaAs [70, 71] showed that the excess noise was a minimum for the largest Aluminium compositions, leading us to look at AlAs\textsubscript{0.56}Sb\textsubscript{0.44}. Therefore, this work aims to characterize and understand the impact ionization behavior of bulk AlAs\textsubscript{0.56}Sb\textsubscript{0.44} (with a much thicker avalanche region to avoid the “dead-space” effect), which may be significant and provide useful knowledge for designing the next generation of high speed and high sensitivity InP based SAM-APDs for telecommunication applications.

1.6 The organisation of the thesis

The thesis is organized as follows:

Chapter 1  Talks about different photodetectors and competing semiconductor materials, the need for these in different applications and the structure of APDs/SAM-APDs for telecommunication application. Followed by the motivation for this work.

Chapter 2  Presents the background information of absorption of light in semiconductors and provides an overview of quantum efficiency in photodiodes. The background theory of impact ionization is reviewed. This is followed by a brief description of the mechanism of APDs and several conventional models of optoelectronic devices. Then it is a discussion of determination of impact ionization coefficients based on the measured multiplication results. The advantages and limitations of using an APD in the receivers are discussed.

Chapter 3  Describes the experimental techniques used for APD characterization which includes current-voltage (I-V), capacitance-voltage (C-V), spectral response, avalanche multiplication and avalanche excess noise.
Chapter 4  Reports of the detailed investigation of the I-V, C-V and low bias-dependent spectral response of AlAsSb diodes at room temperature. The absorption coefficients as a function of wavelength were extracted from the spectral response using a 1-D model. The band-gap energy was also estimated from the fitted absorption coefficients. The quality of new wafer grown in UCLA were examined by SEM, TEM and PL. Fabrication details of AlAsSb diode are discussed.

Chapter 5  Presents experimental multiplication results based on AlAsSb diodes at room temperature using two different wavelengths. The spectral response under high reversed bias are also shown in this chapter. They provided the support of the multiplication measurements. The local impact ionization coefficients were extracted from the measured multiplication results from seven different devices and were used to compare to other III-V materials, HgCdTe and Si. Our ionization coefficients are not only fitted for digital alloy devices, but also used for random alloy devices. The breakdown voltage of AlAsSb is shown not to follow the “universal” law introduced by Allam.

Chapter 6  Discusses the measured excess noise data of AlAsSb at room temperature using three different wavelengths and the mixed injection excess noise simulations. Extremely low excess noise were measured, corresponding to $k$ of 0.0015 due to a large difference between electron and hole impact ionization coefficients. This is followed by modelling of gain-bandwidth products and sensitivity to reveal the effect of extremely low excess noise from InAlAs to AlAs$_{0.56}$Sb$_{0.44}$ in the multiplication region of a high-speed SAM-APD. This chapter aims to show for the first time making high-speed device with a thick avalanche region.

Chapter 7  Summarizes the key results of this thesis and some suggestions for further investigations.
1.7 References


CHAPTER 2:

BACKGROUND THEORY

2.1 Absorption of light in semiconductors

The properties of semiconductor materials determine the physics of semiconductor devices. The following section presents a summary of the absorption of light by a semiconductor. Free carriers can be excited to the conduction band via absorption of light with energy larger than the bandgap of the semiconductor. In a semiconductor material or semiconductor device, the cut-off wavelength refers to the longest detectable wavelength and is expressed by

\[ \lambda(\mu m) = \frac{hc}{E_g} \approx \frac{1.24}{E_g} \]  

(2.1)

Where \( \lambda \) is the photon’s wavelength, \( h \) is Planck’s constant (~4.13×10^{-15} \text{ eV s}), \( c \) is the speed of light (~3×10^{8} \text{ m/s}), and \( E_g \) (eV) is the bandgap of the semiconductor.

The absorption coefficient of a semiconductor material, \( \gamma \), describes the rate of decrease in the intensity of light as it passes through it. A high value of absorption coefficient indicates that the light will be absorbed near the surface of the material and a low value of absorption coefficient indicates the light will penetrate deeper. Photoexcitation does not happen if the wavelength is too long. The intensity of light, \( \varphi \), when travelling through one of the semiconductors can be express as

\[ \varphi = \varphi_0 \exp(-\gamma x) \]  

(2.2)

Where \( \varphi_0 \) is the initial intensity of light and \( x \) is the travelling distance. It is worth introducing that there is a short wavelength cut-off due to the carrier recombination. More details will be presented later.
The requirements for the transition of carriers (electrons, holes) between the valance band and the conduction band are energy has to be conserved and momentum has to be conserved. Typically, the conservation of energy is evident in direct and indirect bandgap semiconductors if the photon energy is larger than the energy between the maximum of the valance band and the minimum of the conduction band. This minimum energy gap is generally named bandgap of the semiconductor, $E_g$. It is a critical parameter for different semiconductors and is related to the cut-off wavelength, as shown in Equation 2.1. In a direct bandgap semiconductor, the momentum remains the same before and after transitions. However, the conservation of momentum has to be achieved by phonons in an indirect semiconductor. Let us consider a direct bandgap case, GaAs, shown in Figure 2.1(a), where the minimum of the conduction band is aligned with the maximum of the valance band at $\Gamma$-point of the Brillouin zone. The carriers start to be generated if the photon energy $hf$ is larger than $E_g$. No phonon is required for the conservation of the momentum. Figure 2.1(b) shows the case of photon absorption in Si. Si with an indirect bandgap needs to interact with a phonon for the absorption of a photon, provided $hf$ is larger than the bandgap. More details of the band structure will
be discussed in the following section. The probability of an absorption process in indirect materials are much lower than direct materials.

The absorption coefficients in direct bandgap materials and indirect bandgap materials can be expressed as respectively [1]

\[
\gamma \propto \left( h\nu - E_g \right)^{\frac{1}{2}}, h\nu \geq E_g \\
\gamma = 0, h\nu < E_g
\]

(2.3)

\[
\gamma \propto \left( h\nu - E_g \mp \hbar \Omega \right)^2, h\nu \geq E_g \\
\gamma = 0, h\nu < E_g
\]

(2.4)

Where \( \mp \hbar \Omega \) is the phonon absorption and emission. The direct and indirect bandgap is determined by the horizontal intercepts of the \( \gamma^2 \) versus \( E \) plot and \( \gamma^{0.5} \) versus \( E \), respectively. In recent years, the absorption coefficients were widely investigated, as shown in Figure 2.2. The direct bandgap materials have an abrupt cut-off. Otherwise, indirect material shows smooth. Absorption coefficients of InGaAs and Ge show strong absorption between 1.3 and 1.6 \( \mu m \).
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Figure 2.2. Measured optical absorption coefficients for Si (black) [2], GaAs (red), InP (green) [4, 5], Ge (pink) [4, 6] and InGaAs (blue) [7].
2.2 Quantum efficiency in photodiodes

It is very difficult to achieve unity quantum efficiency ($\eta$) in real semiconductors due to surface recombination, the minority carrier recombination and reflectivity at the surface of devices. Recombination is the inverse of direct optical absorption. Band-to-band, trap-assisted and auger recombination are three individual processes by which electrons and holes annihilate each other. The surface recombination is more conspicuous at shorter wavelengths with strong absorption coefficients and as a result, photodiodes also have short cut-off wavelengths when photo-response is very low. The reason is because of the deep trap recombination caused by dangling bonds [8], deformation of crystal lattice arrangement periodicity [9] and multiple phonon emissions [10]. The generated carriers have to diffuse and will not contribute to the photocurrent if they recombine before entering into the high electric field. Physically, diffusion is due to the random thermal motion of carriers as well as scattering. The diffusion length mainly depends on the crystal quality (associated with trap-assisted recombination) [11], doping concentration [12], temperature [12] and band structure (whether the semiconductor is a direct or indirect material) [13].

![Diagram of p-i-n structure](image)

Figure 2.3. Electric field profile of a p-i-n structure.

The measured external quantum efficiency, $\eta$, of the photodiode is calculated using the equation
\[ \eta = 1240 \times \frac{R}{\lambda (\text{nm})} \]  

(2.5)

Where \( R \) is the measured responsivity. The external quantum efficiency results can be fitted by a 1-D quantum efficiency model based on current-continuity equation [14]. For a p-i-n structure, as shown in Figure 2.3, the total photocurrent measured externally consists of electrons collected from the p layer, electron-hole pairs generated in the i layer and holes collected from the n layer. The electron-hole pairs generated in the i layer are assumed to be collected with 100% efficiency due to the electric field. However, the current contributed by the carriers diffusing from the cladding layer strongly depends on their diffusion length.

The quantum efficiency component, \( \eta_1 \), due to electrons collected from the p layer is:

\[
\eta_1 = \left( \frac{\gamma L_e}{\gamma^2 L_e^2 - 1} \right) \left[ \frac{S_e L_e}{D_e} + \gamma L_e \exp(-\gamma X_1) \left( \frac{S_e L_e}{D_e} \cosh \frac{X_1}{L_e} + \sinh \frac{X_1}{L_e} \right) - \gamma L_e \exp(-\gamma X_1) \right] \]  

(2.6)

Similarly, the quantum efficiency component, \( \eta_2 \) due to holes collected from the n layer is

\[
\eta_3 = \left( \frac{\gamma L_h}{\gamma^2 L_h^2 - 1} \right) \exp \left[ -\gamma (X_3 - X_2) \right] \]  

Then the quantum efficiency component due to electron-hole pairs generated in the i layer is

\[
\eta_2 = \exp(-\gamma X_1) \left\{ 1 - \exp \left[ -\gamma (X_2 - X_1) \right] \right\} \]  

(2.8)

Where \( L_e \) (\( L_h \)) is the minority electron (hole) diffusion length, \( D_e \) (\( D_h \)) is the electron (hole) diffusion constant which can be related to \( L_e \) (\( L_h \)) by

\[
L_e(L_h) = \sqrt{\frac{D_e}{\tau_e}} \left( \sqrt{\frac{D_h}{\tau_h}} \right) 
\]
where $D_e(D_h)$ is the minority electron (hole) lifetime, $S_e(S_h)$ is the surface recombination velocity in the p (n) layer surface, $X_1$, $X_2$ and $X_3$ are the distances from the surface of device to the top of depletion, to the bottom of depletion edge, and to the bottom of device, respectively. The total internal quantum efficiency, $\eta_{\text{int}}$, is the sum of equations (2.6), (2.7), and (2.8).

$$\eta_{\text{int}} = \eta_1 + \eta_2 + \eta_3 \quad (2.9)$$

Therefore, the external quantum efficiency, $\eta$, of the photodiode is

$$\eta = (1 - R)\eta_{\text{int}} \quad (2.10)$$

Where $R$ is the reflectivity at the top surface. More details can be found in [14].

### 2.3 Impact ionization in semiconductors

Impact ionization is a scattering process involving the generation of new electron-hole pairs, mainly observed at high electric fields in a semiconductor. Multiplication/Gain ($M$) in an APD originates from this phenomenon. The energy of free carriers travelling at high electric fields in a semiconductor is determined by the sum of the kinetic energy obtained from the high electric field and the loss through phonon scattering. In this process, some of the aforementioned carriers which exceed the minimum energy required for impact ionization can promote an electron from its bound state in the valence band into the conduction band, leaving behind a free hole in the valence band. The energy of the primary carrier always reduces after ionizing. Both the primary carrier and the newly-formed electron-hole pair continue to travel under the high electric field and then cause further ionization events, randomly. Figure 2.4 schematically illustrates the electron initiated (left) and hole initiated (right) impact ionization process on the $E$-$K$ diagrams.
Figure 2.4. Schematic diagram illustrating electron (left) and hole initiated impact ionization process on E-K plot (right). Black circles present the electron, and red circles present the hole. $E_i$ is the initial state of a carrier. $E_1, E_2$ and $E_3$ are the final states.

Free carriers can only initiate impact ionization when they reach the minimum energy required for impact ionization. This is commonly referred to as the threshold energy, $E_{th}$, which generally depends on the band structure of the semiconductor materials. Thus different band structures will involve correspondingly different $E_{th}$. $E_{th}$ must be larger than the $E_g$ of the semiconductors due to the conservation of energy and momentum. Wolff et al. [15] showed that $E_{th}$ is equal to $1.5E_g$ by assuming simple parabolic band structures with equal electron and hole mass. Anderson and Crowell [16] estimated $E_{th}$ for electrons, as shown in Equation (2.11)

$$E_{th} = E_g (1 + \frac{m_e}{m_e + m_h})$$  \hspace{1cm} (2.11)

Where $m_e$ and $m_h$ are the electron and hole masses of the parabolic, spherical band. However, in reality, the electron and hole mass are different and energy bands are complex. Figure 2.5 shows the calculated band structures of GaAs and Si [17]. The maxima of the valence band in GaAs and Si are both located in the zone centre. The conduction band in GaAs and Si has its minima in the $\Gamma$–valley and X-valley respectively. Thus, for GaAs, the lowest energy gap ($E_g$) lies at the zone centre ($\Gamma$–valley) and it is referred to as a direct bandgap material. While Si is defined as an indirect bandgap material.
Most III-V semiconductors crystallise into the zinc-blende structure where the conduction band has one $\Gamma$–valley, three $X$-valleys and four $L$-valleys. The valence band of semiconductor at the zone centre is even more complicated, consisting of a band with a large dispersion called the light hole band and a band with a small dispersion called the heavy hole band. There is one more band separated by spin-orbit splitting from the heavy hole, and light hole bands called the split-off band. The constant effective mass commonly used to characterise the various bands assume that it is parabolic near the zone centre. Figure 2.1 and Figure 2.5 both present band structures. Furthermore, several studies [18, 19] show that most of the carriers undergo ionization in higher energy bands which have a strongly non-parabolic relation between energy and wavevector due to the periodic potential of the lattice. Consequently, the value of $E_{th}$ is frequently treated as an adjustable parameter to obtain agreement with experimental results [20, 21].

![Figure 2.5. Band structure of GaAs (left) and Si (right) [17].](image)

Phonons carry both energy and momentum and can scatter carriers from one state to another state within the band structure. Phonon scattering event is one of several non-ionization collision processes during which carriers can gain energy (absorption process, where the carrier gains energy equal to $hf$, lose energy (emission process, where the carrier loses energy equal to $hf$ or exchanging momentum (elastic, where the carrier is involved only in a momentum exchange). In general, carriers will lose energy by phonon scattering as the phonon emission rate is proportional to $N_{ph}+1$, and phonon
absorption rate is proportional to $N_{ph}$ [22]. Therefore, average carriers have to lose energy to phonons, which impedes their progress to become “hot” carriers where impact ionization occurs. The phonon occupation number, $N_{ph}$, is given as

$$N_{ph} = \frac{1}{\exp(\frac{h\omega}{k_B T} - 1)} \quad (2.12)$$

Where $k_B$ is Boltzmann’s constant, $h\omega$ is the photon energy and $T$ is the absolute temperature. A reduction in temperature will increase the ionization probability of carriers as fewer phonons are involved. For most III-V avalanching materials, ionization coefficients increase as temperature reduces, such as in AlInP [23]. However, InAs is a particular case in which ionization coefficients reduce while temperature reduces [24]. The reason here is that InAs has a narrow bandgap and the relative bandgap change is bigger than the relative phonon scattering change.

Phonon scattering rates as an expression of the material parameters are derived from Fermi’s Golden Rule of first-order time-dependent perturbation rule, which gives the probability per unit time that the transition may occur. Under the assumption that the scattering event is instantaneous, the transition rate $W(k_i, k_f)$ is expressed as

$$W(k_i, k_f) = \frac{2\pi}{h}\left|\left<k_f|U_{pot}|k_i\right>\right|^2 \delta(E_i - E_f) \quad (2.13)$$

Where $U_{pot}$ is a perturbing potential due to the movement of the lattice from the ideal place and $<k_f|U_{pot}|k_i>$ is the matrix element. The scattering rate then can be calculated by

$$\frac{1}{\tau(E)} = \sum_{k_f} W(k_i, k_f) \quad (2.14)$$

Full details of the derivation can be found elsewhere [25].

For semiconductors with bandgap above 0.5 eV such as GaAs ($E_g \sim 1.42$ eV), carriers gain energy in the central valley ($\Gamma$-valley) so that they can scatter into the satellite valleys or into higher conduction bands where the density of states is larger. The phonons interacting in these transitions are mostly through longitudinal optical and longitudinal acoustic phonons with large momentum. However, the intervalley scattering process causes momentum randomisation of the particles due to the large momentum of the cooperating phonon.
Impact ionization coefficients in the Local Model, i.e. $\alpha$ for electron and $\beta$ for hole, is the average numbers of ionization events experienced by a free carrier travelling in a unit distance in the direction of the electric field. The reciprocal of $\alpha$ ($\beta$) shows the mean distance a carrier travels before it initiates impact ionization. These coefficients describe the rate of creation of electron-hole pairs. The local magnitudes of $\alpha$ and $\beta$ assume that the probability for a carrier to impact ionize depends only on the value of the local electric field. In general, coefficients depend on the band structure. The ratio of these two coefficients in one material is the impact ionization ratio, or $k$-factor (defined $k = \alpha/\beta$ in this chapter).

2.4 Avalanche multiplication and breakdown

The injected “cold” carriers can trigger a finite number of successive impact ionization events in the high field region, resulting in an increment in the number of free carriers to produce a current multiplication factor ($M$). This injected ‘cold’ carriers are called primary carriers and this chain of impact ionization events is called avalanche multiplication. In general, the features of the multiplication process can be seen by considering the high-field depletion region of an APD used in a specified avalanching semiconductor material. Figure 2.6(a) shows the electron transport schematically in a semiconductor which leads to three impact ionization events. The ‘cold’ carrier is accelerating by the high electric field and is only slowly gaining energy due to the energy loss by phonon scattering. At a particular time, impact ionization occurs. Figure 2.6(b) and (c) shows the multiplication process schematically for $M = 5$, in different materials ($k = 1$ and $k = 0$, respectively) due to an electron being injected into the high-field depletion region of an APD with length $w$. One electron is injected at the left boundary of the electric field ($x = 0$), and the direction of the field is assumed as shown in the figure. The electron, travelling from the left to the right and leaving the avalanche multiplication region at $x = w$, can generate a new electron-hole pair via impact ionization after travelling a random ionization path length, $l$. While the holes, drifting from right to left and leaving at position $x = 0$, can also generate a new electron-hole pair. The impact ionization events of the newly generated carriers and the primary carriers behave in a statistically identical manner by undergoing further ionization. The inherently random
nature of impact ionization guarantees fluctuation in the multiplication of multiple carriers, and we use $M_{\text{ind}}$ for the random variable of avalanche gain ($M = <M_{\text{ind}}>$). This randomness is attributed by the randomness in position at which the secondary carriers are produced, and the randomness in the number of secondary carriers produced. This multiplication process will end when all carriers exit the avalanche region. Figure 2.6 (d) shows the case of carriers generated within the avalanche region. Figure 2.7 shows a typical multiplication characteristic as a function of reverse bias. The black line shows the $<M_{\text{ind}}>$ and the red line presents $M_{\text{ind}}$. The more fluctuation, the worse excess noise of an APD.

Figure 2.6. a) One electron transport in a semiconductor leading to impact ionization events. b) Schematic diagram illustrating the electron initiated avalanche multiplication process with $\alpha = \beta$ after diffusing into the high field region. c) Schematic diagram illustrating the electron initiated avalanche multiplication process with $\beta = 0$ after diffusing into the high field region. d) A photogenerated electron-hole pair within the high electric field with $\alpha = \beta$. Red circles are holes, and black circles are electrons.
Figure 2.7. A typical avalanche multiplication characteristic as a function of reverse bias. Black line presents mean multiplication and red line shows noise on multiplication.

Stillman and Wolfe [27] determined an analytical expression for the mean multiplication factor by considering the current continuity equation for primary carriers generated within $w$, assuming the carrier’s ionization probability only depends on the local electric field. The mean multiplication factor at $x$, $M(x)$, is expressed by

$$M(x) = \frac{\exp \left[ -\int_{x}^{w} \alpha(x') - \beta(x') \, dx' \right]}{1 - \int_{0}^{w} \alpha(x') \exp \left[ -\int_{x'}^{w} \alpha(x'') - \beta(x'') \, dx'' \right] \, dx'}$$  \hspace{1em} (2.15)

The multiplication factor for pure electron injection, $M_e$, where an electron is injected at $x = 0$, can be expressed as

$$M_e = M(0) = \frac{1}{1 - \int_{0}^{w} \alpha(x') \exp \left[ -\int_{0}^{x} \alpha(x'') - \beta(x'') \, dx'' \right] \, dx'}$$ \hspace{1em} (2.16)

The multiplication factor for pure hole injection, $M_h$, where a hole is injected at $x = w$, can be similarly expressed as

$$M_h = M(w) = \frac{1}{1 - \int_{0}^{w} \beta(x') \exp \left[ -\int_{0}^{w} \alpha(x'') - \beta(x'') \, dx'' \right] \, dx'}$$ \hspace{1em} (2.17)
Assuming the high field is uniform, for the case of ideal p+−i−n+/n+−i−p+ structures, Equation (2.16) and (2.17) can be further reduced to

\[
M_e = \frac{1}{1 - \frac{\alpha}{\alpha - \beta} \{\exp[(\alpha - \beta)w] - 1\}} \quad M_h = \frac{1}{1 - \frac{\beta}{\alpha - \beta} \{\exp[(\alpha - \beta)w] - 1\}} \quad (2.18)
\]

To demonstrate the effects of the ionization coefficients on the avalanche multiplication mechanism in a uniform field, let us consider two special cases, \(k = 1\) and \(k = 0\). The build-up of the avalanche process with time is shown schematically in Figure 2.6 (b) and (c), respectively. For \(\alpha = \beta\) \((k = 1)\), Equation (2.18) can be simplified further to give

\[
M_e = M_h = \frac{1}{1 - \alpha w} \quad (2.19)
\]

As the electron travels in a high-field, it generates an electron-hole pair after a random ionization path. The hole from this pair can also generate a new electron-hole pair after acquiring enough energy and so on. Figure 2.6(b) show that there are relatively few carriers in the i-region at any given time even at high gain. For this case, the multiplication process with high carrier feed-back has both larger build-up time and more fluctuation in current, seen as a definite gain-bandwidth and a high excess noise. Thus, this is a worse case for the performance of APDs. Germanium is an example of such material.

On the other hand, the extreme case is \(k = 0\) as s avalanche process shown in Figure 2.6(c). For \(\beta = 0\) \((k = 0)\), Equation (2.18) reduces to

\[
M_e = \exp(\alpha w) \quad (2.20)
\]

The multiplication continues to increase exponentially with increasing values of \(\alpha w\). Under this condition, there are only electrons undergoing ionization, therefore, there is less fluctuation and a shorter build-up time. An example of such a material is HgCdTe.

The definition of avalanche breakdown is the voltage when the multiplication becomes infinite. In general, the breakdown condition can be expressed by equating the denominators of Equation (2.18) to zero. Thus, the avalanche breakdown voltage, \(V_{bd}\), depends on the ionization coefficients, electric field is not affected by the carrier injection conditions. For the special cases, the breakdown condition is given by \(\alpha w = 1\) for \(k = 1\) and no avalanche breakdown occurs for \(k = 0\) due to no carrier feedback.
The position independence $\alpha$ and $\beta$ can be expressed in terms of $M_e$ and $M_h$ by rearranging Equation (2.18) as shown in Equation (2.21), which shows the simplest way to extract the impact ionization coefficients of a semiconductor. The value of $M_e$ and $M_h$ can be measured for p-i-n/n-i-p structures. Ideally, $M_e$ and $M_h$ should be measured on the same APDs to ensure identical electric field profile and scattering environment, however, this cannot be done easily without destroying the devices. Therefore, researchers try to grow similar i-region thickness and doping density with p-i-n and n-i-p configuration. It is worth noting that these equations assume that the high electric field in the i-region is a constant value. For a more accurate analysis, the doping levels in the cladding layers and i-region and the thickness of i-region are required to simulate the real electric field profile.

$$\alpha = \frac{1}{w} \left( \frac{M_e - 1}{M_e - M_h} \right) \ln \left( \frac{M_e}{M_h} \right) \quad \beta = \frac{1}{w} \left( \frac{M_h - 1}{M_e - M_h} \right) \ln \left( \frac{M_e}{M_h} \right)$$  \hspace{1cm} (2.21)

2.5 Avalanche excess noise

In an APD, the electrons and holes, promoted by the photoelectric effect, are swept away to be collected at the contacts if the electric field is applied. Assuming the incident photons are Poisson distributed, the means square shot noise current is given by

$$<i_s> = 2qIB$$  \hspace{1cm} (2.22)

Where $B$ is the measurement bandwidth, and $I$ is the current flowing through the APD. If an APD is considered ideal with multiplication, $M$. Then the means square noise current is given by

$$<i> = 2qI_{pr}FM^2B$$  \hspace{1cm} (2.23)

Where $I_{pr}$ is the primary current and $F$ is defined as

$$F = \frac{<M_{ind}^2>}{<M_{ind}^2>}$$  \hspace{1cm} (2.24)

In early work, it was shown that there is a positive feedback characteristic between $\alpha$ and $\beta$ which can significantly increase any initial current fluctuations. And also predicted that the mean square fluctuation when $\alpha = \beta$ would be $M$ times bigger than that of an ideal case where $\beta=0$, and this is given by

$$<i> = 2qI_{pr}FM^2B$$  \hspace{1cm} (2.25)
McIntyre [26] extended this analysis to the case of unequal ionization coefficients in an avalanche region with length $w$ showed that $F$ can be expressed as a function of the ratio of the ionization coefficients and the multiplication factor assuming the ionization probability only depends on the local electric field. The excess noise factor for pure electron initiated multiplication is expressed as

$$F_e = kM + (2 - \frac{1}{M})(1 - k) \quad (2.26)$$

Where $k = \beta/\alpha$. Similarly, the expression for hole initiated multiplication can be expressed as

$$F_h = kM + (2 - \frac{1}{M})(1 - k) \quad (2.27)$$

Where $k = \alpha/\beta$. Figure 2.8 (a) shows $F$ as a function of $M$ for various values of $k$ assuming pure electron initiated multiplication and $\alpha > \beta$. It indicates that the low excess noise can be achieved if $k = \beta/\alpha = 0$ in this case.

In recent years, the impact ionization coefficients and the excess noise performance were widely investigated in different semiconductors, as shown in Figure 2.8 (b) and (c). In general, the ratio of ionization coefficients, $k$, is similar ($k \approx 1$) at high electric fields and there is a small difference at the low electric fields (assuming $\alpha > \beta$). Si is an unusual case and has a better ratio even at the high electric field, and is widely used to design low excess noise APDs. Unluckily, the cut-off wavelength is not suitable for telecommunication applicants due to its large bandgap.

McIntyre’s original theory pointed out that the excess noise factor is at a minimum for materials with a very different electron and hole impact ionization coefficients with the carrier having the larger ionization coefficient initiating the chain of impact ionizations. In reality, however, photons could be absorbed inside the multiplication region, as shown in Figure 2.6 (d). The generated parent electron and hole would independently and individually initiate the avalanche multiplication process, which is called mixed-carrier injection. More details about multiplication and excess noise performance for mixed-carrier injection will be discussed in Chapter 6.
The McIntyre’s local noise theory provided the direction for designing low excess noise APDs. Using a material with significant asymmetry between $\alpha$ and $\beta$ reduces excess noise. However, the response time would be increased due to the large $\alpha/\beta$ ratio generally only occurring at the low electrical field in a thick multiplication region. In order to satisfy the high-speed requirement, researchers used a thin multiplication layer and applied a higher electric field to achieve the same gain as that of an APD with a thick multiplication region. Based on McIntyre’s local noise theory, larger excess noise characteristics would be measured because of a low $\alpha/\beta$ value at the high electric field (assuming $\alpha > \beta$) but the opposite case was observed. The APDs with thinner multiplication...
layers generally performed better with lower excess noise, as demonstrated by the recent measurements on III-V semiconductors [42-46]. Thus the McIntyre’s local model is no longer valid as the avalanche width decreases.

Models used for an APD with the thin avalanching region can use Monte Carlo and non-local techniques. Both models take into account the “dead-space” effects. “Dead-space” is defined as the minimum distance that a carrier must travel in order to gain sufficient energy from the electric field to initiate an impact ionization event. When the multiplication region reduces, the dead space becomes a more signification fraction of the total distance travelled by the carriers before ionization. For a uniform electric field, $d_e$ and $d_h$ can be given by

$$d_e = \frac{E_{th_e}}{q\xi} \quad \text{and} \quad d_h = \frac{E_{th_h}}{q\xi} \quad (2.28)$$

Where $q$ is the electronic charge, $\xi$ is the electric field, $E_{th_e}$ and $E_{th_h}$ is the threshold energy of the electron and hole. $E_{th}$ is a significant factor which influences the probability of ionization.

Monte Carlo (MC) models, in general, provide the most realistic approach to simulating high field carrier scattering but require long computation time. For the non-local model, Hayat et al. [47] developed the recursive technique based on the probability distribution function (PDF) of the ionization path length of a carrier in the electric field which is capable of simulating the multiplication and excess noise down to avalanche widths of 0.1 μm [48]. Ong et al. [37] introduced the random path length model (RPL), which depends on randomly chosen ionization path lengths to calculate the probability of carrier ionization. The displaced ionization path length PDFs are utilised within a MC framework to predict the multiplication and excess noise in APDs. Both techniques can predict similar gain and noise results. It is well-known that the Local Model suggests accurate results when $d_e\alpha$ and $d_h\beta \leq 0.3$. Details of RPL model which was used in this work is discussed below.

### 2.6 Random path length model

Consider an electron injected into the avalanche width, $w$ with a constant electric field at $x_0$. The ionization behaviour of carriers is also characterised by the ionization path
length PDFs, \( P(x) \), which present the probability of the carrier ionizing for the first time after drifting a distance of \( x \) from the injecting position of \( x_0 \) and is given by \([49]\)

\[
P_e(x) = \begin{cases} 
0, & x - x_0 < d_e \\
\alpha^* \exp[-\alpha^*(x - x_0 - d_e)], & x - x_0 \geq d_e 
\end{cases} \quad (2.29)
\]

Where electrons are assumed to travel in the \( x \)-direction, \( \alpha^* \) is defined as the electron ionization coefficient which is the ionization coefficient after the electron travels its “dead-space”, \( d_e \) as related to the electric field shown in Equation 2.29. Then the average probability of ionizing within \( x \) is given by integrating the PDF from \( x_0 + d_e \) to \( x \) to give,

\[
G_e(x_0 < x' < x) = \begin{cases} 
0, & x - x_0 < d_e \\
1 - \exp[-\alpha^*(x - d_e)], & x - x_0 \geq d_e 
\end{cases} \quad (2.30)
\]

Following Equation (2.30), the probability of electrons not ionizing, \( S_e \), is given by,

\[
S_e(x_0 < x' < x) = \begin{cases} 
1, & x - x_0 < d_e \\
\exp[-\alpha^*(x - d_e)], & x - x_0 \geq d_e 
\end{cases} \quad (2.31)
\]

Rearranging Equation (2.31) if we substitute \( S_e \) with a uniformly distributed random number (a value from 0 to 1) gives,

\[
x = d_e - \frac{\ln(r)}{\alpha^*} \quad (2.32)
\]

Where \( r \) is a uniformly distributed random number, and \( x \) is the distance an electron travels before it ionizes for the first time. Similar derivation procedures can be obtained for holes. A pseudo-random-number generator is used to generate a random number, \( r \), to determine the ionizing length of carriers, and these random numbers are independent of each other. In each trial, the process keeps a record of the position of impact ionization of all carriers until no carriers stay in the avalanche region. To achieve reliable simulation results, simulation using the RPL model needs to repeat many trials, \( N \). Then the mean multiplication, \( M \), and excess noise, \( F \), of carriers injected at a position of \( x_0 \) is given by,

\[
M(x_0) = \frac{1}{N} \sum_{N=1}^{N} M_N \quad (2.33 \ a)
\]

and

\[
F(x_0) = \frac{1}{NM^2(x_0)} \sum_{N=1}^{N} M_N^2 \quad (2.33 \ b)
\]
2.7 Advantage of APD/SAM-APD in an optical receiver

APDs/SAM-APDs are widely used in many diverse applications requiring high speed, high bandwidth and high sensitivity. The fundamental advantage of APDs is their internal gain. In the optical receiver, the signal-to-noise ratio (SNR) for an APD incorporated with a preamplifier can be expressed as [50]

\[ SNR = \frac{P_s}{FN_{sn} + N_{preamp} / M^2} \]  

(2.34)

Where \( P_s \) is the electrical signal power at unity gain, \( M \) and \( F \) are the multiplication and excess noise factors relative with the multiplication material \( N_{sn} \) is the unity gain shot noise power of the APD and \( N_{preamp} \) is the noise power of the preamplifier. Figure 2.9 shows the case of \( P_s > N_{preamp} \) and \( P_s < N_{preamp} \) for \( N_{preamp} \gg N_{sn} \), respectively. For both cases, the SNR of a receiver is a significant enhancement by operating the APD with gain. However, this is limited by excess noise. A lower APD noise can let us operate APD at a higher gain, making the SNR of a receiver better.

![Diagram](image)

Figure 2.9. Schematic diagram illustrating the advantage of an APD over a p-i-n photodiode in an optical receiver. (a) When the electrical signal power is bigger than the preamplifier noise. (b) When the electrical signal power is smaller than the preamplifier noise
2.8 Avalanche limited bandwidth

The bandwidth of an APD is usually defined as the frequency at which the signal is reduced by 3-dB, and the gain-bandwidth product (GBP) is defined as the product of the avalanche gain and the 3-dB bandwidth of an APD. The resistance-capacitance RC limited time, the carrier transit time, the carrier diffusion time (if carriers are generated outside of the electric field) and the avalanche build-up time affect the bandwidth of an APD. Practically, at high gain, the bandwidth of device is mainly limited by the avalanche build up time. Previously, $k$ of 0 demonstrated that an APD could have the lowest excess noise, even at high multiplication, producing better sensitivity. Emmons [51, 52] reported theoretically for the first time that the 3-dB bandwidth of an APD is reduced at a particular value of $M$, depending on the the ionization coefficient ratio and the frequency response is independent of $M$ until the product of $kM \sim 1$. Figure 2.10 shows that the 3-dB bandwidth can be independent of $M$ if we utilize an avalanche material with $k$ of 0 and the worst case is at $k$ of 1.

![Figure 2.10](image_url)

Figure 2.10. Simulation of -3 dB bandwidth versus multiplication with a various ratio of ionization [51].
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CHAPTER 3:

EXPERIMENTAL TECHNIQUES

3.1 Electrical characterization details

3.1.1 Capacitance-voltage (CV) measurement

Capacitance-voltage (CV) characteristics of the device under test (DUT) were performed using a HP4275A LCR meter. The capacitance of DUT as a function of reverse bias was measured by applying a sinusoidal test signal with 50 mV at a frequency of 1 MHz. CV measurements were used to obtain the capacitance, built-in voltage, total depletion width and doping profile of the DUT. Devices of three different diameters were measured to ensure that the capacitance per unit area is constant.

To estimate information about the doping profile and depletion region of the DUT, the CV measurements were calculated using an electrostatic model. Using Poisson’s equation and assuming that the doping profile is abrupt, the electric field gradient was expressed as

\[
\frac{dE}{dx} = \frac{qN}{\varepsilon_r \varepsilon_0} \quad (3.1)
\]

Where \( E \) is the electric field, \( q \) is the elementary electronic charge, \( \varepsilon_r \) is the dielectric constant of the device’s material, \( \varepsilon_0 \) is the permittivity of free space, and \( N \) is the doping density. The total area under the curve of the electric field profile is equal to the sum of the applied voltage \( (V_{app}) \) and built-in voltage \( (V_{bi}) \). So the CV measurements can be fitted by an algorithm that uses the doping density and the thickness as adjustable parameters. The calculated depletion width obtained from the electric field profile should fit the measured capacitance as much as possible.

Furthermore, the capacitance of the DUT at a given applied reverse bias voltage and the doping density at a certain reverse bias can be, respectively, determined by

\[
C = \frac{\varepsilon_0 \varepsilon_r A_D}{w} \quad (3.2)
\]
\[ N(w) = \frac{2}{q\varepsilon_0\varepsilon_r A_D^2} \left[ \frac{dV_t}{d\left(\frac{1}{C^2}\right)} \right] \]  

(3.3)

Where \( A_D \) is the area of the DUT, \( w \) is the total depletion length, and \( V_t \) is the total voltage across the DUT. The \( V_{bi} \), at equilibrium, can be estimated by plotting \( 1/C^2 \) against bias and a straight line intercept at \( 1/C^2 = 0 \) give \( V_{bi} \). It is worth observing that this method of estimating the \( V_{bi} \) is based on the assumption on an abrupt single-sided junction with constant doping density. The dielectric constant for AlAsSb is assumed to be 10.95 [1].

### 3.1.2 Current-voltage (IV) measurement

Current-voltage (IV) measurement is the most fundamental characterization methodology used. This measurement can be achieved by applying a bias voltage across the DUT and measuring the value of the resulting current. Either a Hewlett Packard HP4140B pico-ammeter or a Keithley 236/237 source measurement unit (SMU) were used to measure the forward and reverse IV, and they are controlled by a computer. From IV measurements, we may discover the characteristics of a fabricated diode, such as reverse leakage current, \( I_{ds} \), breakdown voltage, \( V_{bd} \), series resistances, \( R_s \), and ideality factor, \( n \). Therefore, this is normally the first test after the device fabrication and needs to repeat on devices with different size.

The dark leakage currents, which is a fundamental parameter for an APD, come from either bulk and/or edge leakage currents. Bulk leakage is generated by generation-recombination and tunnelling processes, which scales with the area, and edge leakage is affected by leakage paths at the mesa periphery and therefore scales with the device perimeter. The contributions of the bulk and edge leakage currents were found by

\[ J_{\text{Area}} = \frac{I_{\text{dark}}}{\pi r^2} \]  

(3.4.a)

\[ J_{\text{Perimeter}} = \frac{I_{\text{dark}}}{2\pi r} \]  

(3.4.b)
Where \( r \) is the radius of the DUT.

From the dark forward IV measurements, the quality of the material, the formation of the junction and the quality of the contacts can be obtained. The ideal forward IV characteristics can be expressed by [2]

\[
I_F = I_o \left[ \exp \left( \frac{qV_t}{nk_B T} \right) - 1 \right] \quad (3.5a)
\]

\[
I_F = I_o \left[ \exp \left( \frac{q(V_t - IR)}{nk_B T} \right) - 1 \right] \quad (3.5b)
\]

Where \( I_0 \) is the saturation current depending on the cladding doping concentration and the electron and hole diffusion lengths, \( V_t \) is the total voltage drop across the DUT, \( q \) is the electron charge, \( k_B \) is Boltzmann’s constant, \( T \) is the temperature, and \( n \) is the ideality factor with a value between 1 and 2. A value of \( n \) near to 1 means that diffusion is the core mechanism, while a value of \( n \) closer to 2 indicates that generation-recombination is dominant. Hence, the device has significant defects when \( n \sim 2 \). Normally, there is an equivalent series resistance, \( R \), due to the effect of series resistance as shown in Equation (3.5b). The multiplication characteristics are profoundly affected by equivalent series resistance when there is a significant voltage drop across it as it reduces the applied voltage across the depletion region. This therefore, limits the maximum achievable measured gain and a high value of \( R \) has to be avoided when measuring multiplication. Figure 3.1 shows an example of measured multiplication with high series resistance.
There are a few mechanisms that can occur as the reverse bias increases, which will directly raise the dark current and degrade the SNR of an APD. These typically include diffusion ($I_{\text{diff}}$), generation and recombination ($I_{G&R}$), band to band tunnelling ($I_{\text{tunn}}$) and surface leakage ($I_{\text{surf}}$). The relationship is given by the following equations [2].

\[
I_{\text{diff}} = I_o \left[ \exp \left( \frac{qV}{k_T} \right) - 1 \right] \quad (3.6)
\]

\[
I_{G-R} = \frac{qn_iAw}{\tau_{\text{eff}}} \quad (3.7)
\]

\[
I_{\text{tunn}} = \frac{(2m^*)^{0.5}q^3EVA}{4\pi^2hE^0.5} \exp\left( - \frac{\alpha_T(m^*)^{0.5}E_{s}^{0.5}}{qE} \right) \quad (3.8)
\]

\[
I_{\text{surf}} = \frac{V_b}{R} \quad (3.9)
\]

Where $n_i$ is the intrinsic carrier density, $A$ is the cross-sectional area of the junction, $\tau_{\text{eff}}$ is the effective carrier lifetime, $m^*$ is the electron effective mass, $\hbar$ is the reduced Plank’s constant, and $\alpha_T$ is a parameter dependent on the detailed shape of the barrier and is of the order of unity. The surface leakage current is mainly due to the conducting surface of an etched mesa.

Figure 3.1. Illustration of the effect of voltage drop on the multiplication.
3.2 Photo-response measurement

Photo-response measurements were performed to discover the optical responsivity of the photo-sensitive material in the APDs. The photo-response setup is shown in Figure 3.2. As we can see, light from a 100 W tungsten bulb source on the right-hand side is injected into a monochromator after the focusing lenses. The light from the output of monochromator was focused onto the DUT using another pair of focusing lenses. The image of the DUT and excitation light spot were shown on a monitor through the beam splitting cube (BSC) that was illuminated by a white light source on the top. The light from the output of a monochromator was modulated at 180 Hz by a mechanical chopper. There is a Keithley 236 or 237 source meter unit (SMU) to bias the DUT and a Stanford Research SR830 lock-in amplifier (LIA) to detect the resultant photocurrent. A software program called SCADAS was used to collect the data and control the wavelength of the monochromator. A Hamamatsu PD S5973-02 [3] was used as the reference photodiode to calculate the quantum efficiency of the DUTs due to the similarity of photo-response performance. It is worth indicating that the 210 μm radii devices in this work have a similar photosensitive area as the commercial photodiode, but the optical power on DUTs is not similar to the power on the commercial device. This is because some of the top metal contact blocks the light going in. We estimated that the photosensitive area of 210 radii devices was 63% of that of a commercial device by comparing the area difference between the 210 μm radii devices and the commercial device. The resultant photocurrent is calculated by

\[ I_{ph} = \frac{LIA \times Sensitivity}{10 \times \frac{0.45 \times \text{resistance}}{0.45}} \]  

(3.10)

Where LIA means the reading of LIA and Sensitivity means the sensitivity of LIA. The choice of sensitivity was dependent on the highest signal level.
3.3 Photo-multiplication measurement

Avalanche multiplication resulting from impact ionization is an important process in APDs. An accurate determination of impact ionization coefficients needs pure electron and hole initiated multiplication characteristics from p-i-n and n-i-p structure with a range of avalanching thickness. Figure 3.3 shows a schematic of the phase-sensitive photomultiplication measurements setup. A small laser spot (about ~10 um diameter) was focused onto either the top of a p-i-n or n-i-p device by some adjustable mirrors and focusing lenses. The image of the device and the laser spot were also viewed on a monitor via a camera and a beam splitting cube (BSC), which is similar to the photo-response measurement setup. A Keithley 236 or 237 SMU was used to bias the DUT and the resistor. The laser source was modulated at about 180 Hz by a mechanical chopper. A LIA measured the resultant photocurrent via the voltage drop across a resistor. It is well known that the photocurrent results from DUT are a function of the applied voltage. Multiplication value, ideally, are not affected by optical power. However, the multiplication value is sometimes lower at high optical power due to local temperature heating. It is necessary to check the absence of heating effects by changing the intensity
of the laser source using different neutral density (ND) filters. Obtaining a pure injection of holes and electrons was controlled by the wavelength of the laser source, which will be detailed later.

![Schematic diagram of the AC photo-multiplication set-up for top illumination.](image)

Figure 3.3. Schematic diagram of the AC photo-multiplication set-up for top illumination.

When the dark current was significantly lower than $I_{ph}$ (by >2 orders of magnitude), the SMU could be used to measure both the dark current and the total current. The dark current, $I_{dark}$, was without laser illumination and the total current, $I_{total}$, was with laser illumination. We could determine the multiplied photocurrent as a function of bias through $I_{total} - I_{dark}$. However, a direct measurement was only used for the low dark current cases. The measurement set-up for DC method is similar except for the resistor and LIA. In this work, due to the relatively high surface dark currents, the photocurrent measurements used phase sensitive detection techniques.

The multiplication characteristics were calculated by normalising the total photocurrent, $I_{ph}$, and primary photocurrent, $I_{pr}$. The $I_{pr}$ increases as the reverse bias increases because of the distance between the surface and the edge of the depletion region varies under high reverse bias, which is similar to the early effect in a bipolar junction transistor. Woods et al. [4] estimated the $I_{pr}$ in an abrupt p-n junction as
\[ I_{pr} = \frac{qG_0}{\cosh(L/L_{pn})} \quad (3.11) \]

where \( G_0 \) is the carrier photogeneration rate at the cladding region, \( L \) is the distance between the illuminated surface and the depletion edge, \( L_{pn} \) is the minority carrier diffusion length. However, in reality, Equation 2.10 can simplify as

\[ I_{pr} = aV + b \quad (3.12) \]

Where \( a \) and \( b \) are constants if \( L(V) >> L_{pn} \).

As we mentioned before, there are two type carriers, electrons and holes, undergoing impact ionisation in a large electric-field (avalanching region). During multiplication measurements, it is possible to control the primary photocurrent injected into the multiplication region. As shown in Figure 3.4, the top cladding layer of a p-i-n or n-i-p structure is illuminated with the incoming light of two different wavelengths \( \lambda_1 < \lambda_2 \), respectively. It is obvious that the selected shorter wavelength, \( \lambda_1 \), is no longer absorbed after the top cladding layer. And the selected longer wavelength, \( \lambda_2 \), can generate carriers in the avalanche i-region almost uniformly throughout the structure due to a very low absorption coefficient. Therefore, the shorter-wavelength light will provide pure carrier injection into the avalanche region giving \( M_e \) on the p-i-n or \( M_h \) on the n-i-p while the longer-wavelength light will provide a mixed carrier injection multiplication characteristic \( (M_{mix}) \). Side injection is shown in Figure 3.5. In this case, the shorter-wavelength light accidentally enters the avalanche region due to the relatively large laser spot or when used on the smallest diameter device. Light is absorbed and carriers are generated everywhere.
Figure 3.4. Schematic diagram of single carrier injection and a mix injection through different wavelengths. Red circle presents electrons and blue circle presents holes. The arrows show the diffusion direction.

Figure 3.5. Schematic diagram of side injection due to the unfocused laser spot or used the smallest diameter device.

3.4 Excess noise measurement

Avalanche excess noise was measured using the setup as shown in Figure 3.6. Similar
to the previous multiplication setup, the DUT was biased using an SMU and light through a mechanical chopper was aligned on the optical window of the DUT. A trans-impedance amplifier (TIA), which applied a gain of $2200 \text{ VA}^{-1}$ was used to convert the photocurrent signal into a proportional square waveform voltage signal at the chopper frequency. The signal amplified by a unity-gain amplifier was measured by one of LIAs to determine the photocurrent. The output of the TIA (signal of photocurrent and its multiplied noise) is then connected to the bandpass filter (MiniCircuit SBP 10.7) with a centre frequency of 10 MHz and a bandwidth of 4.2 MHz for removing the photocurrent signal. An additional amplifier stage was used to further amplify the resulting noise voltage from the output of the bandpass filter before it is converted to the mean square value by a power meter (a squaring and averaging circuit). The output of a power meter was fed into another LIA to measure the noise power. An attenuator was placed between the amplifier output and the noise power meter in the cascade to restrict very high signal to the power meter. Both LIAs have an identical frequency at the frequency of the mechanical chopper. A detailed description of the noise measurement system can be found in [5, 8].
Figure 3.6. Schematic diagram of the experimental setup used to measure the excess noise.

The analysis of photocurrent to determine $M$ is similar to the multiplication measurement shown in the previous section. The excess noise factor, $F$ for a given $M$, is determined by [6]

$$F = \frac{N_{\text{DUT}}}{N_{\text{ref}}} \quad (3.13)$$

In this work, the reference device selected was a commercial Si p-i-n photodiode (BPX65). BPX65 has a unity gain ($M = 1$) and has a well-known junction capacitance. Figure 3.7 shows the measured noise power (LIA2) as a function of photocurrent (LIA1) of BPX65 with a reverse bias voltage of 5 V using a different wavelength of light. These results present full shot noise due to operating under non-avalanching conditions. Therefore, for any DUTs operating under the avalanching model, the actual excess
noise can be determined by referring to BPX65.

The ratio of the noise power to photocurrent for an ideal device is expressed by

$$K = \frac{N}{I_{ph}} = 2eB_{eff}(C_{si})A^2 \quad (3.14)$$

Where $B_{eff}(C_{si})$ is the effective noise bandwidth (ENBW), which is the variation of the transimpedance gain with capacitance. $A$ is the total gain of the system. For a unity gain device such as BPX65, the noise power versus photocurrent is linear, and the slope is also given in Equation (3.14). The noise power of the DUT is given by

$$N_{DUT} = 2eIB_{eff}(C_{DUT})A^2MF(M) \quad (3.15)$$

Where $N_{DUT}$ is the measured noise power, $B_{eff}(C_{DUT})$ is the effective noise bandwidth of the DUT at a particular capacitance. $M$ is the multiplication, and $I$ is the multiplied photocurrent. By arranging Equation (3.14) and (3.15), the excess noise factor was calculated using

$$F(M) = \frac{N_{DUT}}{K \times MI} \times \frac{B_{eff}(C_{si})}{B_{eff}(C_{DUT})} \quad (3.16)$$

The excess noise measurement was also performed using different optical powers on devices to ensure consistency and reproducibility. Figure 3.7 shows the photocurrent noise power against photocurrent for a commercial silicon reference device (BPX65) under different wavelengths and intensity while at unity gain and for P1 with 420 nm excitation under increasing reverse bias.

More detail on the phase detection technique can be found in [7].
Figure 3.7. Measured noise power for BPX65 with different wavelengths and optical powers as well as that for an AlAsSb diode.
3.4 References


CHAPTER 4:

GROWTH, FABRICATION AND ABSORPTION COEFFICIENTS IN AlAsSb

4.1 Introduction

The semiconductor material AlAs$_{0.56}$Sb$_{0.44}$ (hereafter referred to AlAsSb), lattice-matched on InP has been widely investigated for high-speed optoelectronic device applications such as ultrafast cross-phase modulators [1], quantum-cascade lasers [2], distributed Bragg reflectors [3], multi-junction solar cells [4], and more recently, it has been used for demonstrating high gain-bandwidth product and low excess noise avalanche photodiodes [5, 6]. In several of these devices, an accurate knowledge of the material absorption coefficient as a function of wavelength is needed to optimize their performance. A thicker AlAsSb is sometimes required to extract the properties of bulk material. In this chapter, three p-i-n structures and two n-i-p structures were grown using a digital alloy growth technology by Molecular beam epitaxy reactor and fabricated by standard optical lithography and wet etching. Several methods were used to determined growth quality like X-ray diffraction and transmission electron microscopy. By looking at the photo-response spectrum at low reverse bias, absorption coefficient was determined.

4.2 Layer details

4.2.1 Digital alloy growth technology

Random alloy (RA) growth is normally used to grow mixed-anion alloys by molecular beam epitaxy (MBE) reactor. The atoms are directly deposited on the sample surface with correct growth conditions to achieve the targeted alloy composition. RA growth technique has been successfully demonstrated in many semiconductors such as GaAs, AlGaAs, InP, InAlAs and InGaAs. These materials have only one group-V element which could be much easier to be grown as they have unit sticking coefficient on the
growth surface. Therefore, setting atoms/flux on the surface based on the mole ratio in the alloy is used to achieve the targeted alloy composition. The commercial company, IQE, successfully provided two thin wafers to Sheffield (namely P4 and P5 in this thesis) using RA growth technique in 2011. Unfortunately, The third wafer with 1 µm thickness showed strong oxidation and was not usable. The grown structure comprises a top AlAsSb cladding layer of 400 nm (p⁺), a nominal AlAsSb undoped avalanche layer of 100/250 nm and a bottom AlAsSb layer of 50 nm (n⁻). These two p-i-n configurations are sandwiched between a 50 nm heavily doped InGaAs on the top and a 1000 nm InGaAs at the bottom. Ref [6, 7] reported the reverse dark current, the wavelength dependence of multiplication, the temperature dependence of multiplication and the wavelength dependence of excess noise from P4 and P5. The National Epitaxy Facility at Sheffield started to regrow the same structure but with much thicker avalanche region since 2015, unfortunately, most wafers were unacceptable. It is because that our targeted alloy, AlAsSb, has one group-III and two group-V elements, and the growth is much more complicated than that of alloys with only one group-V element. The sticking coefficients on the growth surface for the group-V element are normally varied as functions of growth rate, growth temperature and their mole ratio. Undesired crystalline disorders are easily created by the wide miscibility gap [8, 9], therefore, it is very difficult to grow a thick structure using RA technology.

Zhang Y.H. [10] has demonstrated an accurate method for growing AlAsₓSb₁₋ₓ by modulated molecular beam epitaxy (MMBE). This is generally called digital alloy (DA) growth technology. This method uses short-period superlattices, and the advantages of DA are giving identical structural, optical and electronic properties while providing precise control over alloy composition and reproducibility. Compared with RA growth technique growing digitally by MBE shifts the emphasis placed on control of incident fluxes (hard) to shutter timing and layer thicknesses control (easy). In 2016, J. Campbell’s group successfully demonstrated AlₓIn₁₋ₓAsₓSb₁₋ₓ lattice-matched to GaSb substrates used DA growth technology by MBE. The layers used a digital alloy period of 10 monolayers (ML) [11] or 3 nm [12], and the binary alloys follow the shutter sequence AlSb, AlAs, InSb and InAs. Therefore, DA technology looks like a promising technology for growing thick AlAsSb homojunction wafers.
4.2.2 AlAsSb device growth and fabrication

The AlAsSb p-i-n and n-i-p structures are grown on epi-ready n-InP (001) and p-InP (001) substrates, respectively, via DA growth technology in a Veeco GEN930 MBE reactor, in which both As\textsubscript{2} and Sb\textsubscript{2} fluxes are supplied using valved cracker cells by Dr Liang in the University of California, Los Angeles (UCLA). Before the material growth, the InP substrate temperature was raised to 540\(^\circ\)C for 3 mins under As\textsubscript{2} to desorb the surface oxide. After oxide removal, the substrate was cooled to 500\(^\circ\)C for material growth. The digital AlAsSb layer was realised by periodically alternating the As\textsubscript{2} and Sb\textsubscript{2} shutter while maintaining a steady Al flux during deposition, resulting in AlSb and AlAs equivalent sequence of 4.0 and 0.44 monolayers. The layers grown include five homojunction p-i-n/n-i-p structures (The structures are labelled P1-P3 and N1-N2 to enable easy reference). The nominal multiplication region thicknesses are \(w = 1.5, 1.0\) and 0.6 \(\mu\)m, respectively. The multiplication region is sandwiched between a 300-nm \(p^+/n^+\) AlAsSb and a 100-nm \(p^+/n^+\) AlAsSb cladding layers with Be(p+) and Te(n+) doping concentrations of \(2.0 \times 10^{18}\) cm\(^{-3}\). The structure also has a highly doped \((1.0 \times 10^{19}\) cm\(^{-3}\)\) top 20-nm and bottom 500-nm InGaAs contact layers. The top thin InGaAs cap prevents oxidation of AlAsSb and also helps form a good metal contact.

Figure 4.1(a) shows an example of X-ray diffraction (XRD) results. The clear peak and fringes show that InGaAs and AlAsSb are reasonably lattice-matched to InP substrates. Figure 4.1(b) shows a measured cross-section high-resolution transmission electron microscopy (TEM) picture of the digital AlAsSb layer. A clear sign of bright (AlAs)/dark (AlSb) layer separation is observed suggesting that the alternating shutter sequence has produced modulated contrast in the digital layer. Figure 4.1(c) shows scanning electron micrograph cross-section demonstrating close agreement with the design thickness and no dislocations at the InGaAs/AlAsSb interface. Results shown in Figure 4.1(a)-(c) were done by Dr. Liang at UCLA. However, some parts of wafers are extremely unstable, as shown in Figure 4.1(d), and P1 is significantly damaged during the shipping. Photoluminescence (PL) measurements demonstrate a strong light emission at \(\sim 770\) nm, as shown in Figure 4.2. The measurements were under different laser power. Results in Figure 4.2 were done by a colleague at Sheffield. Here, initial material characterisation demonstrated that the layer surface had specular reflection
and both InGaAs and AlAsSb layers show near latticed matching to the InP substrate. So it is promising to continue the further device characterisation.

Figure 4.1. (a) XRD peak of InP (middle), InGaAs (left) and AlAsSb (right) in P2. (b) Cross-section bright filed high-resolution TEM images for the AlAsSb digital alloy with a clear AlAs/AlSb layer contrast. One period is 1.31 nm with rapidly alternating layers of AlAs (1.7Å) and AlSb (11.4Å). (c) SEM cross-section photo of the P1. (d) Normaski of P3 and P2 done at Sheffield.
As we know, AlAsSb is very easy to oxidise when exposed to air, which makes it prone to significantly high surface leakage current for APDs. The previous study showed that the challenges of fabrication are the existence of Antimony significantly increase in the oxidation depth in AlAsSb [13], and Aluminium rich materials combine with oxygen atoms easily [14]. Dr Xie J. Systematically investigated the etching recipe and reported this in her thesis [15], and we used the same etching recipe. The only difference here is that we used a new mask for the circular mesa diodes with diameters of 70, 120, 220 and 420 μm. These high quality wafers were fabricated into mesa diodes by standard optical lithography and wet etching where a 2 : 1 mixture of citric acid (1 g citric acid powder to 1 ml of de-ionised water (DIW)) and hydrogen peroxide (H₂O₂) is used for the removal of the InGaAs cap layer and a 1 : 2 : 10 mixture of hydrochloric acid, diluted H₂O₂ (with a ratio of 1 part peroxide to 9 parts DIW) and DIW to etch the AlAsSb layer. Ti-Au was used to form the top and bottom metal contacts. Figure 4.3 shows a schematic diagram and two fabricated circular mesa diodes with optical windows, respectively. Figure 4.4(a)-(b) shows devices had serious oxidation after annealing, even this was happen at the room temperature as shown in Figure 4.4(c). In this work, fabrication was down by Dr Xie S.Y. in Cardiff and Lim L.W. at Sheffield.
Figure 4.3. (a) Schematic diagram of the mesa device (600 – 1500 nm AlAsSb thick intrinsic region). (b) Plan view of two 220 μm diameter devices showing the top contact.

Figure 4.4. Photographs of P3 after the first run fabrication. (a) No annealing. (b) annealing under 340 degree. (c) annealing under 420 degree.

4.3 Electrical characterisation

4.3.1 CV measurement

The typical capacitance as a function of reverse bias measured on P1-P3 and N1-N2 with mesa diameters of 420 μm are shown in Figure 4.5. It was found that the CV profiles of the diodes on each layer scale with device area proving that the diodes are properly isolated. After an initial decrease in capacitance with bias, the capacitance is
approximately constant above 20 V for P1 and N1, 15 V for P3 and 6 V for P2 and N2. This means that the intrinsic region is fully depleted beyond these biases and there is negligible depletion in the heavily doped cladding regions. The cladding layer doping density (assuming p⁺ = n⁺), the i-region thickness and i-region doping density are summarized in Table 4.1, and the P4-P6 refer to thin avalanching layers investigated previously [15]. The doping profiles and i-region thickness were modelled by solving Poisson’s equation. Figure 4.6(a) shows the calculated doping density against the depletion width. The i-region background doping density varies between 5 × 10¹⁵ – 10 × 10¹⁵ cm⁻³ resulting in a tapered electric-field profile in the intrinsic region and the avalanche thickness is close to the nominal growth values. Figure 4.6(b)-(d) shows simulations of the electric field of P1-P3. The built-in voltage was estimated to be around 1.5 V by plotting 1/C² versus bias.

![Figure 4.5](image)

Figure 4.5. Typical room temperature C-V for 420 um diameter devices. (a) P1 (square) and N1 (diamond). (b) P2 (triangle) and N2 (circle). And (c) P3. Solid lines are modelled results by solving the Poisson’s equation.
Figure 4.6. (a) Doping density against depletion width. It shows that the intrinsic region doping density for P2, P3 and P1 varies between $5 \times 10^{15} - 10 \times 10^{15}$ cm$^{-3}$ as determined from the CV measurements. (b) Electric profile of P2. (c) Electric profile of P3. (d) Electric profile of P1. The reverse bias starts from 0 V in the step of 1 V.
Table 4.1. Device parameters of AlAsSb homjunction diodes.

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Diode type</th>
<th>Nominal i-thickness (μm)</th>
<th>Breakdown voltage $V_{bd}$ (V)</th>
<th>CV Modelled results</th>
<th>Growth technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Measured</td>
<td>Modelled fit</td>
<td>i-region doping ($\times 10^{15}$ cm$^{-3}$)</td>
</tr>
<tr>
<td>P1</td>
<td>PIN</td>
<td>1.5</td>
<td>84.5</td>
<td>85.7</td>
<td>5</td>
</tr>
<tr>
<td>N1</td>
<td>NIP</td>
<td>1.5</td>
<td>84.5</td>
<td>86.0</td>
<td>5</td>
</tr>
<tr>
<td>P2</td>
<td>PIN</td>
<td>0.60</td>
<td>40.2</td>
<td>40.4</td>
<td>10</td>
</tr>
<tr>
<td>N2</td>
<td>NIP</td>
<td>0.60</td>
<td>41.5</td>
<td>42.3</td>
<td>10</td>
</tr>
<tr>
<td>P3</td>
<td>PIN</td>
<td>1.00</td>
<td>62.2</td>
<td>63.3</td>
<td>10</td>
</tr>
<tr>
<td>P4</td>
<td>PIN</td>
<td>0.25</td>
<td>20.2</td>
<td>21.2</td>
<td>1</td>
</tr>
<tr>
<td>P5</td>
<td>PIN</td>
<td>0.10</td>
<td>11.2</td>
<td>14.9</td>
<td>1</td>
</tr>
<tr>
<td>P6</td>
<td>PIN</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 Dark current measurement

Dark IV characteristics were measured from all layers. Figure 4.7(a) shows some examples of dark forward IV from P1. The surface dark current dominates between 0 and 0.7 V and after 0.7 V the bulk dark current dominates. The calculated current density is shown in Figure 4.7(b). At low forward bias, the dark currents scale with device perimeter suggesting the presence of large surface currents while at higher forward biases they scaled with area indicating its bulk current property. Fitting of the largest diameter diodes for the bulk current region shows the ideality factor of ~2 and low series resistance. A similar ideality factor and series resistance are extracted from the rest layers. The forward I-V measurements also show that the device has a low turn-on voltage.
Figure 4.7. (a) Forward dark current on P1. (b) Calculated forward dark current per unit area and perimeter on P1. The units are A/cm$^2$ for Area and A/cm for perimeter.

The measurements for dark reverse IV are shown in Figure 4.8, with several different diameter diodes. From reverse dark IV measurements, breakdown in all layers was seen to be sharp and clearly defined. The high reverse dark currents seen here are not indicative of the bulk dark currents in this material system as they too appear to scale with perimeter instead of area. The comparison of forward and reverse dark currents of the five AlAsSb diodes as measured on 420 μm diameter mesa structure are shown in Figure 4.9 together with measured dark IV from P4 and P5 for 400 μm diameter devices. Compared with pure photomultiplication results (Figure 5.8 in Page 93), the multiplied dark current is not shown clearly in the measured dark current results. It suggests that the surface dark current is not multiplied and is dominant. For proving that the high dark current is mainly caused by surface leakage, we did IV measurement at low temperature, as shown in Figure 4.10. The reverse dark current is dramatically reduced as the temperature reduces, however, the surface dark current has no changes while reducing temperature (Equation 3.9). Our measured low temperature dark current is higher than the real low temperature bulk dark current. It suggests that the dark current could be further reduced by an optimized fabrication process and side passivation.
Figure 4.8. Dark current versus bias of P1, P2, N1 and N2. Different lines represent different diameter devices. It suggests devices have similar avalanche region.

Figure 4.9. Typical room temperature I-V for 420 μm diameter devices. P1 (blue), P2 (red), P3 (black), N1 (pink) and N2 (green). Compared with room temperature IV for P4 (gray) and P5 (cyan) of 400 μm diameter.
The device dark current, $I_d$, is comprised of surface leakage current, $I_s$, and multiplied bulk dark current, $I_b$, which can be expressed by $I_d = I_s + M \times I_b$. The inset of Figure 4.11 shows an example of the measured $I_d$ versus reverse bias at the light wavelength of 420 nm in P1. Table 4.2 lists the extracted $I_{s1}$ and $I_{b1}$ for the diodes with $D = 220 \mu m$ from each wafer by looking at the dark current below 20 V. Because the total dark current can also be expressed as $I_d = A \pi D + B \pi D^2/4$, where $A$ is the surface dark current per unit length, $B$ is the bulk dark current per unit area, and $D$ is the diameter of the APD, the $I_{s2}$ and $I_{b2}$ of the diodes with $D = 30 \mu m$ (typical size for commercial high-speed detectors) from the three p-i-n wafers can be predicted by scaling the device area and perimeter respectively.
Figure 4.11. Dark current for devices with $D = 220 \, \mu m$ for P1, P2 and P3 respectively. Inset shows the measured $I_d$ versus $M$ at 420 nm for P1 with $D = 220 \, \mu m$.

Table 4.2. Extracted $I_s$ and $I_b$ for P1 (600 $\mu m$ p-i-n), P2 (1500 $\mu m$ p-i-n) and P3 (1000 $\mu m$ p-i-n).

<table>
<thead>
<tr>
<th></th>
<th>$D = 220 , \mu m$</th>
<th></th>
<th>$D = 30 , \mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_{b1}$ (A)</td>
<td>$I_{b1}$ (A)</td>
<td>$I_{b2}$ (A)</td>
</tr>
<tr>
<td>P2</td>
<td>$1.2 \times 10^{-8}$</td>
<td>$2.13 \times 10^{-6}$</td>
<td>$2.23 \times 10^{-10}$</td>
</tr>
<tr>
<td>P3</td>
<td>$8.6 \times 10^{-7}$</td>
<td>$1.28 \times 10^{-5}$</td>
<td>$1.6 \times 10^{-8}$</td>
</tr>
<tr>
<td>P1</td>
<td>$1.27 \times 10^{-7}$</td>
<td>$3.4 \times 10^{-6}$</td>
<td>$2.4 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

4.4 Photo-response measurements in AlAsSb

4.4.1 Bias-dependent spectral response

A 100 W tungsten bulb and a grating monochromator was used to measure the photo spectral response of the 420 $\mu m$ device by applying a low reverse bias until fully depleted for each layer. The measured spectral response (uncorrected for the system response) of P2 and N2 with increasing reverse bias from 0-8 V is presented in Figure 4.12. The very low photocurrent around the cut-off wavelength could still be measured by the phase sensitive technique, where the light signal was mechanically modulated.
at ~185 Hz, and the photocurrent was measured by a LIA. The measurement technique was fully discussed in Chapter 3. Figure 4.13 shows the measured photocurrent versus reverse bias for P2 and N2 under different wavelength illumination. The photocurrent at shorter wavelengths (< 450 nm) in the p-i-n structure initially increases more rapidly between 0-8 V than in the case of the n-i-p, where the photocurrent appears to be constant over this range. Similar behaviour was observed in the other layers, depending on whether it is a p-i-n or n-i-p.

![Figure 4.12. Bias-dependence spectral response of (a) P2 and (b) N2 from 0V to 8V at the step of 1V.](image)

![Figure 4.13. Photocurrent versus reverse voltage of (a) P2 and (b) N2 for the wavelength of 442 nm (blue), 542 nm (green), 633 nm (yellow), 700 nm (red) and 720 nm (dark red).](image)

The reason for this is voltage-dependent responsivity at lower reverse bias. Initially, electrons are generated in the p+ layer under shorter wavelength illumination and diffuse from left to right. As the depletion edge moves closer to the surface, the carrier
collection efficiency increases qualitatively as shown in Figure 4.14 for a p-i-n structure. However, the carrier collection efficiency does not change when illuminated by longer wavelength light as carriers are generated uniformly in the i-region. From this, we can determine that the background doping in the i-region is p-type. CV measurements also confirmed the depletion width. After 8 V, the i-region is fully depleted as shown in Figure 4.5 for P2 and N2.

Figure 4.14. Illustration of the mechanism for the initial photocurrent increase. Red lines are different electric profile at different reverse bias. The depletion edge is moving from the bottom to the top.

The change in quantum efficiency under illumination of 405 nm as a function of reverse bias before the onset of multiplication was used to calculate $L_e$ and $L_h$. (equation 2.6 – 2.8) We linearly interpolate between the absorption coefficients of AlAs and AlSb to obtain values of $2.0 \times 10^5$ cm$^{-1}$ at 405 nm for AlAsSb. More information can be found in Ref. [15]. It was found that approximately 99.99% of the light was absorbed in the top InGaAs and AlAsSb cladding layer under the illumination of 405 nm light. There is a large conduction band offset between InGaAs and AlAsSb which blocks carriers generated in the top InGaAs layer. Therefore the photocurrent contribution is only from carriers generated in the top AlAsSb cap layer. As discussed before, the increase in quantum efficiency with illumination of 405 nm light with applied reverse bias is due to the moving of the depletion edge, enabling us to estimate the $L_e$ and $L_h$ based on Equation (2.6) and (2.7).
4.4.2 Quantum efficient and absorption coefficient

The spectral quantum efficiencies, $\eta$, were then determined using a commercial silicon PIN photodiode (Hamamatsu PD S5973-02 [16]) to calibrate the optical system. This Si photodetector has a similar active area to the largest diameter AlAsSb devices, and has a near-unity responsivity from 400 to 600 nm. The surface reflectivity, $R$ as a function of wavelength used InGaAs parameters [10]. Quantum efficiency was also corroborated at 633 nm using a focused He-Ne laser spot. Figure 4.15 shows the measured quantum efficiency for five different structures when fully depleted. Compared with N1 (N2), P1 (P2) shows better efficiency at the shorter wavelengths (wavelengths shorter than the peak absorption wavelength). This suggests $L_{e} > L_{h}$ in this material as more contribution of electron minority carriers. While a similar avalanche region width gives us similar quantum efficiency, a thicker avalanche region gives us higher quantum efficiency at the longer wavelengths (wavelengths longer than the peak absorption wavelength). It is because that the avalanche layer of width $w$ starts to dominate photon absorption and carrier generation and to contribute to drift current. The cut-off of all layers is found about ~ 780 nm ($E_{g} \sim 1.57$ eV).

![Figure 4.15. Measured quantum efficiency for five different layer structures at fully depleted bias. P1 and N1 are at 20 V, P2 and N2 are at 8 V, and P3 is at 18 V.](image)
The absorption coefficient, $\gamma$, of AlAsSb as a function of wavelength were extracted from bias-dependent spectral response results of P1-P3 and N1-N2 by used Equation (2.6) - (2.10). Absorption coefficients are shown graphically in Figure 4.16. These coefficients are able to reproduce the measured bias-dependent quantum efficiency, as shown in Figure 4.17. The simulated results are in close agreement to measurements over three orders of magnitude. The parameters used in the simulation are $L_e (L_h)$ of 0.07 μm (0.03 μm), $\mu_e (\mu_h)$ of 160 cm/s (10 cm/s) and $S_e (S_h)$ of $10^7$ cm/s ($10^7$ cm/s). The predict absorption coefficients are independent of the doping type.

Figure 4.16. Absorption coefficient obtained from P1-P3 and N1-N2.
4.4.3 Bandgap estimation

To extract the band energy of AlAsSb, $\gamma^{0.5}$ and $\gamma^2$ versus photon energy is plotted. A red straight line can go through the calculated $\gamma^{0.5}$ and $\gamma^2$ respectively, band energy was determined by extrapolating the straight line to the horizontal intercepts (More background theory is discussed in the Chapter 2). AlAsSb grown lattice-matched to InP substrate is an indirect bandgap material. The value of $E_g$ (band energy of the X-valley) is found to be $\sim1.57$ eV corresponding to Figure 4.18(a) and the value of the direct gap is found to be $\sim2.2$ eV as shown in Figure 4.18(b). The simplest band energy graph is shown in Figure 4.19. These values are comparable to those obtained from Ref. [17, 18].
4.4.4 Light intensity versus distance

Figure 4.20 shows the light intensity within the intrinsic region of 0.66 - 1.55 \( \mu \text{m} \) for the three different wavelengths used based on the absorption coefficients and Equation 2.2. The light enters the top of the cladding layer of AlAsSb at \( x = 0 \) nm and the light start to absorb in the avalanche layer from \( x = 300 \) nm. The three grey lines show the intensity at the end of the three avalanche regions considered. The 420 nm gets almost fully absorbed in the top doped cladding region giving rise to single carrier initiated multiplication. The longer wavelengths, however, create carriers within the intrinsic region resulting in both electrons and holes initiating the multiplication. This information is useful for determining the injection of carriers discussed in the next chapter.
Figure 4.20. Modelled light intensity versus distance for 420 nm ($1.2 \times 10^5$ cm$^{-1}$), 543 nm ($1 \times 10^4$ cm$^{-1}$) and 633 nm ($2 \times 10^3$ cm$^{-1}$).

4.4.5 Spectral response comparison of digital alloy and random alloy growth

The spectral response characteristics of digital alloy AlAsSb is compared with those of RA AlAsSb, as shown in Figure 4.21. It suggests that P4 and P5 show similar spectral response at shorter wavelengths and all AlAsSb layers give a comparable cut-off wavelength. The lower response of P6 at shorter wavelengths is explained by a thicker In-GaAs cap of 100 nm. As expected, AlAsSb by DA technique can absorb at wavelengths beyond the cut-off by the RA technique while lattice-matched to InP substrate. This was observed in ref [19]. In Ref. [20], Juang B. et al. reported the optical characteristics of the AlAsSb grown lattice-matched to GaSb substrates using DA and RA growth technique by MBE, and suggested that DA could offer a more compositionally uniform III-(As, Sb) alloy with enhanced optical quality. We believe that wafers used in this work have a similar band structure, optical and electronic properties. Interestingly, the spectral response results in the DA samples with much thicker avalanche region show oscillations at longer wavelength due to Fabry Perot effect.
4.5 Conclusions

A detail and systematic investigation of the photocurrent at low reverse bias was performed on 3 p-i-n and 2 n-i-p structures grown lattice-matched to InP substrates using the DA growth technique by MBE. The IV measurement provides fundamental information of PDs, and the CV measurement provides an accurate electric-field profile. The absorption coefficient in AlAsSb as a function of wavelength was extracted from the measured bias-dependent spectral response. The direct and indirect band energy in AlAsSb was determined used the calculated absorption coefficients. Finally, our digital alloy AlAsSb is comparable with random alloy material based on the spectral response.
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CHAPTER 5:
AVALANCHE MULTIPLICATION AND IMPACT IONIZATION IN AlAsSb DIODES AT ROOM TEMPERATURE

5.1 Introduction

The multiplication material InP or AlInAs latticed-matched to InP substrates is used in most commercial telecommunication-wavelength APDs utilizing InGaAs as the absorption region. At present, such SAM-APDs have successfully demonstrated 5-10 dB better sensitivity compared to receivers used PDs. However, these multiplication materials cannot provide us with the ideal combination of low dark current at room temperature, a very disparate ionization coefficient ratio and low excess noise because of their fundamental physics property. AlAsSb can be grown lattice-matched to InP substrates with a relatively wide indirect band-gap of ~1.6 eV, and no observed tunnelling current at high electric fields. Xie J.J. et al. has reported very low excess noise results, $k$~0.05, in submicron p-i-n AlAsSb diodes and more recently very low excess noise results were also found in submicron p-i-n Al$_x$Ga$_{1-x}$AsSb ($x = 0.95 – 0.85$) [1-3]. However, such excess noise characteristics are strongly linked to the well-known “dead space” effect [4]. So far, the impact ionization process in bulk AlAsSb has not been investigated and this can usefully determine devices’ breakdown voltage, avalanche multiplication and avalanche excess noise.

This chapter reports a systematic study of multiplication carried out on a series of AlAsSb p-i-n/n-i-p diodes at room temperature. The nominal intrinsic layer thickness ranges from 0.6 µm to 1.5 µm. The study can be achieved through photo-multiplication measurements, as discussed in Chapter 3. Based on measurements of multiplication initiated by electrons or holes, the ionization coefficients of AlAsSb were deduced using the local theory assumption taking into consideration any tapered electric-filed. The bulk electron and hole impact ionization coefficients have been determined over an electric-field range from 220-1250 kV/cm for $\alpha$ and from 360-1250 kV/cm for $\beta$ for
the first time.

5.2 Preliminary photomultiplication characteristics

In the previous chapter, we showed a bias-dependent photo spectrum response under low reverse bias. In this section, we demonstrate the spectrum response under high reverse bias.

The photo-response measurement was performed on 420 μm diameter devices by applying a high reverse bias until impact ionization occurs for each structure. Figure 5.1 shows the measured spectral response on P2 and N2. The red symbols show the ratio of photocurrent between -35 V and -8 V. The increase of photocurrent at a low bias (from 0 V to -8 V) demonstrates the moving depletion width as discussed in Chapter 4. The photocurrent at shorter wavelengths in the p-i-n structure increases more rapidly with bias compared to the longer wavelength. The opposite behaviour is seen in the n-i-p structure with the longer wavelengths showing a rapid increase in the photocurrent with bias compared to the shorter wavelengths. Similar behaviour was observed in the other layers, depending on whether it is a p-i-n or n-i-p. The comparison of photocurrent under illumination by different wavelengths shows in Figure 5.2. The photocurrent at -8 V was chosen as the unity gain point of these two devices due to be full depletion at this bias observed from CV results. We did not increase to very high gain (near breakdown voltage) due to protecting the device at this initial stage. It is seen that multiplication reduces with longer wavelength illumination in a p-i-n structure and the multiplication increases with longer wavelength illumination in n-i-p structure. This shows us that $\alpha > \beta$ in this material. Devices were also measured under LED illumination as shown in Figure 5.3, together with the results obtained from the spectral response. The result with 430 nm is surprisingly even lower than it with 442 nm, and the results using 680 nm is similar to those using 633 nm and 720 nm. It suggests that the holes hardly undergo ionization, and we have to use a shorter wavelength to achieve pure carrier injection condition in future work.

So far, the preliminary multiplication results were obtained by photo spectral measurements using a tungsten bulb or LEDs, with the uncertainty of a big spot of the light source, no power dependence of multiplication and no size dependence of multiplication. Here, we have only demonstrated $\alpha > \beta$ and wavelength sensitivity in AlAsSb diodes, therefore, a systematic multiplication investigation is required.
Figure 5.1. (a) Bias-dependence spectral response of P2. (b) Bias-dependence spectral response of N2. Red symbols are the ratio of photocurrent at 35 V and 8 V.
5.3 Photomultiplication characteristics

The photomultiplication measurement technique was fully described in Chapter 3. The absorption profile was shown in Figure 4.20. Two different wavelength light sources (405-nm and 633-nm wavelength) were used on all layers in this chapter. A lock-in amplifier was used for all measurements of photocurrent due to the relatively high surface dark currents. Photocurrent measurements were undertaken on several devices with different diameter for each structure at different laser powers to ensure the repeatability of results. Figure 5.4 shows examples of measured photocurrent on different
layers under illuminations of 405-nm/633-nm wavelength light. The magnitude of photocurrent was mainly dependent on the power of laser source and the absorption coefficient of the wavelength. Comparing similar intrinsic thickness, the shape of photocurrent with 405 nm wavelength illumination is different, with the onset of multiplication earlier on the p-i-n structure, and this difference is more obvious in the P1-N1 pair due to the much thicker i-region. However, the shape is comparable in both structures when under 633-nm wavelength illumination.

![Figure 5.4. The photocurrent versus reverse bias using 405-nm and 633-nm laser illumination.](image)

The multiplication in these structures was determined by looking at the increase in photocurrent once the intrinsic layer was fully depleted and correcting for any increase in the primary photocurrent due to small movement of the depletion edges in the heavily doped cladding regions [5]. The solid red line in Figure 5.5 demonstrates the baseline for this case, which we define as the primary current. Multiplication was obtained by calculating the ratio of the total photocurrent (open circle) to the primary current (red line).
5.3.1 Avalanche multiplication in p-i-n diodes

Using p-i-n structure with suitable topside wavelength illumination, can give us pure or mixed multiplication characteristics. Figure 4.20 shows an absorption profile for wavelengths of 405 nm and 633 nm. Since the absorption coefficient of AlAsSb at 633 nm wavelength is low, this light is weakly absorbed and would generate photocarriers throughout the diode. Therefore, avalanche multiplication in the diodes illuminated by 633 nm light is initiated by a mixture of carriers comprising electrons diffusing from the p cladding layer, electron-hole pairs generated in the high electric-field and holes diffusing from the n cladding layer. As the illumination wavelength decreases, more light is absorbed closer to the surface. At a wavelength of 405 nm, more than 99.9% of the light intensity is absorbed in the top cladding layer. A comparison of measurements made on different radii device or with different laser powers show constant multiplication results, as shown in Figure 5.6. It suggests that photomultiplication values are independent of the intensity of light and diameter of the device. The maximum intensity of light used is usually 100 times higher than the minimum. Furthermore, we also confirmed multiplication uniformity by measured with the light illuminating different parts of the optical access window of a DUT.
Figure 5.6. Photomultiplication measured on P2 diodes of different diameters and powers at a wavelength of 405 nm. The diameter of DUT is 220 μm with laser power of A (black circle), 420 μm with laser power A (red circle), 420 μm with laser power B (blue triangle). Power A is about ten times higher than power B.

It is found that the $M_e$ achieved under 405-nm laser illumination is higher than $M_{mix}$ under 633-nm laser illumination, as shown in Figure 5.7. The highest multiplication value of P2 was limited by high dark current and edge breakdown. Other p-i-n structures demonstrated the same wavelength dependence, but the difference between pure and mixed injection reduces on P4 and P5. This is because the $\alpha/\beta$ ratio is similar at the high electric-field.

The typical multiplication characteristics under pure injection condition of P1-P3 are summarized in Figure 5.8, plotted on a log scale, and compared together with the simulation of single carrier multiplication ($\beta = 0$) under similar avalanche structure as shown by the dashed line. The shape of the curves suggest that the onset of multiplication occurs well before the breakdown voltage is expected when $\alpha >> \beta$. 
Figure 5.7. Photomultiplication measured on (a) P1, (b) P2 and (c) P3. The colour blue presents the illumination of the 405-nm wavelength ($M_e$), and the colour red shows the illumination of the 633-nm wavelength ($M_{mix}$).

Figure 5.8. A comparison of $M_e$ measured on P1-P3 with the simulation of similar p-i-n structure with $\beta$ of 0. Symbols are measured $M_e$ and dashed lines are the theoretical values $\beta$ of 0.
5.3.2 Avalanche multiplication in n-i-p diodes

Photomultiplication measurements were also performed on two n-i-p diodes using the same wavelength (405 nm and 633 nm), powers and device diameters to assess the accuracy and constancy of the results. It suggests that the multiplication by mixed injection is higher than those of the pure hole injection, as shown in Figure 5.9. This agrees with the conclusion above that $\alpha > \beta$ in this material because $M_{mix} > M_h$ in the n-i-p structures. Note that the thickest layer (N1) is hardly ionizing even near the breakdown voltage under pure hole injection condition. It strongly supports the view that impact ionization coefficients of hole are extremely low at low electric-field and $\alpha >> \beta$ in this material. Appreciable differences between the multiplications characteristic resulting from two wavelengths in n-i-p and in p-i-n configuration were observed.

![Figure 5.9](image)

Figure 5.9. Photomultiplication measured on (a) N1 and (b) N2. Colour Blue presents the illumination of 405 nm ($M_h$) and colour red shows the illumination of 633 nm ($M_{mix}$).

5.3.3 Multiplication on P4 and P5

To cover a wide electric field range, two thin structures were also investigated. Researchers at Sheffield published the photo spectral response, the wavelength dependence of multiplication and the wavelength dependence of excess noise [1] on two layers before, named P4 and P5 in this thesis. These measurements were repeated, and Figure 5.10 shows a comparison of the wavelength dependence of multiplication. It suggests that our multiplication results under the 405 nm wavelength are slightly higher than their results due to the fact that the light is more strongly absorbed in the top cladding layer, and our multiplication results using 633 nm light are similar to their results.
5.3.4 Challenges of photomultiplication measurement

Previous work on P4 and P5 done by Xie J.J et al. [1]. concluded that multiplication results showed a weak dependence of the carrier generation profile, suggesting that the $\alpha/\beta$ ratio in AlAsSb is only slightly higher than unity within the field range measured ($>340$ kV/cm). However, the measured wavelength dependence of multiplication on thicker structures demonstrated a strong dependence of the carrier generation profile, making this is the first observation of an InP based avalanche material which has a large $\alpha/\beta$ ratio property. It is necessary to make the measurements as accurately as possible.

The challenges are

1. High surface dark current and bad metal contact due to unmodified etching process.
2. Side injection effects in p-i-n and especially in n-i-p configuration. Laser light may fall beyond the top of the mesa, causing absorption on the sidewall or around the mesa base due to lack of metal passivation.
3. Near unity magnitude multiplication in n-i-p diodes is extremely challenging (the measurement of $M_b$). Impact ionization by electrons dominates the avalanche process at the low electric fields. The difficulty of measurement increases under the illumination of the 405-nm wavelength light on the top of N1.
Figure 5.11 demonstrates edge injection on N1. Compared with edge injection, the onset of multiplication starts at higher reverse bias when illuminating at the centre, but did not find this effect when applying longer wavelength light. We believe that the photogeneration process is occurring in the i-region, which is similar to the edge injection process. Therefore, we need to be very careful to avoid any edge injection during pure carrier injection tests.

Figure 5.11. A comparison of multiplication under centre and edge injection profile used 405 nm and 542 nm wavelength.

5.4 Discussion

5.4.1 Simulation of avalanche multiplication with tapered electric-field
As discussed in Chapter 4, these AlAsSb digital alloy grown layers have a tapered electric-field profile in the avalanche region. Figure 5.12 shows the theoretical values when the avalanche region has a different doping density. Here, the p-i-n structure used a thickness of 1 μm and doping of 0, 1e15, 5e15 and 1e16 cm⁻³, respectively. It suggests that the breakdown voltage reduces when the doping density increases, and this might be more serious with a thicker avalanche region due to a more significant difference in the peak electric-field. Therefore, the ionization coefficient analysis in this study has to include the effect of the tapered electric-field profile.
5.4.2 Impact ionization coefficients

The ionization coefficients as a function of electric-field were extracted from the multiplication results of P1-5 and N1-2 taking into consideration any tapered electric-field profile but ignoring any dead-space effects [6] by using a trial and error fitting technique which minimised the difference between the experimental and modeled data. The non-uniform electric field parameters were calculated and summarized in Table 4.1. The parameterized ionization coefficients cover a wide electric field range from 220-1250 kV/cm for $\alpha$ and from 360-1250 kV/cm for $\beta$ and are given by:

$$\alpha(E) = 5.5 \times 10^5 \exp\left(-\left(\frac{12.1 \times 10^5}{E}\right)^{1.43}\right) \text{cm}^{-1} \quad (5.1)$$

for 220 kV/cm $\leq E \leq 500$ kV/cm and

$$\alpha(E) = 4.0 \times 10^5 \exp\left(-\left(\frac{12.5 \times 10^5}{E}\right)^{1.25}\right) \text{cm}^{-1} \quad (5.2)$$

for 500 kV/cm $< E \leq 1250$ kV/cm,

$$\beta(E) = 3.2 \times 10^5 \exp\left(-\left(\frac{17 \times 10^5}{E}\right)^{1.6}\right) \text{cm}^{-1} \quad (5.3)$$

for 360 kV/cm $\leq E \leq 1250$ kV/cm.
These ionization coefficients are shown graphically in Figure 5.13(a), as is the $\alpha/\beta$ ratio as a function of inverse electric-field which shows that an $\alpha/\beta$ ratio of $>100$ can be achieved at electric fields below 460 kV/cm and this ratio can exceed 1000 at electric fields below 360 kV/cm. These coefficients are capable of reproducing the measured $M_e$ and $M_h$ for the different avalanche layer structures accurately as shown by the plot of $(M-1)$ on a logarithmic scale in Figure 5.13(b). Excellent agreement was achieved even at very low gain values of $M \sim 1.01$. The onset of measurable $M_e$ occurs well below the breakdown voltage in P1-P3, in contrast to the $M_h$ in N1 and N2, as shown in Figure 5.13(b). This is because in our samples, we can accurately measure multiplication values down to 1.01 and at the electric-field where $M_e$ gives us 1.01, the value of $\beta$ is too low to give any measurable $M_h$. Although the $M_h$ could only be experimentally obtained over a limited range in N1, the excellent agreement with the model down to values of $M_h = 1.01$ suggests that the low electric-field data for $\beta$ is correct.

These coefficients can also replicate the $M_e$ in P4 reasonably well if we use the parameters given in Table 4.1, but the fit to $M_e$ in P5 is slightly worse at higher values of multiplication, even when allowing for the depletion into the p+ and n+ cladding regions. The reason for this is likely to be due to the fact that at very high electric fields in very thin structures, the ionization coefficients are not simple functions of electric-field [7] and more sophisticated modelling techniques are required to fit the experimental data. The rapidly increasing $\alpha/\beta$ ratio as the electric field decreases also explains the unusual result observed by Xie J.J. et al. [1], whereby the excess noise decreased significantly as the avalanche thickness increased from 80 nm to 230 nm, contrary to results observed in InAlAs and Si.
Figure 5.13. (a) Ionization coefficients $\alpha$ (Solid line) and $\beta$ (Dashed line) and $\alpha/\beta$ ratio (Symbols) of AlAsSb. (b) Experimentally obtained $M_e^{-1}$ (Symbols) at a wavelength of 405 nm and modelled (Lines) for P5, P4, P2, N2, P3, P1 and N1, going from left to right.
When the measured multiplication results are reasonable and trustable, the uncertainty of the simulation of impact ionization coefficients still exist. For example, the depletion thickness calculation depended on the assumption of a linear relationship between AlAs and AlSb for relative permittivity.

5.4.3 Breakdown voltage \((V_{bd})\)

APDs have to be operated over a wide range of ambient temperatures. For telecommunication applications, APDs are required to operate with a constant gain. As the impact ionization process is strongly dependent on the temperature as shown in Equation (2.12), the variation in temperatures such as ambient temperature and junction temperature would affect the gain for a given reverse bias and the breakdown voltage of an APD. This is significant for the overall system’s sensitivity. Miller’s empirical expression, which is used to predict the breakdown voltage, is expressed below as

\[
M = \frac{1}{1 - \left(\frac{V}{V_{bd}}\right)^c} \quad (5.4)
\]

Where \(V\) is the reverse bias voltage, \(V_{bd}\) is the breakdown voltage, and \(c\) is an adjustable parameter and determines the shape of the multiplication curve. By assuming \(c = 1\), the equation can be rewritten as

\[
M = \frac{1}{1 - \left(\frac{1}{M}\right)} \quad (5.5)
\]

Furthermore, the breakdown voltage is found as the intercept of the plot of \(V\) versus \(1/M\). The temperature coefficient of breakdown voltage, \(C_{bd}\), is equal to \(\Delta V_{bd}/\Delta T\), where \(\Delta V_{bd}\) and \(\Delta T\) are the breakdown voltage and temperature differences. This is a good indicator of how sensitive the gain versus reverse bias is to temperature.

The breakdown voltage \((V_{bd})\) of five AlAsSb diodes were experimentally extracted by determining \(1/M\) versus \(V\) characteristics (Miller’s empirical expression) as shown in Figure 5.14. The highest measurable multiplication limits the values of \(1/M\) due to high surface dark current and edge breakdown. The theoretical \(V_{bd}\) is summarized in Table 4.1 in Chapter 4 using the local model and the fitted impact ionization coefficients of AlAsSb. Compared with the measured breakdown voltages, the theoretical values are
always bigger. This is because of the uncertainties in the bending of the $1/M$ curve, as shown in the inner of Figure 5.14(a). For normal III-V materials, there is no observation of bending after the value of $1/M$ of $\sim$0.1. This might be caused by high series resistance however we did not find high series resistance in our layers. To understand this uncertainty in predicting $V_{bd}$ by $1/M$ for a large $\alpha/\beta$ ratio material, the following part is a breakdown voltage analysis of an artificial semiconductor.

Figure 5.14. (a) The measured $1/M_e$ for P1, P3 and P2 from right to left. (b) The measured $1/M_b$ for N1 and N2 from right to left
The impact ionization coefficient in this artificial semiconductor for electrons, $\alpha$ is expressed as

$$
\alpha = 7.03 \times 10^5 \times \exp\left(-\left(\frac{12.3 \times 10^5}{E}\right)^{1/3}\right)
$$

(5.6)

The impact ionization coefficient for holes, $\beta$ is reduced by a ratio of 2, 5, 10, 20, 50, 100, 1000 and an extreme case of $\beta$ of 0. Figure 5.15(a) shows the coefficients for all these cases. Assuming a 1 $\mu$m perfect p-i-n structure (constant electric field in the avalanche layer), the local model can be rewritten as Equation (2.18). The calculated $M_e$ is shown in Figure 5.15(b). As the ratio of $\alpha/\beta$ increases, the breakdown voltage increases and the dark brown solid line presents the extreme case of $\beta$ of 0. The calculated $1/M_e$ is in Figure 5.15(c). It is clearly hard to predict $V_{bd}$ from just $M_e$. As the ratio of $\alpha/\beta$ increases, it is harder to draw a straight line through $1/M_e$ to predict $V_{bd}$ unless you can go to very high values of multiplication. The large $\alpha/\beta$ ratio generally happens in very thick structure so we ignore “dead-space” effects. If we did the analysis using $1/M_h$, however, we found that we may predict the $V_{bd}$ quite accurately. In reality, the measurement of $M_h$ is extremely hard for a material of large ionization ratio, for example, measurement of $M_h$ on N1. Figure 5.15(d) presents the reverse bias at different value of multiplication. It suggests that the $V_{bd}$ is very similar to the reverse bias at $M$ of 20 for a case of $k$ of 2. However, when $k$ of 1000 the reverse bias at $M$ of 20 is 39 V and the $V_{bd}$ is 53 V therefore the difference is huge. Even at $M$ of 200, the reverse bias is 47 V, still ~10% away compared to $V_{bd}$. 
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In 1997, Allam J. [8] showed that the breakdown voltage in wide bandgap semiconductors linearly depend on a Brillouin-zone-average energy gap, \( \langle E_{\text{ind}} \rangle \). In his hypothesis, a quasi-particle band structure was used to determine values of \( \langle E_{\text{ind}} \rangle \), given by

\[
\langle E_{\text{ind}} \rangle = \frac{1}{8} \times (E_\Gamma + 3E_X + 4E_L) \quad (5.7)
\]

Where \( E_\Gamma, E_X \) and \( E_L \) are the energy of the conduction band at the \( \Gamma, \) X and L extrema in eV. The equation could be simplified since the \( \Gamma \) minimum has little effect on the high-field transport for silicon as

\[
\langle E_{\text{ind}} \rangle_m = \frac{1}{7} \times (3E_X + 4E_L) \quad (5.8)
\]

Furthermore, the relation of \( V_{bd} \) and \( \langle E_{\text{ind}} \rangle \) is described by

\[
V_{bd} = 45.8 \left( \langle E_{\text{ind}} \rangle^{1.01} \right) \quad (5.9)
\]

This relation was demonstrated to predict the \( V_{bd} \) accurately in several wide-bandgap semiconductors, as shown in Figure 5.16.
To test equation (5.7)-(5.9) for AlAsSb, the $V_{bd}$ of 1 μm perfect structure was calculated using the local model and the fitted ionization coefficients, rather than using the measured $V_{bd}$, to minimise errors of bending of $1/M$ curve and the scattering environment (such as avalanche thickness and doping density), and plotted in Figure 5.16 used a red star symbol. It shows that Allam’s relation agrees well with the theoretical breakdown voltage only if the band energy at L valley is about 2.88 eV. This result took the assumption of the conduction band energy at $\Gamma$ and X are 2.21 eV and 1.58 eV, respectively, and $V_{bd}$ of 1 μm AlAsSb is 59.6 V. However, to our best knowledge, the conduction energy band at L for most III-V materials is between energy band at $\Gamma$ and X valley. It suggests that Allen’s relation is no longer viable for this material.

![Figure 5.16](image)

Figure 5.16. Measured 1 μm $V_{bd}$ plotted as a function of $\langle E_{ind} \rangle$ of different materials. The red star shows AlAsSb assumed energy of L valley is about 2.88 eV and dashed line shows Equation (5.7). The rest colour symbols are different materials such as Si, Ge, InP, GaAs, Al$_x$Ga$_{1-x}$As, GaP et al. More detail can be found in Ref. [4].

### 5.4.4 Comparison with other avalanche materials

To further emphasise how much larger the $\alpha/\beta$ ratio is in AlAsSb, it is compared to traditional III-V materials grown on InP substrate and Si. Figure 5.17 presents the ionization coefficients of AlAsSb, together with those of InP, InAlAs and Si as a function of the inverse electric field. The $\alpha$ in all three III-V avalanche materials appear to be
almost identical, despite different conduction band structures but the most interesting observation is that the $\beta$ is significantly lower in AlAsSb, giving rise to the large $\alpha/\beta$ ratio. So this should give rise to APDs with a better excess noise characteristics.

A theoretical comparison of $M_e$ and $M_h$ in an ideal 1 μm structure is shown in Figure 5.18. We observed a sharp breakdown for each structure as the electric field increases, and the breakdown voltage of AlAsSb is approximately 1.2 and 1.8 times larger than those of InAlAs and Si respectively owing to the combination of a relatively large bandgap and larger $\alpha/\beta$ ratios. The difference between $M_e$ and $M_h$ of AlAsSb is clearly shown here to emphasis its unique behaviour. It also suggests that an ideal 1 μm p-i-n structure operating at a gain of 10, would undergo multiplication dominated by electron ionization due to $\alpha/\beta$ ratio of >40.

Figure 5.17. Ionization coefficients $\alpha$ (Solid line) and $\beta$ (Dashed line) of AlAsSb compared to InAlAs, InP and silicon. $\alpha$ of InAlAs and InP are almost identical to that of AlAsSb and are difficult to separate in the figure.
AlAsSb is the best avalanche material grown lattice-matched on a InP substrate and is even potentially better than silicon. It is interesting to compare it with the electron avalanche photodiode (eAPD), where it has been demonstrated that only one carrier type undergoes appreciable impact ionization. So far, the most reported eAPD are InAs and HgCdTe. Both materials demonstrate that avalanche multiplication is dominated by electron impact ionization and there is no observation of breakdown, and give extremely low excess noise performance, \(< k \sim 0 \) [9, 10]. Our measured $M_e$ of P1-P3 shows a clear avalanche breakdown, and the measured $M_h$ of N1-N2 indicates that holes do ionize as the reverse bias increases. By extrapolating $\beta$ from Figure 5.17, it can be seen that it reduces significantly in comparison to other materials, so that in the case of very thick avalanching structures we can have effectively single carrier multiplication. Figure 5.19 shows the $M_e$-1 and $M_h$-1 of a 6 $\mu$m and 10 $\mu$m avalanching region AlAsSb APD and the red solid lines are for the beta is zero and truly single carrier multiplication. It suggests that holes hardly ionize before the value of $M_e$ achieves a gain of 30 and 80 for 6 $\mu$m and 10 $\mu$m avalanching structures, respectively. Beyond $M_e$ greater than 100 the $M_e$ increases rapidly to breakdown. Such an example of near single carrier multiplication is only at very low electric-fields and this requires a much thicker avalanche region, which has to suffer the penalty of speed.
Figure 5.19. Theoretical prediction of multiplication in 6 and 10 μm. Black is AlAsSb and red is single carrier multiplication.

5.4.5 Comparison with Sb-based materials

Figure 5.20 shows a comparison of electron and hole impact ionization coefficients for recent published Sb-based APDs. Al$_x$In$_{1-x}$As$_y$Sb$_{1-y}$ ($x = 0.3-0.7$) latticed-matched to GaSb substrates has also demonstrated large $\alpha/\beta$ ratios and low excess noise characterisation [11-14]. More literature reviews can be found in Chapter 1. Here, we compare the reported electron and hole impact ionization coefficients of Al$_{0.7}$In$_{0.3}$As$_{0.3}$Sb$_{0.7}$. Yuan Y. et al. [15] measured multiplication and excess noise with the wavelengths of 543, 633 and 850 nm on a 1 μm homojunction p-i-n diode. The highest multiplication values was found by 543 nm wavelength illumination, while the lowest excess noise, $k$ of 0.03, was found with 543 nm wavelength. The fitted impact ionization coefficient by Yuan Y. et al. is well agreed with the fitted results used a 1 μm homojunction p-i-n diodes with different digital alloys [16]. It suggests that the $\alpha/\beta$ ratio of Al$_{0.7}$In$_{0.3}$As$_{0.3}$Sb$_{0.7}$ is smaller than that of AlAsSb and the breakdown voltage of Al$_{0.7}$In$_{0.3}$As$_{0.3}$Sb$_{0.7}$ at similar thickness is also smaller than that of AlAsSb due to a lower bandgap. Recently Bank S.R. et al. [17] demonstrated a lower excess noise in Al$_{0.5}$In$_{0.5}$As$_{0.5}$Sb$_{0.5}$ compared with the measured excess noise in Al$_{0.7}$In$_{0.3}$As$_{0.3}$Sb$_{0.7}$ on 890 nm p-i-n diode. Therefore, a better $\alpha/\beta$ ratios are possibly observed in Al$_{1-x}$In$_{x}$As$_y$Sb$_{1-y}$ with In-rich. Collins X. et al. [18] recently reported that Al$_{0.9}$Ga$_{0.1}$As$_{0.08}$Sb$_{0.92}$
lattice-matched to GaSb substrates shown $\beta > \alpha$ based on multiplication measurements using p-i-n and n-i-p diodes of various thin avalanche thickness (i-region = 135 and 300 nm). Previously, Grzesik M. [19] also shown $\beta > \alpha$ in $\text{Al}_x\text{Ga}_{1-x}\text{As}_y\text{Sb}_{1-y}$ ($x = 0.4$, 0.55, 0.65) lattice-matched to GaSb substrate. His investigation covered three alloy compositions and low electric-fields. Compared with AlAsSb and $\text{Al}_x\text{In}_{1-x}\text{As}_y\text{Sb}_{1-y}$ the highest magnitude of the impact ionization coefficients was observed at similar electric-fields. The interesting point is $\beta$ is higher than $\alpha$ in $\text{Al}_x\text{Ga}_{1-x}\text{As}_y\text{Sb}_{1-y}$ on GaSb even the $\beta/\alpha$ is smaller than other two materials.

5.4.6 Explanation for large $\alpha/\beta$ ratio in AlAsSb
Campbell’s group [20] claimed that the low excess noise of $\text{Al}_x\text{In}_{1-x}\text{As}_y\text{Sb}_{1-y}$ benefitted from digital alloy growth technology. They theoretical predicted the band structure using an environment-dependent tight-binding method. Compared with the random alloy
band structure, there is a mini-gap between the second and third conduction and valance bands. The optical phonon energy of the InAlAs and AlInAsSb is less than most of the mini-gaps. Therefore, the holes are hardly scattering to higher-order bands due to without any equivalent paths to absorb energies. However, despite observations of mini-gaps in the conduction band electrons can absorb energy through in-plane scattering, making electrons scatter to higher energy band.

Previously large ratio has been observed for detectors constructed from HgCdTe, InAs and InSb. Those semiconductors own very low electron masses, large hole masses, and large separation between band minimum of Φ valley and the X and L satellite valleys, which possibly contribute to low optical phonon scattering rates for electrons, high optical phonon scattering rates and high threshold energy for holes. Grein C.H. et al. [21] reported that the α/β ratio of Ga-rich Al_xGa_{1-x}Sb exhibits an enhancement at low electric-field due to “resonant” band structure caused by the spin-orbit splitting.

For this study, our layers were also grown by digital alloy growth technology, but the difference is that we used a very short period (13 Å) superlattice of AlAs (1.7Å) and AlAs (11.4 Å) compared to the 10-20 ML period used by Campbell’s group [11, 12]. The bandgap properties of P4 and P5 grown as a random alloy have broadly similar bandgap as P1-P3 and N1-N2, as shown in Figure 4.21. Our fitted ionization coefficients are able to reproduce all measured results including layers by random alloy growth technique. Therefore, we do not believe that the DA superlattice is responsible for the large α/β ratio. However, an interesting hypothesis is that adding antimony modifies the valance band and there is little influence on the conduction band. The more significant spin-orbit energy in AlAsSb introduces high optical phonon scattering rates and high threshold energy for holes and a flat heavy hole band resulting ionization of hole significantly reduces compared with InAlAs and InP [22, 23].

5.5 Conclusion

Impact ionization and avalanche multiplication in AlAsSb/InP APDs have been characterised at room temperature. This is for the first time demonstration of avalanche multiplication in bulk AlAsSb. The multiplication measurements were performed as
accurate as possible in a series of didoes with avalanche region width from 1.55 μm down to 80 nm. From these, the ionization coefficients as a function of inverse electric-field have been extracted used the Local model with the tapered electric-field profile. As the field increase the α/β ratio is found to converge slowly.

The multiplication characteristics predicted using the fitted coefficients and the local model are presented a good agreement with measured multiplication results down to $M$~0.01, and these coefficients demonstrated availability on structures not only grown by digital alloy but also random alloy technique. The α/β ratio is found to vary from 1000 to 2 over an electric-field range from 220-1250 kV/cm, making it the first report of a wide band-gap III-V semiconductor with ionization coefficient ratios much larger than any other wide bandgap III-V semiconductor material, much more significantly, similar to or larger than that observed in silicon. The basic purpose of this work is that the combination of InGaAs as an absorber and AlAsSb as multiplication material generates a new brand of high speed and high sensitivity SAM-APDs. This work suggests AlAsSb ideal for the multiplication region in InP based telecommunication SAM-APDs

A further finding is that the extremely low hole ionization coefficients may cause near single carrier multiplication process, potentially leads to high-speed APDs. However, this near single carrier multiplication only happens at the low electric field (a thick structure), it suggests there will be a trade-off between speed and sensitivity.
5.6 References


CHAPTER 6:

EXCESS NOISE OF AlAsSb DIODES AND SENSITIVITY ANALYSIS

6.1 Introduction

The advantages of using InP based APDs at traditional telecommunication wavelengths of 1.31 μm and 1.55 μm as a way of increasing sensitivity and speed of communication networks is well documented and discussed in more detail in Chapter 1 [1-3]. The best results at 25 Gb/s to 50 Gb/s currently utilise ≤100 nm thick InAlAs multiplication regions, and these provide a sensitivity of between -22.6 dBm to -10 dBm respectively at a BER of 1×10⁻¹² [4-6]. There have been many attempts at improving the performance of APDs for telecommunications, for example utilising Ge/Si [7-9], nanopillars [10], AlInAsSb [11-13] or InAs [14], however these face problems such as limited wavelength operation, often requiring complicated growth procedures, sophisticated fabrication technologies or the use of more expensive substrates. In the previous chapter, a small β/α ratio has been demonstrated in AlAsSb diodes used photo-multiplication measurements. According to McIntyre’s theory [15], k has to be very low to obtain low excess noise at high M. AlAsSb may have extremely low excess noise at room temperature, even at high gains, exceeding the performance of all materials lattice-matched to InP and even silicon.

To date, only characterisation of excess noise on very thin AlₓGa₁₋ₓAsSb (x = 0.85-1) diodes has been reported. However, this includes the well-known “dead space” effect. In this chapter excess noise measurements were experimentally performed on the same set of device structures (P1-P3 and N1-N2) as described in Chapter 4 using blue light (420-nm wavelength) initially. The results will further provide significant information regarding the avalanche multiplication noise characteristics and confirm if electrons ionize more easily in this material. This chapter also shows a systematic study on the excess noise characteristics using a green and red light source (542-nm and 633-nm wavelength). Under mixed carrier injection condition, carriers are generated in both
cladding layers and in the high field layers of a diode. The excess noise value was determined from the measured noise power and photocurrent which was thoroughly discussed in Chapter 3. Here, we analyse for the first time the excess results using a new mix injection model. We then analyse the potential benefits of adopting AlAsSb in high-speed APDs by undertaking a full bandwidth and sensitivity analysis.

6.2 Excess noise characteristics of AlAsSb

Excess noise was measured on P1-P5 and N1-N2. The first interesting wavelength is at 420 nm (using a Thorlabs LED M420F2 [16]. In this section, 420 nm LED was used to measure the excess noise due to high noise from the 405 nm laser, but the absorption profile is very similar compared to it by 405 nm laser). The absorption coefficient for 420 nm illumination is $1.2 \times 10^5$ cm$^{-1}$ resulting in either only minority electrons or minority holes being injected into the high field multiplication regions of the p-i-n and n-i-p structures respectively. The excess noise when electrons initiate the multiplication is conventionally characterised by the $k$ factor, defined by McIntyre [15] as the materials $\beta/\alpha$ ratio when $\alpha > \beta$ as $F_c = kM + (1 - k)[2 - 1/M]$. Measurements were also performed using 542 and 633-nm light (two He-Ne lasers). The much lower absorption coefficient of $2 \times 10^3$ cm$^{-1}$ for 633 nm illumination results in significant carrier generation within the multiplication region. More details of the absorption profile are discussed in Chapter 4. The He-Ne laser could be focused into a tight spot with a diameter $\sim 10$ μm while the spot of the LED usually is larger than the device diameter $\sim 220$ μm. The power of the light source is also significant for noise measurements, and the primary current was about 2 μA to ensure that the circuit can measure the noise power. The measurements were repeated on at least 5 different devices with different optical powers to ensure consistency. Owing to the high dark current introducing extra noise in the biggest devices, we only look at devices of diameter $\sim 220$ μm.

Figure 6.1 shows the $(M-1)$ data obtained using different wavelength illumination on these avalanching structures as a function of reverse bias. By plotting $(M-1)$ on a log scale, we can see how the onset of the avalanche process changes with wavelength more clearly. The results here are similar to those measured in the previous chapter on
the multiplication setup. It suggests that comparing the measured multiplication at a wavelength of 405 nm is similar to the multiplication using a wavelength of 420 nm on the noise measurement setup. As expected, the multiplication results from the 542 nm illumination as shown in Figure 6.1, with an absorption coefficient of $1.2 \times 10^4$ cm$^{-1}$, fall between the 420-nm and 633-nm wavelength results. The largest multiplication values in the p-i-n structures for a given voltage is obtained with 420 nm illumination, and this decreases as the wavelength increases. The opposite trend was observed on the two n-i-p structures with hardly any measurable multiplication from 420 nm illumination even at high reverse biases on N1 and N2. The similar thickness pairs show comparable multiplication under illumination of 633 nm wavelength. These repeatable multiplication results from the excess noise setup give us confidence to proceed to the next stage of noise measurements.

A comparison of excess noise measurements made on different devices or different light power with three different wavelengths on P3 as shown in Figure 6.2 suggests that the noise characteristics is independent of the power of the light source and location of device but that the excess noise has a significant change under different wavelength illumination. As the wavelength of illumination increases, so does the excess noise, in qualitative agreement seem in the other p-i-n structures. We repeated similar measurements on all other layers.

![Figure 6.1. Measured multiplication at different wavelengths versus applied reverse bias for P1-P2 (solid lines) and N1-N2 (dashed lines). Blue for 420 nm, green for 542 nm and red for 633 nm.](image-url)
The excess noise \( (F) \) of the photocurrent when undergoing avalanche multiplication is shown in Figure 6.2-6.5. No excess noise data could be obtained on the two n-i-p structures with 420 nm illumination as there was only a small pure hole initiated multiplication. Different \( k \) values defined by McIntyre are also shown in Figure 6.2-6.5 as dashed lines. When pure electrons initiate the avalanche process, P1 and P3 show very low excess noise \( (F_e) \) corresponding to effective \( k \) values of 0.005 and 0.012, respectively (blue symbols). P2 demonstrates a larger effective \( k \) of 0.04 due to the higher electric field encountered and hence larger \( \beta \alpha \), as shown in Figure 5.17, a trend further exacerbated in P4 and P5 even with the advantage of dead space effects. The \( F_e \) in the two thinnest structures behaves differently, starting low but increasing more rapidly with increasing multiplication. In these structures, the very high electric-fields means that \( \beta \alpha \) is close to unity, but that dead-space effects are suppressing the excess noise.
Due to the significant asymmetry in $\alpha$ and $\beta$, Figure 6.2, 6.4 and 6.5 show that the measured excess noise increases as the wavelength of illumination increases on the p-i-n structures with the opposite trend seen in the n-i-p structure as one might expect qualitatively. Under mixed carrier injection conditions, the $F$ does not follow the theoretical McIntyre expression given earlier. In that analysis, McIntyre assumes the injection of either an electron or a hole at the boundary of the APD’s avalanche region. The excess noise results at wavelengths of 633 nm and 542 nm on N1 and N2 are significantly higher than those of electron initiated multiplication especially at high multiplication value, in agreement with $\alpha \gg \beta$ deduced from the multiplication measurements. The difference of excess noise between P1-633 (542) and N1-633 (542) is more significant than those of P2-633 (542) and N2-633 (542). They are also more significant than the noise reported in Al$_x$Ga$_{1-x}$AsSb with thin avalanche region. This also indicates that the bulk AlAsSb has very small $\beta/\alpha$ ratio at the low electric field.
Figure 6.4. Measured excess noise versus multiplication at different wavelengths for the P1 and N1.

Figure 6.5. Measured excess noise versus multiplication at different wavelengths for the P2 and N2.
6.3 Discussion

6.3.1 Excess noise simulation

Figure 6.6(a) shows that the measured $F_e$ results at $M \approx 10$ are in agreement with AlAsSb ionization coefficients and McIntyre’s model for P1–P3 structures, suggesting that the excess noise behaviour is dominated by $\beta/\alpha$ in AlAsSb avalanche regions >660 nm, but is reduced by dead-space effects for the two thinnest structures. The black dash line shows the simulated excess noise by RPL. In Chapter 5, we simulated multiplication for a 6 μm thick structure and found that holes hardly ionize at the low electric fields. We undertook a Local Model analysis for the same structure for excess noise, as shown in Figure 6.6(b). It suggests that the excess noise of 6 μm demonstrates an extremely low effective $k$ value of 0 due to the very small $\beta/\alpha$ ratio. and it is also not comparable with measured excess noise from InAs that is truly single-carrier multiplication material. This may be due to without “dead-space” effect. Furthermore, the thickness of 6 μm introduces an operating voltage of ~200 V.

![Figure 6.6. (a) Measured and simulated excess noise (at $M \approx 10$) versus avalanche width for AlAsSb p-i-n with pure illumination. (b) Excess noise versus avalanche multiplication for AlAsSb and InAs [17].](image)

6.3.2 Mixed excess noise simulation

The lowest measured excess noise is observed in P1 under illumination of 420 nm light, because of the small value of $k$ and primary electrons diffusing to the appropriate edge of the multiplication region, resulting in a chain of impact ionization events. This was predicted by McIntyre [15]. In reality, even if we use short wavelength light source and
a small size light spot as in this work, some primary carriers are generated in the multiplication layer and even in the bottom cladding layer due to photons being absorbed in these regions. Side injection is another example of mixed carrier injection, especially in materials with a small value of $k$ as experimentally shown in InAs previously [17].

Recently, Hayat M.M. reported an easy-to-use exact analytical formal for mixed carrier injection, taking into account the photon absorption profile. More details can be found in Ref. [18]. Here, we firstly look at the case of delta injection. The analytical expression of multiplication as a function of position, $M(x)$, is expressed as

$$M(x) = \frac{(1-k)e^{-(1-k)(\alpha w)}w^{\frac{1}{w}}}{e^{-(1-k)(\alpha w)} - k} \quad (6.1)$$

Where $w$ is the avalanche thickness, $k$ is $\beta/\alpha$ ratio when $\beta<\alpha$, and $x$ is position within the multiplication region where a primary pair of electron-hole is generated. Equation (6.1) can be rewritten for electron injection ($x = 0$) and hole injection ($x = w$) as;

$$M(0) = \frac{r}{r + \alpha - \alpha e^{nw}} \quad (6.2.a)$$

$$M(w) = \frac{re^{nw}}{r + \alpha - \alpha e^{nw}} \quad (6.2.b)$$

Then, the mixed-injection excess-noise factor $F$ is

$$F(x) = kM(x)e^{2(1-k)(\alpha w)\frac{x}{w}} + 2(1-ke^{-(1-k)(\alpha w)\frac{x}{w}}) - \frac{1}{M(x)}(1-k) \quad (6.3)$$

We define the general case of excess noise when carriers are created in $p^+$, $i$ and $n^+$ region as [19]

$$F_i = \frac{N_{\text{total}}}{N_{\text{shot}}} = \frac{A_pM(0)^2F(0) + A_nM(w)^2F(w) + \int_0^w M(x)^2F(x)A_p\gamma \exp(-\gamma X_p) \exp(-\gamma x)dx}{M_i^2A_{\text{gen}}} \quad (6.4)$$
Where \( r = (\beta - \alpha) \), \( A_p \), \( A_0 \) and \( A_n \) are the rate of electrons and holes generation per unit volume in the p\(^+\) region, i-region and n\(^+\) region, \( A_{gen} \) is the total primary carrier generation, \( M_t \) is the total mean multiplication, and \( \gamma \) is the absorption coefficient. Figure 6.7 shows an example of excess noise under delta injection assuming \( k \) of 0.0001 and \( w \) of 1 \( \mu \)m. In Figure 6.7 black symbols show the \( F \) against \( M \) when one electron-hole pair is generated at 0\(\%w \) (\( F_e \)), 50\(\%w \) and 100\(\%w \) (\( F_h \)). Numerically, we then looked at when we had 2 electron-hole pairs created simultaneously at 0\(\%w \) and 100\(\%w \) shown as black solid line, at when we had 3 electron-hole pairs created simultaneously at 0, 50\(\%w \) and 100\(\%w \) shown as black solid line, at when we had 5 electron-hole pairs created simultaneously at 0\(\%w \), 25\(\%w \), 50\(\%w \), 75\(\%w \) and 100\(\%w \) shown as red solid line, at when we had 21 electron-hole pairs created at 0, 5\(\%w \), 10\(\%w \), ……, 90\(\%w \), 95\(\%w \) and 100\(\%w \) shown as solid blue line. It is interesting to see the \( F \) when we had 21 pairs is similar as with 5 pairs at low gain. We repeat this analysis in AlAsSb using previously determined ionization coefficients and \( w \) of 1.5 \( \mu \)m. To simplify the calculation, we used a constant \( k \) value of 0.0001, and the results are showing in Figure 6.8, together with measured results. It suggests that excess noise using uniformly distributed 21 points delta injection profile (dotted black line) is higher than those measured (symbols). It is because more carriers are generated in the first half of the structure, and excess noise is closer to the case of electron injection. As we adjust the ratio of \( F_e \) and \( F \), the dashed blue lines are possibly agreed well with measured results.
Figure 6.7. Pure and mixed-injection $M$ versus $F$ for the cases where the $k$ is 0.0001. Symbols are delta injection at position $w = 0\%w$, $50\%w$, $100\%w$ and lines are distribution injection.

Figure 6.8. Excess noise fitting of P1. Symbols are measured excess noise on P1, and dashed blue lines are distribution injection after adjusting the ratios.

Excess noise for mixed-injection using delta injection profile shows a comparable fitting, but it has a finite uncontinuous number of carrier injection points. In reality, photo-generated carriers can be everywhere in the avalanche region. In the following section, we look at mixed-injection $M$ and $F$ with an exponential decay function. Considering
an incident photon that is absorbed in the multiplication region \((0 \leq x \leq w)\) with probability \(P_m\). The probability that an incident photon is absorbed in the depletion region is calculated by

\[
C \int_0^w e^{-Ax} \, dx = P_m = 1 \quad (6.5)
\]

Where \(C\) is a constant chosen and is evaluated as

\[
C = \frac{-A}{e^{-Aw} - 1} \quad (6.6)
\]

Figure 6.9 shows the probability distribution function of absorption location as a function of absorption depth \(x\) using different values of absorption. A normalized absorption coefficient representing relative mixed injection parameter with the values of 0.01, 1, 5, 10, and 5000, respectively and described in more detail in Ref [18]. This shows the exponential absorption profiles from steep to flat. We can quantitatively do a comparison with the measured results under different wavelength illumination.

![Figure 6.9](image)

Figure 6.9. The probability density function of the photon absorption location as a function of the absorption location for different absorption coefficient from flat to narrow with an exponential decay function.

According to Ref. [18], the multiplication and excess noise can be express as

\[
M(x) = \frac{-(1 - k)(\gamma w)(e^{-((1 - k)(\alpha w) - (\gamma w))} - 1)}{(e^{-((1 - k)(\alpha w))} - k)(e^{-((\gamma w))} - 1)((1 - k)(\alpha w) - (\gamma w))} \quad (6.7)
\]

and
The simulated $F(x)$ as a function of $M(x)$ is shown in Figure 6.10. Here, six cases of $k$ and five cases of relative mixed-injection parameter are simulated. We considered 1 μm p-i-n and n-i-p structures with $k$ values of, 0.1, 0.01, 0.001, 0.0001, 0.02 and 0.05, and with $A$ values of 0.01, 1, 5, 10, and 5000. It suggests that the excess noise shows absorption dependence, and as expected, the lowest excess noise is for a material with a small value of $k$ and with edge electron-injection (solid cyan lines), while the dashed cyan lines present excess noise under edge hole-injection. And the excess noise is comparable between p-i-n and n-i-p structures under a nearly flat carrier generation profile of $A = 0.01$ (black colour). We also observe that the excess noise shows a dramatic increase under mixed injection with reducing $k$ values. It turns out that mixed injection plays a significant role in the performance of $F(x)$ as a function of $M(x)$ as well as the injection location and $k$ values. Furthermore, for any $k$ value, the shape of the mixed-injection $F$ versus the multiplication is very different from what the McIntyre formula predicts for pure injection. Based on AlAsSb ionization coefficient analysis in the previous chapter, we determined an effective $k$ value of 0.02-0.05 for a 1 μm p-i-n structure. The predicted excess noise under pure injection profile ($A = 5000$) is similar to those of measurement but the predicted excess noise under mixed injection profile ($A = 10, 5, 1$ and 0.01) does not agreed with those of measurements, as shown in Figure 6.10 using $k$ of 0.02 and 0.05. This may be explained by even smaller $β/α$ ratio, “dead-space” effects or a different electric field profile.
Figure 6.10. Mixed-injection excess noise versus multiplication for different absorption profiles and $k$ values. Gray dashed lines are MCT predict excess noise from 0 in step of 0.02.

Figure 6.11 presents the simulated excess noise results on P1 assuming light is absorbed with different exponential decay function (shown by solid lines). The blue, green and red circles show the measured excess noise from P1 using different wavelengths, and is also show the delta function injection at $x = 0\%w$ and distributed 21 points delta
injection by black open square. Two different assumptions predict similar excess noise characterize. Interestingly, the predicted excess noise utilizing $A = 10$ and $A = 5$ shows comparable results as measured results, however, it is hard to find a value of absorption to fit results under illumination of 633 nm. This maybe due to more light being absorbed in the front half of the structure.

![Figure 6.11. Mixed-injection excess noise versus multiplication of P1 for different absorption profiles. Black symbols show mixed-injection excess noise used delta injection profile of one pair generate at 0%w and 21 pairs. Solid color lines show the simulated excess noise results with different exponential decay function.](image)

6.3.3 **Comparison with other avalanche materials**

The excess noise results are in good agreement with the ionization coefficient analysis discussed in Chapter 5. The small $\beta/\alpha$ ratios introduce an extremely low excess noise as expected. To further emphasise how much smaller the measured $F_e$ in AlAsSb is compared to traditional III-V materials and silicon, Figure 6.12 presents the $F_e$ of AlAsSb, together with those of some other III-V materials and silicon as a function of multiplication. The $F_e$ measured in 100 nm thick and 2500 nm thick InAlAs [20], currently the best lattice-matched avalanche material for InP based telecommunication APDs, correspond to $k$~0.2. Compared with AlAsSb, the excess noise factor of InAlAs is high and keep increasing with increasing multiplication. It suggests that AlAsSb is definitely better than InAlAs as a multiplication material grown lattice-matched to InP substrates. It can replace it for next-generation high-speed and high-sensitivity SAM-
APDs used in telecommunication applications. Commercially available silicon APDs have been reported with similar excess noise characteristics, but this requires very thick structures with high operating voltages [21]. Interestingly, bulk $\text{In}_{1-x}\text{Al}_x\text{As}_{1-y}\text{Sb}_y$ on GaSb shows similar extremely low excess noise. The best reported excess noise was $k$ of 0.01 in $\text{Al}_{0.5}\text{In}_{0.5}\text{As}_{1-y}\text{Sb}_y$ with nominal i-region of 890 nm which is comparable with AlAsSb with 1.15 μm. Compared with other materials, AlAsSb can work at a higher gain, $M$ of 40-50, with extremely low excess noise.

![Graph showing excess noise vs multiplication and excess noise vs i-region](image)

Figure 6.12. (a) A comparison of measured excess noise. (b) Measured excess noise at the multiplication of 10. Black-AlAsSb, blue-AlGaAsSb, red-AlInAsSb, cyan-InAs, pink-Si, and green-InAlAs.
6.3.4  A signal-to-noise ratio analysis

So far, we have provided convincing experimental evidence of very small $k$ value in thick AlAsSb diodes, and an analysis of the potential benefits of adopting it in high-speed APDs is given below. The simplest way to estimate the benefits of this new multiplier region is by undertaking a signal-to-noise ratio (SNR) analysis as described in Chapter 2. From Equation (2.34), there are some factors such as dark current, photoresponsivity, trans-impedance amplifier (TIA) noise and bandwidth. The assumption is summarized in Table 6.1. In here, we look at two different operating speeds, 2.5 Gb/s used for LiDAR applications and 25 Gb/s used for high-speed optical communication applications. Figure 6.13 and 6.14 show the SNR of AlAsSb achievable with a 1.55 μm thick avalanche region, together compared with InAlAs APDs. The model suggests that compared with InAlAs APDs the measured high surface dark current gives a lower SNR performance at 2.5 Gb/s, however, SNR results at 25 Gb/s shows better performance even with a high surface dark current. This is due to the benefit of low excess noise. As expect, AlAsSb APDs under ideal dark current condition shows much better SNR performance than those of InAlAs APDs.
Table 6.1. Parameters used in SNR analysis.

<table>
<thead>
<tr>
<th></th>
<th>$I_s$ (μA)</th>
<th>$I_b$ (nA)</th>
<th>TIA</th>
<th>Bandwidth</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlAsSb</td>
<td>Ideal</td>
<td>0</td>
<td>1</td>
<td>2.5 Gb/s</td>
<td>6.6 pA/Hz$^2$</td>
</tr>
<tr>
<td>APD</td>
<td>Real</td>
<td>1.75</td>
<td>16</td>
<td>25 Gb/s</td>
<td>35 pA/Hz$^2$</td>
</tr>
<tr>
<td>InAlAs</td>
<td>Ideal</td>
<td>0</td>
<td>1</td>
<td>2.5 Gb/s</td>
<td>6.6 pA/Hz$^2$</td>
</tr>
<tr>
<td>APD</td>
<td>Real</td>
<td>0.02</td>
<td>1.6</td>
<td>25 Gb/s</td>
<td>35 pA/Hz$^2$</td>
</tr>
</tbody>
</table>

Figure 6.13. Prediction of SNR for AlAsSb and InAlAs at 2.5 Gb/s. (a) Used real dark current parameter. (b) Used ideal dark current parameter.

Figure 6.14. Prediction of SNR for AlAsSb and InAsAs at 25 Gb/s. (a) Used real dark current parameter. (b) Used ideal dark current parameter.
6.3.5 A full bandwidth and sensitivity analysis

In this section, we theoretically estimate the potential benefits of adopting AlAsSb in a typical high-speed SAM-APD by undertaking a full bandwidth and sensitivity analysis on a number of design structures. Such a model is sensitive to the exact parameters used, so we have been relatively conservative in the assumptions of carrier velocity, dark current and the following trans-impedance amplifier (TIA) noise, the values of which are given in the Appendix I. These structures have different thicknesses of AlAsSb multiplication regions, $w_m$, and the combined thicknesses of undoped InGaAs absorber, field control and grading layers, $w_1$. A Maximised-induced current (MIC) Ref.[6] absorber design (described in Appendix I) can provide a responsivity of 0.92 A/W at 1550 nm and a responsivity of 0.69 A/W at 1310 nm while minimising the InGaAs absorber thickness. Carriers are created in the InGaAs layer according to the Beer-Lambert law after which they drift to the avalanche multiplication region. A RPL model was used to simulate the impact ionisation process within the multiplication region using ionisation path length probability distribution functions determined by experimental electron and hole ionisation coefficients. With 50000 trials, we can obtain statistically accurate $M = \langle M_{\text{trial}} \rangle$ and $F = \langle M_{\text{trial}}^2 \rangle / \langle M_{\text{trial}} \rangle^2$ as a function of reverse bias. Assuming values of $1 \times 10^5$ m/s and $6.65 \times 10^4$ m/s for the electron and hole drift velocity respectively and using Ramo’s theorem [22] we can also obtain the mean current impulse response (see Figure 6.15(a)). Fourier Transforming this mean current impulse response allows us to obtain the bandwidth ($f_{3\text{dB}}$) from the -3 dB point in the frequency response (see Figure (b)). Figure 6.15(c) shows the theoretically predicted GBP for AlAsSb APDs and measurement on an InGaAs/Al$_{0.85}$Ga$_{0.15}$AsSb structure. We undertook a similar GBP calculation for InAlAs APDs utilising the ionisation coefficients of InAlAs [20] and compared that to experimentally measured results from the literature [2, 23-25]. The significantly larger GBP for AlAsSb APDs can be clearly seen, and no significant improvement occurs for multiplication regions below 600 nm as the $k$ value starts to increase. The sensitivity at a BER of $10^{-12}$ and an extinction ratio of 10 dB was calculated as described by Agrawal [26] and Ong et al. [27]. The receiver signal was determined by the average input optical power, $P$, and the diode responsivity, $R$. The total system noise was determined by the sum of noise power from the APD and the commercial TIA noise as described in the Appendix I. Figure 6.15 shows the sensitivity achievable with different $w_1$ at a wavelength of 1.55 μm or 1.31 μm and $w_m$ of
1.5 μm, 1 μm and 0.6 μm for a BER of $1 \times 10^{-12}$. Figure 6.15(d) shows the best sensitivity and speeds based on Si/Ge and InGaAs/InAlAs APDs that have been reported in the literature compared to the simulations in Figure 6.15(d). The modelled results in Figure 6.15(d) suggest that even with 0.6 μm of $w_m$, we can operate the device at 1550 nm at 25 Gb/s with a sensitivity of -25.7 dBm as we can utilise a multiplication of ~9. By operating at 1.31 μm with a thinner absorption layer, we can potentially operate in normal incidence with 0.6 μm of $w_m$ at 40 Gb/s with a -20 dBm sensitivity and even at 50 Gb/s with a -15 dBm sensitivity. The predicted performance for the 2.5 and 10 Gb/s devices here are limited by the device surface dark currents and the TIA noise assumed, rather than factors such as the avalanche build-up time or the avalanche excess noise. In all cases, the significantly smaller $k$ of AlAsSb compared to InAlAs enables a larger multiplication to be achieved before the speed is limited thereby improving the sensitivity.
Figure 6.15. Optical sensitivity modelling. (a) The calculated mean current impulse response at $M = \sim 10$. (b) The predicted $f_{\text{3dB}}$ versus $M$ for AlAsSb/InGaAs APD characteristics as a function of $w_m$. (c) The predicted GBP for AlAsSb APD (red star), and InAlAs APD (open triangle). The measured GBPs for InAlAs APD are also included for comparison (closed triangle) as is the measured GBP for Al$_{0.35}$Ga$_{0.15}$As$_{0.56}$Sb$_{0.44}$ (closed circle). (d) InGaAs/AlAsSb APD sensitivity with $w_f = 200$ nm (lines) and 600 nm (symbols) for different $w_m$ were simulated at 1550 nm (2.5, 10 and 25 Gb/s) and 1310 nm (40 and 50 Gb/s). (e) The sensitivity potentially achievable in InGaAs/AlAs$_{0.56}$Sb$_{0.44}$ based APDs with $w_f = 0.2$ $\mu$m and 0.6 $\mu$m compared with Si/Ge and InGaAs/InAlAs APDs. The reported InGaAs/InAlAs APDs at 25 and 50 Gb/s operated at 1.31 $\mu$m. The 40 Gb/s InGaAs/InAlAs APD result is for a waveguide structure while others are normal incidence structures.
6.4 Conclusion

The avalanche excess noise characteristics of thick AlAsSb APDs with $w$ from 0.6 – 1.5 $\mu$m were symmetrically investigated using 420, 542 and 633 nm light at room temperature. The multiplication and excess noise results show a strong wavelength dependence. The multiplication characteristics obtained using shorter wavelength light from the p-i-n structure are always higher than those of longer wavelengths. And the excess noise results measured using shorter wavelength light from the p-i-n structure are always lower than those obtained using longer wavelengths. Very high excess noise results were measured on the n-i-p structures. The lowest measured excess noise corresponding to $k$ as low as 0.005 is close to the theoretical minimum, exceeding the performance of all materials lattice-matched to InP and even silicon. These results suggest unambiguously that $\alpha$ is much larger than $\beta$ deduced from the previous chapter.

The mixed-injection excess noise characteristics were simulated using an analytic formula, taking into account distribution of carrier injection profile. A small difference between the measured and modelled excess noise suggests that the absorption profile may be different. There is close an agreement between measured and modelled excess noise results at least qualitatively and the difference can be attributed uncertainty absorption profiles and minority carry diffusion length.

A full bandwidth and sensitivity model suggests that vertically illuminated AlAsSb APDs with a sensitivity of -25.7 dBm at a bit-error-rate (BER) of $1\times10^{-12}$ at 25 Gb/s at 1.55 $\mu$m can be realised. The devices are limited by dark current and TIA noise, rather than factors such as the avalanche build-up time or the avalanche excess noise. This extremely low excess noise changes the paradigm whereby high-speed APDs always use very thin avalanching structures to one where both high speed and sensitivity can be achieved with thicker avalanching structures. The findings could yield a new breed of high-performance receivers for applications in networking and sensing. The advantage of adopting AlAsSb in a high-speed and high-sensitive APD must be balanced by the technical challenges in the growth using DA technology; The material system is prone to oxidizing very easily when exposed to air, consequently passivation of the
devices is necessary; band discontinuity between InGaAs and AlAsSb and surface issues.
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CHAPTER 7:

CONCLUSIONS AND FUTURE PLANS

7.1 Conclusions

The photoresponse of AlAsSb under low reverse bias has been studied symmetrically using a series of p-i-n and n-i-p diodes. The peak response is about 570 nm in these new wafers by DA technology used MBE. By measuring bias-dependence in photocurrent as a function of wavelength, the minority carrier diffusion lengths have been extracted. The absorption coefficients of AlAsSb has been extracted by a 1D photocurrent model based on the measurements of bias-dependence of the photoresponse. The simulated quantum efficiency is fitted well with the experiment data covering 4 orders of magnitude. The band energy in Γ and X valleys were extracted from the absorption coefficients and are similar to the values from the literature.

The avalanche multiplication in AlAsSb has been invested in detail using a series of p-i-n and n-i-p diodes with nominal i-region widths of 0.1 – 1.5 μm. From these, the local values of α and β were extracted from the pure carrier multiplication results and parametrized over an electric-field range from 220-1250 kV/cm for α and from 360-1250 kV/cm for β. These parameterized ionization coefficients are capable of reproducing the measured multiplication results down to $M \sim \num{0.01}$, taking into consideration its real electric-field profile using a local model and ignoring any dead-space effects. Like most other materials, the $\alpha/\beta$ ratio of AlAsSb are found to differ at low electric-field but converge at high electric-field, and more excitingly is found to much larger than any other wide bandgap III-V semiconductor material with values of $>100$ for electric fields below 460 kV/cm. This makes AlAsSb ideal for the multiplication region in InP based telecommunication SAM-APDs. Furthermore, we have studied the avalanche breakdown of AlAsSb in detail. We for the first time prove that the traditional method of extrapolating $1/M$, used to estimate breakdown voltage is no longer reliable in large $\alpha/\beta$ ratio material.

The excess noise measured by electron initial avalanche process in thick AlAsSb diodes are a reasonable agreement with McIntyre’s local model and the excess noise measured
by mixed carrier initial avalanche process are in qualitative agreement with Hayat’s analytical equation. As a result of the large $a/\beta$ ratio at low electric fields, the thickest p-i-n structure shows extremely low excess noise with $k$ value of 0.005, which is the lowest excess noise InP based III-V APD reported to date, and even comparable to silicon. The potential benefits of adopting AlAsSb in high-speed APDs was analysed by undertaking a signal-to-noise ratio analysis and a full bandwidth and sensitivity analysis. The significant sensitivity improvement is attributed to the low excess noise.

### 7.2 Other ongoing work

Further work relevant to this thesis has also been undertaken. Since it is not yet fully completed and published, it is not shown in the main body of the thesis but is summarised briefly below.

APDs have to be operated over a wide range of ambient temperatures. As impact ionization process is strongly dependent on junction temperature, this affects the gain for a fixed reverse bias and the breakdown voltage of the APD. Temperature coefficient of the breakdown voltage, $C_{bd} = \Delta V_{bd} / \Delta T$, is a significant parameter for an APD for indicating how sensitive the multiplication gain to the temperature. Earlier works on Al$_x$Ga$_{1-x}$AsSb have shown that the temperature dependence of breakdown voltage is extremely small. Here we expanded the work to thick structures using the diodes introduced in Chapter 4 covering 200 K – 373 K. From the temperature-dependence of the photoresponse, we extracted the bandgap at different temperatures. Photomultiplication measurements were performed as a function of reverse bias using different wavelength light. From these measurements, we extracted the impact ionization coefficients using the Local Model from 200 to 373 K, suggesting that electrons are the larger ionizing carrier type compared to holes in this material. The temperature coefficient of breakdown voltage with an i-region of 1 μm is ~8 mV/K, much lower than the value reported in silicon [1], which suggest that even thicker AlAsSb avalanche multiplication can be used for temperature-insensitive InP-based APDs.
7.3 Suggestions for further work

1) To complete the impact ionization study on AlGaAsSb lattice-matched on InP substrates alloy system, several new layers have to be grown and measured. Several reports showed that Al$_{0.85}$Ga$_{0.15}$AsSb homojunction structures demonstrated similar low excess noise behaviours to those of AlAsSb and better dark current performance. However, thin i-region may still dominate low excess noise performance. It would be interesting to investigate multiplication and excess noise performance in Al$_x$Ga$_{1-x}$AsSb ($0 < x < 1$) with thicker i-region (~1.5 μm). The lower Al content quaternary alloy also improve long-term device stability.

2) It would be interesting to demonstrate the first planer AlAsSb-based APD. Recently, InGaAs-InP [2] and InGaAs-InAlAs [3] have developed planar configuration and proved that the planar-structure APDs have higher reliability than the mesa-structure APDs.

3) The final objective of characterisation of AlGaAsSb is to design a comprehensive SAM-APD with high gain-bandwidth, high detection efficiency and low noise operated at 1.31 and/or 1.55 μm. The absorption, grading and avalanche layers for optimisation of thickness, composition and doping will be determined. A possible device structure incorporating a SAM structure is shown in Figure 7.1.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type and Concentration</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>InGaAs p+</td>
<td>1e19/cm$^3$</td>
<td>20 nm</td>
</tr>
<tr>
<td>InGaAs i</td>
<td>500 nm</td>
<td></td>
</tr>
<tr>
<td>InAlGaAs (Eg=1.1eV) i</td>
<td>10 nm</td>
<td></td>
</tr>
<tr>
<td>InAlAs</td>
<td>10 nm</td>
<td></td>
</tr>
<tr>
<td>AlAsSb p-</td>
<td>3e17/cm$^3$</td>
<td>80 nm</td>
</tr>
<tr>
<td>AlAsSb</td>
<td>600 nm</td>
<td></td>
</tr>
<tr>
<td>AlAsSb n+</td>
<td>2e18/cm$^3$</td>
<td>300 nm</td>
</tr>
<tr>
<td>InGaAs n+</td>
<td>5e18/cm$^3$</td>
<td>500 nm</td>
</tr>
<tr>
<td>InP</td>
<td>semi-insulating substrate</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.1. AlAsSb-based SAM-APD structure.
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Appendix I

Bandwidth analysis

Figure 1. (a) Schematic representation of the APD structures and electric fields used in the model. (b) The predicted $f_{3db}$ versus $M$ for AlAs$_{0.56}$Sb$_{0.44}$/InGaAs APD as a function of $w_m$ with $w_f$=200 nm.

A Random Path Length (RPL) model [1] was used to simulate the transit time limited bandwidths of APD structure in Fig. S6.1a. A MIC [2] absorber design was assumed with a 500 nm p-InGaAs and a 500 nm undoped InGaAs for a responsivity of 0.92 A/W at 1550 nm while the undoped InGaAs was reduced to 100 nm to provide a responsivity of 0.69 A/W at 1310 nm. In both designs, a 100nm thickness of grading layer and charge sheet was assumed between the InGaAs and AlAsSb regions [3]. In the RPL model, the position of photogenerated electron-hole pairs in the InGaAs absorber are determined using the Beer-Lambert law and electrons subsequently drift into the avalanche region. The carrier ionization path length probability distribution functions (PDFs) determined by electron and hole ionisation coefficients are used to compute the impact ionization probability in the AlAs$_{0.56}$Sb$_{0.44}$. With 50000 trails, we can obtain statically accurate $M = <M_{trial}>$ and $F = < M_{trial}^2>/< M_{trial} >^2$. The impulse current response for each trial is obtained using Ramo’s theorem [4], with the avalanche current given by $i = qv/(w_m + w_f)$, where $v$ is carrier drift saturation velocity with the value of $1 \times 10^5$ m/s and $6.65 \times 10^4$ m/s for electrons and holes respectively, and $q$ is the electronic charge. These values are broadly in agreement with the values used to fit the GBP results of AlInAs and Al$_{0.85}$Ga$_{0.15}$AsSb [5]. The frequency response was obtained from
the Fourier Transform of the mean current impulse response. The -3 dB point in the
frequency response is the bandwidth, \( f_{3dB} \). Fig. S6.1b shows the predicted \( f_{3db} \) versus \( M \)
for AlAs\(_{0.56}\)Sb\(_{0.44}\)/InGaAs APD as a function of \( w_m \) with \( w_l=200 \) nm.

Table 1. Parameters used in the receiver sensitivity model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit error rate (sec(^{-1}))</td>
<td>1x10(^{-12})</td>
</tr>
<tr>
<td>Extinction ratio (dB)</td>
<td>10</td>
</tr>
<tr>
<td>MIC design: Undoped InGaAs absorber, control and grading layers, ( w_l ), (nm) + p- InGaAs absorber thickness (nm)</td>
<td>200 ( (w_l) ) + 500 ( (p-\text{InGaAs}) ) for 40 and 50 Gb/s at 1310 nm ( 600 \ (w_l) ) + 500 ( (p-\text{InGaAs}) ) for 2.5, 10 and 25 Gb/s at 1550 nm</td>
</tr>
<tr>
<td>Responsivity (A W(^{-1}))</td>
<td>0.69 (for 40 and 50 Gb/s at 1310 nm)</td>
</tr>
<tr>
<td></td>
<td>0.92 (for 2.5, 10, 25 Gb/s at 1550 nm)</td>
</tr>
<tr>
<td>AlAs(<em>{0.56})Sb(</em>{0.44}) multiplication width, ( w_m ), (nm)</td>
<td>600, 1000 and 1500</td>
</tr>
<tr>
<td>APD carrier saturated drift velocity (m s(^{-1}))</td>
<td>1x10(^{5}) for electron</td>
</tr>
<tr>
<td></td>
<td>6.65x10(^{4}) for hole</td>
</tr>
<tr>
<td>APD dark current (at ( D=30 ) ( \mu )m) (A)</td>
<td>Surface leakage current ( I_s : 1.75x10^{-6} )</td>
</tr>
<tr>
<td></td>
<td>Bulk dark current ( I_b : 1.6x10^{-8} )</td>
</tr>
<tr>
<td>Minimum APD bandwidth (GHz)</td>
<td>1.75 @2.5 Gb/s system</td>
</tr>
<tr>
<td></td>
<td>7 @10 Gb/s system</td>
</tr>
<tr>
<td></td>
<td>18 @25 Gb/s system</td>
</tr>
<tr>
<td></td>
<td>28 @40 Gb/s system</td>
</tr>
<tr>
<td></td>
<td>35 @50 Gb/s system</td>
</tr>
<tr>
<td>Input referenced amplifier noise (pA Hz(^{1/2}))</td>
<td>6.6 @2.5 Gb/s system [6]</td>
</tr>
<tr>
<td></td>
<td>11 @10Gb/s system [7]</td>
</tr>
<tr>
<td></td>
<td>15.3 @25 Gb/s system [8]</td>
</tr>
<tr>
<td></td>
<td>35 @40 Gb/s system [9]</td>
</tr>
<tr>
<td></td>
<td>35 @50 Gb/s system [9]</td>
</tr>
</tbody>
</table>
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Table 2. Device parameters of AlAsSb homjunction diodes used in this thesis.

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Diode type</th>
<th>Nominal i-thickness (μm)</th>
<th>Breakdown voltage $V_{bd}$ (V)</th>
<th>CV Modelled results</th>
<th>Growth technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Measured</td>
<td>Modelled fit</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>i-region doping $(\times 10^{15} \text{ cm}^{-3})$</td>
<td>i-region thickness $w$ (μm)</td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>PIN</td>
<td>1.5</td>
<td>84.5</td>
<td>85.7</td>
<td>5</td>
</tr>
<tr>
<td>N1</td>
<td>NIP</td>
<td>1.5</td>
<td>84.5</td>
<td>86.0</td>
<td>5</td>
</tr>
<tr>
<td>P2</td>
<td>PIN</td>
<td>0.60</td>
<td>40.2</td>
<td>40.4</td>
<td>10</td>
</tr>
<tr>
<td>N2</td>
<td>NIP</td>
<td>0.60</td>
<td>41.5</td>
<td>42.3</td>
<td>10</td>
</tr>
<tr>
<td>P3</td>
<td>PIN</td>
<td>1.00</td>
<td>62.2</td>
<td>63.3</td>
<td>10</td>
</tr>
<tr>
<td>P4</td>
<td>PIN</td>
<td>0.25</td>
<td>20.2</td>
<td>21.2</td>
<td>1</td>
</tr>
<tr>
<td>P5</td>
<td>PIN</td>
<td>0.10</td>
<td>11.2</td>
<td>14.9</td>
<td>1</td>
</tr>
<tr>
<td>P6</td>
<td>PIN</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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