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Abstract

In the first part of the thesis we define and study free global spectra: global
spectra with non-trivial geometric fixed points only at the trivial group. We
show that free global spectra often do not exist, and when they do, their
homotopy groups satisfy strong divisibility conditions.

The second part of the thesis is dedicated to the study of the algebraic
model of rational global spectra for the family of finite groups as constructed
in [81]. We study the homological algebra of this category with a particular
focus on the tensor triangulated geometry of its derived category. Along the
way we make contact with the theory of representation stability and show that
some algebraic invariants coming from global homotopy theory exhibit such a
stability phenomenon.

Finally, in the third part of the thesis we construct a symmetric monoidal
algebraic model for the category of rational cofree G-spectra for all compact
Lie groups G. The key ingredient in the proof is the Left Localization princi-
ple which gives mild hypotheses under which a Quillen adjunction between
stable model categories descends to a Quillen equivalence between their left
localizations. This last part is joint work with Jordan Williamson.
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General introduction

The goal of algebraic topology is to use algebraic invariants to capture topological and geometric
information. Prominent examples of such invariants are the Betti numbers, the Euler character-
istic and cohomology theories such as cobordism and K-theory. As algebraic objects are more
rigid than topological ones, we do not expect to be able to capture all topological information
via algebraic techniques. For example, a celebrated result of Schwede tells us that the category
of spectra cannot be equivalent to any algebraic category [79, 3.1]. Nonetheless, Quillen and
Sullivan’s work in rational homotopy theory showed that algebraic invariants can capture a large
portion of the homotopy theory of interest [72,89]. Their work reduced the topological problem
of calculating the homotopy type of rational spaces to a purely algebraic one which one hope to
understand better.

Algebraic models. In topology we are often interested in studying the homotopy theory of
a certain category C which has a topological flavour. For example, this could be the category of
topological spaces or spectra. Informally, we say that the category C admits an algebraic model
if there exists another category A which models the same homotopy theory but has a much more
algebraic flavour. For example A could be the category of chain complexes over a ring or more
generally an abelian category, and in this case the homotopy category of C would be equivalent
to the derived category of A. An algebraic model becomes a powerful tool if the category A is as
small and simple as possible so that calculations can easily be performed. For example, one can
construct pathological objects useful for counterexamples or prove the existence of topological
objects satisfying specific properties by simply constructing the algebraic counterpart in the
model [35]. Most importantly, the existence of an algebraic model provides a bridge between
topology and algebra: we can translate topological problems to algebraic ones but also import
algebraic constructions to topology. Creating a dictionary between topological and algebraic
constructions is the first step needed to make the algebraic model a useful and powerful tool.

The main protagonists. In this thesis we will be concerned with the study of cohomology
theories on spaces with an action of a compact Lie group G. We can organize these cohomology
theories in the category of G-spectra and study their homotopy theory, which is called G-
equivariant stable homotopy theory. It has been noticed since the beginning of equivariant
homotopy theory that there are many cohomology theories that exist in a uniform way for
all compact Lie groups in a specific class F rather than just for a particular group. These
cohomology theories are called global as they satisfy extra compatibility conditions as the group
varies. These are represented by F -global spectra and their study is called global stable homotopy
theory. Examples of global spectra are the sphere spectrum, cobordism, topological K-theory,
Borel cohomology spectra and symmetric product spectra.
The global perspective in the equivariant homotoy theory can often be illuminating and lead to
powerful applications. For example the global framework was a key ingredient in Hausmann’s
proof of the equivariant Quillen’s theorem [47] and in Schwede’s calculation of the zeroth
equivariant homotopy groups of the symmetric product spectrum [80]. However, the global
approach introduces significant new challenges as the machinery and techniques developed when
studying equivariant phenomena for a single group often do not generalize to a family of groups,
and so genuinely new ideas are required to tackle this. For example, in part 2 we will develop
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what we call “global representation theory” to describe the algebraic behaviour of topological
invariants coming from rational global homotopy theory.

The rational case. We can think of the categories of G-spectra and F-global spectra as
having two degrees of complexity: a topological one, coming from the fact that we are studying
cohomology theories on spaces, and an equivariant one, coming from the action of the groups.
We can reduce the topological contribution and let the equivariant phenomena stand out by
considering rational cohomology theories. After this simplification we might hope to study these
categories by purely algebraic tools.
It has been conjectured by Greenlees that the category of rational G-spectra admits a small
and calculable algebraic model for all compact Lie groups G. So far this programme has been
successful for a large class of groups including all finite groups [8] and tori [45]. On the other
hand not much is known about the category of rational global spectra as an algebraic model has
only been constructed for families of finite groups [81, 4.5.29].
In order to explain the contribution of this thesis to the theory of algebraic models we first need
to understand the general strategy behind the construction of an algebraic model.

An algebraic example. There are two main steps in the construction of an algebraic
model. We first break up the category into smaller pieces and then reassemble them in a
coherent way. The splitting and the assembly procedures can be performed in different ways
giving different algebraic models for the same category. In this introduction we give an informal
overview on two methods for constructing algebraic models: the Zariski and adelic method. Let
us consider the example of the derived category of abelian groups D(Z). The ideas described
here will turn out to be helpful for more complicated cases.
In the Zariski method we think geometrically, and observe that the category of abelian groups is
equivalent to the category of quasi-coherent sheaves over the Zariski spectrum Spec(Z). This
suggests that we can recover the derived category as a certain sheaf over Spec(Z) whose value at
a maximal ideal (p) ∈ Spec(Z) is given by the subcategory of complexes which are supported
exactly at (p), or equivalently by the subcategory of p-local complexes. The topology of Spec(Z)
and the sheaf condition tell us how to patch these categories together. Even if this method often
does not produce a small and calculable algebraic model, this geometric intuition can still be
very helpful. In particular, the idea of looking at subcategories of objects supported at closed
points can be extremely valuable as it gives an estimate on the complexity of the algebraic
model.
On the other hand, the adelic method has a more algebraic flavour and often outputs a small
model. In this method we note that the category of abelian groups is equivalent to the category
of Z-modules. We then break up the category of Z-modules using the Hasse square

Z Q

∏
p Zp (

∏
p Zp)⊗Q

which is a pullback. This suggests that we can recover the derived category of abelian groups
from the data of a rational complex and a p-adic complex for each prime number p. The gluing
data is encoded in the adele ring (

∏
p Zp)⊗Q.

It is worth noticing that both methods rely on the knowledge of the Zariski spectrum Spec(Z)
as this is used to break up the derived category into smaller pieces. Therefore one can hope to
apply these methods whenever a similar formalism is available.

tt-geometry. In this thesis we are interested in topological categories C whose homotopy
categories hC admit the structures of symmetric monoidal triangulated categories. This makes



hC into a tensor triangulated category, which is a vast generalization of the structure present in
the derived category of a ring. In fact most of the algebraic constructions and notions available
in the derived category of a ring extends to this setting. For example, there is a space of prime
ideals spc(C) which categorifies the Zariski spectrum of a ring [6]. This space is called the Balmer
spectrum and it is related to the usual Zariski spectrum of a ring R via a natural homeomorphism
spc(D(R)) ' Spec(R). The Balmer spectrum comes equipped with a well-defined notion of
support for objects of C extending the usual notion of support in D(R). This allows us to
think geometrically even in the setting of triangulated categories. Moreover for any Balmer
prime ℘ ∈ spc(C), there are functors L℘,Γ℘ and Λ℘ modelling the usual algebraic functors of
localization, derived torsion and derived completion respectively [5]. For example, Γ℘M and
L℘M are the universal approximation to M which are supported at and away from (the closure
of) ℘ respectively. We note that this is the type of formalism needed to extend the two methods
(Zariski and adelic) to our topological categories of interest.

The general strategy. Consider a tensor triangulated category C and suppose that we
have a description of its Balmer spectrum spc(C). Our goal is to construct an algebraic model
for C and so we can follow the same strategy outlined in the previous example.
The starting point of the Zariski method is to consider the full subcategory hCm ≤ hC of objects
supported exactly at a closed point m ∈ spc(C). As the support of these objects is just a point,
we expect this subcategory to be easier to understand than hC. Therefore our first step is to
construct an algebraic model for hCm. In the special case that the Balmer spectrum is discrete,
then there is no assembly process and the algebraic model of C splits as a product of the algebraic
model of hCm for m ∈ spc(C). In general however, we need to take into account the topology of
the Balmer spectrum which usually introduces a lot of relations.
The adelic method instead starts by considering the unit object 1 ∈ C. If the Balmer spectrum
spc(C) is finite dimensional, we can break up the unit object into simpler pieces using a
generalization of the Hasse square, called the adelic approximation cube [5, 8.1]. The corners of
this cube consist of products of objects of the form L℘Λ℘1 for ℘ ∈ spc(C). Therefore our first
step is to study the category of L℘Λ℘1-modules and then use the adelic cube to recover C.
Once again we note that both methods rely on a good description of the Balmer spectrum of C.
Now that we have highlighted the general strategy we can discuss the content of this thesis.

1. Organization of the thesis

This thesis consists of three parts each of which has its own detailed introduction where the
main objects and results are discussed. In this section we give an informal overview of the thesis
where we focus on explaining how each part fits in the general picture of the theory of algebraic
models.
Fix a family of compact Lie groups F and consider a compact Lie group G. In this section
we will write SpF for the category of rational F-global spectra, and SpG for the category of
rational G-spectra. We will not need to know much about these categories, only that their
homotopy categories are tensor triangulated so they fit into the framework described in the
previous sections.

Part 1. In the first part of the thesis we are interested in the category SpF of rational global
spectra. We would like to study this category using the Zariski method therefore by looking at
subcategories with small support. The main challenge that we are facing is that the Balmer
spectrum of hSpF is not known. We can overcome this problem by using the restriction functor
SpF → SpG which is built in the framework of global homotopy theory, and the knowledge of
the Balmer spectrum of spc(hSpG). Greenlees [36] identified the Balmer spectrum of hSpG with
the set of conjugacy classes of closed subgroups of G. This means that for any closed subgroup



H ≤ G there exists an associated Balmer prime ℘H ∈ spc(hSpG), and that ℘H = ℘K whenever
H and K are conjugate in G.
In this part of the thesis we are interested in the Balmer prime ℘1 associated to the trivial group.
This is a special prime as it is always closed in spc(hSpG). More precisely, we are interested in
the subcategory of G-spectra supported exactly at ℘1 which coincides with the full subcategory
of rational free G-spectra. These can also be described as the full subcategory of G-spectra
X for which the canonical map EG+ ∧X → X is an equivalence. This a well-behaved class
of equivariant spectra whose objects represents cohomology theories on free G-spaces. This
category has been studied by Greenlees–Shipley who constructed an algebraic model in terms of
torsion modules over the group cohomology ring [43]. This shows that the category of rational
free G-spectra is well-understood and that it admits a simple algebraic model.
Inspired by the equivariant story we would like to proceed in a similar way for the category
of rational global spectra. By pulling back the Balmer primes ℘1 along the restriction functor
SpF → SpG, we can construct a Balmer prime ℘gl1 ∈ spc(hSpF ). We are interested in the
subcategory of global spectra supported exactly at ℘gl1 . We call a global spectrum in this
subcategory free since its image under the restriction functor SpF → SpG is a rational free
G-spectrum for all G ∈ F . We hoped that the category of free global spectra would give us an
insight on the algebraic model for rational global spectra. However the following result shows
that the global world is drastically different from the equivariant one.

Theorem. Let F be a global family containing an infinite group. Then all free F-global spectra
are contractible.

From the Balmer spectrum point of view, this result is a consequence of the fact that the Balmer
prime ℘gl1 is not closed in spc(hSpF ). This is a new global phenomenon which suggests that we
cannot reduce the problem of constructing an algebraic model for the category of global spectra
to the equivariant case. Instead, we should study the global stable homotopy category in its
own right starting from its Balmer spectrum. This bring us to the second part of the thesis.

Part 2. The goal of the second part of the thesis is to study the Balmer spectrum of SpF
for a family of finite groups. The main tool available is the algebraic model for SpF constructed
in [81, 4.5.29]. For this introduction it is enough to know that there exists an abelian category A
whose derived category is equivalent to hSpF . Therefore we can reduce the problem of calculating
the Balmer spectrum of SpF to a purely algebraic one. This motivates the systematic study of
the abelian category A in the second part.
The algebraic model for rational global spectra also has connections with representation theory as
it provides a good framework for studying the representation theory of the outer automorphism
groups. The abelian category A fits into the general framework of representation stability
as introduced by Church–Farb [24]. The main difference with Church–Farb’s work is that
we are no longer considering a one-parameter family of representations but rather collections
of representations which are indexed by a family of groups. This introduces a new level of
complexity into the story that we aim to investigate in this thesis.
Part 2 is divided into two chapters. The goal of chapter 1 is to study the abelian category A
via representation stability techniques. In particular, we show that under a certain noetherian
condition, any finitely generated object of A satisfies a version of Church–Farb’s representation
stability. We also show that the geometric fixed points of any rational compact global spectrum
assemble into a finitely generated object of A and so manifest such a stability phenomenon.
In chapter 2 we study the derived category of A and its Balmer spectrum. As before we can
construct Balmer primes by pulling back along the restriction functor hSpF → hSpG. It follows
that for any finite group G, the full subcategory of compact rational global spectra given by

℘G = {X | ΦG
∗ (X) = 0}



defines a prime ideal, which we call a group prime. Not all prime ideals in the rational global
stable homotopy category are group primes. In fact we showed that the closure properties of the
family of groups considered affects the general structure of the category.

Theorem. Fix p a prime number. Let E be the family of elementary abelian p-groups, and C be
the family of cyclic p-groups.

(a) The Balmer spectrum of hSpE consists of the group primes and the zero ideal. A basis
of open sets for the topology is given by the finite sets not containing zero. Furthermore,
any thick ideal is finitely generated.

(b) The Balmer spectrum of hSpC consists of group primes and the ideal
℘tors = {X | π∗(ΦCpnX) = 0 for n� 0}.

The topology can be described explicitly (we omit it here) and not all thick ideals are
finitely generated.

Furthermore, all the ideals are radical so we deduce a complete classification of ideals of the
rational global stable homotopy category for the two families above.

Part 3. The final part of the thesis is a revised version of a paper with JordanWilliamson [68].
The page and environment numbering have been modified so that they run concurrently
throughout the thesis. The version in this thesis is not identical to the published version.
We have fixed a few imprecisions throughout the paper and removed the section on the Adams
spectral sequence as it depended on an incorrect bit of algebra. We believe that the spectral
sequence does exist as stated in the published paper and we are preparing an account which fills
this gap.
The goal of the paper is to construct an algebraic model for the category of rational cofree
G-spectra. This is a well-behaved subcategory of G-spectra whose objects represent cohomology
theories on free G-spaces, and it is equivalent to the category of free G-spectra mentioned earlier.
The interest in cofree G-spectra was motivated by the result of part 1 of this thesis, and by the
observation that a well-behaved category of cofree global spectra does exist, see Remark 0.5.6.
This realization suggested a new approach to the construction of an algebraic model for rational
global spectra via the theory of cosupport rather than the usual theory of support. This started
our quest for an algebraic model for cofree G-spectra and the study of various type of completions
in algebra: adic completion, L-completion and derived completion.
Given a commutative ring R and an ideal I, the I-adic completion of an R-module M is a
universal approximation to M built from I-powers torsion modules. The adic completion functor
is neither left nor right exact, so the (left) derived functor LIn provides a good homological
replacement. These derived functors are the local homology modules of Greenlees-May [38]. In
particular, we can consider the zeroth left derived functor LI0 and call a module L-complete if
the natural map M → LI0M is an isomorphism. This gives an abelian category of L-complete
modules which is also symmetric monoidal with respect to the L-complete tensor product of
modules. For convenience we will only state the main result of this part for the connected case.
The general case involves considering the action of the group of components on all rings and
modules considered.

Theorem. Let G be a connected compact Lie group and I be the augmentation ideal of
H∗(BG;Q). Then there is a symmetric monoidal Quillen equivalence

rational cofree G-spectra ' L-complete dg-H∗(BG;Q)-mod.

A key ingredient in the proof is the Left localization principle that we develop in chapter 3,
which gives mild conditions under which a Quillen adjunction descends to a Quillen equivalence
after left Bousfield localization.
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Free global spectra





Introduction

For a fixed compact Lie group G, we may consider spaces with a G-action and develop their
homotopy theory. It is natural to consider algebraic invariants on them which keep track of
the action of the group. Important examples of such invariants are equivariant cohomology
theories such as equivariant K-theory and equivariant bordism. These cohomology theories are
represented by G-spectra and their study is called G-equivariant stable homotopy theory.
It has been noticed since the beginning of equivariant homotopy theory that there exist numerous
examples of cohomology theories which exist in a uniform way for all groups in a specific class
rather than just for a particular group. The cohomology theories exhibiting this uniform
behaviour are called global. These cohomology theories are represented by global spectra, and
their study is called global stable homotopy theory.
There has been a lot of work towards finding a good framework for the study of global homotopy
theory [40, Section 5], [18] and [58, Chapter II]. In this thesis we will use the framework
developed by Schwede [81]. His approach has the advantage of being very concrete as the
category of global spectra is the usual category of orthogonal spectra but with a finer notion of
equivalence, called global equivalence. As any orthogonal spectrum is a global spectrum, this
approach comes with a good range of examples. For instance, there are global analogues of
the sphere spectrum, cobordism and K-theory spectra, Borel cohomology, symmetric product
spectra and many others. The key insight is that an orthogonal spectrum gives rise to an
orthogonal G-spectrum for all compact Lie groups G, and the fact that all these individual
equivariant objects come from one orthogonal spectrum implicitly encodes strong compatibility
conditions as the group G varies. We will recall the necessary background on global homotopy
theory in section 4.
In this part of the thesis we are interested in two particular classes of spectra, that of free
and cofree G-spectra which we will define in section 5. These classes are interesting for several
reasons. Firstly, they represent (co)homology theories on free G-spaces, the most prominent
example of which is Borel cohomology. Secondly, they are the simplest equivariant objects that
one can consider as any equivariant map between them which is a non-equivariant equivalence
is automatically an equivalence. Informally, we can say that these classes interpolate between
stable homotopy theory and equivariant stable homotopy theory. Thirdly, the (co)free functors
are used to define the homotopy fixed points and homotopy orbit functors whose associated
spectral sequences provide powerful tools to calculate equivariant homotopy type. Finally, the
techniques employed in studying the categories of rational (co)free G-spectra are instructive for
more general cases in the theory of algebraic model for rational equivariant spectra.
For all these reasons we would like to study the analogue constructions of free and cofree spectra
in global homotopy theory. Let us fix a global family F , that is a collection of compact Lie
groups which is closed under isomorphism, passage to subgroups and passage to quotients. We
call a F-global spectrum free if its underlying G-spectrum is free for all compact Lie groups
G ∈ F . In a similar way we define cofree F-global spectra.
The category of cofree global spectra has already been considered by Schwede. He constructed
a Borel global functor b : hSp→ hSpG from the stable homotopy category to the global stable
homotopy category, which is initial amongst the functors sending global spectra to cofree global
spectra. Schwede [81, 4.5.6] also showed that the category of cofree global spectra coincides
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with the essential image of the Borel functor. In particular, cofree global spectra exist and they
are easy to construct.
On the other hand the story for free global spectra is surprisingly different as our first result
demonstrates, which appears in the body of the thesis as Proposition 0.5.15.

Theorem A. Let F be a global family of compact Lie groups containing an infinite group. Then
all free F-global spectra are contractible.

The proof of the result uses the fact that free G-spectra are modules over a complex orientable
cohomology theory which has a theory of Euler classes. We will recall the necessary background
in sections 3 and 5.
The situation is substantially different if we restrict to considering global families of finite groups.
In that case Proposition 0.5.11 shows that free global spectra do exist and that their homotopy
groups exhibit strong divisibility conditions. We explore the behaviour of free global spectra for
a family of finite groups in subsection 5.1.
As an application of our work we obtain the following result, see Theorem 0.5.16.

Theorem B. Let F be any non-trivial global family. Then there exists no F-global spectrum
X whose underlying G-equivariant homotopy type is equivalent to EG+ for all G ∈ F . More
informally, the universal free G-spectrum EG+ does not admit a global refinement.

2. Preliminaries

Convention 0.2.1. Throughout we let G be a compact Lie group; many results work more
generally for topological groups but we will not need this level of generality. We will only
consider closed subgroups to retain the homeomorphism between orbits and homogenous spaces.
By a G-representation we mean a finite-dimensional real inner product space equipped with
a continuous G-action by linear isometries. We will refer to the category of weak Hausdorff
k-spaces and continuous maps simply as the category of topological spaces and denote it by
T . We also let GT be the topological category of spaces with a left G-action and continuous
G-maps. Finally, we write GT∗ and T∗ for the corresponding categories of based spaces.

Definition 0.2.2. A complete G-universe is a countably infinite dimension G-representation
such that every finite dimensional G-representation embeds into it.

Example 0.2.3. The regular representation ρG of a finite group G contains all the irreducible
representations. It follows that U =

⊕∞
n=1 ρG is a complete G-universe.

Definition 0.2.4. A family is a collection of subgroups of G closed under passage to conjugates
and subgroups. Given a family F , there exists an unbased G-CW-complex EF which is
characterized up to equivariant equivalence by

(EF)H '
{
∅ if H 6∈ F
∗ if H ∈ F .

The mapping cone of the unique non-constant map EF+ → S0 is denoted by ẼF . By construc-
tion,

(ẼF)H '
{
S0 if H 6∈ F
∗ if H ∈ F

and we have cofibre sequence EF+ → S0 → ẼF called isotropy separation sequence.

Example 0.2.5.

(a) Consider the family A`` of all subgroups of G. Then we have EA`` = ∗ and ẼA`` = S0.
4



(b) Consider the family {1} consisting only of the trivial group. Then we have that
E{1} = EG is a universal free G-space. If there exists a nonzero G-representation V
such that V H = 0 for all non-trivial subgroups H ≤ G, then an explicit model for ẼG
is given by S∞V = colimn S

nV .
(c) Consider the family P of proper subgroups of G and a complete G-universe UG. An ex-

plicit model for ẼP is given by S∞V (G) =
⋃
V S

V where V runs over subrepresentations
V ≤ UG with V G = 0.

3. The equivariant stable homotopy category

We briefly introduce the category of orthogonal G-spectra, define the equivariant stable homotopy
category and list some useful properties that it enjoys. This is a short and dense recollection of
the material, so we refer to [81, Chapter 3] for more details.

Definition 0.3.1.

• Write L(V,W ) for the space of linear isometric embeddings between inner product
spaces V and W . If ϕ is a linear isometric embedding, then there is a bijection

O(W )/O(W − ϕ(V )) ' L(V,W ), A ·O(W − ϕ(V )) 7→ A ◦ ϕ.
We topologize L(V,W ) so that this bijection is a homeomorphism, and one checkes that
this does not depend on ϕ.
• Write O for the based topological category whose objects are inner product spaces. The
morphisms space O(V,W ) is the Thom space, i.e. the one-point compactification of
the total space of the bundle given by
ξ(V,W ) = {(ϕ,w) ∈ L(V,W )×W | w ⊥ ϕ(V )} → L(V,W ), (ϕ,w) 7→ ϕ.

The space O(V,W ) comes with a canonical basepoint. Composition in O is defined by
applying the Thom space functor to the bundle map covering the composition in L.
• An orthogonal G-spectrum is a based continuous functor O → GT∗. A morphism of
orthogonal G-spectra is a natural transformation.
• We write SpOG for the category of orthogonal G-spectra and G-equivariant morphisms.

Convention 0.3.2. In the special case when G is the trivial group, we will just write SpO
for the category of orthogonal G-spectra, and we will refer to it as the category of orthogonal
spectra.

Remark 0.3.3. We think of an orthogonal G-spectrum X as consisting of a collection of based
G-spaces {X(V )}V each of which has a compatible O(V )-action, and equivariant structure maps
for each linear isometric embedding ϕ : V →W given by

σV,W : SW−ϕ(V ) ∧X(V ) ϕ∗∧id−−−−→ O(V,W ) ∧X(V ) X−→ X(W )
where ϕ∗(w) = (ϕ,w).

Construction 0.3.4. Let A be a based G-space. We define an orthogonal G-spectrum via
(Σ∞A)(V ) = SV ∧A, and given a linear isometric embedding ϕ : V →W , we let σV,W : SW−ϕ(V )∧
SV ∧ A ' SW ∧ A be the obvious homeomorphism. This defines a functor Σ∞ : GT∗ → SpOG
called the suspension spectrum functor. We will often drop the symbol Σ∞ and just write A for
the associated G-spectrum.

Construction 0.3.5. Fix a complete G-universe UG and write s(UG) for the poset, under
inclusion, of finite dimensional G-subrepresentations of UG. Define the G-equivariant homotopy
groups of an orthogonal G-spectrum X by

πGk (X) =
{

colimV ∈s(UG) [Sk+V , X(V )]Gtop for k ≥ 0
colimV ∈s(UG) [Sk+V , X(R−k ⊕ V )]Gtop for k ≤ 0
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where the connecting maps in the colimit system are induced by the structure maps, and [−,−]Gtop
means G-equivariant homotopy classes of based G-maps.
Remark 0.3.6. We could have also defined πGk (X) as a colimit over the category of all G-
representations with morphisms π0(L(V,W )) see [81, 3.1.14].
Remark 0.3.7. It is standard to check that the G-equivariant homotopy groups define a functor
from the category of orthogonal G-spectra to graded abelian groups. However, it is a non-trivial
fact that these homotopy groups come equipped with some extra structure, namely that of
a G-Mackey functor [58, V.9]. This means that for H ≤ G and g ∈ G, we have restriction
maps resGH : πG∗ (X) → πH∗ (X), transfer maps trGH : πH∗ (X) → πG∗ (X) and conjugation maps
g? : πH∗ (X) → πgHg

−1
∗ (X) satisfying unitality, transitivity and the double coset formula. The

notion of Mackey functor was first introduced by Dress [26] and Green [33].
Definition 0.3.8. A morphism of orthogonal G-spectra f : X → Y is a π∗-isomorphism if the
induced map πHk (f) : πHk (X) → πHk (Y ) is an isomorphism for all integer k and all subgroups
H ≤ G. We define the G-equivariant stable homotopy category hSpG as the category obtained
from SpOG by formally inverting the π∗-isomorphisms.

We will refer to an object in the equivariant stable homotopy category simply as a G-spectrum.
Remark 0.3.9. We note that the orthogonal setting is important here. With symmetric spectra
for example, the analogous definitions of stable homotopy groups and π∗-isomorphisms will not
give the correct notions of homotopy groups and stable equivalence, see [53, 3.1.10].
Remark 0.3.10. The π∗-isomorphisms are part of a cofibrantly generated, stable and topological
model structure on the category of orthogonal G-spectra, see [59, III.4.2]. The homotopy
category associated to this model category gives an explicit model for the equivariant stable
homotopy category.
Notation 0.3.11. We will write [−,−]G for the set (actually an abelian group) of morphisms in
hSpG and similarly, [−,−] for the morphism set in hSpG when G is trivial.

We list some properties that the equivariant stable homotopy category hSpG enjoys.

(1) It admits the structure of a closed symmetric monoidal category. The tensor product
is denoted by ∧, the unit object by S0 and internal hom-functor by F (−,−). In
particular, we can talk about (commutative) algebra objects in hSpG, which are often
called homotopy (commutative) ring G-spectra. As we will only work in the homotopy
category, we will drop ‘homotopy’ and simply call these spectra (commutative) ring
G-spectra. Given a commutative ring G-spectrum R, we have a module category ModR
and a forgetful-free adjunction

ModR hSpG.fgt

R∧−

We will use the notation [−,−]R for maps in ModR similarly to Notation 0.3.11.
(2) For H ≤ G, there is an adjoint triple

hSpG hSpH ,
resG

H

FH(G+,−)

G+∧H(−)

and the Wirthmüller Isomorphism gives a natural equivalence
FH(G+,ΣL(H)X) ' G+ ∧H X

for all G-spectra X. Here L(H) denotes the tangent H-representation at the identity
coset of G/H.
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(3) For H ≤ G, there is a categorical fixed points functor (−)H : hSpG → hSp and a
geometric fixed points functor ΦH : hSpG → hSp. The latter is determined by the fact
that it is symmetric monoidal, it commutes with filtered colimits and it extends the
usual fixed points functor of G-spaces in the sense that

ΦG(Σ∞X) ' Σ∞(XG)
for all G-spaces X. We can calculate the homotopy groups of the geometric fixed points
via the formula π∗(ΦGX) = πG∗ (ẼP ∧X) where P is the family of proper subgroups of
G. More details can be found in [59, V.4].

(4) It is a triangulated category and the hom-sets have the structure of a graded abelian
group via [−,−]Gn = [Σn−,−]G. Moreover, it is compactly generated, which means
that any G-spectrum can be built using cones, sums and suspensions from the set of
compact generators

{G/H+ = G+ ∧H S0 | H ≤ G},
which are characterized by the formula [ΣnG/H+, X]G = πHn (X).

In this thesis we will also be concerned with equivariant spectra with a good theory of Euler
classes.

Definition 0.3.12. Let R be an commutative ring G-spectrum and let V be a G-representation
of dimension |V |. An R-orientation uV for V is a G-equivariant map uV : SV → R ∧ S|V | such
that the composite

uRV : R ∧ SV R∧uV−−−−→ R ∧R ∧ S|V | µ∧S
|V |

−−−−→ R ∧ S|V |

is a G-equivalence. We say that R is complex stable if every complex representation has an
R-orientation. These are subject to the following conditions:

(i) Unitality: u0 represents the unit element 1 ∈ πG0 (R);
(ii) Transitivity: Given R-orientations uV and uW , then uV⊕W is represented by the

composite

SV⊕W ' SV ∧ SW uV ∧uW−−−−−→ R ∧ S|V | ∧R ∧ S|W | ' R ∧R ∧ S|V+W | µ∧1−−→ R ∧ S|V+W |.

Remark 0.3.13. Given a G-equivalence uRV : R∧SV → R∧S|V | which is also an R-module map,
we can precompose uRV with the map η ∧ SV : S0 ∧ SV → R ∧ SV to obtain an R-orientation.

Lemma 0.3.14. Let R be a commutative ring G-spectrum which is complex stable. Consider an
R-module E and a complex representation V . Then the orientation uRV induces an isomorphism
πG∗ (E ∧ S−V ) ∼= πG∗+|V |(E).

Proof. Note that πG∗ (E ∧ S−V ) = [R ∧ SV , E]R∗ . Precomposition with the orientation uRV
gives the desired isomorphism. �

Definition 0.3.15. Let V be a G-representation and consider the map aV : S0 → SV given by
the one point compactification of the inclusion 0 ⊂ V . If R is a complex stable ring G-spectrum,
then the Euler class of V is the element e(V ) ∈ πG−|V |(R) represented by the composite

S0 ∧ S0 η∧aV−−−→ R ∧ SV
uR

V−−→ R ∧ S|V |.

Remark 0.3.16. Let R be a commutative ring G-spectrum and M an R-module. Pick r ∈
[R,R]R = πG0 (R) and m ∈ [R,M ]R = πG0 (M). Then πG0 (M) becomes a πG0 (R)-module in two
ways:

(1) we can define m · r as the composite

R
r−→ R

m−→M
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(2) or as the composite

S0 ∧R η∧r−−→ R ∧R m∧R−−−→M ∧R act−−→M.

We can see that these two actions coincide by looking at the following commutative diagram

S0 ∧R R ∧R M ∧R

R M

η∧r

r

m∧R

act act
m

where we used that m is an R-module map.

4. The global stable homotopy category

We now give a brief introduction to global stable homotopy theory following [81, Chapter 4].

Definition 0.4.1. A global family F is a collection of compact Lie groups that is closed under
passage to subgroups, isomorphisms and passage to quotients.

We think of an F-global spectrum as a spectrum with simultaneous and compatible actions
for compact Lie groups in the global family F . It is a crucial observation that an orthogonal
spectrum exhibits such a “global” structure. In fact we can define a functor

i∗G : SpO → SpOG

by letting G act trivially on the values of X. If we choose an action of G on V to make
it a representation, this gives an action of G on X(V ) by functoriality. More precisely, the
O(V )-space X(V ) gets a G-action by pulling-back along the map ρ : G→ O(V ) which exhibits
V as an orthogonal G-representation.

Definition 0.4.2. The G-homotopy groups of an orthogonal spectrum X are defined by the
formula πG∗ (X) = πG∗ (i∗G(X)).

Remark 0.4.3. It is clear from the definition that the homotopy groups of an orthogonal spectrum
admit the structure of a Mackey functor. In particular, we have conjugation, restriction and
transfer maps as in Remark 0.3.7. Schwede [81, 4.2] showed that these homotopy groups admit
a richer structure, that of a global functor. We refer the reader to [81, p. 373] for a complete list
of axioms for a global functor and here we only mention that there are “restriction maps” along
any continuous homomorphism H → G (not necessarily injective). Directly from the axioms one
obtains the following important consequences:

(i) the conjugation action on π∗(X) is always trivial [81, p. 351];
(ii) for any orthogonal spectrum X and any finite group G, we have the relation

resG1 ◦ trG1 = |G| · resG1 : π∗(X)→ π∗(X)

see [81, 3.4.10].

Example 0.4.4 (Constant global functor). Let A be an abelian group and consider a global
family F of finite groups. The constant global functor A is given by A(G) = A for all G ∈ F
and all restriction maps are identities. The transfer trGH : A(H)→ A(G) is multiplication by the
index [G : H].

Example 0.4.5. Consider the cyclic group C3 = {1, τ, τ2} and let G be the global family
consisting of C3 and the trivial group. The generating operations of a global functor M on G
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can be displayed as follows:

M(C3) M(1).α∗
resC3

1

p∗

trC3
1

Here p : C3 → 1 is the projection and α : C3 → C3 is the automorphism with α(τ) = τ2. These
are subject to the following relations:

resC3
1 ◦ p

∗ = id resC3
1 ◦ trC3

1 = 3 · id α∗ ◦ α∗ = id

α∗ ◦ p∗ = p∗ resC3
1 ◦ α

∗ = resC3
1 α∗ ◦ trC3

1 = trC3
1 .

Remark 0.4.6. The underlying orthogonal G-spectrum of an orthogonal spectrum is always
split, i.e., the restriction map resGe : πG∗ (X) → π∗(X) is a split epimorphism. The splitting is
induced by the group homomorphism G→ e.

Definition 0.4.7. A morphism f : X → Y of orthogonal spectra is an F-global equivalence if
the induced map πHk (f) : πHk (X) → πHk (Y ) is an isomorphism for all integer k and all groups
H ∈ F . We define the F-global stable homotopy category hSpF as the category obtained from
SpO by formally inverting the F-global equivalences.

We will refer to an object in the global stable homotopy category as an F-global spectrum or
global spectrum.

Remark 0.4.8. The F -global equivalences are part of a topological, cofibrantly generated, stable
model structure on the category of orthogonal spectra, see [81, 4.3.17, 4.5.28, 4.3.24]. The
homotopy category associated to this model category gives an explicit model for the F-global
stable homotopy category.

Notation 0.4.9. We will write [−,−]F for the set of morphisms in hSpF .

We will list some properties that the global stable homotopy category enjoys.

(1) It admits the structure of a closed symmetric monoidal category which makes the
restriction functor i∗G : hSpF → hSpG into a strong monoidal functor for all G ∈ F . We
will denote by ∧ the tensor product and by S the unit. We will refer to a (commutative)
algebra object in hSpF simply as a (commutative) ring global spectrum.

(2) For G ∈ F , we have an adjoint triple

hSpF hSpG.
i∗G

RG

LG

There is also a similar adjoint triple if we fix a global subfamily F ′ ⊂ F .
(3) It is a triangulated category which is compactly generated by {BglG+ := LGS

0 | G ∈ F}.
If G is the trivial group, then BglG+ = S. These global spectra are characterized by
the property [BglG+, X]F∗ = πG∗ (X). It follows that Bgl(G/H)+ ' BglH+ for H ≤ G.

(4) Given an abelian group A, there exists an Eilenberg-MacLane F-global spectrum HA
which is characterized by the property that

πG∗ (HA) = πG0 (A) = A

for all G ∈ F . The Mackey structure on π0(HA) is as follows: the restriction and
conjugations maps are identities and for finite index subgroups H ≤ G, the transfer
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map trGH is multiplication by the index [G : H]. More generally, there is an Eilenberg-
MacLane F -global spectrumHM for any global functorM characterized by the property
πG∗ (HM) = πG0 (HM) = M(G).

5. Free G-spectra and free global spectra

We recall the notion of a free G-spectrum and then extend this definition to global homotopy
theory. Finally, we investigate the existence and properties of such free global spectra.

Definition 0.5.1. A G-spectrum X is said to be free if π∗(ΦHX) = 0 for all 1 6= H ≤ G.

Example 0.5.2. The suspension spectrum of any free G-space is free as a G-spectrum.

Lemma 0.5.3. A G-spectrum X is free if and only if the canonical map X = X ∧S0 → X ∧EG+
is an isomorphism in the equivariant stable homotopy category.

Proof. Recall that EG is a contractible space with a free G-action so EGH = ∅ for all
1 6= H ≤ G. Using that the geometric fixed points functor is symmetric monoidal and commutes
with the suspension spectrum, we calculate

ΦH(X ∧ EG+) = ΦH(X) ∧ (EG)H+ '
{
X if H = 1
∗ if H 6= 1.

This proves the backwards implication. The forward implication follows from the fact that
geometric fixed points detect isomorphisms in the equivariant stable homotopy category [81,
3.3.10]. �

Lemma 0.5.4. Any free G-spectrum is a module over the complex stable commutative ring
G-spectrum DEG+ := F (EG+, S

0).

Proof. Note that DEG+ is a commutative ring G-spectrum as we have a diagonal map
EG+ → EG+ ∧ EG+. Using the properties of the geometric fixed points functor and that EG
is free, we see that there is a G-equivalence EG+ ∧ S−V ' EG+ ∧ S−|V | for all representations
V . Then we have a chain of equivalences

DEG+ ∧ SV ' D(EG+ ∧ S−V ) ' D(EG+ ∧ S−|V |) ' DEG+ ∧ S|V |

which shows that DEG+ is complex stable. The spectrum EG+ is a module over DEG+ by the
map

DEG+ ∧ EG+
1∧δ−−→ DEG+ ∧ EG+ ∧ EG+

ev∧1−−−→ S0 ∧ EG+ = E+.

The module structure on EG+ ∧X is obtained in a straightforward way from this. This shows
that any free G-spectrum is a module over DEG+. �

Definition 0.5.5. An F -global spectrum X is said to be free if π∗(ΦHX) = 0 for all 1 6= H ∈ F .
Equivalently an F-global spectrum is free if its underlying G-spectrum is free for all G ∈ F .

Remark 0.5.6. Dually we call a G-spectrum cofree if the canonical map X → F (EG+, X) is
an equivalence, and an F-global spectrum cofree if its restriction to G-spectra is cofree for all
G ∈ F . By [81, 4.5.16], the class of cofree global spectra coincides with the class of global
spectra which are right induced from the trivial family, i.e. those global spectra that are in
the image of the fully faithful functor R : hSp→ hSpF which is right adjoint to restriction. In
particular, cofree spectra are well-understood and easy to construct. We warn the reader that
the class of free global spectra does not coincide with the class of global spectra which are left
induced from the trivial family, see [81, 4.5.8].
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5.1. Finite case. In this section we will only consider global families of finite groups.

Definition 0.5.7. Let F be a global family of finite groups and let A be a graded abelian
group. We say that A is uniquely F-divisible if it is uniquely |G|-divisible for all G ∈ F , that is
multiplication by |G| on A is an isomorphism for all G ∈ F .

Example 0.5.8. Let G be the global family of finite groups. An abelian group is uniquely
G-divisible if and only if it is a Q-vector space.

Lemma 0.5.9. For a finite group G and a G-spectrum X, there is a conditionally convergent
spectral sequence

Es,t2 = Ht−s(G;πs(X))⇒ πGt−s(X ∧ EG+).
Moreover, the spectral sequence is strongly convergent if X is non-equivariantly (−1)-connected,
that is πk(X) = 0 for k < 0.

Proof. This follows from applying the Adams isomorphism (X ∧ EG+)G ' X ∧G EG+ to
the Atiyah-Hirzebruch spectral sequence associated to the fibre sequence X → X ∧G EG+ →
BG+. �

Lemma 0.5.10. Let X be G-spectrum with a trivial G-action on π0(X), and suppose that X is
non-equivariantly (−1)-connected. Then the canonical map

β : πG0 (X ∧ EG+)→ πG0 (X)

can be identified with the transfer map trG1 : π0(X)→ πG0 (X).

Proof. Recall that the transfer map is the composite
trG1 : π∗(X) ' πG0 (X ∧G+)→ πG∗ (X)

where we used the Wirthmüller Isomorphism and the canonical projection G+ → S0. We can
factorize this further as

trG1 : π0(X) ' πG0 (X ∧G+) i∗−→ πG0 (X ∧ EG+)→ πG0 (X)
by including the zero skeleton i : G+ → EG+ and then projecting EG+ → S0. Accordingly, it is
enough to show that i∗ is an isomorphism. If X is (−1)-connected, then the spectral sequence
of Lemma 0.5.9 is concentrated in the first quadrant, so we deduce that

π0(X) = H0(G;π0(X)) ' πG0 (X ∧ EG+)
as G-acts trivially on π0(X). It follows that i∗ is an isomorphism. �

We now construct some examples of free global spectra.

Proposition 0.5.11. Let F be a global family of finite groups and let M be a F-global functor.
Then the Eilenberg-MacLane global spectrum HM is free if and only if M(1) is uniquely-F-
divisible and the transfer maps trG1 : M(1) → M(G) are isomorphisms for all G ∈ F . In this
case, the restriction maps resG1 : M(G)→M(1) are also isomorphisms for all G ∈ F .

Proof. The global spectrum HM is free if and only if the canonical map
β : πG∗ (HM ∧ EG+)→ πG∗ (HM)

is an isomorphism for all G ∈ F . The target of β is M(G) concentrated in degree zero, and
the source can be calculated using the homotopy orbits spectral sequence Lemma 0.5.9. We
find that πG∗ (HM ∧ EG+) = H∗(G;M(1)) where M(1) has a trivial G-action by Remark 0.4.3.
Therefore we conclude that HM is free if and only if:

(i) Hn(G;M(1)) = 0 for all n > 0 and all G ∈ F ;
(ii) the map β : M(1) = H0(G,M(1))→M(G) is an isomorphism for all G ∈ F .
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By Lemma 0.5.10, condition (ii) is equivalent to asking that the transfer maps trG1 : M(1)→M(G)
are isomorphisms for all G ∈ F . For condition (i), take G a cyclic group of order p, and write
p : M(1)→M(1) for the multiplication by p map. Then we calculate that

Hn(G;M(1)) =


cok(p) if n = 1, 3, 5, . . .
ker(p) if n = 2, 4, 6, . . .
M(1) if n = 0.

This shows that (i) is equivalent to M(1) being uniquely p-divisible.
If M(1) is uniquely F-divisible and the transfers are all isomorphisms, then the double coset
formula tells us that |G| = resG1 ◦ trG1 : M(1)→M(1) which shows that the restriction maps are
also isomorphisms. �

5.2. The rational case. Let us consider the category of rational F -global spectra; that is
the full subcategory of those global spectra whose homotopy groups are Q-vector spaces. We
claim that we have an equality

hSpfree
F ,Q = hSpcofree

F ,Q
between the subcategory of free and cofree rational F-global spectra. To prove the claim it is
enough to show that if G is a finite group, then a rational G-spectrum is free if and only if it is
cofree. The key idea is to use the idempotents of the Burnside ring A(G)⊗Q = [S0

Q, S
0
Q]G. As

we are working rationally, we have a ring isomorphism
φ : [S0

Q, S
0
Q]G '−→

∏
(H)≤G

Q [f ] 7→ ((H) 7→ deg(ΦHf))

with H-component given by the degree of the H-geometric fixed points. Pick the idempotent
e1 ∈ A(G)⊗Q corresponding to the trivial group and let S0[e−1

1 ] be the mapping telescope of
consecutive iterations of e1. Using the description of the ring map φ, we easily see that S0[e−1

1 ]
is a model for the rational spectrum EG+. It follows that EG+ is self-dual and small. Using
these two properties we obtain canonical equivalences

F (EG+, X) ' X ∧DEG+ ' X ∧ EG+

showing that X is free if and only if is cofree as claimed.
We can go even further since Remark 0.5.6 lets us identify the category of rational cofree G-global
spectra with that of rational spectra. The latter is equivalent to the derived category of Q-vector
spaces by Shipley’s theorem [86, 2.15]. Thus we have equivalences

hSpfree
F ,Q = hSpcofree

F ,Q ' D(ModQ).

5.3. Non-finite case.

Notation 0.5.12. Let T denote the circle group and write [T] for the global family of closed
subgroups of T.

Recall the functor LT which is left adjoint to the restriction functor i∗T : hSp[T] → hSpT and that
by definition BglT+ = LT(S0).

Lemma 0.5.13. Let z be the standard T-representation. Then we have a non-canonical splitting
BglT+ = S ∨ LT(Sz).

Proof. Note that there is a cofibre sequence of T-spectra
T+

p−→ S0 az−→ Sz → ΣT+

where az is the map from Definition 0.3.15 and p is induced by the projection T→ T/T. Apply
LT to the cofibre sequence above to get

(5.3.1) S LT(p)−−−→ BglT+
LT(az)−−−−→ LT(Sz)→ ΣS
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where we used that S = LT(T+) as they both corepresent the functor π∗(−). We will show that
there are no non-zero maps LT(Sz) → ΣS, or equivalently that [Sz, S1]T = 0. Consider the
following long exact sequence

[S0, S1]T a∗z←− [Sz, S1]T ← [T+, S
0]T p∗←− [S0, S0]T.

The leftmost group is zero by connectivity, and p∗ is an isomorphism as it can be identified with
the restriction map πT0 (S0)→ π0(S0). By the long exact sequence we deduce that [Sz, S1]T = 0
as required. �

Proposition 0.5.14. Consider a [T]-global spectrum X and a commutative ring T-spectrum R
which is complex stable. Then there is a split short exact sequence of the form

0→ πT∗+z(X) a∗z−→ πT∗ (X) resTe−−→ π∗(X)→ 0.
If additionally i∗TX admits an R-module structure, then the monomorphism a∗z can be identified
with multiplication by the Euler class e(z) ∈ πT−2(R).

Proof. Apply the functor [−, X][T]
∗ to the split triangle (5.3.1) to get the short exact

sequence
0→ πT∗+z(X) a∗z−→ πT∗ (X) resTe−−→ π∗(X)→ 0.

If X admits an R-module structure, then Remark 0.3.16 shows us that the composite

πT∗+2(X) = [S2 ∧R,X]R∗ ∼= [Sz ∧R,X]R∗
(az∧R)∗−−−−−→ [R ∧ S0, X]R∗ = πT∗ (X)

is multiplication by e(z). �

Proposition 0.5.15. Let F be a global family containing at least one infinite group. Then every
free F-global spectrum is contractible.

Proof. First of all note that if F contains an infinite group then it must contain [T] since
global families are closed under passage to subgroups. Accordingly, we can restrict to [T] and
show that all free [T]-global spectra are contractible. Suppose that there exists a nonzero free
global spectrum X so by Lemma 0.5.4 its restriction i∗TX is a DET+-module. Proposition 0.5.14
tells us that the Euler class e(z) ∈ πT−2(DET+) is regular on πT∗ (X). This is a contradiction
since

0 (1)= πT∗ (X ∧ ẼT) (2)= πT∗ (X ∧ S∞z) (3)= colimk π
T
∗−2k(X) (4)= πT∗ (X)[e(z)−1]

where we used that X is free for (1), the explicit model for ẼT given in Example 0.2.5 for (2) ,
Lemma 0.3.14 for (3) and finally Proposition 0.5.14 for (4). �

Theorem 0.5.16. Let F be any non-trivial global family. Then there exists no F-global spectrum
X whose underlying G-equivariant homotopy type is equivalent to EG+ for all G ∈ F . More
informally, the universal free G-spectrum EG+ does not admit a global refinement.

Proof. By Proposition 0.5.15 we can assume that F consists only of finite groups. Suppose
that such a global spectrum X exists, so that X is free and non-equivariantly (−1)-connected.
Then by Lemma 0.5.10 the canonical map β : πG0 (X ∧ EG+)→ πG0 (X) can be identified with
the transfer map trG1 . This shows that the maps trG1 : π0(X) → πG0 (X) are all isomorphisms.
Then the double coset formula gives us the relation |G| = resG1 ◦ trG1 . Since the restriction
map resG1 is always a split epimorphism by Remark 0.4.6, we deduce that multiplication by
|G| : π0(X)→ π0(X) is surjective. This is a contradiction since π0(X) = Z. �
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Part 2

Out-representation theory of finite groups





Introduction

In this part of the thesis we develop a framework for studying families of representations of
the outer automorphism groups. A common theme in representation theory is that there is
a conceptual advantage in encoding this large amount of (possibly complicated) data into a
single object, which lives in a convenient abelian category. Using purely algebraic techniques we
will deduce strong constraints on naturally occurring families of representations of the outer
automorphism groups. We will then apply these results to study the tensor triangulated geometry
of the derived category of interesting diagram categories which appear in representation theory
and algebraic topology.

The main character. Fix k a field of characteristic zero and let G denote the category of
finite groups and conjugacy classes of surjective group homomorphisms. We are interested in the
category A = [Gop,Vectk] of contravariant functors from G to the category of k-vector spaces.
More generally, we could restrict our attention to a replete full subcategory U ≤ G and then
consider the smaller category AU = [Uop,Vectk].
Note that the endomorphism group of an object G ∈ U is the outer automorphism group
U(G,G) = Out(G). Therefore any object X ∈ AU gives rise to a collection of Out(G)-
representations X(G) for G ∈ U . The functoriality of X imposes further compatibility conditions
on these representations. There are two main examples where all this data can be made very
explicit.

Example. Consider the category C2 of cyclic 2-groups. An object X ∈ AC2 gives rise to a
consistent sequence of representations of cyclic 2-groups:

X(1)

1
��

// X(C2)

1
��

// X(C4)

C2

��
// X(C8)

C4

��
// X(C16)

C8

��
// X(C32)

C16

��
// . . .

where the horizontal maps are induced by the canonical projections.

Example. Fix a prime number p and consider category Ep of elementary abelian p-groups. An
object X ∈ AEp gives rise to a consistent sequence of representations of the finite general linear
groups:

X(1)

1
��

// X(Cp)

GL1(Fp)

��
// X(C2

p)

GL2(Fp)





// X(C3
p)

GL3(Fp)





// X(C4
p)

GL4(Fp)





// X(C5
p)

GL5(Fp)





// . . .

where the horizontal maps are induced by the projection into the first coordinates.

As we have already seen in the previous examples, it will often be convenient to restrict attention
to special subcategories U for which certain phenomena stand out more clearly. For example:

• We might fix a prime p and restrict attention to p-groups.
• We might restrict attention to solvable, nilpotent or abelian groups.
• We might impose upper or lower bounds on the exponent, nilpotence class, order, or
on the size of a minimal generating set.
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• As special cases of the above, we might consider only cyclic groups, or only elementary
abelian p-groups for some fixed prime p.
• For a fixed prime number p, we let Cp, Ep and Pp denote the families of cyclic p-groups,
elementary abelian p-groups and abelian p-groups respectively. If the fixed prime
number is clear from the context, we will often omit it from the notation.

To ensure good homological properties, we will also impose additional conditions on U such as:

• Closure under products: If G,H ∈ U , then G×H ∈ U . We say that U is multiplicative.
• Closure under passage to subgroups: If G ∈ U and H ≤ G, then H ∈ U .
• Downwards closure (i.e. closure under passage to quotients): If G ∈ U and G(G,H) 6= ∅,
then H ∈ U .
• Upwards closure: if H ∈ U and G(G,H) 6= ∅, then G ∈ U .
• Convexity: if G,K ∈ U and G(G,H) 6= ∅ and G(H,K) 6= ∅, then H ∈ U .

We will see throughout this introduction that AU has its best homological behaviour when U is
a global family, that is replete, closed downwards and closed under passage to subgroups.
Before presenting our results we put the abelian category AU in the relevant context.

Representations of combinatorial categories. The abelian category AU is part of a
larger family of categories appearing in representation theory and algebraic topology. Given a
category I whose objects are finite sets (with possibly extra structure) and whose morphisms
are functions (possibly respecting the extra structure), we can consider the associated diagram
category AI = [I,Vectk]. Some examples of interest include:

• Let FI be the category of finite sets and injections. The associated diagram category is
the category of FI-modules which appears in [78] in the context of stable homotopy
groups of symmetric spectra, and in [22,23] in relation to the representation theory of
the symmetric groups.
• Let VI be the category of finite dimensional Fp-vector spaces and injective linear maps.
The associated diagram category is the category of VI-modules which appears in [31,64]
in relation to the representation theory of the finite general linear groups. This category
is equivalent by Pontryagin duality to the category AE mentioned earlier.
• Let VA be the category of finite dimensional Fp-vector spaces and all linear maps.
The associated diagram category have been studied in relation to algebraic K-theory,
rational cohomology, and the Steenrod algebra [57].
• Various categories encoding the reprensentation theory of different families of groups,
such as wreath groups [76], classical Weyl groups [95], various linear groups [71] and
variants of FI [30].

Despite the similarities with other abelian categories appearing in representation theory, there
is a major difference between AU and all these categories. We are no longer considering a
one-parameter family of representations but rather collections of representations which are
indexed by a family of groups. This brings into play group-theoretic properties of the family U
and so introduces a new level of complexity into the story which has so far not been explored.

Noetherian condition. The category AU is a Grothendieck abelian category with genera-
tors given by the representable functors

eG = k[U(−, G)] G ∈ U .
Many of the familiar notions from the theory of modules carry over to this setting. For example
we call an object X ∈ AU :

• finitely generated if it admits an epimorphism α : P → X where P is a finite sum of
generators;
• finitely presented if in addition ker(α) is finitely generated;

18



• noetherian if all its subobjects are finitely generated.

Finally, we say that AU is locally noetherian if the generators eG are noetherian for all G ∈ U .
It is then a formal consequence of the definition that subobjects of finitely generated objects are
again finitely generated, and that any finitely generated object is also finitely presented.
Work of Church–Ellenberg–Farb in the category of FI-modules showed that the noetherian
condition plays a fundamental role when working with sequences of representations [22]. This
key technical innovation allowed them to prove an asymptotic structure theorem for finitely
generated FI-modules which gave an elegant explanation for the representation-theoretic patterns
observed in earlier work [24]. Motivated by this, we investigated for which choices of U the
category AU is locally noetherian.

Theorem C. Let U be a replete full subcategory of G and let p be a prime number.

(a) If U is a multiplicative global family of finite abelian p-groups, then AU is locally
noetherian.

(b) If U is the global family of cyclic p-groups, then AU is locally noetherian.

If U contains the trivial group and infinitely many cyclic groups of prime order, then AU is not
locally noetherian. In particular, A is not locally noetherian.

Proof. The result combines Proposition 1.11.3 and Theorem 1.11.14. �

There are several combinatorial criteria available in the literature to show that the category AU
is locally noetherian. We prove part (a) using the theory of Gröbner bases developed by Sam
and Snowden [74], and part (b) using the criterion developed in [31]. Our result does not aim
to give a complete classification of locally noetherian categories, as this will be costly and highly
non-trivial, but rather aims to give a good range of examples and counterexamples to which our
theory applies.
We then turn to study homological properties of our category of interest.

Homological properties. The levelwise tensor product of k-vector spaces gives AU a
symmetric monoidal structure in which the unit object 1 is the constant functor with value k.
For all X,Y ∈ AU , there exists an internal hom functor that we denote by Hom(X,Y ) ∈ AU .
We list a few interesting homological properties that our category enjoys.

(i) As is typical for diagram categories, the finitely generated projective objects are not
strongly dualizable. In particular this means that the canonical map

eG ⊗Hom(eG,1)→ Hom(eG, eG)

is in general not an isomorphism, see Remark 1.2.3. However, the finitely generated
projective objects of AU still form a subcategory that is closed under tensor products
and internal hom, see Propositions 1.2.12 and 1.2.19.

(ii) As is typical for diagram categories, any projective object is a retract of a direct sum of
generators, see Lemma 1.6.1. However, under mild conditions on U (satisfied by G) the
projective objects of AU are also injective, see Proposition 1.13.3. In particular, the
generators eG are injectives.

(iii) Under mild conditions on U (satisfied by G), the only objects with a finite projective
resolution are the projective ones, see Proposition 1.9.5.

(iv) The abelian category AU is semisimple if and only if U is a groupoid, see Proposi-
tion 1.4.3.
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Representation stability. We also study the abelian category AU through representation
stability techniques. For example, we show that any finitely presented object in AU can be
recovered by finite amount of data via a “stabilization recipe”. This phenomenon is called central
stability and it was first introduced by Putman [70] for describing certain stability phenomena
of the homology groups of congruence subgroups of the general linear groups. Since then,
central stability has been shown to hold for various diagram categories such as FI-modules [23]
and complemented categories [71]. Before presenting our result we need to introduce a bit of
notation.
Let U be multiplicative and closed under subgroups and let U≤n denote the full subcategory of
groups of cardinality less than or equal to n. For any G ∈ U , we consider

Nn(G) =
⋂

N/G : G/N∈U≤n

N

and put qnG = G/Nn(G). The following summarizes some of the results in section 12.

Theorem D (central stability). Let U be a replete full subcategory of G, and consider a finitely
presented object X ∈ AU . Then there exists a natural number m ∈ N such that for all G ∈ U ,
we have

X(G) = lim
−→

H∈N(G,m)

X(G/H)

where N(G,m) = {H / G | |G/H| ≤ m}. Furthermore, if U is a multiplicative and closed under
passage to subgroups, then there exists n ∈ N such that for all G ∈ U , we have X(G) = X(qnG).

Consider the family Pp of finite abelian p-groups. For all G ∈ Pp, we have qnG = G/nG. In
this case the second part of Theorem D tells us that X is uniquely determined by its values at
p-groups of exponent less than or equal to n. This illustrates the fact that the representations
encoded in a finitely presented object need to satisfy strong compatibility conditions. The first
part of Theorem D is a more refined version of this phenomenon. It tells us that we can recover
the value X(G) from a finite amount of data, namely the poset N(G,m) and the representations
X(G/H). We note that the poset N(G,m) is always finite and can be determined by purely
combinatorial means. For instance, in the abelian p-group case its cardinality can be explicitly
calculated using the Hall polynomials [21, 2.1.1].
Given an epimorphism α : B → A, we also investigate the behaviour of the structure maps
α∗ : X(A) → X(B) for sufficiently large groups A and B. In this case however, we need to
restrict to the locally noetherian case. Consider the following families of finite abelian p-groups:

Fpn = {Cspn | s ≥ 0} and Cp = {Cps | s ≥ 0}.

Note that Cp is the family of cyclic p-groups and Fp1 is the family of elementary abelian p-groups.
The following is a reformulation of the injectivity and surjectivity conditions in the definition of
representation stability due to Church–Farb [24, 1.1].

Definition E. Let U be either Cp or Fpn for some n ≥ 1. Consider an object X ∈ AU .

• We say that X is eventually torsion-free if there exists r0 ∈ N such that the induced
map α∗ : X(A)→ X(B) is injective for all α in U with |A| ≥ r0.
• We say that X is stably surjective if there exists r0 ∈ N such that the canonical map

X(A)⊗ k[U(B,A)]→ X(B), (x, α) 7→ α∗(x)

is surjective, for all |B| ≥ |A| ≥ r0.

We are finally ready to state our second result which illustrates the fact that the structure maps
of a finitely generated object need to satisfy strong compatibility conditions.
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Theorem F. Fix a prime number p. Let P be the family of finite abelian p-groups and consider
a finitely generated object X ∈ AP. Then the restriction of X to Cp and Fpn for n ≥ 1, is
eventually torsion-free and stably surjective.

Proof. See Theorem 1.12.6. �

Global homotopy theory. A good source of examples of finitely generated objects satisfy-
ing representation stability comes from global stable homotopy theory: the study of spectra with
a uniform and compatible group action for all groups in a specific class. These are particular
kind of spectra that give rise to cohomology theories on G-spaces for all groups in the chosen
class. The fact that all these individual cohomology theories come from a single object imposes
extra compatibility conditions as the group varies. In this thesis we will use the framework of
global homotopy theory developed by Schwede [81]. His approach has the advantage of being
very concrete as the category of global spectra is the usual category of orthogonal spectra but
with a finer notion of equivalence, called global equivalence. As any orthogonal spectrum is a
global spectrum, this approach comes with a good range of examples. For instance, there are
global analogues of the sphere spectrum, cobordism and K-theory spectra, Borel cohomology
and many others. It is a special feature of such a global spectrum X that the assignment
G 7→ π0(ΦGX) ⊗ Q defines an object Φ0(X) ∈ A, where we put k = Q. The connection with
global homotopy theory is even stronger as there is a triangulated equivalence

ΦG : hSpQ
G '4 D(A)

between the homotopy category of rational G-global spectra and the derived category of A [81,
4.5.29]. This equivalence is compatible with geometric fixed points in the sense that π∗(ΦGX) =
H∗(ΦG(X))(G). As an immediate consequence of Lemma 2.4.7 we obtain the following application
to global homotopy theory which highlights the good behaviour of the geometric fixed points
functor on the full subcategory of compact global spectra. Recall that a rational global spectrum
X is said to be compact if the corepresentable functor [X,−]G preserves arbitrary sums.

Theorem G. Fix a prime number p. Let P be the family of finite abelian p-groups and let X
be a rational P-global spectrum. If X is compact, then for all k ∈ Z the geometric fixed points
homotopy groups Φk(X) ∈ AP satisfy the conditions of Theorems D and F.

An interesting source of examples is given by the rational n-th symmetric product spectra.

Example. For n ≥ 1, we let Spn denote the orthogonal spectrum whose value at inner product
space V is given by

Spn(V ) = (SV )×n/Σn.

Its rationalization is a compact rational P-global spectrum by [46, 2.10, 5.1]. Therefore its
geometric fixed points are eventually torsion, stably surjective and they satisfy central stability.

This connection to global homotopy theory suggests a deeper study of the derived category of A.

The derived category. An explicit model for the derived category of A is given by the
homotopy category of complexes of projective objects K(Aprj). We have seen that projective
objects of A are closed under ⊗ and Hom. It follows that the tensor product and internal
hom functors of A descend to give a closed symmetric monoidal structure on K(Aprj) which is
compatible with the triangulation. Therefore K(Aprj) has the structure of a tensor triangulated
category. In this part we will mostly focus on the full subcategory of perfect complexes
K(A)perf ⊂ K(Aprj) which is also a tensor triangulated category. Recall that a complex is said
to be perfect if it is homotopy equivalent to a bounded complex of finitely generated projective
objects. We will see that the category K(A)perf is much more manageable than the homotopy
category K(Aprj) whilst still retaining a lot of its key features. In fact we will see that the
category K(Aperf) coincides with the subcategory of compact objects of K(Aprj).
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Tensor triangulated geometry. A triangulated subcategory I ⊂ K(A)perf is a thick ideal
if it is closed under retracts and it satisfies

X ∈ I and Y ∈ K(A)perf ⇒ X ⊗ Y ∈ I.
We say that I is prime if in addition we have: X ⊗ Y ∈ I ⇒ X ∈ I or Y ∈ I. The second
main goal of this paper is to describe the lattice of thick ideals in the subcategory of perfect
complexes K(A)perf . One possible way to obtain such a classification is by describing the
Balmer spectrum: the space of prime ideals of the tensor triangulated category [6]. Inspired
by the Zariski spectrum of a ring in commutative algebra, it allows one to do geometry in the
setting of triangulated categories. The Balmer spectrum provides a unifying language for several
classification results performed in many areas of mathematics: stable homotopy theory [25],
commutative algebra [66], algebraic geometry [90] and representation theory [17]. In the eyes
of tensor triangulated geometry these classifications are all descriptions of Balmer spectra.
Our motivation for studying the Balmer spectrum of K(A)perf comes from global homotopy
theory. Wimmer [96, 3.20] showed that the triangulated equivalence ΦG : SpQ

G ' K(Aprj) can
be refined to a symmetric monoidal equivalence with respect to the smash product of global
spectra. Therefore, we can reduce the study of the tensor triangulated geometry of the rational
global stable homotopy category to that of K(Aprj). In this part we aim to demonstrate that
the tensor triangulated geometry of the rational global homotopy category is far from being
obvious (despite the simplification of working over the rationals and only with finite groups)
and its study often requires highly non-trivial combinatorial arguments. Our work is a first step
towards a classification of the thick ideals in the global stable homotopy category which will
be the global analogue of the chromatic filtration in classical stable homotopy theory due to
Devinatz–Hopkins–Smith [25,50].

Rigidity. Despite sharing several formal properties with the derived category of a ring,
the homotopy category K(Aprj) is not a stable homotopy category in the sense of [52, 1.1.4] as
the generators eG are not strongly dualizable (unless G is trivial). Recall that eG is strongly
dualizable if the canonical map

Hom(eG,1)⊗X → Hom(eG, X)
is a quasi-isomorphism for all complexes X. We also say that K(AUprj) is rigid if the generators
eG are strongly dualizable for all G ∈ U . It is then a formal consequence of the definition that
all perfect complexes are strongly dualizable.

Theorem H. Let U be a replete full subcategory of G. Then K(AUprj) is rigid if and only if U
is a groupoid. Furthermore, a complex is strongly dualizable if and only if it belongs to the thick
subcategory generated by the unit object 1 = e1.

Proof. See Propositions 2.5.4 and 2.5.6. �

Not much is known about the tensor triangulated geometry of non-rigid triangulated categories;
there are only a couple of complete descriptions of such Balmer spectra in the literature, see for
instance [4] and [97], and there is no general strategy. This paper provides two new complete
descriptions of such Balmer spectra as well as several results on the tensor triangulated geometry
of K(AU)perf which might be of independent interest. Our approach is purely algebraic and
relies on a good understanding of the homology of a perfect complex.

Homology of perfect complexes. We say that an object X ∈ A is torsion if for all
x ∈ X(H) there exists an epimorphism α : G→ H such that α∗(x) = 0 in X(G). We say that
X is torsion-free if the maps α∗ : X(H)→ X(G) are injective for all α. It is not difficult to see
that the generators eG and hence the projective objects are torsion-free. As any perfect complex
consists of torsion-free objects, it is natural to ask to what extent the homology of a perfect
complex can be torsion. An answer to this questions is given by the following result.
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Theorem I. Let U be a nontrivial multiplicative global family of finite groups. If a perfect
complex in K(AU)perf has torsion homology, then it has trivial homology.

Proof. See Theorem 2.6.7. �

Using the equivalence between K(AU) and the rational global stable homotopy category, we
deduce that the homotopy groups of the geometric fixed points of any rational compact U -global
spectrum admits a torsion-free element. This implies that the geometric fixed points homotopy
groups are nonzero for infinitely many groups.

Support theory. In order to distinguish different thick ideals in the category of perfect
complexes we use support theory. We define the support of a perfect complex X to be

supp(X) = {G ∈ U | H∗(X(G)) 6= 0}.
We extend this to a collection of perfect complexes S by supp(S) =

⋃
X∈S supp(X). We can

reinterpret Theorem I as saying that the support of a perfect complex contains the upwards
closure of a group H ∈ U , namely the set {G ∈ U | U(G,H) 6= ∅}. It follows that any two given
perfect complexes share a large portion of their support. Therefore it is natural to ask to what
extent this notion of support detects thick ideals. We show in Remark 2.9.9 that there exist
thick ideals which are not determined by their support. However, these ideals cannot be finitely
generated. Recall that an ideal I ⊂ K(AU)perf is said to be finitely generated if there exists a
finite collection of perfect complexes S such that I = thickid(S).

Theorem J. Let U be a replete full subcategory of G and consider X,Y ∈ K(AU)perf . Then
we have supp(X) ⊆ supp(Y ) if and only if X ∈ thickid(Y ). More generally, given thick ideals
I,J ∈ K(AU)perf with J finitely generated, then supp(I) ⊆ supp(J ) if and only if I ⊆ J .

Proof. See Theorem 2.7.9. �

As an immediate consequence we deduce that any (not necessarily finitely generated) thick ideal
of K(AU)perf is radical, see Proposition 2.7.10. We note that since K(AU) is not rigid, this is not
automatic and an argument is needed. It follows that we can classify thick ideals of K(AU)perf
by calculating its Balmer spectrum [6, 4.10].

Balmer spectra. The Balmer spectrum is the space of prime ideals
spc(U) = {℘ ⊂ K(AU)perf | ℘ prime}

endowed with the Zariski topology. It is not difficult to see that for any G ∈ U , the full
subcategory of perfect complexes given by

℘G = {X | H∗(X(G)) = 0}
defines a prime ideal, which we call a group prime. We show that there are no containments
amongst group primes (unless the groups are isomorphic) and that not all prime ideals in the
category of perfect complexes are group primes. In fact, using our support theory we show that
any finitely generated prime ideal ℘ can be written as an intersection of group primes

⋂
G∈U(℘) ℘G

for a set U(℘) ⊆ U . This reduces the classification of finitely generated prime ideals to a purely
combinatorial problem, namely determining the subset U(℘). This is still a highly non-trivial
problem which relies on a good understanding of the lattice of groups of U . Nonetheless, we
obtain two general results on U(℘) which we summarize in the following theorem.

Theorem K. Let U be a replete full subcategory of G. Define a preorder on U by G� H if and
only if U(G,H) 6= ∅.

(a) Let ℘ be a finitely generated prime ideal of K(AU)perf . Then U(℘) has a maximal
element with respect to � if and only if ℘ is a group prime.
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(b) Suppose that U is multiplicative global family. Then the thick ideal ℘U =
⋂
G∈U ℘G is

prime in K(A)perf , and the zero ideal is prime in K(AU)perf .

Proof. See Corollary 2.8.5 and Lemma 2.8.8. �

At present we do not have a general strategy to tackle the classification of prime ideals of
K(A)perf . This is mainly due to the fact that objects in A can be torsion in different ways
(see section 10). Instead we focus on two small subcategories of finite groups: elementary abelian
p-groups and cyclic p-groups. These examples demonstrate how the closure properties of the
family of groups considered affect the tensor triangulated geometry of the category.

Theorem L. Fix a prime number p. Let E be subcategory of elementary abelian p-groups and
choose a skeleton E ′ for E. The Balmer spectrum spc(E) consists of the group primes and the
zero ideal:

0

℘1 ℘Cp ℘C2
p

. . . ℘Cn
p

. . .

Furthermore, there is an order preserving bijection

I : {empty or cofinite subsets of E ′} ↔ {thick ideals of K(AE)perf}

given by I(V ) = {X | supp(X) ⊆ V }.

Proof. See Theorem 2.9.4 and Corollary 2.9.5. �

In the previous diagram a solid line denotes a containment between the prime ideals. From
a topological point of view this means that the zero ideal is the only closed point, and it is
contained in the closure of any other prime ideal. In the diagram below instead, we use a dotted
line to denote that there is no containment between the prime ideals, but the top prime is
contained in the closure of the subset {℘Cpn | n� 0}. We refer to the proof of the result for a
description of the topology of the Balmer spectrum.

Theorem M. Fix a prime number p. Let C be the subcategory of cyclic p-groups and choose a
skeleton C′ for C. The Balmer spectrum spc(C) consists of the group primes and the ideal

℘tors = {X | H∗(X(Cpn)) = 0 for pn � 0}

which is not finitely generated:
℘tors

℘1 ℘Cp ℘Cp2 . . . ℘Cpn ℘Cpn+1 . . .

Put S(C) = {V ⊆ C′ t {∗} | ∗ 6∈ V or V cofinite}. Then there is an order preserving bijection

I : S(C)↔ {thick ideals of K(AC)perf}

where

I(V ) =
{
{X | supp(X) ⊆ V } if ∗ ∈ V
{X | supp(X) ⊆ V, H∗(X) torsion} if ∗ 6∈ V.

Proof. See Theorem 2.9.8 and Corollary 2.9.10. �

Remark. We obtain a classification of thick ideals in the rational global stable homotopy
category by replacing perfect complexes with compact rational global spectra, and H∗(X(G))
with π∗(ΦGX).
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Related work. Our study of the representation theory and homological algebra of AU
is inspired by earlier work in the categories of FI-modules [22,23] and VI-modules [32,64].
Our Theorem C recovers the result that the category of VI-modules is locally noetherian,
which was proved independently by Sam–Snowden [74, 8.3.3] and Gan–Li [31]. Versions of our
representation stability theorems were already known to hold for the category of FI-modules [23],
VI-modules [32] and complemented categories [71]. Finally our study of indecomposable injective
objects recovers part of the classification of injective VI-modules due to Nagpal [64].
The tensor geometry of K(AU)perf has already been studied by Fei in the case where U is
finite [97], and by Antieau–Stevenson [2] in the case where Uop is a Dynkin quiver.
Nonetheless, to the best of our knowledge Theorems C-M are new and they generalize several
known results to a wider class of examples of interest.

Organization of Part 2. This part is divided into two chapters. In the first three sections
of chapter 1, we introduce the abelian category A and the necessary notation that we will use
throughout. The main results of chapter 1 are contained in sections 11 and 12, and they rely
almost exclusively on the results of sections 9 and 10.
In chapter 2 we study the derived category of A and its Balmer spectrum. In the first four
sections we show that the homotopy category of complexes of projective objects is a model for
the derived category of A, and explicitly describe its tensor triangulated structure. We study the
homology of the perfect complexes in section 6 where we use the notion of complete subcategory
which is introduced in section 8 of chapter 1. The main results on the Balmer spectrum are
contained in sections 7, 8 and 9 where the necessary background is also introduced.
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CHAPTER 1

The abelian category A

In this chapter we introduce the abelian category A and study its homological algebra. We classify
all the indecomposable projective objects and obtain a partial classification of indecomposable
injective objects. We define and study torsion, absolutely torsion and torsion-free objects and give
various equivalent characterizations. We then turn to study finiteness conditions on the abelian
category and give examples of abelian subcategories of A which are locally noetherian. Finally,
we prove that any finitely presented object satisfies a variant of Church–Farb’s representation
stability. Along the way we give explicit combinatorial models for the tensor product and the
internal hom functor.

1. Preliminaries

We start by introducing the main object of study of this paper, the abelian category A.

Definition 1.1.1.

• Two homomorphisms ϕ,ψ : G→ H between finite groups are conjugate if there exists
h ∈ H such that hϕh−1 = ψ. We write [ϕ] for the conjugacy class of ϕ : G→ H.
• Denote by G the category of finite groups and conjugacy classes of epimorphisms. We
will write Out(G) = G(G,G).

Lemma 1.1.2. Let α : H → G be a surjective group homomorphism between finite groups. Then
[α] is an epimorphism in G.

Proof. For k ∈ K, we write ck : K → K for the conjugation homomorphism h 7→ khk−1.
Consider two surjective group homomorphisms β, γ : G → K , and suppose that [βα] = [γα].
This means that ckβα = γα for some k ∈ K. Since α is surjective we have ckβ = γ which shows
that [β] = [γ]. �

Definition 1.1.3. Fix a field k of characteristic zero and set A = [Gop,Vectk]. More generally,
we put AU = [Uop,Vectk] for a replete full subcategory U ≤ G.

Remark 1.1.4. The category A is abelian and admits limits and colimits for all small diagrams.
These (co)limits are computed pointwise, so they are preserved by the evaluation functors
ψG : A → Vectk.

Definition 1.1.5. Let G ∈ G and V be an Out(G)-representation. We define the following
objects of A:

• We define eG by eG(T ) = k[G(T,G)]. Yoneda’s Lemma tells us that A(eG, X) = X(G).
• We define objects eG,V and tG,V by
eG,V (T ) = V ⊗k[Out(G)] k[G(T,G)] tG,V (T ) = Homk[Out(G)](k[G(G,T )], V ).

• We put cG = eG,k = e
Out(G)
G for the trivial Out(G)-representation k. Here we used that

coinvariants and invariants are isomorphic in this context.
• We define sG,V as the image of the canonical map eG,V → tG,V so that

sG,V (T ) =
{
eG,V (T ) if G ' T
0 if G 6' T.
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• For a convex subcategory C ≤ G, we define the “characteristic function” χC by

χC(T ) =
{
k if T ∈ C
0 if T 6∈ C.

Remark 1.1.6. The abelian category A is Grothendieck with generators given by eG for all
G ∈ G. This means that filtered colimits are exact and that any X ∈ A admits an epimorphism
P → X where P is a direct sum of generators.

Lemma 1.1.7. For G ∈ G, we let MG denote the category of k[Out(G)]-modules. Then the
evaluation functor

evG : A →MG, X 7→ X(G)
has a left and right adjoint which are respectively given by eG,• and tG,•. In particular, eG,V is
projective and tG,V is injective.

Proof. The unit of the adjunction ηV : V → eG,V (G) = V is a natural isomorphism, and
the counit is given by

εX(T ) : eG,X(G)(T )→ X(T ), x⊗ [α] 7→ α∗(x)
for all T ∈ G. Similarly, the counit map tG,V (G)→ V is a natural isomorphism, and the unit is
given by

ηX(T ) : X(T )→ tG,X(G)(T ), x 7→ ([β] 7→ β∗(x))
for all T ∈ G. We leave to the reader to check that these maps are natural and that they satisfy
the triangular identities. The second part of the claim follows immediately from the fact that
the evaluation functor is exact as colimits are computed pointwise. �

2. Closed monoidal structure

It is convenient to add a bit of structure on A.

Definition 1.2.1. We give A the symmetric monoidal structure given by (X ⊗ Y )(T ) =
X(T )⊗ Y (T ). The unit object 1 is the constant functor with value k (or equivalently, 1 = e1).
We also put

Hom(X,Y )(T ) = A(eT ⊗X,Y ).
Standard arguments show that this defines an object of A with

A(W,Hom(X,Y )) ' A(W ⊗X,Y ),
so A is a closed symmetric monoidal category. We write DX for Hom(X,1), and call this the
dual of X.

Remark 1.2.2. Note that the tensor product is both left and right exact, so all objects are flat.

Remark 1.2.3. We warn the reader that DX is not obtained from X by taking levelwise duals,
so the canonical map X ⊗DX → Hom(X,X) is usually not an isomorphism. To demonstrate
this consider the case X = eG for any non-trivial group G. If we evaluate at the trivial group,
we find eG(1)⊗DeG(1) = 0 and Hom(eG, eG)(1) = k[Out(G)]. Therefore the map is far from
being an isomorphism.

For the rest of this section we study the effect of the tensor product and internal hom functor
on the generators. The main results are Propositions 1.2.12 and 1.2.19 and they both rely on
the following notion.

Definition 1.2.4. Let U be a replete full subcategory of G. A permuted family of groups consists
of a finite group Γ, a finite Γ-set A, a family of groups Ga ∈ U for each a ∈ A, and a system
of isomorphisms γ∗ : Ga → Gγ(a) (for γ ∈ Γ and a ∈ A) satisfying the functoriality conditions
1∗ = 1 and (δγ)∗ = δ∗γ∗. The system of isomorphisms gives maps stabΓ(a)→ Aut(Ga) for each
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a ∈ A. We say that the family is outer if the image of this map contains the inner automorphism
group Inn(Ga) for all a. Given a permuted family G which is outer, we define the set

B̃(G)(T ) = {(a, α) | a ∈ A, α ∈ Epi(T,Ga)}.

The group Γ acts on B̃(G)(T ) via the formula γ · (a, α) = (γ(a), γ∗ ◦ α). We define B(G)(T ) =
B̃(G)(T )/Γ and F (G)(T ) = k[B(G)(T )]. This is contravariantly functorial in T , so F (G) ∈ AU .

Proposition 1.2.5. For all X ∈ AU there is a natural isomorphism

AU(F (G), X) =
(∏
a∈A

X(Ga)
)Γ

.

If we choose a subset A0 ⊂ A containing one element of each Γ-orbit, we get an isomorphism

F (G) =
⊕
a∈A0

e
stabΓ(a)
Ga

.

Thus, F (G) is finitely projective.

Proof. We can reduce to the case where A is a single orbit, say A = Γa ' Γ/∆, where
∆ = stabΓ(a). We can define φ : Epi(T,Ga)/∆→ B(G)(T ) by φ[α] = [a, α]. If [b, β] ∈ B(G)(T )
then b = γ(a) for some a. We can then put α = γ−1

∗ ◦ β : T → Ga and we find that [b, β] = φ[α].
On the other hand, if φ(α) = φ(α′) then there exists γ ∈ Γ with (γ(a), γ∗ ◦ α = α′) which means
that γ ∈ ∆ and [α] = [α′] in Epi(T,Ga)/∆. It follows that φ is a natural bijection. Thus, if
we let Φ denote the image of ∆ in Out(Ga), we have F (G) ' eΦ

Ga
. Note that the inclusion

eΦ
Ga
≤ eGa is split by the map x→ 1/|Φ|

∑
φ∈Φ φ · x. It follows that eΦ

Ga
is projective. �

Definition 1.2.6. Let (Gi)i∈I be a finite family of groups in U with product P =
∏
iGi. We say

that a subgroup W ≤ P is wide if all the projections πi : W → Gi are surjective. We say that a
homomorphism f : T → P is wide if all the homorphisms πi ◦ f are surjective, or equivalently
f(T ) is a wide subgroup of P . For G,H ∈ U , we let Wide(G,H) denote the set of wide subgroups
of G × H which belong to U . This set is covariantly functorial in G and H with respect to
morphism in U . Given ϕ : G′ → G in U and W ′ ∈Wide(G′, H), we put ϕ∗W ′ = (ϕ× idH)(W ′)
which is wide in G ×H. This comes with a map jϕ : W ′ → ϕ∗W

′ which makes the following
diagram

G′ ×H G×H

W ′ ϕ∗W
′

ϕ×id

jϕ

commute. The assignment W ′ 7→ ϕ∗W
′ defines a map ϕ∗ : Wide(G′, H)→Wide(G,H) between

the set of wide subgroups. Similar functoriality holds for H as well.

Example 1.2.7. If G1 and G2 are simple, then the wide subgroups of G1 ×G2 are the whole
group G1 ×G2, and Gr(α) = {(g, α(g)) | g ∈ G1} the graphs of isomorphisms α : G1 → G2. In
particular, if G1 and G2 are not isomorphic, then the only wide subgroup is G1 ×G2. Similarly,
suppose that G1 and G2 are not necessarily simple, but have coprime orders; we again find that
the only wide subgroup is G1 ×G2 itself.

Remark 1.2.8. Suppose we have normal subgroups Ni CGi for i = 1, 2 and an isomorphism
α : G1/N1 → G2/N2. We can then define

H(N1, α,N2) = {(x1, x2) ∈ G1 ×G2 | α(x1N1) = x2N2} ≤ G1 ×G2.

This is easily seen to be a wide subgroup, and we claim that every wide subgroup arises in this
way. Indeed, suppose K ≤ G1 ×G2 is wide. Put

N1 = {n1 ∈ G1 | (n1, 1) ∈ K},
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and similarly for N2. If n1 ∈ N1 and g1 ∈ G1 then wideness gives g2 ∈ G2 such that (g1, g2) ∈ K.
It follows that the element (g1n1g

−1
1 ) = (g1, g2)(n1, 1)(g1, g2)−1 ∈ K and that N1 is normal.

The same argument shows that N2 is normal in G2 too. This means that K is the preimage
in G1 × G2 of the subgroup K̄ = K/(N1 × N2) ≤ (G/N1) × (G/N2). We now find that the
projections πi : K̄ → Gi/Ni are both isomorphisms, so we can define α : π2π

−1
1 : G/N1 → G/N2.

It is now easy to see that K = H(N1, α,N2), as required.
Definition 1.2.9. Any wide subgroup W ≤ G×H is of the form W = H(N1, α,N2) for some
isomorphism α : G/N1 → H/N2. We call G/N1 the left spread and H/N2 the right spread of W .
We will write ls(W ) and rs(W ) for the left and right spread of W respectively.
Remark 1.2.10. The left and right spread of a wide subgroup W depend on the ambient group
G×H.
Definition 1.2.11. Let W be the tautological family indexed by W(G,H), so the group indexed
by U ∈ W(G,H) is U itself. Then G × H acts on W(G,H) by conjugation. We use this to
regard W as a permuted family, and thus define a finitely projective object F (W ) ∈ AU .

We now consider tensor products of generators.
Proposition 1.2.12. Let U be a replete full subcategory of G. Then eG ⊗ eH is naturally
isomorphic to F (W ). In particular, eG ⊗ eH is finitely projective.

Proof. Consider a pair (α, β) ∈ Epi(T,G) × Epi(T,H). This gives a wide subgroup
U = 〈α, β〉(T ) ≤ G × H, and we can regard (α, β) as a surjective homomorphism from T

to U , so we have an element φ(α, β) = (U, 〈α, β〉) ∈ B̃(W )(T ). This is easily seen to give a
(G×H)-equivariant natural bijection

φ : Epi(T,G)× Epi(T,H)→ B̃(W )(T ).
It follows easily that we get an induced bijection U(T,G) × U(T,H) → B(W )(T ) and an
isomorphism eG ⊗ eH → F (W ) as required. �

Remark 1.2.13. If G and H are abelian, then G ×H acts trivially on W and so eG ⊗ eH =⊕
U∈W(G,H) eU .

Remark 1.2.14. It is not true that eG ⊗ eH is always a direct sum of objects of the form eK . In
particular, this fails when G = H = D8. To see this, let N be the subgroup of G isomorphic to
C4, and put W = {(g, h) ∈ G×H | gN = hN}. This is wide, and has index 2 in G×H, so it is
normal in G×H. The quotient Q = (G×H)/W acts on eW by outer automorphisms, and the
natural map eW → eG ⊗ eH factors through the coinvariants (eW )Q ' eQW , so the corresponding
summand is not of the form eK .
Definition 1.2.15. A virtual homomorphism from G to H is a pair α = (A,A′) where A′CA ≤
G × H and A is wide and A′ ∩ (1 × H) = 1. We write VHom(G,H) for the set of virtual
homomorphisms. We then let Q be the parametrised family of groups with Qα = A/A′ for all
α = (A,A′) ∈ VHom(G,H). We call Qα the spread of α. Note that G×H acts compatibly on
VHom(G,H) and Qα by conjugation. We use this to regard Q as a permuted family, and thus
to define a finitely projective object F (Q) ∈ AU .
Example 1.2.16. For any surjective homomorphism u : G→ H, we can define

A = A′ = graph(u) = {(g, u(g)) | g ∈ G}.
This gives a virtual homomorphism with trivial spread. We claim that every virtual homomor-
phism with trivial spread arises in this way from a unique homomorphism. Indeed, let α = (A,A)
be any such virtual homomorphism and consider the projection map A ≤ G ×H → G. The
condition A∩ (1×H) = 1 ensures that every element g ∈ G has a unique preimage (g, u(g)) ∈ A
under the projection. It is easy to check that the assignment u : G → H defines a surjective
group homomorphism, and by construction A = graph(u).
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Example 1.2.17. Consider a virtual homomorphism α = (A,A′) ∈ VHom(1, G). The group A
must be wide in 1×G, which just means that A = 1×G. The group A′ ≤ 1×G must satisfy
A′ ∩ (1 × G) = 1, which means that A′ = 1. Thus, there is a unique virtual homomorphism
α = (1×G, 1), whose spread is G.

Example 1.2.18. Consider a virtual homomorphism α = (A,A′) ∈ VHom(G, 1). We find that
A must be equal to G× 1 (which we identify with G) and A′ can be any normal subgroup of G.

Proposition 1.2.19. Let U be a multiplicative global family of finite groups. Fix groups G,H ∈ U
and let Q be the parametrised family of virtual homomorphisms from G to H. Then Hom(eG, eH)
is naturally isomorphic to F (Q) (and so is a finitely generated projective object of AU).

Before proving the Proposition we need a little bit of preparation.

Definition 1.2.20. Fix groups G,H ∈ U . We letM(T ) denote the k-linearization of the set
{(A,A′, θ) | (A,A′) ∈ VHom(G,H), θ ∈ Epi(T,A/A′)}.

This set has an action of T ×G×H by conjugation. The functoriality in T is the obvious one
given by precomposing θ with an epimorphism T ′ → T . The spaceM(T ) has a natural filtration
induced by the spread of a virtual homomorphisms

0 =M(T )≤0 ⊆M(T )≤1 ⊆M(T )≤2 ⊆ . . . ⊆M(T )≤n ⊆ . . . ⊆M(T )
where

M(T )≤n = {(A,A′, θ) ∈M(T ) | |A/A′| ≤ n}.

Definition 1.2.21. Fix groups G,H, T ∈ U . We let N (T ) denote the k-linearization of the set
{(W,λ) |W ∈Wide(T,G), λ ∈ Epi(W,H)}

For ϕ : T ′ → T in U , there is a map ϕ∗ : N (T )→ N (T ′) that sends a basis vector [W,λ] ∈ N(T )
to ∑

W=ϕ∗W ′
[W ′, λ ◦ jϕ] ∈ N (T ′)

where the sum is over W ′ ∈Wide(T ′, G) such that ϕ∗W ′ = W . The vector space N (T ) has a
canonical filtration

0 = N (T )≤0 ⊆ N (T )≤1 ⊆ N (T )≤2 ⊆ . . . ⊆ N (T )≤n ⊆ . . . ⊆ N (T )

which is defined as follows. For (W,λ) ∈ N (T ) we let W̃ denote the graph subgroup of λ which
is a wide subgroup of T ×G×H. We can also see W̃ as a wide subgroup of T ×A where A is
the image of W̃ under the projection W̃ → G×H. We finally put

N (T )≤n = {(W,λ) ∈ N (T ) | | ls(W̃ )| = | rs(W̃ )| ≤ n}

where the left and right spread of W̃ are calculated as a wide subgroup of T × A (and not of
T × (G×H)).

Lemma 1.2.22. The canonical filtration of N (T ) is functorial with respect to epimorphisms
ϕ : T1 → T0. Furthermore, given (W0, λ0) ∈ N (T0) there exists at most one pair (W1, λ1) ∈ N (T1)
such that ϕ∗W1 = W0, λ1 = λ0 ◦ jϕ and | rs(W̃1)| = | rs(W̃0)|.

Proof. Consider pairs (W0, λ0) ∈ N (T0) and (W1, λ1) ∈ N (T1) such that ϕ∗W1 = W0
and λ1 = λ0 ◦ jϕ. We let W̃i denote the graph subgroup of λi which is a wide subgroup of
Ti × (G×H). The condition ϕ∗W1 = W0 ensures that we have a commutative diagram

W̃1 W̃0

T1 × (G×H) T0 × (G×H).ϕ×id
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This shows that the images of the two projections W̃i → G ×H (for i = 0, 1) coincide. If we
denote this image by A then we can view W̃i as a wide subgroup of Ti ×A. By our classification
of wide subgroups, we can write

W̃i = {(ti, a) ∈ Ti ×A | αi(ti) = a.A′i}
for A′i / A and epimorphisms αi : Ti → A/A′. Now suppose that (W0, λ0) ∈ N (T0)≤n which
means that |A/A′0| ≤ n. We ought to show that |A/A′1| ≤ n so that (W1, λ1) ∈ N (T1)≤n. By
our classification of wide subgroups, we have that

A′i = {(g, h) = a ∈ A | λi(g, 1) = h}.
Using that λ1 = λ0 ◦ jϕ we see that we have a projection jϕ : A′1 → A′0 showing that |A/A′1| ≤
|A/A′0| ≤ n as required. For the final claim note that the condition | rs(W̃1)| = | rs(W̃0)| ensures
that the projection A/A′0 → A/A′1 is an isomorphism. �

Lemma 1.2.23. Let U be a multiplicative global family of finite groups. For all T ∈ U , we have
bijective maps φT : M(T )→ N (T ) which are equivariant with respect to the conjugation action
of T × G × H on both sides, and are compatible with the canonical filtrations on M(T ) and
N (T ) (however, the maps φT are not natural in T ). Furthermore, these maps induce natural
isomorphisms

φT : M(T )≤n/M(T )≤n−1 → N (T )≤n/N (T )≤n−1.

Proof. We define a bijection φT : M(T )→ N (T ) as follows. Given (A,A′, θ) ∈M(T ) we
put

W̃ = {(t, g, h) ∈ T ×G×H | (g, h) ∈ A and θ(t) = (g, h).A′}.
Note that W̃ is a wide subgroup of T ×G×H so it lies in U . We then let W denote the image of
W̃ in T ×G, which is easily seen to be wide. Using the condition A′∩ (1×H) = 1 we see that the
projection π : W̃ →W is an isomorphism. We also have another projection π′ : W̃ → H, which
is again surjective, so we can define λ = π′ ◦ π−1 ∈ Epi(W,H). Our map φT : M(T )→ N (T ) is
defined by φT (A,A′, θ) = (W,λ).
In the opposite direction, we can define ψT : N (T )→M(T ) as follows. Given (W,λ) ∈ N (T ),
we put

W̃ = {(t, g, h) ∈ T ×G×H | (t, g) ∈W, λ(t, g) = h} ∈ U .
We then let A be the projection of W̃ in G×H, so

A = {(g, h) ∈ G×H | there exists t ∈ T with (t, g) ∈W and λ(t, g) = h}.

We also let Ã be the kernel of the projection W̃ → T , which is normal in W̃ , and we let A′ be
the image of Ã in G×H, which is normal in A. More explicitly, we have

A′ = {(g, λ(1, g)) | g ∈ G, (1, g) ∈W}.
From this description it is clear that A′ ∩ (1×H) = 1. Next, for any t ∈ T we can choose g ∈ G
with (t, g) ∈ W (because W is assumed to be wide). We then have (t, g, λ(t, g)) ∈ W̃ and so
(g, λ(t, g)) ∈ A. One can check that the coset θ(t) = (g, λ(t, g)).A′ ∈ A/A′ is independent of
the choice of g, so this gives a surjective homomorphism θ : T → A/A′ and thus an element
ψT (W,λ) = (A,A′, θ) ∈ N . One can check that ψ is inverse to φ, and that both maps are
equivariant with respect to T ×G×H and that they are compatible with the filtrations. The
final claim is a consequence of the uniqueness result from Lemma 1.2.22. �

We are finally ready to prove the Proposition.

Proof of Proposition 1.2.19. Fix another group T ∈ U and considerM(T ) and N (T )
as in Definitions 1.2.20 and 1.2.21. Both of these sets have an action of T ×G×H by conjugation.
We define two objects of AU by M̃(T ) =M(T )/(T ×G×H) and Ñ (T ) = N (T )/(T ×G×H).
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For t ∈ T and θ ∈ Epi(T,A/A′) we have θ ◦ ct = cθ(t) ◦ θ. Using this we see that M̃ is naturally
identified with F (Q). We also have natural isomorphisms

Hom(eG, eH)(T ) = AU(eT ⊗ eG, eH) '
(∏
W

eH(W )
)T×G

'
(∏
W

k[Epi(W,H)]
)T×G×H

and the latter can be identified with Ñ (T ). Since an epimorphism ϕ : T ′ → T , induces a map
eT ′⊗eG → eT⊗G which sends a wide subgroupW ′ ≤ T ′×G to the wide subgroup ϕ∗W ′ ≤ T×G,
one easily checks that Hom(eG, eH)(T ) is naturally identified with Ñ (T ). Therefore, it suffices
to show that M̃ and Ñ are isomorphic in AU .
Now consider the natural filtrations of N (T ) and M(T ). These induce filtrations on Ñ and
M̃. Using Lemma 1.2.23 we see that the associated graded of the filtration of Ñ is naturally
isomorphic to the associated graded of the filtration of M̃. The latter can be identified with
F (Q) which is projective. This shows that the short exact sequences

Ñ<n → Ñ≤n → Ñ≤n/Ñ<n
split for all n. By choosing splitting of these short exact sequences, we construct a map in AU

F (Q) '
⊕
n

(Ñ≤n/Ñ<n)→ Ñ

which is easily seen to be an isomorphism. This concludes the proof. �

Corollary 1.2.24. Let U be closed downwards. Then for all G,H ∈ U , the object Hom(eG, eH)
is finitely projective (see Definition 1.9.1).

Proof. Choose a multiplicative global family V containing U and let i : U → V denote
the inclusion functor. To avoid confusion, we will write eG ⊗U eH and HomU (eG, eH) to mean
respectively, the tensor product and internal hom calculated in AU . We use similar notation for V
as well. Fix G,H ∈ U , and consider i∗HomV(eG, eH) ∈ AU . The restriction functor i∗ preserves
finitely projectives by Lemma 1.9.3(a). This together with Proposition 1.2.19 tells us that
i∗HomV(eG, eH) is finitely projective. Therefore, it will suffices to show that HomU (eG, eH) is a
retract of i∗HomV(eG, eH). For all T ∈ U , there is a split projection map eG ⊗V eT → eG ⊗U eT
that picks up the wide subgroups which lie in U . It is also clear that this split projection is
natural in T . Therefore we get an induced split projection

i∗HomV(eG, eH) = AV(eG ⊗V eT , eH)→ AU(eG ⊗U eT , eH) = HomU (eG, eH)
which is also natural in T . This concludes the proof. �

3. Subcategories

In this section we study the formalism that relates the abelian category A to its smaller
subcategories AU .

Definition 1.3.1. Let U be any full and replete subcategory of G. The inclusion functor iU : U →
G gives a pullback functor i∗U : A → AU which has a left and right adjoint iU! , iU∗ : AU → A (the
left and right Kan extensions along iU). As iU is the inclusion of a full subcategory, we have
that i∗U iU! = 1 and i∗U iU∗ = 1, so both iU! and iU∗ are full and faithful embeddings.

Remark 1.3.2. We will be often interested in the case where U is Gn or G≤n or G≥n, respectively
the subcategories of groups of cardinality exactly n, less or equal to n, and greater or equal to
n. In these cases we use the abbreviated notation like i∗n or i≤n∗ or A≥n. If U is clear from the
context we will just write i for iU , and similarly for i∗, i∗ and i!.

Lemma 1.3.3. Let i : U → V be the inclusion of a replete full subcategory.

(a) The (co)unit maps i∗i∗X → X → i∗i!X are isomorphisms, for all X ∈ AU .
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(b) The essential image of i! is {Y ∈ AV | εY : i!i∗Y → Y is iso}. The essential image of
i∗ is {Y ∈ AV | ηY : Y → i∗i

∗Y is iso}.
(c) There are natural isomorphisms i∗(1) = 1 and i∗(X ⊗ Y ) = i∗(X) ⊗ i∗(Y ) giving a

strong monoidal structure on i∗. However, the corresponding map i∗Hom(X,Y ) →
Hom(i∗X, i∗Y ) is typically not an isomorphism.

(d) There are natural maps i!1 → 1 → i∗1 and i!(X ⊗ Y ) → i!(X) ⊗ i!(Y ) and i∗(X) ⊗
i∗(Y )→ i∗(X ⊗ Y ) giving (op)lax monoidal structures.

(e) In all cases i! preserves all colimits and i∗ preserves all limits and i∗ preserves both
limits and colimits. Also i! preserves projectives and i∗ preserves injectives. Both i∗
and i! preserve indecomposable objects.

(f) If U is closed upwards then i! is extension by zero and so preserves all (co)limits and
tensors (but not the unit). If U is multiplicative and closed under subgroups, then i! is
strongly monoidal.

(g) If U is closed downwards then i∗ is extension by zero and so preserves all (co)limits
and tensors (but not the unit).

(h) If i has a left adjoint q : V → U then i! = q∗ (and so i! preserves all (co)limits).
(i) Suppose that G ∈ U and C ≤ U is convex. Then we have

i∗(eG,V ) = eG,V i∗(tG,V ) = tG,V i∗(sG,V ) = sG,V

i∗(χC) = χC i!(eG,V ) = eG,V i∗(tG,V ) = tG,V .

If U is closed upwards, we also have
i!(χC) = χC i!(sG,V ) = sG,V i!(tG,V ) = χU ⊗ tG,V .

If U is closed downwards, we also have
i∗(eG,S) = χU ⊗ eG,S i!(sG,V ) = sG,V i∗(χC) = χC .

Proof. Recall that the functors i∗ and i! are full and faithful embeddings so for (a), we can
check that i∗i∗i∗X → i∗X and i!(X)→ i!i

∗i!(X) are isomorphisms. These now follow from the
relations i∗i! = 1 and i∗i∗ = 1.
For the first part of (b), it is enough to show that if Y = i!(X) for some X, then the counit εY
is an isomorphism, as the other implication is clear. By part (a), the unit map ηX : X → i∗i!X
is an isomorphism, so the map i!(ηX) : i!X → i!i

∗i!X is also invertible. The triangular identities
for an adjunction tell us that the counit map εi!X is a right inverse for i!(ηX), so it is also an
isomorphism. By naturality, εY is an isomorphism whenever Y is isomorphic to i!X. This proves
(b) as the argument for the second part is similar.
For all G ∈ U , we have (i∗1)(G) = k = 1(G) and i∗(X ⊗ Y )(G) = X(G) ⊗ Y (G) = (i∗X ⊗
i∗Y )(G) which proves that i∗ is strongly monoidal. For the rest of (c), suppose that U consists
only of the trivial group. If G 6= 1, then (i∗Hom(eG, eG))(1) = AV(eG, eG) = eG(G) but
Hom(i∗eG, i∗eG)(1) = 0 since i∗eG = 0. This shows that the map i∗Hom(X,Y )→ Hom(i∗X, i∗Y )
adjoint to the evaluation map is not always an isomorphism.
The lax symmetric monoidal structure of i∗ follows directly from (c). The map i∗(X)⊗ i∗(Y )→
i∗(X ⊗ Y ) is adjoint to

i∗(i∗(X)⊗ i∗(Y )) ' i∗i∗(X)⊗ i∗i∗(Y ) εX⊗εY−−−−→ X ⊗ Y,
and similarly for the oplax structure of i!.
Most of part (e) is formal and follows from the properties of adjunctions. If P is indecomposable,
we see that the only idempotent elements in End(P ) are 0 and 1, and that 0 6= 1. As i! is full
and faithful, we see that End(i!P ) is isomorphic to End(P ), and so has the same idempotent
structure. A similar proof works for i∗ too.
Consider Y = i!(X). Using the formula for Kan extensions, we see that Y (T ) can be written
as a colimit over the comma category T ↓ U . If T ∈ U then this has a terminal object, namely
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(T 1−→ T ) so Y (T ) = X(T ). If U is closed upwards and T 6∈ U , then T ↓ U is empty so Y (T ) = 0.
The first part of (f) follows directly, and (g) can be proved by a very similar argument. Now
suppose that i has a left adjoint q as in (h). Then the comma category T ↓ U is equivalent to
qT ↓ U which has a terminal object (qT 1−→ qT ) giving Y (T ) = X(qT ). It follows that q∗ and i!
are naturally isomorphic which gives (h).
We now prove the rest of (f). Suppose that U is multiplicative and closed under passage to
subgroups and notice that both i! and ⊗ commutes with colimits, so it is enough to check that
the canonical map i!(eG⊗ eH)→ i!(eG)⊗ i!(eH) = eG⊗ eH is an isomorphism. This is now clear
as U contains all the wide subgroups of G×H.
That the restriction functor i∗ preserves all the objects in (i) is straightforward. For any X ∈ AV
we have

AV(i!(eG,V ), X) = AU(eG,V , i∗X) =MG(V,X(G)) = AV(eG,V , X)
where we used Lemma 1.1.7. A similar proof gives that i∗(tG,V ) = tG,V . The final claims of (i)
follows from (f) and (g) as the functor i! and i∗ are extension by zero. �

Remark 1.3.4. The functor i! : AU → A is not always strongly symmetric monoidal. For a
counterexample take U the family of cyclic 2-groups. Note that the only wide subgroups of
C4 × C2 are the whole group C4 × C2 and the graph subgroup Gr(π) ' C4 of the canonical
projection π : C4 → C2. Using Corollary 1.2.12, we see that eC2 ⊗ eC4 ' eC4×C2 ⊕ eGr(π) in A
but eC2 ⊗ eC4 ' eGr(π) in AU . Thus, the canonical map

eGr(π) = i!(eGr(π)) ' i!(eC2 ⊗ eC4)→ i!(eC2)⊗ i!(eC4) = eC2 ⊗ eC4 ' eC4×C2 ⊕ eGr(π)

is not an isomorphism in A.

4. Simple objects

In this section we classify the simple objects and show that AU is semisimple if and only if U is
a groupoid.

Definition 1.4.1. Let U be a replete full subcategory of G.

• An object X ∈ AU is simple if the only subobjects are 0 and X.
• An object X ∈ AU is semisimple if it is a sum of finitely many simple objects.
• The abelian category AU is semisimple if every object is semisimple.

We immediately get the following result.

Lemma 1.4.2. Any simple object of AU is isomorphic to sG,V for an irreducible representation
V .

Proof. Suppose that X is simple. Choose H of minimal order so that X(H) 6= 0. Then
define

Y (G) =
{
X(G) if |G| > |H|
0 if |G| ≤ |H|.

Then Y is a proper subobject of X, therefore Y is zero. In other words, we have X ' sG,V for
V = X(G). If U is a nonzero irreducible subrepresentation of V we get that sG,U ≤ sG,V . Thus
sG,U ' sG,V as required. �

Proposition 1.4.3. The abelian category AU is semisimple if and only if U is a groupoid.

Proof. If U is a groupoid then AU is semisimple by Proposition 1.5.3. Conversely, suppose
that U is not a groupoid so there exists an epimorphism ϕ : G→ H which is not an isomorphism.
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Consider the canonical epimorphism π : cH → sH,k. We claim that π cannot split so eH,k is not
a direct sum of its subobjects. The commutative diagram

0 = sH,k(G) cH(G) 6= 0

k = sH,k(H) cH(H) = k.

s(G)

s(H)

ϕ∗ ϕ∗

shows that any map s : sH,k → cH must be zero. �

5. Finite groupoids

In this section we study the abelian category AU in the special case that U ≤ G is a finite
groupoid. For example we could take U = {G ∈ G | |G| = n}.

Lemma 1.5.1. Suppose we choose a list of groups G1, . . . , Gr containing precisely one represen-
tative of each isomorphism class of groups in U , so G(Gi, Gj) = ∅ for i 6= j. Let Mi be the
category of modules for the group ring k[Out(Gi)] and put M =

∏r
i=1Mi. Then the functor

X 7→ (X(Gi))ri=1 gives an equivalence of categories An →M.

Proof. This is straightforward. The key point is just that every morphism in U is an
isomorphism. �

Remark 1.5.2. Let i : U → G denote the inclusion functor. After choosing a list of groups
G1, . . . , Gr ∈ U as in Lemma 1.5.1, we have identifications

i! =
r⊕
i=1

eGi,• and i∗ =
r⊕
i=1

tGi,•.

Proposition 1.5.3. Let i : U → G denote the inclusion.

(a) All monomorphisms and epimorphisms in AU are split.
(b) All objects in AU are both injective and projective.
(c) All objects in the image of i! are projective, and all objects in the image of i∗ are

injective.
(d) The functor i! preserves all limits and colimits, as does the functor i∗.

Proof. We identify AU withM as in Lemma above. Maschke’s Theorem shows that (a)
and (b) hold inMi, and it follows that they also hold inM and AU . If X ∈ AU then the functor
A(i!(X),−) is isomorphic to AU(X, i∗(−)). Here i∗ and AU(X,−) preserves epimorphisms, so
i!X is projective. Similarly, we see that i∗(X) is injective, which proves (c).
We next claim that i∗ preserves all (co)limits. As it is a right adjoint it is enough to show that
it preserves all colimits. By Remark 1.5.2, it is enough to show that the functor tGk,• preserves
colimits for all 1 ≤ k ≤ r. Choose f1, . . . , fs ∈ G(Gk, G), containing precisely one element from
each Out(Gk)-orbit. Let ∆s ≤ Out(Gk) be the stabiliser of fs. We find that

tGk,V = Homk[Out(Gk)](k[G(Gk, G)], V ) =
∏
s

V ∆s ,

and this is easily seen to preserve all colimits as required. A similar argument shows that i!
preserves all (co)limits. As before, it is enough to show that the functor eGk,• preserves all limits.
We find that

eG,V = k[G(G,Gk)]⊗k[Out(Gk)] V = V ⊕N

where N is the number of different orbits of the free Out(Gk)-action on G(G,Gk). This is easily
seen to preserve all limits. �

The following results are standard.
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Proposition 1.5.4.

(a) The simple objects of AU are the same as the indecomposable objects.
(b) Every nonzero morphism to a simple object is a split epimorphism, and every nonzero

morphism from a simple object is a split monomorphism.
(c) If S and S′ are non-isomorphic simple objects in AU , then AU(S, S′) = 0.
(d) If S is a simple object in AU , then End(S) is a division algebra of finite dimension

over k.
(e) The category AU has finitely many isomorphism classes of simple objects.
(f) Suppose that the list S1, . . . , Ss contains precisely one simple object from each isomor-

phism class, and put Dj = End(Sj). Let Nj be the category of right modules over Dj,
and put N =

∏
j Nj. Define functors

AU φ−→ N ψ−→ AU

by φ(X)j = AU(Sj , X) and ψ(N) =
⊕
j Nj ⊗Dj Sj. Then φ and ψ are inverse to each

other, and so are equivalences.

Proof. Claim (a) is clear from the fact that all monomorphisms are split. For (b), suppose
that α : X → S is nonzero, where S is simple. Then image(α) is a nonzero subobject of S, so it
must be all of S, so α is an epimorphism, and all epimorphisms are split. This gives half of (b),
and the other half is similar. Now suppose that α : S → S′, where both S and S′ are simple. If
α 6= 0 then (b) tell us that α is both a split monomorphism and a split epimorphism, so it is an
isomorphism. The contrapositive gives claim (c), and the special case S′ = S, gives most of (d),
apart from the finite-dimensionality statement. For that, we choose a list of groups Gi as in
Lemma 1.5.1, and put U =

⊕
i eGi which is a generator for AU . We can decompose U as a finite

direct sum of indecomposables, say U =
⊕s

j=1 S
dj

j with 0 < dj <∞ and Sj 6' Sk for j 6= k. If S
is simple, there is an nonzero map U → S and so a nonzero map Sj → S for some j, that has
to be an isomorphism from (b). This proves (e). We also note that S is a summand in U , so
End(S) is a summand in End(U) and hence it has finite dimension over k, completing the proof
of (d).
Now define φ and ψ as in (f). Put Tm = ψ(Sm) ∈ N , so (Tm)m = Dm and (Tm)j = 0 for j 6= m.
Define

ηN : N → φψ(N) = AU(Sj ,
⊕
k

Nk ⊗Dk
Sk)

εX : ψφ(X) =
⊕
j

AU(Sj , X)⊗Dj Sj → X

as follows. First, any n ∈ Nj gives a map Dj → Nj and thus a map

Sj = Sj ⊗Dj Dj → Sj ⊗Dj Nj ≤
⊕
k

Nk ⊗Dk
Sk

we take this to be the j-th component of ηN . Similarly, there is an evaluation morphism
AU(Sj , X) ⊗ Sj → X, which is easily seen to factor through AU(Sj , X) ⊗Dj Sj . We combine
these maps to give εX .
We claim that εX is an isomorphism. Indeed, we know that the object U is a generator for AU ,
so the objects Sj form a generating family. As all epimorphisms in AU split, we see that every
object is a retract of a direct sum of objects of the form Sm. We also see that both φ and ψ
preserve all direct sums. It will therefore suffice to check that εSm is an isomorphism, and this
follows easily from our description of Tm = ψ(Sm).
Because every module over a division algebra is free, we also see that every object of N is a
direct sum of objects of the form Tm. It is easy to see that ηTm is an isomorphism, and it follows
that ηN is an isomorphism for all N . �
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Remark 1.5.5. Let S be an indecomposable object of AU . If we choose a list of groups
G1, . . . , Gr as in Lemma 1.5.1, we know that AU 'M. Since S is indecomposable we see that
Vi = S(Gi) must be nonzero for exactly one index i, and so S ' eGi,Vi where Vi is an irreducible
Out(Gi)-representation.

6. Projectives

The goal of this section is to classify the indecomposable projective objects of AU .
Lemma 1.6.1. Consider an object P in AU . Then the following are equivalent:

(a) P is projective in AU .
(b) P is isomorphic to a retract of a direct sum of objects of the form eG with G ∈ U .
(c) i!(P ) is projective in A.

Proof. First suppose that (a) holds. Let U0 be a countable collection of objects of U that
contains at least one representative of every isomorphism class. Put

FP =
⊕
G∈U0

⊕
x∈P (G)

eG ∈ AU .

Each pair (G, x) defines a morphism ε(G,x) : eG → P by Yoneda Lemma. By combining these for
all pairs (G, x), we get a morphism ε : FP → P which is an epimorphism by construction. As P
is assumed to be projective this epimorphism must split, so P is a retract of FP , so (b) holds.
Next, i! preserves colimits by Lemma 1.3.3(e), so it preserves all direct sums and retracts, and it
sends eG to itself by Lemma 1.3.3(i). It follows that (b) implies (c).
Now suppose that (c) holds. We claim that (a) also holds, or equivalently that any epimorphism
f : X → P in AU splits. As i! preserves all colimits, it also preserves epimorphisms. Thus
i!(f) : i!(X)→ i!(P ) is an epimorphism with projective target, so there exists h : i!(P )→ i!(X)
with i!(f)◦h = 1.We now apply i∗, recalling that i∗i! ' 1. We find that the map h′ = i∗(h) : P →
X satisfies f ◦ h′ = 1, as required. �

Proposition 1.6.2. Consider an object Q ∈ A. Then the following are equivalent:

(a) Q ' i!(P ) for some projective object P ∈ AU .
(b) Q is a retract of i!(P ) for some projective object P ∈ AU .
(c) Q is a retract of some direct sum of objects eG, with G ∈ U .
(d) Q is projective, and the counit map i!i∗Q→ Q is an isomorphism.

Moreover, if these conditions hold then i∗(Q) is projective in AU .

Proof. From what we have seen already it is clear that (a)⇒ (b)⇔ (c) and that (a)⇒ (d).
Now suppose that (b) holds, so there is a projective object P ∈ AU and an idempotent
e : i!P → i!P with Q = e.(i!P ) = coker(1− e). As i! is full and faithful, there is an idempotent
f : P → P with i!(f) = e. As i! preserves cokernels, it follows that Q = i!(f.P ), and of course
f.P is projective, so (a) holds. Also, if Q ' i!P as in (a) holds then i∗Q is isomorphic to P and
so is projective.
Now all that is left is to prove that (d)⇒ (b). Suppose that Q is projective, and that the counit
map i!i∗Q→ Q is an isomorphism. Choose a projective P ∈ AU and an epimorphism f : P → i∗Q.
As i! preserves epimorphisms, we see that i!(f) : i!P → i!i

∗Q ' Q is an epimorphism, but Q is
projective, so Q is a retract of i!P as required. �

Construction 1.6.3. Consider an object X ∈ AU . For n ≥ 0, we let F≤nX denote the smallest
subobject of X containing X(H) for all H ∈ U≤n. Using Proposition 1.12.2 we see that F≤nX
can more formally be defined as the image of the counit map i≤n! i∗≤nX → X. This gives a
filtration

0 ⊆ F≤1X ⊆ . . . ⊆ F≤nX ⊆ F≤n+1X ⊆ . . . ⊆ X
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with subquotients denoted by FnX. Consider a map f : X → Y and an element x ∈ (F≤nX)(G).
We can write x =

∑s
i=1 α

∗
i (xi) where xi ∈ X(Hi) with |Hi| ≤ n and αi ∈ U(G,Hi). Note that

f(x) =
∑
i

fα∗i (x) =
∑
i

α∗i f(x) ∈ (F≤nY )(G),

so we have induced maps f≤n : F≤nX → F≤nY and fn : FnX → FnY for all n.
Example 1.6.4. For all G ∈ U , we have

F≤neG =
{
eG if |G| ≤ n
0 if |G| > n.

Proposition 1.6.5. If P is projective in AU , then we have (not natural) isomorphism P '⊕
n≥0 FnP . Furthermore, FnP is projective in AUn and (in)!(FnP ) = FnP where in : Un → U .

Proof. We know by Lemma 1.6.1 that P is a retract of an object Q =
⊕

i eGi , so P = u.Q
for some idempotent u : Q → Q. Consider the filtration F≤nQ and note that by naturality,
the induced maps u≤n : F≤nQ→ F≤nQ and un : FnQ→ FnQ are still idempotents. We define
FnP

′ = un.FnQ and put P ′ =
⊕

n FnP
′ ≤ Q. Let f : P ′ → P be the composite

P ′
inc−−→ Q

u−→ u.Q = P.

We claim that f induces isomorphisms fn : FnP ′ → FnP and f≤n : F≤nP ′ → F≤nP for all n. It
follows that f itself is an isomorphism and that P '

⊕
n FnP which concludes the Proposition.

To prove the claim, note that by naturality of the filtration we have F≤nP = u.F≤nQ and so
F≤nP ≤ F≤nQ. Note also that the inclusion P = u.Q → Q induces a map gn : FnP → FnQ.
As u acts as the identity of FnP and preserves F<nP , we see that un acts as the identity
on the image of the map gn, so we have a map FnP → FnP

′. This is easily seen to be
inverse to fn : FnP ′ → FnP . An induction based on this shows that f induces isomorphisms
fn : FnP ′ → FnP and f≤n : F≤nP ′ → F≤nP for all n as claimed. �

Corollary 1.6.6. Suppose we choose a complete system of simple objects in AUn for all n,
giving a sequence (eGi,Si | Gi ∈ Un)n of indecomposable projectives in AU . Then every projective
object is a direct sum of objects of the form eGi,Si . In particular, every indecomposable projective
is isomorphic to some eGi,Si.

Proof. Apply Proposition 1.6.5 and Remark 1.5.5. �

Proposition 1.6.7. Any projective object P can be written as P '
∏
n FnP . Furthermore,

products of projective objects are projective.

Proof. By Proposition 1.6.5 we can write P =
⊕
n FnP with (in)!(FnP ) = FnP . Now note

that for a fixed G ∈ U , there are only finitely many indices n for which (FnP )(G) is nonzero, so∏
n FnP =

⊕
n FnP . For the second claim, let (Pt) be a family of projectives, and put P =

∏
t Pt.

We can write Pt =
∏
k FkPtk as above, so P =

∏
kQk where Qk =

∏
t FkPtk. We know from

Proposition 1.5.3 that (ik)! preserves products, so Qk is in the image of (ik)!. It follows that Qk
is projective and also that P =

∏
kQk is the same as

⊕
kQk, so P is projective. �

Proposition 1.6.8. Let U be a replete full subcategory of G. Then the full subcategory of
projective objects is closed under tensor products. If U is a multiplicative global family, it is also
closed under the internal homs.

Proof. Consider projective objects P,Q ∈ AU . Write P =
⊕
n FnP and Q =

⊕
m FmQ =∏

m FmQ. Then we see that

P ⊗Q =
⊕
n,m

FnP ⊗ FmQ and Hom(P,Q) =
∏
n,m

Hom(FnP, FmQ).

So it suffices to show that eG ⊗ eH and Hom(eG, eH) are projective for all G,H ∈ U . This now
follows from Propositions 1.2.12 and 1.2.19. �
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7. An exact colimit

In this section we prove the following result that we will need later on.

Theorem 1.7.1. Let U be multiplicative and closed under passage to subgroups. Then the colimit
functor

colim: AU → Vectk
is exact.

The proof will follow after some preliminaries.

Construction 1.7.2. Fix a sketeton U ′ of U , and put U ′≤n = {G ∈ U ′ | |G| ≤ n}. Let F
be a finitely generated group and let Kn(F ) be the set of all normal subgroups H ≤ F such
that F/H ∈ U≤n. Each H ∈ Kn(F ) occurs as the kernel of some surjective homomorphism
αH : F → GH with GH ∈ U ′≤n, and there are only finitely many such morphisms so Kn(F )
is finite. We define Nn(F ) to be the interesection of all the groups in Kn(F ), so Nn(F ) is a
characteristic group of finite index in F . We then put qn(F ) = F/Nn(F ) which is finite. We
note that the homomorphisms αH combine to induce an embedding qn(F ) →

∏
H GH , from

which it follows that qn(F ) ∈ U . This construction is also functorial with respect to surjective
homomorphisms α : G → G′. Using that α is surjective, we see that we have a well-defined
map α : Kn(G) → Kn(G′) sending N to α(N), which is easily seen to be surjective. This
shows that α(Nn(G)) ⊆ Nn(G′) and so we have an induced surjective group homomorphism
qn(α) : qn(G)→ qn(G′) as required.

Example 1.7.3. For any finite set X of cardinality n, let FX be the free group on X. Then
we put TX = qn(FX) ∈ U . This is finite and functorial for bijections of X. If G is any group
in U with |G| ≤ n, then we can choose a surjective map X → G, and extend it to a surjective
homomorphism FX → G. The kernel of this homomorphism is in Kn(FX) and so contains
Nn(FX), so we get an induced surjective homomorphism TX → G. In particular, we can take
X = G and use the identity map to get a canonical epimorphism ε : TG→ G.

Lemma 1.7.4. Let X be a finite set and consider a diagram of epimorphisms between groups in U

G

TX H

α

λ

µ

in which |G| ≤ |X|. Then the dotted arrow can be filled in by another epimorphism.

Proof. Put L = ker(α), so |L||H| = |G| ≤ |X|. Let i : X → TX be the canonical inclusion,
and put Xh = (iλ)−1(h) for each h ∈ H. We then have

∑
h |Xh| = |X| ≥ |H||L|, so we can

choose h0 with |Xh0 | ≥ |L|. Let µh : Xh → α−1{h} be choose arbitrarily, except that we choose
µh0 to be surjective. By combining these maps, we get µ′ : X → G such that αµ′ = λi. By
the defining properties of TX, we see that there is a unique homomorphism µ : TX → G with
µi = µ′. This satisfies αµi = λi and i(X) generates TX so αµ = λ. Now note that the restriction
of α to the image of µ is an epimorphism since αµ is surjective. Also, the image of µ contains L
as µh0 is surjective. It follows that µ is surjective as required. �

Lemma 1.7.5. If G 6= 1 then ε : TG→ G is not injective, so |TG| ≥ 2|G|.

Proof. Choose any nontrivial g ∈ G and let τ : G→ G be the transposition that exchanges
1 and g. Let e1 and eg denote the corresponding generators of FG or TG. The map τ induces
an automorphism α of TG which exchanges e1 and eg. The homomorphism εα sends e1 to g 6= 1,
so e1 6∈ N , so e1 gives a nontrivial element of TG. However, this lies in the kernel of ε, so ε is
not injective, and |TG| = |G|| ker(ε)| ≥ 2|G|. �

Remark 1.7.6. This lower bound is pitifully weak; in practice TG is enormously larger than G.
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Lemma 1.7.7. Suppose that α, β : G→ H are surjective homomorphisms in U . Then there is an
automorphism γ of TG making the following diagram commute:

TG TG

G H G

ε

γ

ε

α β

Proof. Put m = |G|/|H| = | ker(α)| = | ker(β)|. For each h ∈ H we have |α−1{h}| = m =
|β−1{h}|, so we can choose a bijection α−1{h} → β−1{h}. By combining these choices, we
obtain a bijection σ : G → G with βσ = α. This gives an automorphism γ = Tσ of TG. We
claim that βεγ = αε : TG→ H. It will suffice to check this on the generating set G ⊂ TG, and
that reduces to the relation βσ = α, which holds by construction. �

Construction 1.7.8. Let G0 be any nontrivial group in U , and put Gn = TnG0, so we have a
tower

G0
ε←− G1

ε←− G2
ε←− · · · .

Given X ∈ AU , we define FnX to be the coinvariants for the action of Out(Gn) on X(Gn).
Because Gn+1 is a functor of Gn, we get a homomorphism Aut(Gn)→ Aut(Gn+1), and this is
compatible with ε by naturality. It follows that the map ε∗ : X(Gn)→ X(Gn+1) induces a map
ε∗ : Fn(X)→ Fn+1(X). We define F∞(X) to be the colimit. Note that by definition, we have
natural maps X(Gn)→ colim(X), that assemble to give a map F∞(X)→ colim(X).

Lemma 1.7.9. The functor F∞ : AU → Vectk is exact.

Proof. Recall that as we are working over a field of charachteristic zero, finite group
coinvariants are exact on k-modules, by an averaging argument, so Fn is exact. Colimits of
sequences are also exact. �

Remark 1.7.10. Lemma 1.7.5 shows that |Gn| → ∞. If H ∈ U and |H| ≤ |Gn|, then H admits a
surjective homomorphism from Gn+1. Thus, any finite group admits a surjective homomorphism
from some Gn.

Construction 1.7.11. Let H be an object of U . Choose any surjective homomorphism
α : Gn → H, and let tα : X(H)→ F∞(X) be the composite

X(H) α∗−→ X(Gn)→ Fn(X)→ F∞(X).

Note that this is the same as

X(H) α∗−→ X(Gn) (εk)∗−−−→ X(Gn+k)→ Fn+k(X)→ F∞(X)

for any k ≥ 0. In other words, tα = tεkα. Also, if α and β are two different surjective
homomorphisms Gn → H, then Lemma 1.7.7 implies that tεα = tεβ. By combining these rules,
we see that the map tα : X(H)→ F∞(X) is independent of α, so we can just call it tH .
Now suppose we have a surjective homomorphism φ : H → K. We then have tH ◦ φ∗ = tα ◦ φ∗ =
tφα = tK . Thus, the maps tH fit together to give a map t : colim(X)→ F∞(X).

Proof of Theorem 1.7.1. Our maps between F∞(X) and colim(X) are easily seen to be
inverse to each other, so the claim follows from Lemma 1.7.9. �

Lemma 1.7.12. The functor F∞ is left adjoint to the constant functor, so we have a natural
equivalence

Vectk(F∞(X), V ) = AU(X,V ⊗ 1)
for all X ∈ AU and V ∈ Vectk. In particular, we have F∞(eG,V ) = VOut(G), F∞(tG,V ) =
F∞(sG,V ) = 0 and F∞(χU ) = 0 unless U is closed upwards.
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Proof. The colim functor is left adjoint to the constant functor and we have seen that
F∞(X) ' colim(X), so this gives the first part of the claim. By adjunctions, we have

Vectk(F∞(eG,V ), k) = AU(eG,V ,1) =MG(V, k) = VOut(G).

The rest of the claim follows similarly as AU(X,1) = 0 if X = tG,V , sG,V or χU . �

Remark 1.7.13. It is easy to check that the canonical maps tXK⊗ tYK : X(K)⊗Y (K)→ F∞(X)⊗
F∞(X) give a colimit cone so by universal property we have a map F∞(X⊗Y )→ F∞(X)⊗F∞(Y ).
This shows that the functor F∞ is always oplax monoidal. The following counterexample shows
that F∞ is not strong monoidal. Suppose that G,H ∈ U are abelian. Then we calculate
F∞(eG)⊗F∞(eH) = k, and using Corollary 1.2.12 we see that F∞(eG⊗eH) = Map(W(G,H), k).

8. Complete subcategories

In this section we introduce a well-behaved type of subcategory and present some examples.

Definition 1.8.1. Let U be a full subcategory of G.

• For T ∈ G, we denote by δ(T ) the minimum possible size of a generating set for T .
• For m ∈ N, we put Rm = {T ∈ U | δ(T ) ≥ m}.
• We say that U is expansive if for all G ∈ U and m ∈ N there exists T ∈ U with δ(T ) ≥ m
and U(T,G) 6= ∅.
• Let U be expansive. For X ∈ AU and n > 0 we put

ωUn (X) = lim sup
m→∞

{dim(X(T ))/nδ(T ) | T ∈ Rm} ∈ [0,∞].

and
W(U)n = {X ∈ AU | ωUn (X) <∞}.

It is easy to see that if ωUn (X) > 0 then ωUm(X) =∞ form < n. Similarly, if ωUn (X) <∞
then ωUm(X) = 0 for m > n. Thus, there is at most one n such that 0 < ωUn (X) <∞.
If such an n exists, we call it the order of X.

Remark 1.8.2. We will often drop the superscript and just write ωn(X).

Using the properties of the limsup we obtain the following result.

Lemma 1.8.3. For any short exact sequence X → Y → Z in AU we have
max(ωn(X), ωn(Z)) ≤ ωn(Y ) ≤ ωn(X) + ωn(Z).

In particular, for any X and Z we have
max(ωn(X), ωn(Z)) ≤ ωn(X ⊕ Z) ≤ ωn(X) + ωn(Z).

�

Corollary 1.8.4. The category W(U)n is closed under finite direct sums, subobjects, quotients,
extensions and retracts. It also contains eG for all G ∈ U≤n.

Proof. The closure properties easily follow from Lemma 1.8.3. For the second claim, note
that if A ⊂ T is a generating set for T ∈ U , then the restriction map Hom(T,G)→ Map(A,G)
is injective, so |Hom(T,G)| ≤ |G||A|. It follows that

|U(T,G)| = |Epi(T,G)|/|Inn(G)| ≤ |Hom(T,G)|/|Inn(G)| ≤ |G|δ(T )/|Inn(G)| = |G|δ(T )−1|ZG|.
From this it is easy to see that ωn(eG) ≤ |Inn(G)|−1 if |G| = n, and ωn(eG) = 0 if |G| < n. �

We are now ready to introduce an important family of subcategories.

Definition 1.8.5. A subcategory U of G is complete if the following conditions are satisfied:
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• U is expansive, i.e., for all G ∈ U and n > 0 there exists T ∈ U with δ(T ) ≥ n and
U(T,G) 6= ∅;
• For all n > 0 and G ∈ Un, we have 0 < ωUn (eG) < ∞. In other words, eG has order
exactly |G|.

Example 1.8.6. Recall that we always have ωn(eG) ≤ |Inn(G)|−1 if |G| = n.

• Cyclic p-groups is not complete as it is not expansive.
• Elementary abelian p-groups is complete. Indeed we have

ωpn(eCn
p

) = lim
m→∞

|Epi(Cmp , Cnp )|
pnm

= lim
m→∞

(pm − 1)(pm − p) · · · (pm − pn−1)
pnm

= 1.

Let us produce more examples of complete subcategories.

Proposition 1.8.7. Any multiplicative full subcategory of G which is nontrivial and closed under
passage to subgroups is complete. In particular, G is complete.

Proof. Let U be as above. Clearly U is expansive as for any n > 0 and G ∈ U we can take
T = Gn. We only need to show that ω|G|(eG) > 0 for all G ∈ U . Without loss of generality we can
assume that G 6= 1. For Xm a set with m elements, consider the group TXm ∈ U as defined in
Example 1.7.3. By definition, there is a natural bijection Hom(TXm, G) = Hom(FXm, G) ' Gm
for all the groups G ∈ U≤m. Since by [67, Theorem 1] we have

lim
m→∞

|Epi(FXm, G)|/|G|m = 1

we deduce that
lim
m→∞

|Epi(TXm, G)|/|G|m = 1.
It only remains to notice that δ(TXm) ≤ m so

ω|G|(eG) ≥ lim
m→∞

|U(TXm, G)|
|G|m

= lim
m→∞

|Epi(TXm, G)|
|Inn(G)||G|m = 1

|Inn(G)| > 0.

�

The completeness assumption give us information on the growth of the indecomposable projec-
tives.

Lemma 1.8.8. Let U be a complete full subcategory of G. For G ∈ U and V an Out(G)-
representation, we have 0 < ω|G|(eG,V ) <∞.

Proof. We show that dim(eG,V (T )) = dim(V )|Out(G)|−1|dim(eG(T ))|, and so the claim
follows by completeness. It is easy to see that Out(G) acts freely on U(T,G). Choose a subset
M ⊂ U(T,G) containing one representative of every orbit, so that |M | = |Out(G)|−1|U(T,G)|.
We also see that M is a basis for eG(T ) as a module over the ring R = k[Out(G)], so

eG,V (T ) = V ⊗R eG(T ) ' V |M |.
This gives

dim(eG,V (T )) = dim(V )|M | = dim(V )|Out(G)|−1dim(eG(T ))
as claimed. �

Proposition 1.8.9. Let U be complete full subcategory of G. Then any monomorphism between
projective objects of AU is split.

Proof. Let u : P → Q be a monomorphism between projective objects and consider the
filtration from Construction 1.6.3. By Proposition 1.6.5, the filtrations split so we can write
P =

⊕
n FnP and Q =

⊕
n FnQ. We also know that u restricts to give a monomorphism

u≤m : P≤m → Q≤m. We will prove by induction on m that u≤m splits. The claim is trivial if
m = 0. Let m > 0 and let s<m : Q<m → P<m be a splitting of u<m : P<m → Q<m. Now let
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Km be the kernel of the map um : Pm → Qm. As all monomorphisms in AUm are split, we
see that Km is a retract of Pm. As um(Km) = 0 and u≤m is a monomorphism, we see that
u≤m induces a monomorphism from Km to Q<m. However, by completeness the order of Q<m
is at most m − 1, whereas if Km is nonzero, it must have order m. It follows that Km must
actually be zero, so um is a monomorphism in AUm, so there is a splitting v : Qm → Pm. Let
s≤m : Q≤m → P≤m be given by s<m on Q<m, and by v on Qm. Then s≤mu≤m is the identity of
P<m, and it is the identity modulo P<m on Pm, so it is an automorphism of P≤m. It follows
that (s≤mu≤m)−1 ◦ s≤m is a splitting of u≤m, as required. By construction, the sections s≤m
assemble into a map s : Q→ P satisfying s ◦ u = idP , so u splits. �

9. Finiteness conditions

We introduce various finiteness conditions on objects of A and prove some implications amongst
them. We refer the reader to Remarks 1.9.9 and 1.11.2 for a summary.

Definition 1.9.1. Consider an object X ∈ A.

• We say that X has finite type if dim(X(G)) <∞ for all G.
• We say that X has finite order if there exists n > 0 such that ωn(X) <∞.
• We say that X is finitely projective if it can be expressed as the direct sum of a finite
family of indecomposable projectives.
• We say that X is finitely generated if there is an epimorphism P0 → X, where P0 is
finitely projective (or equivalently, P0 = ⊕ieGi).
• We say that X is finitely presented if there is a right exact sequence P1 → P0 → X,
where P0 and P1 are finitely projective.
• We say that X is finitely resolved if there is a resolution P∗ → X, where each Pi is
finitely projective.
• We say that X is perfect if there is a resolution P∗ → X, where each Pi is finitely
projective for all i, and Pi = 0 for i� 0.

Remark 1.9.2. Most of the previous definitions can be made more generally in AU . However, if
we want to consider objects in AU with finite order we must require U to be expansive.

Lemma 1.9.3. Let i : U → V be the inclusion of a replete full subcategory.

(a) The functor i∗ always preserves objects of finite type. If U is closed downwards, then i∗
preserves all finiteness conditions from Definition 1.9.1 excluding that of finite order.

(b) The functor i! always preserves finitely presented and finitely generated objects. If
U is closed upwards (and expansive for finite order), then it preserves all finiteness
conditions.

(c) If U is closed downwards, then i∗ preserves objects of finite type.

Proof. Clearly, i∗ preserves objects of finite type. If U is closed downwards, then i∗(eG) is
either eG (if G ∈ U) or 0 (if G 6∈ U). It follows that i∗ preserves (finitely) projectives. Since i∗ is
also exact by Lemma 1.3.3(e), it follows that i∗ preserves all finiteness conditions in (a).
By Lemma 1.3.3(e) and (i), the functor i! preserves colimits and preserves (finitely) projective
objects. It follows that i! preserves finitely presented and finitely generated objects. If U is closed
upwards, then i! is extension by zero by Lemma 1.3.3(f) so it preserves objects of finite type and
finite order (if U expansive). It is also exact so it preserves all the other finiteness conditions.
Finally, part (c) follows from Lemma 1.3.3(g) as i∗ is extension by zero. �

It is useful to have a criterion to detect objects which are not finitely generated.

Lemma 1.9.4. Let V be a full subcategory of G with infinitely many objects. Assume that X ∈ A
has the following property: for all epimorphisms V → G with V ∈ V and G ∈ G − {V } we have
X(V ) 6= 0 and X(G) = 0. Then X cannot be finitely generated.
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Proof. Assume that there is an epimorphism
⊕

i∈I eGi,Si

ϕ−→ X where I is finite. Without
loss of generality we can assume that for all i ∈ I, the composite

αi : eGi,Si →
⊕
i∈I

eGi,Si

ϕ−→ X

is nonzero. For all V ∈ V, we can find i ∈ I such that eGi,Si(V ) 6= 0 as X(V ) 6= 0 and ϕ
is an epimorphism. In particular, there exists an epimorphism V → Gi. As V has infinitely
many objects and I is finite, we can assume that V 6= Gi. By our assumptions, we have that
X(Gi) = 0. Hence, the map αi must be zero. We found a contradiction. �

Proposition 1.9.5. Let U be a complete subcategory of G. Then any object of AU with a finite
projective resolution is projective. In particular any perfect complex is finitely projective.

Proof. Let P∗ → X be a projective resolution and suppose that Pi = 0 for all i > n. If n > 0
it follows that the differential dn : Pn → Pn−1 must be a monomorphism, so Proposition 1.8.9
tells us that it is split. Now let Q∗ be the same as P∗ except that Qn = 0 and Qn−1 = coker(dn).
We find that this is again a projective resolution of X. By repeating this construction, we
eventually obtain a projective resolution of length one, showing that X itself is projective. �

Remark 1.9.6. The Proposition above is not true if we drop the completeness condition. For
example let U be the full subcategory of cyclic p-groups for a fixed prime p. Then there is a
short exact sequence 0→ cCp2 → cCp → tCp,k → 0 which shows that tCp,k is perfect. It is not
projective as it is torsion.

Proposition 1.9.7. Let U be a complete subcategory of G. Then any finitely projective in AU
has finite order.

Proof. The zero object has by definition finite order. For r ≥ 1, we have

0 < ωn

(
r⊕
i=1

eGi,Si

)
<∞ if n = max

i
(|Gi|).

�

Lemma 1.9.8. If U ≤ G has only finitely many isomorphism classes, then any object of AU of
finite type is perfect.

Proof. We define the support of X ∈ AU to be

supp(X) = {G ∈ U | X(G) 6= 0}.

We prove that claim by induction on the support. Choose n such that U = U≤n, this exists
since U has only finitely many isomorphism classes. If supp(X) ⊂ Un and X is of finite type,
then we can construct a map ϕ :

⊕m
i=1 eGi,Si → X with Gi ∈ Un, which is an isomorphism

for all the groups in Un. Note that ker(ϕ) is zero in AU≤n so X is perfect. Now suppose
that supp(X) ⊂ U≥n−k for k ≥ 1. We can again construct a map ϕ :

⊕m
i=1 eGi,Si → X with

Gi ∈ Un−k, which is an isomorphism for all the groups in Un−k. Note that ker(ϕ) is supported
in U>n−k hence perfect by the induction hypothesis. It follows that X is perfect as required. By
induction we conclude that any object of finite type is perfect. �

Remark 1.9.9. So far we have the following implications:

finitely resolved finitely presented finitely generated finite type

perfect finitely projective finite order.completeness completeness
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10. Torsion and torsion-free objects

In this section we introduce the notions of torsion, absolutely torsion and torsion-free object.
We study their formal properties and give some examples.

Definition 1.10.1. Consider an object X of AU .

• We say that x ∈ X(G) is torsion if there exists H ∈ U and f ∈ U(H,G) such that
f∗(x) = 0.
• We say that x ∈ X(G) is absolutely torsion if there exists m ∈ N such that for all
f ∈ U(H,G) with |H| ≥ m we have f∗(x) = 0.
• We say that X is torsion (resp., absolutely torsion) if it consists entirely of torsion
(resp., absolutely torsion) elements.
• We say that X is torsion-free if it does not contain any nonzero torsion element.
Equivalently, X is torsion-free if and only if all the maps α∗ : X(G) → X(H) are
injective.
• We write tors(X)(G) for the subset of torsion elements in X(G).

Lemma 1.10.2. Let U be closed under products and subgroups. Then tors(X) defines a subobject
of X in AU , which is the largest torsion subobject of X. The assignment tors is functorial
in X so we have a functor tors : AU → AU . Moreover, for any finite dimensional subspace
V ≤ tors(X)(G), there is a map α : H → G in U with α∗(V ) = 0.

Proof. Suppose we have torsion elements x1, . . . , xn ∈ tors(X)(G), so there are maps
αi : Hi → G with α∗i (xi) = 0. Put

H = {(g, h1, . . . , hn) ∈ G×
∏
i

Hi | αi(hi) = g for all i}.

As U is closed under products and subgroups, we see that H ∈ U . We define an epimorphism
α : H → G by α(g, h1, . . . , hn) = g. As it clearly factors through αi, we have α∗(xi) = 0 for all i.
Thus, if V is the span of {x1, . . . , xn}, we have α∗(V ) = 0, so V ≤ tors(X)(G). This proves in
particular that tors(X)(G) is a vector subspace of X(G).
Now suppose we have α∗(x) = 0, and we also have another morphism β : G′ → G in U . We can
then form a pullback diagram as follows:

H ′ G′

H G.

β′

α′

β

α

Using the closure properties of U again, we see that the pullback H ′ = G′ ×G H lies in U . We
have (α′)∗β∗(x) = (β′)∗α∗(x) = 0, so β∗(x) is a torsion element. This shows that tors(X) is a
subobject of X. All remaining claims are now clear. �

Remark 1.10.3. The sum of two torsion-free subobjects need not be torsion-free. To see this,
consider a torsion-free object Y , a nonzero torsion object Z and an epimorphism f : Y → Z. In
Y ⊕ Z we have a copy of Y , and the graph of f is another subobject Y ′ ≤ Y ⊕ Z which is also
isomorphic to Y and so is torsion-free. However, Y + Y ′ is all Y ⊕ Z and so is not torsion-free.

Lemma 1.10.4. Let U be closed under products and subgroups. For any object X of AU , the
quotient X/ tors(X) is torsion-free.

Proof. Consider an element x ∈ (X/ tors(X))(G), so x is represented by some element
x ∈ X(G). If x is a torsion element, then we have α∗(x) = 0 for some α ∈ U(H,G), or equivalently
α∗(x) ∈ tors(X)(H). This means that there exists β ∈ U(K,H) with (αβ)∗(x) = β∗(α∗(x)) = 0.
Thus x is a torsion element and x = 0 as required. �
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Recall the objects eG,V and tG,V from Definition 1.1.5.

Lemma 1.10.5. For all G ∈ U , we have that eG,V is torsion-free and tG,V is absolutely torsion.
In particular, any projective object is torsion-free.

Proof. It is clear that tG,V is absolutely torsion as it is zero as soon as |K| > |G|. It is
enough to show that eG is torsion-free as eG,V is a retract of a direct sum of eG’s. Thus, we need
to show that for any epimorphism ϕ : H → K the linear map ϕ∗ : k[U(K,G)]→ k[U(H,G)] is
injective. This is equivalent to proving that the map ϕ∗ : U(K,G)→ U(H,G) is injective, or in
other words that ϕ is an epimorphism in the category U . This is the content of Lemma 1.1.2. �

We write AUt and AUf for the subcategories of torsion and torsion-free objects.

Lemma 1.10.6.

(a) For an object X ∈ AU , we have X ∈ AUt if and only if AU(X,Y ) = 0 for all Y ∈ AUf .
(b) For an object Y ∈ AU , we have Y ∈ AUf if and only if AU(X,Y ) = 0 for all X ∈ AUt.

Proof. If f : X → Y then f(tors(X)) ≤ tors(Y ). If X ∈ AUt and Y ∈ AUf then tors(X) =
X and tors(Y ) = 0 this becomes f(X) = 0 and f = 0. Thus, for X ∈ AUt and Y ∈ AUf we
have A(X,Y ) = 0.
Now suppose that X is such that AU(X,Y ) = 0 for all Y ∈ AUt. In particular, this means that
the projection X → X/ tors(X) is zero, so tors(X) = X and X ∈ AUt.
Suppose instead that Y is such that AU(X,Y ) = 0 for all X ∈ AUt. In particular, this means
that the inclusion tors(Y )→ Y is zero, so tors(Y ) = 0 and Y ∈ AUf . �

Lemma 1.10.7. Consider objects X ∈ AUt and Y ∈ AUf . Then for all Z ∈ AU , we have

(a) X ⊗ Z is torsion;
(b) Hom(X ⊗ Z, Y ) = 0.

Proof. Consider a homogeneous element x⊗ z ∈ (X ⊗Z)(G). As X is torsion, there exists
α : H → G such that α∗(x) = 0. Thus we have α∗(x⊗ z) = α∗(x)⊗ α∗(z) = 0. It follows that
X ⊗ Z is torsion. For all G ∈ U , we have

Hom(X ⊗ Z, Y )(G) = AU(eG ⊗X ⊗ Z, Y ) = 0
by part (a) and Lemma 1.10.6. �

Lemma 1.10.8. Let U be closed under products and subgroups. Then the subcategory AUt is
localizing that is, it is closed under arbitrary sums, subobjects, extensions and quotients.

Proof. Consider an exact sequence X i−→ Y
p−→ Z in which X and Z are torsion objects.

Consider an element y ∈ Y (G). As Z is a torsion object, we can choose α : H → G with
α∗(p(y)) = 0. This means that p(α∗(y)) = 0, so α∗(y) = i(x) for some x ∈ X(H). As X is a
torsion object, we can choose β : K → H with β∗(x) = 0, and it follows that

(αβ)∗(y) = β∗i(x) = i(β∗(x)) = i(0) = 0.
This shows that Y is also a torsion object so AUt is closed under extensions.
Now let X be a sum of torsion objects Xi and consider an element x ∈ X(G). By definition,
we can write x = xi1 + . . . + xin for elements xik ∈ Xik(G). As Xik is torsion, there exists
αik : Hik → G such that α∗ik(xik) = 0. Put α = αi1 + . . .+ αin and H = Hi1 × . . .×Hin so that
we have an epimorphism α : H → G. By construction, we have

α∗(x) = α∗i1(xi1) + . . . α∗in(xin) = 0
so x is torsion. This shows that AUt is closed under arbitrary sums. All the other claims are
clear. �
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Lemma 1.10.9. The subcategory AUf is closed under subobjects, extensions, arbitrary sums and
arbitrary products.

Proof. From Lemma 1.10.6(b) it is clear that AUf is closed under products and subobjects.
As products and sums are computed objectwise, we see that every sum injects in the corresponding
product, so AUf is also closed under coproducts. Now consider a short exact sequence as follows,
in which X and Z are torsion-free

X Y Z.
f g

If T is a torsion object, this gives a left exact sequence

0 = AU(T,X) AU(T, Y ) AU(T,Z) = 0,f∗ g∗

proving that AU(T, Y ) = 0. It follows that AUf is also closed under extensions. �

Let X be a finitely generated torsion object. It is tempting to conclude that X(G) should be
zero when G is sufficiently large, in some sense. However, the following example shows that this
is not correct.

Example 1.10.10. Let θ : P → Q be a non-split epimorphism between groups in U . This gives a
map θ∗ : eP → eQ, and we define X to be the cokernel (so X is finitely presented). The obvious
generator x ∈ X(Q) satisfies θ∗(x) = 0 by construction, so x is torsion. As x generates X, it
follows that X is a torsion object. Note that X(G) is the quotient of k[U(G,Q)] in which we kill
every basis elements [α] for which the homomorphism α : G→ Q can be lifted to P . Note that
no split epimorphism α : G→ Q can be lifted to P , because that would give rise to a splitting
of θ. In particular, if H admits a split epimorphism to Q, then X(H) 6= 0. Thus, we have
X(H ×Q) 6= 0 for all Q ∈ U .

It is true, however, that if X is a finitely generated torsion object, and G is both sufficiently
large and sufficiently free, then X(G) = 0. We now proceed to make a precise version of this
statement.
Let U be closed under products and subgroups. For any nontrivial group G0 in U , we define a
tower

G0
ε←− G1

ε←− G2
ε←− . . .

with Gk = T kG0 as in Construction 1.7.8.

Lemma 1.10.11. Consider an element x ∈ X(H). Then the following are equivalent:

(a) x is torsion;
(b) There exists α ∈ U(Gn, H) for some n such that α∗(x) = 0 in X(Gn).
(c) There exists n0 such that for all n ≥ n0 and all α ∈ U(Gn, H) we have α∗(x) = 0 in

X(Gn).

Proof. By the defining properties of Gn and Lemma 1.7.5, we see that U(Gn, H) 6= ∅
for large n. It follows that (c) ⇒ (b) ⇒ (a). Now suppose that (a) holds, so we can choose
α ∈ U(K,H) for someK with α∗(x) = 0. Now let n0 be least such that |Gn0 | ≥ |K|. Suppose that
n ≥ n0, so |Gn| ≥ |K|. If λ ∈ U(Gn, H), then Lemma 1.7.4 gives us a morphism µ ∈ U(Gn,K)
with λ = αµ, and it follows that λ∗(x) = 0. Thus, condition (c) is satisfied. �

Definition 1.10.12. We say that an object X is G∗-null if X(Gn) = 0 for large n.

Lemma 1.10.13. If X is G∗-null, then it is torsion. The converse holds if X is finitely generated.
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Proof. First suppose that X is G∗-null. Consider an element x ∈ X(H). Choose n large
enough that X(Gn) = 0 and U(Gn, H) 6= ∅. Then for α ∈ U(Gn, H) we have α∗(X) = 0, as
required.
Conversely, suppose that X is finitely generated, with generators xi ∈ X(Hi) for i = 1, . . . , d
say. By Lemma 1.10.11 we can choose ni such that α∗(xi) = 0 in X(Gm) for all m ≥ ni, and all
α ∈ U(Gm, Hi). Put n = max(n1, . . . , nd); then we find that X(Gn) = 0 for all n ≥ m. �

We thank Neil Strickland for the following list of examples:

Example 1.10.14. Let G be cyclic of order p, so Aut(G) is cyclic of order p − 1, and let
ψ ∈ Aut(G) be a generator. Let X be the cokernel of ψ∗ − 1: eG → eG. By definition X(H) is
the quotient of k[U(H,G)] where we kill all the basis elements [α] such that [ψα] = [α]. As we
are working over a field of characteristic zero, we can identify X with cG from Definition 1.1.5.
In particular, X is projective and torsion-free. This illustrates the fact that we can introduce
quite a lot of relations without creating torsion.

Example 1.10.15. Let U be the subcategory of finite (abelian) p-groups, and let C be cyclic of
order p. Let λ, ρ : C2 → C be the two projections, and let X be the cokernel of λ∗−ρ∗ : eC2 → eC .
This means that X(G) = k[T (G)], where TG is the coequaliser of the maps λ∗, ρ∗ : U(G,C2)→
U(G,C). Let Q(G) be the Frattini quotient of G, so Q(G) ' Cd(G) for some d(G) ≥ 0. If
d(G) = 0 then G = 1 and T (G) = ∅ and X(G) = 0. If d(G) = 1 then G is cyclic and
U(G,C2) = ∅ so T (G) = U(G,C) = U(Q(G), C) (which is a set of size p− 1) so X(G) ' kp−1.
Now suppose that d(G) ≥ 2. If α and β are epimorphisms from G to C with different kernels
then the combined map φ = (α, β) : G → C2 is again surjective with λφ = α and ρφ = β so
[α] = [β] in T (G). Even if α and β have the same kernel, we can choose a third epimorphism
γ : G→ C with different kernel (because of the fact that d(G) ≥ 2); we then have [α] = [γ] = [β].
From this we see that T (G) is a singleton and so X(G) = k. To summarize

X(G) = k[T (G)] =


0 if d(G) = 0
U(G,C) ' kp−1 if d(G) = 1
k if d(G) ≥ 2.

From our discussion we also see that

tors(X)(G) '
{
kp−2 if G is nontrivial and cyclic
0 otherwise

(X/ tors(X))(G) '
{

0 if G = 1
k if G 6= 1.

Example 1.10.16. Again take U as before but with p = 2. There are then three morphisms
λ, ρ, σ ∈ U(C2, C), and we define X to be the cokernel of λ∗+ρ∗+σ∗ : eC2 → eC . In other words,
if we put u = λ+ ρ+ σ ∈ eC(C2) then X(G) is the quotient of k[U(G,C)] by all elements of the
form φ∗(r) as φ runs over U(G,C2). If d(G) = 1 then U(G,C) is a singleton and U(G,C2) = ∅
and X(G) = k. If d(G) = 2 then k[U(G,C)] has three elements, say α, β, γ, and

X(G) = k{α, β, γ}/(α+ β + γ) ' k2.

Now consider X(C3). This is spanned by the seven nonzero homomorphisms C3 → C. There
are seven subgroups of order 4 in Hom(C3, C) ' C3:

A1 = {0, e∗1, e∗2, (e1 + e2)∗} A2 = {0, e∗1, e∗3, (e1 + e3)∗}
A3 = {0, e∗2, e∗3, (e2 + e3)∗} A4 = {0, e∗3, (e1 + e2)∗, (e1 + e2 + e3)∗}
A5 = {0, e∗2, (e1 + e3)∗, (e1 + e2 + e3)∗} A6 = {0, e∗1, (e2 + e3)∗, (e1 + e2 + e3)∗}
A7 = {0, (e1 + e2)∗, (e2 + e3)∗, (e1 + e3)∗}
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where e∗1, e∗2 and e∗3 denote the canonical generators. For each of these Ai we have a relation,
saying that the sum of the three nonzero homomorphisms in that subgroup is zero. For example,
the relation attached to A1 tells us that e∗1 + e∗2 + (e1 + e2)∗ = 0. Let u be the sum of all
these relations, and let vα be the sum of the subset that involve a particular morphism α. A
calculation now shows that (3vα − u)/6 = α. It follows that the resulting quotient X(C3) is
zero. If d(G) ≥ 3 then any α ∈ U(G,C) can be factored through C3, and it follows from this
that X(G) = 0. This shows that X is a torsion object.

11. Noetherian abelian categories

The goal of this section is to study when the category AU is locally noetherian using the criteria
developed in [31] and [75].

Definition 1.11.1. Let U be a full replete subcategory of G.

• An object X ∈ AU is noetherian if every subobject of X is finitely generated.
• The category AU is locally noetherian if eG is noetherian for all G ∈ U .

Remark 1.11.2. If AU is locally noetherian we get the following implications

finitely resolved⇔ finitely presented⇔ finitely generated.

It is not difficult to find full subcategories of G for which AU is not locally noetherian.

Proposition 1.11.3. Let U be a full subcategory containing the trivial group and infinitely many
cyclic groups of prime order. Then AU is not locally noetherian.

Proof. Let χce ∈ AU be such that

χce(T ) =
{

0 if T = e

k if T 6= e.

Note that χce is a subobject of 1. Apply Lemma 1.9.4 with V = {Cp | p prime and Cp ∈ U} to
see that χce cannot be finitely generated. �

We shall now introduce the criterion for noetherianity developed in [31] which applies to a
special type of subcategories.

Definition 1.11.4 ([31, 2.2]). Let U be a replete full subcategory of G and fix a skeleton U ′
for U . If G,H ∈ U we write G� H to mean that U(G,H) 6= ∅. We say that U has type A∞ if
there exists an isomorphism of posets (U ′,�) ' (N,≥).

Example 1.11.5. The subcategory of all cyclic groups is not of type A∞ as there are no
epimorphisms C3 → C2. However if we fix a prime number p, then the subcategory of cyclic
p-groups has type A∞.

For compatibility with our work, we reformulate [31, 3.1] for contravariant diagrams.

Definition 1.11.6. We say that the category U has the transitivity property if the action of
Out(G) on U(G,H) is transitive whenever G� H.

Definition 1.11.7. Suppose that U has the transitivity property. For any pair (G,H) with
G� H we let Out(G) act diagonally on U(G,H)2 and put U2(G,H) = U(G,H)2/Out(G).

Lemma 1.11.8. Suppose we fix α ∈ U(G,H) and put Φ(α) = {φ ∈ Out(G) | αφ = α}. Then
there is a natural bijection ζ : U(G,H)/Φ(α)→ U2(G,H).
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Proof. We have a map U(G,H)→ U(G,H)2 given by γ 7→ (α, γ), and this induces a map
ζ : U(G,H)/Φ(α)→ U2(G,H).

If (β, γ) ∈ U(G,H)2 then the transitivity property gives θ ∈ Out(G) with βθ = α and it follows
that [β, γ] = [βθ, γθ] = ζ(γθ) in U2(G,H). This shows that ζ is surjective.
On the other hand, if ζ[β0] = ζ[β1] then there exists φ ∈ U(G) with (αφ, β0φ) = (α, β1). This
means that αφ = α (so φ ∈ Φ(α)) and β0φ = β1 (so [β0] = [β1] in U(G,H)/Φ(α)). This shows
that ζ is also injective. �

Lemma 1.11.9. Suppose that G′ � G and u ∈ U2(G,H), so u ⊆ U(G,H)2. Put
λ(u) = λGG′(u) = {(αφ, βφ) | (α, β) ∈ u, φ ∈ U(G′, G)} ⊆ U(G′, H)2.

Then λ(u) is a Out(G′)-orbit, or in other words an element of U2(G′, H). The map λ can also
be characterised by λ[α, β] = [αφ, βφ] for any φ ∈ U(G′, G).

Proof. A typical element of λ(u) has the form x = (αφ, βφ) with (α, β) ∈ u and φ ∈
U(G,H). If θ ∈ Out(G) then the map φ′ = φθ also lies in U(G,H) and θ∗x = (αφ′, βφ′); this
shows that λ(u) is preserved by Out(G).
Now suppose we fix an element x = (α, β) ∈ u and a map φ ∈ U(G,H) and put x′ = (αφ, βφ) ∈
λ(u). Any element of u has the form (αζ, βζ) for some ζ ∈ Out(G). Thus, any element y ∈ λ(u)
has the form y = (αζψ, βζψ) for some ζ ∈ Out(G) and ψ ∈ U(G′, G). By the transitivity
property we can find ξ ∈ Out(G′) with ζψ = φξ, so y = (αφξ, βφξ) = ξ∗(x′). It follows that
λ[x] = [x′], so in particular λ[x] is an orbit as claimed. �

Definition 1.11.10. We say that U has the bijectivity property if for all H there exists G� H
such that for all G′ � G the map

λ : U2(G,H)→ U2(G′, H)
is bijective.

Remark 1.11.11. Our bijectivity property is not the same as that of [31, 3.2]. However,
Lemma 1.11.8 shows that they are equivalent.

We are finally ready to state the criterion.

Theorem 1.11.12 ([31, 3.7]). Let U be a replete full subcategory of G of type A∞. Suppose that
U satisfies the transitivity and bijectivity properties. Then AU is locally noetherian.

We now apply the criterion to our case of interest.

Theorem 1.11.13. Fix a prime number p and let C be the family of cyclic p-groups. Then the
category AC is locally noetherian.

Proof. We have already seen that C has type A∞ so it is enough to check that it satisfies
the transitivity and bijectivity property.
Suppose that G is cyclic of order pn. Then for u ∈ Z/pn we have a well-defined multiplication
µu : G → G, which is surjective iff it is bijective iff u ∈ (Z/pn)×. This gives an isomorphism
(Z/pn)× → Aut(G). Now let H be another cyclic group of order pm, and suppose that n ≥ m so
that U(G,H) 6= ∅.
Note that the reduction map ρ : Z/pn → Z/pm induces a map ρ : (Z/pn)× → (Z/pm)× which is
still surjective. For any α ∈ U(G,H) and u ∈ (Z/pn)× we have α ◦ µu = µρ(u) ◦ α. Using this
we find that U(G,H) is a single free orbit for Aut(H), and a single orbit for Aut(G). Thus C
satisfies the transitivity condition.
If (α, β) ∈ U(G,H)2 then there is a unique element u ∈ (Z/pm)× with β = µu ◦ α. This is
unchanged if we compose α and β with any surjective homomorphism φ : G′ → G. It follows
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that the rule [α, β] 7→ u gives a well-defined bijections ξ = ξGH : U2(G,H) → (Z/pm)×. This
also satisfies ξG′Hλ = ξGH , so all the maps λ are bijective, and so C satisfies the bijectivity
condition. �

The rest of this section will be devoted to proving the following result.
Theorem 1.11.14. Fix a prime number p.

(a) Let P be the subcategory of finite abelian p-groups. Then AP is locally noetherian.
(b) Let U be a multiplicative global subfamily of P. Then AU is locally noetherian.

We will apply a different criterion due to Sam and Snowden that we shall now recall [75].
Definition 1.11.15. Let C be a small category.

• A sequence in C means a map u : N→ obj(C) and a subsequence of u is a map of the
form u ◦ f , where f : N→ N is strictly increasing.
• We say that u is good if there exists i < j such that C(u(i), u(j)) 6= ∅.
• We say that u is very good if C(u(i), u(j)) 6= ∅ for all i ≤ j.
• We say that C is well-quasi-ordered (or wqo) if it satisfies the following conditions:

(a) Every sequence is good.
(b) Every sequence has a very good subsequence.

• We say that C is cowqo if Cop is wqo.
• We say that C is slice-wqo if the slice category X/C is wqo for all objects X.

Remark 1.11.16. If P is a preordered set, we regard it as a category with P (a, b) = 1 when
a ≤ b and P (a, b) = ∅ when a 6≤ b. We say that P is wqo if it is wqo when regarded as a category
in this way. Conversely, if C is a small category we can regard it as a preordered set with X ≤ Y
if and only if C(X,Y ) 6= ∅. It is clear that this preordered set is wqo if and only the original
category is wqo.
Lemma 1.11.17. Conditions (a) and (b) in Definition 1.11.15 are equivalent.

Proof. Let u be a sequence in C. If (b) holds, then we can find f : N → N strictly
increasing such that u ◦ f is very good. This means that for all i ≤ j we have f(i) < f(j)
and u(f(i)) ≤ u(f(j)). So u is good. Conversely, suppose that (a) holds. Consider the subset
S = {i ∈ N | u(i) 6≤ u(j), ∀ j > i}. If S is infinite, then we can find an ordering preserving
bijection f : N → S. The composite u|S ◦ f is a sequence in C which is good by (a). This
contradicts the definition of the set S. Therefore S must be finite. Then choose a strictly
increasing f : N→ N such that f(0) > s for all s ∈ S. Then u ◦ f is very good as required. �
Definition 1.11.18. Let C be a small category.

• We say that C is rigid if every endomorphism is an identity.
• A hom-ordering on C consists of a system of well-orderings of the hom sets C(X,Y )
such that for all α : Y → Z, the induced map α∗ : C(X,Y )→ C(X,Z) is monotone.

Definition 1.11.19. Let C be a small category and let D be essentially small.

• We say that C is Gröbner if it is rigid, slice-wqo and it admits a hom-ordering.
• We say that D is quasi-Gröbner if there is a Gröbner category C and an essentially
surjective functor M : C → D satisfying the following property:
(F) Given any object x ∈ D there exist finitely many objects y1, . . . , yn ∈ C and

morphisms fi : x→M(yi) in D such that for any object y ∈ C and any morphism
f : x→M(y) in D, there exists a morphism g : yi → y in C such that f = M(g)◦fi.

We are finally ready to state the criterion.
Theorem 1.11.20. [75, 4.3.2] Let C be a quasi-Gröbner category. Then the category [C,Vectk] is
locally noetherian.
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Remark 1.11.21. Our terminology differs from that of [75]. We use the term “rigid” instead of
“direct” for a category, and “wqo” instead of “noetherian” for a preordered set. Furthermore, their
conditions (G1) and (G2) correspond to our notion of hom-ordering and slice-wqo respectively.

Before proving Theorem 1.11.14 we need to introduce more notation and prove some technical
results.

Well-quasi orders.

Remark 1.11.22. To deal with some set-theoretic issues, we let X denote the set of hereditarily
finite sets, so X is countable and closed under taking subsets, products and quotients, and
contains sets of all finite orders. When we discuss categories of finite sets with extra structure,
we will implicitly assume that the underlying sets are in X , so that the category will be small.

Definition 1.11.23. Let C and D be preordered sets, and let f : C → D be a function.

(a) We say that f is monotone if p ≤ p′ implies f(p) ≤ f(p′).
(b) We say that f is comonotone if f(p) ≤ f(p′) implies p ≤ p′.

Remark 1.11.24. Here C and D might be small categories, regarded as preordered sets as in
Remark 1.11.16. In that case, any functor f : C → D gives a monotone map.

Proposition 1.11.25. If f : C → D is comonotone and D is wqo then C is wqo.

Proof. If u : N → C is a sequence, then f ◦ u must be good, so there exists i ≤ j with
fu(i) ≤ fu(j), but that implies u(i) ≤ u(j) by the comonotone property. �

Proposition 1.11.26. Any finite product of wqo preordered sets is again wqo.

Proof. It suffices to show that if P and Q are wqo, then so is P ×Q. Let u : N→ P ×Q
be a sequence. As P is wqo, we can find a subsequence v such that πP ◦ v is nondecreasing. As
Q is wqo, we can then find a subsequence w of v such that πQ ◦ w is nondecreasing. Now w is
nondecreasing subsequence of u. �

Definition 1.11.27. Let P be a preordered set. We say that a finite list u ∈ Pn is bad if there
is no pair (i, j) with 0 ≤ i < j < n and u(i) ≤ u(j). We say that such a finite list u is very bad
if there is an infinite bad sequence extending it. If so, the set

E(u) =
{
u′ ∈ P | (u(0), . . . , u(n− 1), u′) is very bad

}
is nonempty. Now suppose we have a well-ordered set W and a function λ : P →W . Following
Nash-Williams’ theory of minimal bad sequences [65], we put

EM(u) = {u′ ∈ E(u) | λ(u′) = min(λ(E(u)))} 6= ∅.
We say that a very bad list u ∈ Pn is λ-minimal if for all k < n we have u(k) ∈ EM(u<k). We
say that a bad sequence u is λ-minimal if every initial segment u<k is λ-minimal.

Lemma 1.11.28. If P is not wqo, then it has a λ-minimal bad sequence.

Proof. Start with the empty sequence, which is very bad by the assumption that P is not
wqo. Then choose recursively u(k) ∈ EM(u<k) for all k ≥ 0. �

Proposition 1.11.29. Let P and λ be as above. Let P0 be a subset of P , and let χ : P0 → P be
a map such that

(a) For all x ∈ P0 we have χ(x) ≤ x and λ(χ(x)) < λ(x).
(b) Every bad sequence u : N→ P has a subsequence v contained in P0 with the following

property: if i < j with χ(v(i)) ≤ χ(v(j)), then v(i) ≤ v(j).

Then P is wqo.
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Proof. Suppose not, so there exists a minimal bad sequence u. Let v be a subsequence
as in (b), so v(n) = u(f(n)) for some strictly increasing map f : N → N. Define w(n) = u(n)
for n < f(0) and w(f(0) + k) = χ(v(k)). We claim that w is bad. If not, we have i < j with
w(i) ≤ w(j). If j < f(0) this gives u(i) ≤ u(j), contradicting the badness of u. Suppose instead
that i < f(0) ≤ j, so w(i) = u(i) and w(j) = χ(v(j′)) = χ(u(j′′)) for some j′ ≥ 0 and j′′ ≥ f(0).
We now have u(i) ≤ χ(u(j′′)) ≤ u(j′′), again contradicting the badness of u. This just leaves the
possibility that f(0) ≤ i < j, so w(i) = χ(v(i′)) = χ(u(i′′)) and w(j) = χ(v(j′)) = χ(u(j′′)) for
some i′, j′, i′′, j′′ with i′ < j′ and i′′ < j′′. We now have χ(v(i′)) ≤ χ(v(j′)) so v(i′) ≤ v(j′) b y
condition (b), so u(i′′) ≤ u(j′′), yet again contradicting the badness of u. It follows that w must
be bad after all. However, this contradicts the λ-minimality of u(f(0)) in E(u<f(0)). �

Definition 1.11.30. Let C be a wqo category. We define SC to be the category of pairs (X, p),
where X is a finite, totally ordered set, and p : X → C. A morphism from (X, p) to (Y, q) consists
of a strictly monotone map φ : X → Y together with a family of morphisms φx : p(x)→ q(φ(x))
for each x ∈ X. These are composed in the obvious way. We put λ(X, p) = |X|.

Remark 1.11.31. If C is just a preordered set, then a morphism from (X, p) to (Y, q) is just a
strictly monotone map φ : X → Y such that p(x) ≤ q(φ(x)) for all x.

Proposition 1.11.32 (Higman’s Lemma). SC is wqo.

Proof. For (X, p) with X 6= ∅ we define x0 = min(X) and ε(X, p) = p(x0) ∈ C and
χ(X, p) = (X ′, p′), where X ′ = X \ {x0} and p′ = p|X′ . This clearly satisfies condition (a) of
Proposition 1.11.29. If u : N→ SC is bad then u(n) can never be empty (otherwise we would
have u(n) ≤ u(n+ 1)), so we have a sequence u1 = ε ◦ u : N→ C. As C is wqo, we can choose a
strictly increasing map f : N → N such that u1 ◦ f : N → P is very good. Now put v = u ◦ f .
If i < j and χ(v(i)) ≤ χ(v(j)) then we also have ε(v(i)) ≤ ε(v(j)) and it follows easily that
v(i) ≤ v(j). Using Proposition 1.11.29 we can now see that SC is wqo. �

Definition 1.11.33. Let X and Y be nonempty finite totally ordered sets. Let φ : X → Y
be a surjective map, which need not preserve the order. We define an φ† : Y → X by φ†(y) =
min(φ−1{y}). We say that φ is †-monotone if φ† is monotone.

Lemma 1.11.34. For any φ we have φφ†(y) = y for all y ∈ Y , and φ†φ(x) ≤ x for all x ∈ X. If
φ is †-monotone then we have φ(x) < y whenever x < φ†(y). In particular, if x0 and y0 are the
smallest elements of X and Y , then φ(x0) = y0 and φ†(y0) = x0.

Proof. It is clear by definition that φφ†(y) = y. Next, if x ∈ X then x is a preimage of φ(x),
whereas φ†φ(x) is the smallest preimage, so φ†φ(x) ≤ x. Now suppose that φ is †-monotone. If
y ≤ φ(x) then φ†(y) ≤ φ†φ(x) ≤ x. By the contrapositive, if x < φ†(y) we must have φ(x) < y,
as claimed. We now claim that x0 = φ†(y0). Indeed, if not then x0 < φ†(y0) so φ(x0) < y0,
contradicting the definition of y0. We must therefore have x0 = φ†(y0) after all, and it follows
that φ(x0) = φφ†(y0) = y0. �

Corollary 1.11.35. Suppose we have †-monotone maps

X
φ−→ Y

ψ−→ Z.

Then (ψφ)† = φ†ψ†, and so ψφ is also †-monotone.

Proof. Given z ∈ Z put y = ψ†(z) and x = φ†(y) = φ†ψ†(z). Using the Lemma we get
ψφ(x) = z. We also see that if x′ < x = φ†(y) then φ(x′) < y = ψ†(z) and thus ψ(φ(x′)) < z.
This means that x has the defining property of (ψφ)†(z). We therefore have (ψφ)† = φ†ψ†. This
is the composite of two increasing maps, so it is again increasing, so ψφ is †-monotone. �

Definition 1.11.36. We define a category L† as follows. The objects are finite nonempty sets
equipped with a map eX : X → N, together with a total order on X with respect to which eX is
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monotone. The morphisms from X to Y are †-monotone surjective maps φ : X → Y such that
eY (φ(x)) ≤ eX(x) for all x ∈ X.

Definition 1.11.37. We define α, β : L† → N by α(X) = eX(min(X)) and β(X) = min(eX(X)).
Next, for x ∈ X \ {min(X)} we define

e′X(x) = min{eX(x′) | x′ < x} ∈ N,

and e∗X(x) = (eX(x), e′X(x)) ∈ N2. The set X \ {min(X)} together with the map e∗X define an
object γ(X) ∈ S(N2).

Proposition 1.11.38. The map (α, β, γ) : Lop
† → N2 × S(N2) is comonotone, so L† is cowqo.

Proof. Suppose that α(X) ≤ α(Y ) and β(X) ≤ β(Y ) and γ(X) ≤ γ(Y ); we need to
construct a morphism from Y to X. As β(X) ≤ β(Y ), we can choose a strictly increasing
map ψ : X \ {min(X)} → Y \ {min(Y )} with eX(x) ≤ eY (ψ(x)) and e′X(x) ≤ e′X(ψ(x)) for all
x. We extend ψ over all of X by putting ψ(min(X)) = min(Y ), and note that the relation
eX(x) ≤ eY (ψ(x)) remains true. We define φ : ψ(X) → X by φ(ψ(x)) = x. Now consider an
element y ∈ Y \ ψ(X), so y 6= min(Y ). If y > max(ψ(X)) we choose x with eX(x) = β(X) and
define φ(y) = x, noting that eY (y) ≥ β(Y ) ≥ β(X) = eX(x). Otherwise, we let x′ be least such
that ψ(x′) > y, then choose x < x′ with eX(x) = e′X(x′). This gives

eY (y) ≥ e′Y (ψ(x′)) ≥ e′X(x′) = eX(x),

and we define φ(y) = x. We now have a surjective map φ : Y → X with eY (y) ≥ eX(φ(y)) for
all y. We also have φ(ψ(x)) = x, and φ(y) < x whenever y < ψ(x), so that ψ = φ†. This means
that φ is a morphism in L†, as required. �

Corollary 1.11.39. L† is slice-cowqo

Proof. The construction (X p←− U) 7→ (p−1{x})x∈X gives a full and faithful embedding
L†/X →

∏
x∈X L†. Finally apply Proposition 1.11.26. �

Hom-orderings.

Remark 1.11.40. A hom-ordering of Cop consists of a system of well-orderings of the hom sets
C(X,Y ) such that for all β : W → X, the induced map β∗ : C(X,Y )→ C(W,Y ) is monotone.

Remark 1.11.41. If F : C → D is a faithful functor and we have a hom-ordering on D then we
can define a hom-ordering on C by declaring that φ ≤ ψ if and only if Fφ ≤ Fψ.

Definition 1.11.42. Let F† be the category of finite totally ordered sets and †-monotone
surjections. We order F†(X,Y ) lexicographically, so φ < ψ iff there exists x0 ∈ X with
φ(x0) < ψ(x0) and φ(x) = ψ(x) for all x < x0.

Proposition 1.11.43. This gives a hom-ordering on Fop
† .

Proof. It is standard and easy that the above rule gives a total order on the finite set
of surjections from X to Y . Now suppose we have θ : W → X and φ, ψ : X → Y with φ ≤ ψ;
we must show that φθ ≤ ψθ. By assumption there exists x0 ∈ X with φ(x0) < ψ(x0) and
φ(x) = ψ(x) for all x < x0. Put w0 = θ†(x0) = min(θ−1{x0}). Then (φθ)(w0) = φ(x0) <
ψ(x0) = (ψθ)(w0). On the other hand, if w < w0 then Lemma 1.11.34 tells us that θ(w) < x0
and so (φθ)(w) = (ψθ)(w). �

Corollary 1.11.44. The faithful forgetful functor Lop
† → F

op
† gives a hom-ordering to Lop

† . �

55



Proof of Theorem 1.11.14. For the duration of this proof we put C[k] = Cpk ∈ P. If
k ≥ m, we write π for the standard surjective homomorphism C[k] → C[m]. For A ∈ P and
a ∈ A, we let ηa be the natural number such that a has order pηa

By combining Corollaries 1.11.39 and 1.11.44, we see that Lop
† is Gröbner.

We define an essentially surjective functor M : Lop
† → Pop as follows. For an object X ∈ L†, we

set MX =
∏
x∈X C[eX(x)]. Given a morphism φ : X → Y in L†, we define φ∗ : MX →MY by

(φ∗m)y =
∏

φ(x)=y
π(mx).

Let us introduce some terminology before proceeding with the proof. A framing of A ∈ P is a
surjective homomorphism MX → A for some X ∈ L†. This corresponds to a map α0 : X → A
such that η(α0(x)) ≤ eX(x) for all x, and α0(X) generates A. We say that the framing is
tautological if X is a subset of A and α0 is just the inclusion and

eX(x) = max{η(w) | w ∈ X, w ≤ x}.
It is clear from the definition that there are only finitely many tautological framings. Unravelling
the definitions, we see that M satisfies condition (F) if any framing α0 : X → A factors as

X → X → A

where the first arrow is in L† and the second one is a tautological framing. So if α : X → A

is an arbitrary framing, we define X = α0(X) ⊂ A and eX = η|X and set α0 : X → A to be
the inclusion. We also define α†0 : A → X by α†0(a) = min(α−1

0 (a)) and order X by declaring
that a < b iff α†0(a) < α†0(b). This makes α0 into a tautological framing and gives the required
factorization. Therefore Pop is quasi-Gröbner and so part (a) holds.
For part (b), we put

Ω = {ηa | A ∈ U , a ∈ A} ⊂ N.
Define LU† to be the full subcategory of L† consisting of objects X with Image(eX) ⊂ Ω. This is
still Gröbner by [75, 4.4.2]. It is now easy to check that the functor M : (LU† )op → Uop defined
as above is essentially surjective and satisfies property (F ). Thus Uop is quasi-Gröbner and AU
is locally noetherian.

12. Representation stability

In this section we show that any finitely presented object can be recovered by a finite amount
of data via a stabilization recipe. This phenomenon is called central stability and it was first
introduced by Putman [70]. We also show that under the noetherian assumption, any finitely
generated object satisfies the analogue of the injectivity and surjectivity conditions in the
definition of representation stability due to Church–Farb [24, 1.1].

Definition 1.12.1. Let U be a replete full subcategory of G. For X ∈ AU , we put
τn(X) = i≤n! i∗≤n(X) ∈ AU ,

and note that there is a counit map τn(X)→ X. We also define natural maps τn(X)→ τn+1(X)
as follows. Let j denote the inclusion U≤n → U≤(n+1), so we have a counit map j!j∗(Y )→ Y for all
Y ∈ AU≤(n+1). Taking Y = i∗≤(n+1)(X) for some X ∈ AU , we get a map j!i∗≤(n+1)X → i∗≤(n+1)X.
Applying the functor i≤(n+1)

! to this gives the required map τn(X)→ τn+1(X).

We list a few important properties of the truncation functor.

Proposition 1.12.2. Consider an object X ∈ AU .

(a) Then X is the colimit of the objects τn(X).
(b) We have τn(eG) = eG if G ∈ U≤n and τn(eG) = 0 otherwise.
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(c) For all G ∈ U and n ≥ 0, we have

τn(X)(G) = lim
−→

H∈N(G,n)

X(G/H)

where N(G,n) = {H / G | |G/H| ≤ n}.

Proof. For part (a) it is enough to notice that τn(X)(G) = X(G) for |G| ≤ n. Part (b)
follows from Lemma 1.3.3(i)
Using the formula for Kan extensions, we see that τn(X)(G) can be written as a colimit over
the comma category (G ↓ U≤n). Suppose we have objects (G α−→ A) and (G β−→ B) in the comma
category so A,B ∈ U≤n. As α and β are surjective, we find that there is a unique morphism from
α to β if ker(α) ≤ ker(β), and no morphisms otherwise. This shows that the comma category is
equivalent to the poset N(G,n) so part (c) follows. �

The following is a characterization of finitely generated and finite presented objects.

Proposition 1.12.3. Consider an object X ∈ AU .

(a) X is finitely generated if and only if X has finite type and there exists N ∈ N such that
the canonical map τn(X)→ X is an epimorphism for all n ≥ N .

(b) X is finitely presented if and only if X has finite type and there exists N ∈ N such that
the canonical map τn(X)→ X is an isomorphism for all n ≥ N .

Proof. For part (a), assume that the map τn(X) → X is an epimorphism for all n ≥ N .
Note that we can construct an epimorphism⊕

G∈G≤n

dim(X(G)) eG → i∗≤n(X)

as X has finite type. We apply i≤n! to get an epimorphism⊕
G∈G≤n

dim(X(G)) eG → τn(X)

since i≤n! preserves all colimits by Lemma 1.3.3(f). Post-composition with τn(X) → X gives
the desired epimorphism. Conversely, assume that X is finitely generated so that we have
a short exact sequence 0 → K → P → X → 0 with P finitely projective. Note that by
Proposition 1.12.2(b), there must exist N ∈ N such that τn(P ) ' P for all n ≥ N . The
commutativity of the diagram

P X 0

τn(P ) τn(X)

'

implies that the map τn(X)→ X is an epimorphism for all n ≥ N .
For part (b), assume that X is finitely presented. Then there exists a short exact sequence
0 → K → P → X → 0 with P finitely projective and K finitely generated. By Part (a), it is
enough to show that the canonical map τn(X)→ X is eventually monic. Note that for large n,
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we have a diagram

ker(inK) 0 ker(inX)

τn(K) τn(P ) τn(X) 0

0 K P X 0

coker(inK) 0 coker(inX)

inK ' inX

where the bottom row is exact and the top is only right exact. By assumption both K and X
are finitely generated, so the maps inK and inX are epimorphisms by part (a). Thus, the Snake
Lemma tell us that ker(inX) = 0. Conversely, assume that the natural map is an isomorphism.
By part (a), X is finitely generated so we have a short exact sequence 0→ K → P → X → 0
with P finitely projective. By applying the Snake Lemma to the diagram above, we see that
coker(inK) = 0 for large n, so K is finitely generated and X is finitely presented. �

Recall the functor qn from Construction 1.7.2.

Lemma 1.12.4. Let U be multiplicative and closed under passage to subgroups. For n ≥ 0, we put

U∗≤n = {G ∈ U | qn(G) = G}

so that the inclusion i≤n factors as U≤n
j−→ U∗≤n

k−→ U . Then we have (i≤n)! = q∗n ◦ j! as functors
AU≤n → AU .

Proof. The functor qn is left adjoint to k so the claim follows by Lemma 1.3.3(h). �

Proposition 1.12.5. Let U be multiplicative and closed under passage to subgroups, and consider
a finitely presented object X ∈ AU . Then there exists n ∈ N such that X(G) = X(qnG) for all
G ∈ U .

Proof. Choose a finite presentation
r⊕
i=1

eGi

f−→
s⊕
j=1

eHj → X → 0.

Choose n large enough so that Gi, Hj ∈ U∗≤n for all i and j. Let Y be cokernel of f in AU∗≤n.
We claim that X = q∗n(Y ). As the functor q∗n preserves all colimits it is enough to show that
q∗neG = eG for all G ∈ U∗≤n. Using that qn is left adjoint to the inclusion k : U∗≤n → U we see that

(q∗neG)(H) = k[U(qnH,G)] = k[U(H,G)] = eG(H)

which concludes the proof.
�

We now restrict to the locally noetherian case. Recall the definition of eventually torsion-free
and stably surjective object from the introduction, see Definition E.

Theorem 1.12.6. Fix a prime number p. Let P be the family of finite abelian p-groups and
consider a finitely generated object X ∈ AP. Then the restriction of X to ACp and AFpn for
n ≥ 1, is eventually torsion-free and stably surjective.
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Proof. The restriction ofX toACp is eventually torsion-free and stably surjective by [32, 5.1,
5.2].
Let Pn denote the subfamily of abelian p-groups of exponent less than or equal to pn. Write Yn
for the restriction of X to APn and note that this is still finitely generated by Lemma ??. Put
q = pn. Note that tors(Yn) is finitely generated so G∗-null by Lemma 1.10.13. This means that
tors(Yn)(Crq ) = 0 for r � 0. Note that any elements in the kernel of α∗ : Yn(A)→ Yn(B) lies in
tors(Yn). This shows that the restriction of Yn to Fpn is eventually torsion-free.
For the surjectivity condition, choose an epimorphism P � Yn in APn from a finitely projective
object. By the commutativity of the diagram

P (Crq )⊗ k[P(Cr+1
q , Crq )] P (Cr+1

q )

Yn(Crq )⊗ k[P(Cr+1
q , Crq )] Yn(Cr+1

q )

θP

θYn

it is enough to show that θP is surjective. Equivalently, we need to show that the map
P(Crq , A)× P(Cr+1

q , Crq )→ P(Cr+1
q , A), (α, β)→ β ◦ α

is surjective, for A ∈ Pn and r � 0. This now follows from Lemma 1.7.4. �

13. Injectives

We now turn to study the injective objects of AU . Unlike in the projective case, a complete
classification of the indecomposable injective objects seems at the moment far out of reach. The
main difficulty arises from the fact that any projective object is necessarily torsion-free whereas
an injective object can be torsion, absolutely torsion or torsion-free.
The following structural result, classically due to Matlis [63], suggests that we can restrict our
attention to indecomposable injectives.

Theorem 1.13.1 ([29, Chaper IV]). Any injective object in a locally noetherian abelian category
is a sum of indecomposable injectives.

Let us produce some examples of injective objects.

Lemma 1.13.2. Let U be multiplicative and closed under passage to subgroups, and consider
X ∈ AU . Then DX is injective. However, if X is torsion then DX = 0.

Proof. Note that 1 is injective since AU(−,1) ' Vectk(colim(−), k) and colim is exact by
Theorem 1.7.1. It follows that A(−, DX) ' A(X ⊗−,1) is also exact, and so DX is injective.
Finally note that if X is torsion, then D(X)(G) = A(eG ⊗X,1) = 0 by Lemma 1.10.7. �

Proposition 1.13.3. Let U be multiplicative global family. Then any projective object of AU is
injective.

Proof. Consider a projective object P . We can write this as
∏
n FnP by Proposition 1.6.7,

so it will suffice to show that FnP is injective. We have FnP = (in)!(Pn) for some projective
object Pn ∈ AUn. We can write Pn as a retract of an object Q =

⊕
t eGt with Gt ∈ Un. This

embeds in the product R =
∏
t eGt , and all monomorphisms in AUn are split, so Pn is a retract

of R. We know that (in)! preserves products by Lemma 1.5.3, so (in)!(Pn) is a retract of∏
t(in)!(eGt) =

∏
t eGt . Therefore, it is enough to show that eGt is injective. This now follows

from the fact that DeGt is injective and that eGt is a summand of DeGt by Proposition 1.2.19. �

Remark 1.13.4. Let U be the family of cyclic 2-groups. Then we have a short exact sequence
0→ eC2 → 1→ t1,k → 0

that cannot split as 1 is torsion-free and t1,k is torsion. Hence eC2 is not injective in AU .
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Lemma 1.13.5. Let U be a replete full subcategory of G and let I ∈ AU be injective. Then I is a
retract of a product of objects tG,V with G ∈ U . If in addition I is absolutely torsion, then it is a
retract of a sum of objects tG,V with G ∈ U .

Proof. Fix a skeleton U ′ of U and consider the morphism I → tG,I(G) adjoint to the identity.
We can combine all these maps into a well-defined morphism

env : I →
∏
G∈U ′

tG,I(G) =: E(I)

that we claim to be a monomorphism. By definition, the composite

I(K) env(K)−−−−→ E(I)(K) proj−−→ tK,I(K)(K) = I(K)
is the identity, so env(K) is injective for all K ∈ U . By injectivity of I, the map env splits and
so I is a retract of E(I). If in addition I is absolutely torsion, then the image of any element of
I under env is nonzero only for finitely many G ∈ U ′, so the morphism env factors through the
direct sum. �

Lemma 1.13.6. Let U be multiplicative global family of V.

(a) For any G ∈ V and V irreducible Out(G)-representation, the object tG,V is indecom-
posable and injective in AV. Furthermore, tG,V is the injective envelope of sG,V .

(b) For any G ∈ U and V irreducible Out(G)-representation, the object χU ⊗ eG,V is
indecomposable and injective in AV.

Proof. We have seen that tG,V is injective and it is indecomposable by Lemma 1.3.3(e).
If U is a multiplicative global family, then eG,V is injective and so combining part (e) and (i)
of Lemma 1.3.3 we see that i∗(eG,V ) = χU ⊗ eG,V is an indecomposable injective. Finally note
that there is a canonical monomorphism sG,V → tG,V , so the injective hull of sG,V is a direct
summand of tG,V so the claim follows by indecomposability �

60



CHAPTER 2

The derived category D(A)

In this chapter we study the tensor triangulated geometry of the derived category of A. We
start by giving an explicit model for the derived category: the homotopy category of complexes
of projective objects. We show that the compact objects coincide with the perfect complexes
and that not all the compact objects are strongly dualizable. In particular, we show that
the derived category is almost never rigid and we measure this failure by classifying all the
strongly dualizable objects. Finally, we show that the derived category fits into a recollement
(or six-functors calculus) which plays a similar role as the change of subcategory functors in the
abelian level. Using this formalism we prove that under some completeness assumption on the
chosen family, the homology of a perfect complex cannot be torsion. We then turn to study the
Balmer spectrum of the category of perfect complexes over A. We show that finitely generated
thick ideals are completely determined by their supports and can be written as an intersection
of small primes, that we call group primes. We also construct prime ideals that are not finitely
generated and hence not determined by their support. Finally, we completely describe the
Balmer spectrum in the special cases where U is truncated U≤n, the family of elementary abelian
p-groups and cyclic p-groups, and hence obtain a complete classification of thick ideals for these
cases.

1. Preliminaries

We denote by Ch(k) the category of unbounded chain complexes of k-vector spaces, and by
Ch(A) the category of chain complexes over A. The homotopy category K(A) is the category
whose objects are chain complexes over A, and whose morphisms are homotopy classes of chain
maps.

Construction 2.1.1. Given X,Y ∈ Ch(A), we have a tensor product chain complex X ⊗ Y ∈
Ch(A) whose n-th term is given by

(X ⊗ Y )n =
⊕

p+q=n
Xp ⊗ Yq ∈ A,

and differential defined by d(x ⊗ y) = d(x) ⊗ y + (−1)px ⊗ d(y) for a homogeneous element
x⊗ y ∈ Xp ⊗ Yq. For i ∈ Z, we have a k-vector space of maps of degree i

Homi(X,Y ) =
∏
q∈Z
A(Xq, Yq+i).

Let Hom(X,Y ) denote the chain complex of k-vector spaces whose i-th term is Homi(X,Y ),
and differential given by df = dY ◦ f − (−1)if ◦ dX for f ∈ Homi(X,Y ). One can check that the
zero cycles in Hom(X,Y ) are the chain maps, and the zero boundaries are the null homotopies.
It follows that

(1.0.1) H0(Hom(X,Y )) = HomK(A)(X,Y ).

There is also an internal hom functor Hom(X,Y ) ∈ Ch(A) defined by

Hom(X,Y )(G) = Hom(eG ⊗X,Y ).
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It is standard to check that the tensor product and internal hom as defined above give a closed
symmetric monoidal structure on the abelian category Ch(A). For X,Y and Z ∈ Ch(A), we
have a natural isomorphism of chain complexes of k-vector spaces

Hom(X ⊗ Y,Z) ' Hom(X,Hom(Y,Z))
which shows that the closed symmetric monoidal structure is compatible with the enrichment
over Ch(k). As all the functors considered are additive, we have an induced closed symmetric
monoidal structure on K(A) that we will not distinguish from that of Ch(A).

Definition 2.1.2.

• A chain map f : X → Y is said to be a quasi-isomorphism if the induced map in
homology H∗(f) : H∗(X)→ H∗(Y ) is an isomorphism.
• The derived category D(A) is obtained from the homotopy category K(A) by formally
inverting quasi-isomorphisms. The objects of the derived category are chain complexes
over A, and a morphism from X to Y is an equivalence class of spans X f←− Z

g−→ Y
where f is a quasi-isomorphism. Compositions of spans is given by pullback. There is a
canonical localization functor Q : K(A)→ D(A) which is the identity on objects, and
on a morphism f : X → Y is given by Q(f) = (X 1←− X f−→ Y ). The universal property
of the derived category says that the functor Q is initial amongst those functors sending
quasi-isomorphisms to isomorphisms.

Remark 2.1.3. The categories K(A) and D(A) admit the structure of triangulated categories. In
particular, they are additive categories, there is a shift functor given by (ΣX)i = Xi−1, and they
have a distinguished collection of triangles. The distinguished triangles in K(A) are isomorphic to
term-wise split exact sequences of complexes. The triangles in D(A) are isomorphic to sequences
A

f−→ B → cone(f)→ ΣA. These data have to satisfy a list of axioms that we will not include
here, instead we refer the reader to [92].

Remark 2.1.4. A triangulated functor between triangulated categories is an additive functor
sending distinguished triangles to distinguished triangles. We will mostly consider triangulated
functors which are constructed using the universal property of the derived category. For example,
we will use that an additive functor F : A → A induces a triangulated functor K(A)→ K(A)
since it preserves split exact sequences. If in addition F is exact, it further descends to a functor
D(A)→ D(A) by the universal property of the derived category.

2. An explicit model

In this section we show that the homotopy category of complexes of projective objects of A is a
model for the derived category of A.

Lemma 2.2.1. Consider two complexes X,N ∈ Ch(A) with N acyclic. Then the following are
equivalent:

HomK(A)(X,N) = 0 ⇔ Hom(X,N) is acyclic ⇔ Hom(X,N) is acyclic.

Proof. Using Equation 1.0.1 we see that
Hi(Hom(X,N)) = H0(Hom(ΣiX,N)) = HomK(A)(ΣiX,N)

so the first two conditions are equivalent. If Hom(X,N) is acyclic then so is Hom(X,N)(1) =
Hom(X,N). Conversely, suppose that Hom(X,N) is acyclic. We have to show that Hom(eG ⊗
X,N) is acyclic for all G ∈ G. Note that Hom(eG,−) is exact as eG is projective. In particular,
Hom(eG, N) is acyclic and so Hom(eG⊗X,N) ' Hom(X,Hom(eG, N)) is acyclic as required. �

Definition 2.2.2. Let K denote the full subcategory of complexes X ∈ K(A) that satisfy the
equivalent conditions of Lemma 2.2.1, for all acyclic complexes N .
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Lemma 2.2.3. The full subcategory K is closed under suspensions, triangles and arbitrary sums,
and it contains all projective objects of A. In particular, K is a triangulated subcategory of K(A).

Proof. It is clear that all projective objects belong to K and that K is closed under
suspensions. Suppose we are given a triangle X → Y → Z → ΣX in K(A) with two vertices in
K. By rotating the triangle if necessary, we can assume that X and Z belong to K. For any
acyclic complex N , we have an exact sequence

HomK(A)(Z,N)→ HomK(A)(Y,N)→ HomK(A)(X,N)
By assumption, the outer terms of the exact sequence are zero. It follows that the middle term
is zero and so Z ∈ K. Finally, let P =

⊕
i Pi be a sum of objects in K. Then for any acyclic

complex N , we have
HomK(A)(P,N) =

∏
i

HomK(A)(Pi, N) = 0

since Pi ∈ K. Therefore P ∈ K as required. �

Construction 2.2.4. Let X be a complex of projective objects and consider the filtration
from Construction 1.6.3, so that F≤iX ≤ X is the subcomplex consisting of indecomposable
projective eG,S with |G| ≤ i. By construction, we have an exhaustive filtration 0 = F0X ⊂
F≤1X ⊂ F≤2X ⊂ . . . ⊂ X whose subquotients Fi+1X consist of indecomposable projective eG,S
with |G| = i+ 1. Consider the vector space of all possible maps

A(eG,S , eG′,S′) = Homk[Out(G)](S, eG′,S′(G))

between two indecomposable projective objects eG,S and eG′,S′ with |G| = |G′| = i+1. If G 6' G′,
then there are no nonzero maps, and if G ' G′, Schur’s Lemma tells us that all nonzero maps
are necessarily isomorphisms. From this it follows that the differentials of Fi+1X are either zero
or isomorphisms. Thus we can decompose Fi+1X as a sum Pi+1(X)⊕ Ci+1(X) where Pi+1(X)
is a complex with zero differentials and Ci+1(X) is contractible.

Proposition 2.2.5. Any complex of projective objects of A belongs to K.

Proof. Let X be a complex of projective objects and consider the filtration F≤iX from
Construction 2.2.4. We claim that for all i ≥ 0, the complex F≤iX is in K. We prove the claim
by induction on i. If i = 0, we have F0X = 0 which is in K. We assume by induction that
F≤j−1X ∈ K, and we consider the short exact sequence of complexes 0→ F≤j−1X → F≤jX →
FjX → 0 which gives a triangle in K(A). For any acyclic complex N , we have an exact sequence
(2.0.1) HomK(A)(FjX,N)→ HomK(A)(F≤jX,N)→ HomK(A)(F≤j−1X,N).

Note that FjX ∈ K since it decomposes as Cj(X)⊕Pj(X) where Cj(X) is contractible and Pj(X)
is a sum of shifts of projective objects of A. In particular, the left term of the sequence (2.0.1) is
zero, and so is the right term by the induction hypothesis. It follows that F≤jX belongs to K as
claimed.
We now prove that X ∈ K. For any acyclic complex N , we have the Milnor short exact sequence

0→ lim1
←−

HomK(A)(ΣF≤iX,N)→ HomK(A)(X,N)→ lim
←−

HomK(A)(F≤iX,N)→ 0.

By the previous paragraph, HomK(A)(F≤iX,N) = 0 so the right term is zero. Note that the
maps in the direct inverse system are surjective by (2.0.1), so the Mittag-Leffler argument shows
that the left term is zero too. It follows that HomK(A)(X,N) is zero and that X ∈ K. �

We can also consider projective resolutions.

Construction 2.2.6. For all X ∈ A, we put

TX =
⊕
k≥1

(ik)!i
∗
k(X)
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where ik : Gk → G denotes the inclusion. Note that the counit map TX → X is an epi-
morphism and that TX is projective by Proposition 1.5.3. We therefore have a functo-
rial projective resolution of X with terms P0X = TX and P1X = T (ker(TX → X)) and
PiX = T (ker(Pi−1X → Pi−2X)) for i ≥ 2. Because T is an additive functor we can apply this
construction to a chain complex X and get an upper half plane double complex C(X) as in the
diagram

...
...

...

. . . P1X−1 P1X0 P1X1 . . .

. . . P0X−1 P0X0 P0X1 . . .

Write PX for the product total complex of C(X); this is a complex of projectives by Proposi-
tion 1.6.7. There is an augmentation map εX : PX → X which we claim is a quasi-isomorphism.
To see this, we filter the total complex by the columns of C(X) and consider the associated
spectral sequence

E2
p,q = Hh

pH
v
q (C(X))⇒ Hp+q(PX).

The E2-page of the spectral sequence is H∗(X) in the line q = 0, and zero everywhere else. If
the spectral sequence converges, this shows that the map εX : PX → X is a quasi-isomorphism.
By [93, Section 5.6], the spectral sequence is weakly convergent to H∗(PX) and there is an
Eilenberg-Moore filtration sequence

0→ lim1
←−

Hs+1(Tot(C>nX))→ Hs(PX)→ lim
←−

Hs(Tot(C>nX))→ 0.

Here C>nX is the double complex obtained from C(X) by killing all the columns r ≤ n.
Using the double complex spectral sequence for C>nX, which is convergent since the double
complex is bounded, we see that Hs(C>nX) = Hs(X) if n + 1 < s. It follows that the maps
Hs(C>n−1X)→ Hs(C>nX) are eventually isomorphism so the leftmost term in the short exact
sequence is zero by the Mittag-Leffler argument. It follows that the spectral sequence converges
to H∗(PX) and so εX : PX → X is a functorial surjective quasi-isomorphism.

Lemma 2.2.7. Let P be a complex of projective objects. For every diagram in K(A)

M

P N

s

f

with s a quasi-isomorphism, there exists unique morphism g : P → M such that s ◦ g = f in
K(A).

Proof. Let C be the cone of s which is acyclic. Then HomK(A)(P,C) = 0 since P ∈ K. It
follows that the map s∗ : HomK(A)(P,M)→ HomK(A)(P,N) is an isomorphism. In particular,
there exists an unique g : P →M such that s ◦ g = f in K(A). �

Corollary 2.2.8. Any quasi-isomorphism between complexes of projective objects is a chain
homotopy equivalence.

Proof. Let f : P → Q be a quasi-isomorphism between complexes of projective objects. By
Lemma 2.2.7, there exists g : Q→ P such that f ◦ g = idQ. Note that g is a quasi-isomorphism
by the 2-out-of-3 property. Again by Lemma 2.2.7 there exists f ′ : P → Q such that f ′ ◦ g = idP .
Then f = (f ′ ◦ g) ◦ f = f ′ ◦ (g ◦ f) = f ′ so g is an homotopy inverse of f and f is a chain
homotopy equivalence. �
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Definition 2.2.9. Let K(Aprj) ⊂ K(A) be the full subcategory of complexes of projective objects
in A. More generally, we will write K(AUprj) for a replete full subcategory U of G.

It is now formal that the derived category D(A) is equivalent to K(Aprj). We briefly recall the
argument.

Corollary 2.2.10. The projective resolution functor P : K(A) → K(Aprj) from Construc-
tion 2.2.6 is universal among functors that invert quasi-isomorphisms. In particular, K(Aprj) is
a model for D(A).

Proof. Note that the functor P sends quasi-isomorphisms to isomorphisms by Corol-
lary 2.2.8. This functor comes with a natural transformation ε : P ⇒ Id which is objectwise a
surjective quasi-isomorphism. If F is another functor sending quasi-isomorphisms to isomor-
phisms, then Fε : F ◦ P ⇒ F is a natural isomorphism that shows that F factors through P . It
is easy to check that this factorization is unique. �

Remark 2.2.11. Note that we have not used any property of the category G so all the results of
this section extend verbatim to a full and replete subcategory U of G.

Remark 2.2.12. Any exact functor F : A → A descends to a well-defined functor PF : K(Aprj)→
K(Aprj) by the universal property of the derived category. If in addition F preserves projectives,
then we can simply write F : K(Aprj)→ K(Aprj).

3. Tensor triangulated structure

In this section we study the symmetric monoidal structure on the derived category of A.
We first need some preliminary results. The category of chain complexes of vector spaces is
a closed symmetric monoidal abelian category with tensor product and internal hom functors
defined in a similar way as in Construction 2.1.1.

Lemma 2.3.1. The following hold in the category Ch(k):

(a) Quasi-isomorphisms are chain homotopy equivalences.
(b) The functors ⊗,Hom: Ch(k)× Ch(k)→ Ch(k) preserve quasi-isomorphisms.
(c) The canonical map H∗(X)⊗H∗(Y )→ H∗(X ⊗ Y ) is an isomorphism, for all X,Y ∈

Ch(k).

Proof. Consider a complex X ∈ Ch(k) and write Z(X) ≤ X for the subcomplex of cycles
of X. Choose a complement T for Z(X) in X, and a complement H for dT in Z(X). This gives
a splitting X = H ⊕ (dT ⊕ T ) where H has zero differential and (dT ⊕ T ) is contractible. It
follows that the inclusion map H → X is a chain homotopy equivalence, and that (a) holds. The
functors ⊗ and Hom preserve homotopies and so chain homotopy equivalences since they are
additive. Part (b) then follows from (a). Using the splitting constructed above, we see that the
canonical map in (c) is always an isomorphism. �

Lemma 2.3.2. For all X,Y ∈ Ch(A), the canonical map H∗(X)⊗H∗(Y )→ H∗(X ⊗ Y ) is an
isomorphism. In particular, the tensor product preserves quasi-isomorphisms.

Proof. Using that evaluation at G ∈ G is an exact functor and Lemma 2.3.1(c), we see that

H∗(X ⊗ Y )(G) = H∗(X(G)⊗ Y (G)) ' H∗(X(G))⊗H∗(Y (G)) = H∗(X)(G)⊗H∗(Y )(G).

The equivalences are natural in G, so we have H∗(X)⊗H∗(Y ) ' H∗(X⊗Y ) as objects of A. �

Recall the tensor product and internal hom functors as defined in Construction 2.1.1.
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Proposition 2.3.3. We have well-defined triangulated functors

−⊗− : K(Aprj)×K(Aprj)→ K(Aprj) and Hom(−,−) : K(Aprj)×K(Aprj)→ K(Aprj).

These functors give K(Aprj) a closed symmetric monoidal structure.

Proof. The tensor product and internal hom functors preserve projective objects by Propo-
sition 1.6.8. As the functors are additive, the tensor-hom adjunction at the abelian level descends
to a well-defined adjuction at the level of the homotopy category. �

Remark 2.3.4. The tensor product preserves projective objects in AU for any replete full
subcategory U by Proposition 1.6.8. As it is additive, it descends to K(AUprj). If U is closed
downwards, then the internal hom functor preserves projectives by Corollary 1.2.24 and so it
descends to K(AUprj). In complete generality however, the internal hom might not preserve
projectives. Instead one needs to consider PHom(X,Y ) a projective functorial resolution of
Hom(X,Y ). It is not difficult to see that this projective version is the internal hom in K(AUprj).
As we will mostly be interested in the homology of the internal hom functor, there is no harm in
considering Hom(X,Y ) instead of its projective version.

4. Compact objects and perfect complexes

In this section we show that K(Aprj) is a compactly generated tensor triangulated category, and
that the subcategory of compact objects coincides with that of perfect complexes.
We start off by recalling some useful definitions.

Definition 2.4.1. Consider complexes X ∈ K(Aprj).

• We say that X is perfect if it is homotopy equivalent to a bounded complex of finitely
projective objects. We write K(A)perf for the full subcategory of perfect complexes.
• We say that X is compact if the functor HomK(Aprj)(X,−) preserves arbitrary direct
sums. We denote by K(Aprj)ω the full subcategory of compact objects of K(Aprj).
• We say that K(Aprj) is compactly generated if there exists a set of compact generators,
i.e., there exists a set S of compact objects of K(Aprj) such that an object X ∈ K(Aprj)
is zero if and only if HomK(Aprj)(S,ΣiX) = 0 for all S ∈ S and i ∈ Z.
• A full triangulated subcategory T ⊂ K(Aprj) is thick if it contains 0 and it is closed
under retracts. We write thick(S) for the thick subcategory generated by a set of
objects S of T .
• A full triangulated subcategory L ⊂ K(Aprj) is localizing if it is thick and closed under
arbitrary small sums.

Remark 2.4.2.

• A standard argument shows that K(Aprj)ω is thick.
• Let S be a set of compact generators of K(Aprj) in the sense of the previous definition.
Then the smallest localizing subcategory containing S is K(Aprj) itself, see [84, 2.2.1].
Equivalently, any object X ∈ K(Aprj) can be built from objects in S using triangles,
retracts and sums.

Remark 2.4.3. Consider the functor P : A → K(Aprj) sending an object X to its projective
resolution. Then X ∈ A is perfect in the sense of Definition 1.9.1 if and only if PX is perfect in
the sense of above.

Lemma 2.4.4. Let G′ be a skeleton for G. Then {eG | G ∈ G′} is a set of compact generators for
K(Aprj). Therefore, the homotopy category K(Aprj) is a compactly generated tensor triangulated
category.
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Proof. By Yoneda Lemma we have

HomK(Aprj)(eG,Σ
nX) = H−n(X(G))

for all X ∈ K(Aprj). Using this fact and that colimits in A are computed levelwise, we easily see
that eG is compact. The same formula above tells us that {eG |G ∈ G′} is a set of generators. �

We recall the following fundamental result.

Proposition 2.4.5. The following equalities hold:

thick(eG | G ∈ G) = K(Aprj)ω = K(A)perf .

Proof. The first claim is [52, 2.3.12]. Note that the cited result assumes the triangulated
category to be rigid, but this is nowhere used in the proof. For the second claim, we use that
by [87] any compact object is a retract in the derived category of a perfect complex. Then a
similar argument as in [19, 3.4] shows that the full subcategory of perfect complexes is idempotent
complete. Thus a retract in the derived category of a perfect complex is again perfect. It remains
only to prove that any perfect complex is compact which is standard, see for example [88]. �

Remark 2.4.6. Suppose that we want to show that for all perfect complexes of K(Aprj) a certain
property P is satisfied. Then, by the previous Proposition it is enough to check that the full
subcategory of objects of K(Aprj) satisfying P is thick and contains eG for all G ∈ G.

Lemma 2.4.7. Suppose that AU is locally noetherian and let X ∈ K(AU) be a perfect complex.
Then H∗(X) is a finitely generated object in AU .

Proof. Without loss of generality we can assume that X is a bounded complex of finitely
projective objects. Since X has only finitely many nonzero entries, we see that there are
only finitely many nonzero homology groups. Note that there is a canonical quotient map
Zn(X)� Hn(X) and that Zn(X) ≤ Xn is finitely generated by the noetherian condition. �

5. Rigidity

In this section we classify strongly dualizable objects and study when the derived category is
rigid.
Recall that for all X,Y ∈ K(AU), there is an internal hom functor given by

Hom(X,Y )(G) = Hom(eG ⊗X,Y ).

We put DX = Hom(X,1), and call this the dual of X.

Definition 2.5.1. Let U be a full replete subcategory of G and let X ∈ K(AUprj).

• We say that X is strongly dualizable if the natural map DX ⊗ Y → Hom(X,Y ) is a
quasi-isomorphism for all Y .
• We say that K(AUprj) is rigid if eG is strongly dualizable for all G ∈ U .

Remark 2.5.2. In the definition of strongly dualizable object we required the map to be a
quasi-isomorphism instead of a homotopy equivalence. This is because in complete generality
DX and Hom(X,Y ) might not be projective. See also the discussion in Remark 2.3.4.

The following result shows that the rigidity condition can be checked at the abelian level.

Lemma 2.5.3. The derived category K(AUprj) is rigid if and only if the canonical map

DeG ⊗ eH → Hom(eG, eH)

in an isomorphism for all G,H ∈ U .
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Proof. It is enough to prove the backward implication. Consider the full subcategory
L = {X ∈ K(AUprj) | DeG ⊗X

∼−→ Hom(eG, X) ∀ G ∈ U}.
By assumption eH ∈ L for all H ∈ U , and it is easily seen that L is localizing. As the objects
eH generate, we deduce that L = K(AUprj) as required. �

The main result of this section is the following.

Proposition 2.5.4. Let U be a replete full subcategory of G. Then the homotopy category
K(AUprj) is rigid if and only if U is a groupoid.

Proof. Suppose that U is a groupoid and let U ′ be a skeleton for U . Write MG for the
category of k[Out(G)]-modules so that AU '

∏
G∈U ′MG. Accordingly, it is enough to check

that MG satisfies the condition of Lemma 2.5.3. In other words, we need to check that the
canonical map

Homk(k[Out(G)], k)⊗k k[Out(G)]→ Homk(k[Out(G)], k[Out(G)])
is an isomorphism. This is clear since k[Out(G)] is finite dimensional over k.
Conversely, suppose that U is not a groupoid so there exists ϕ : G → H in U which is not
an isomorphism. We will show that the canonical map DeG ⊗ eG → Hom(eG, eG) is not an
isomorphism. If we evaluate at H, we have DeG(H) ⊗ eG(H) = 0 since H is not isomorphic
to G. On the other hand, we claim that Hom(eG, eG)(H) = AU(eG ⊗ eH , eG) 6= 0. Let G′ be
the graph of ϕ and note that G′ ' G ∈ U . Write W for the Weyl group of G′ in G ×H. By
Corollary 1.2.12, the tensor product eG ⊗ eH contains eWG′ as a direct summand. It follows
that AU(eG ⊗ eH , eG) contains AU(eWG′ , eG) = eG(G′)/W 6= 0 as a summand which proves the
claim. �

We finish this section by classifying all strongly dualizable objects.

Lemma 2.5.5. Let X ∈ K(AUprj) be strongly dualizable, then X is compact. Furthermore, if X
is nonzero then X(1) is nonzero.

Proof. By definition we have a natural quasi-isomorphism Hom(X,Y ) ' DX ⊗ Y so the
functor Hom(X,−) preserves arbitrary sums. Since

H0(Hom(X,ΣnY )(1)) = HomK(Aprj)(X,Σ
nY )

we deduce that X is compact. For the second claim note that if X is nonzero then Hom(X,X)(1)
is nonzero since the identity map X → X is nonzero. Thus X(1) ⊗ DX(1) and X(1) are
nonzero. �

Proposition 2.5.6. A complex X ∈ K(AUprj) is strongly dualizable if and only if X ∈ thick(1).

Proof. First of all note that the full subcategory of strongly dualizable objects is thick and
contains 1. It follows that if X ∈ thick(1), then X is strongly dualizable. Conversely, suppose
that X is nonzero and strongly dualizable, so that X is compact and X(1) 6= 0. We can construct
a nonzero morphism u :

⊕m
i=1 Σni1 → X that is an isomorphism after evaluating at 1. Set

Y = cof(u) which is again strongly dualizable since the subcategory of strongly dualizable objects
is closed under cofibre. By construction, Y (1) ' 0 so Y ' 0 and u is a quasi-isomorphism. �

6. The homology of perfect complexes

We show that the derived category K(Aprj) can be reconstructed from K(AUprj) and its com-
plement K(AUcprj) via a recollement. We use this formalism to construct a truncation functor
τ≤n : K(AUprj)→ K(AU≤nprj ) that we use to show that the homology of a perfect complex cannot
be torsion.
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Proposition 2.6.1. Let U be a closed downwards full subcategory of G, and let Uc be the
complement that is closed upwards. Write j : Uc → G and i : U → G for the inclusion functors.
Then there exists a recollement

K(AUcprj) K(Aprj) K(AUprj)
j!

Pj∗

j!

i∗

Pi∗

i!

that is

(i) both (i!, i∗, P i∗) and (Pj∗, j!, j!) are adjoint triples,
(ii) i∗j! = 0,
(iii) the functors i!, Pi∗ and j! are fully faithful,
(iv) for each complex X there are exact triangles

(a) i!i∗(X)→ X → j!j
!(X)→ Σi!i∗(X)

(b) j!Pj∗(X)→ X → Pi∗i
∗(X)→ Σj!Pj∗(X)

where the maps to X are counit maps, and the maps out of X are unit maps.

Furthermore, the functor i∗ is strong symmetric monoidal, Pi∗ is lax symmetric monoidal and i!
is oplax symmetric monoidal. If in addition U is a multiplicative global family, then i! is strong
symmetric monoidal.

Proof. Note that the functors i∗ and j∗ are exact and that i! and j! preserve projective
objects by Lemma 1.3.3(e). Similarly, parts (f) and (g) of the same Lemma show that the functor
i∗ is exact and that j! admits a left adjoint j! by Brown representability. It follows from the
exactness of i∗ that i∗ preserves projective objects. Using Remark 2.2.12, it is easy to see that
(i), (ii) and (iii) hold. We prove part (iv)(b) as (a) follows from (b) by taking opposite categories.
Let ϕ(X) be the cofibre of the counit j!Pj∗(X)→ X so that we have a triangle

j!Pj
∗(X)→ X → ϕ(X)→ Σj!Pj∗(X).

By applying i∗ to the triangle above we see that i∗(X) ' i∗(ϕ(X)). If we apply Pj∗ instead we
see that ϕ(X) ∈ ker(Pj∗). Lemma 1.3.3(e) tell us that ker(Pj∗) = essim(Pi∗) so ϕ(X) = Pi∗(Y )
for some Y . Assembling we get i∗(ϕ(X)) ' i∗(Pi∗(Y )) ' Y thus ϕ(X) ' Pi∗i∗(X).
We now prove the second part of the claim. By Lemma 1.3.3(c), the functor i∗ is strong
symmetric monoidal so it extends naturally to a strong symmetric monoidal functor between
the derived categories. It is then formal to show that Pi∗ is lax and i! is oplax. If U is a
multiplicative global family, then i! is symmetric monoidal by Lemma 1.3.3(f). �

Remark 2.6.2. From the axioms of a recollement one can see that the triangles (a) and (b)
above are natural and essentially unique, see [48, 1.5].

A similar proof gives us the following.
Corollary 2.6.3. For all full and replete subcategories U and natural numbers n, there exists a
recollement

K(AU>nprj ) K(AUprj) K(AU≤nprj )
j>n
!

Pj∗>n

j!>n

i∗≤n

Pi≤n
∗

i≤n
!

with an associated natural triangle
τ≤n(X)→ X → τ>n(X)→ Στ≤n(X)

where τ>n(X) = j>n! j!
>n(X) and τ≤n(X) = i≤n! i∗≤n(X).
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We now describe the truncation functor τ≤n explicitly. Consider a complex X ∈ K(AUprj) so
that each entry of X is a sum of indecomposable projective objects eG,S for some G and S.
Using Lemma 1.3.3(i) we calculate

(6.0.1) τ≤n(eG,S) = i≤n! i∗≤n(eG,S) =
{

0 if |G| > n

eG,S if |G| ≤ n.

In particular this shows that τ≤n(X) is the subcomplex of X whose entries are sums of indecom-
posable projective eG,S with |G| ≤ n. From this description it is clear that we have inclusion
maps τ≤n(X) → τ≤n+1(X) and that the colimit is X. In other words, the complexes τ≤n(X)
define an exhaustive filtration of X; this is the filtration of Construction 2.2.4. In particular, we
have a decomposition of the quotients

(6.0.2) τ≤n+1(X)/τ≤n(X) = Pn+1(X)⊕ Cn+1(X)

where Pn+1(X) is a complex of projective objects with zero differential and Cn+1(X) is con-
tractible. In the case that X is perfect, we can a say a bit more.

Lemma 2.6.4. Let X ∈ K(AUprj) be perfect.

(a) The truncation τ≤n(X) is a perfect complex for all n ≥ 0.
(b) The counit map τ≤n(X)→ X is an isomorphism for large n.

Proof. Parts (a) and (b) follow from the description of the truncation functor as given
above. �

Lemma 2.6.5. For all perfect complexes X,Y ∈ K(AUprj), the canonical map

τ≤n(X ⊗ Y )→ τ≤n(X)⊗ τ≤n(Y )

is an isomorphism for large n.

Proof. Fix G ∈ U and let TG denote the full subcategory of perfect complexes X for which
the canonical map τ≤n(X ⊗ eG) → τ≤n(X) ⊗ τ≤n(eG) is an isomorphism for n large enough.
Combining Equation (6.0.1) with Corollary 1.2.12, and the extra care of taking only those wide
subgroups which lie in U , we see that eH ∈ TG for all H ∈ U . As TG is also thick we deduce
K(AUperf) ⊂ TG by Proposition 2.4.5.
Now let T ′ be the full subcategory of perfect complexes Y such that for any other perfect complex
X there exists n large enough so that the canonical map τ≤n(X ⊗ Y ) → τ≤n(X) ⊗ τ≤n(Y ) is
an isomorphism. Again T ′ is thick and contains eG for all G ∈ U by the previous paragraph.
Therefore K(AU)perf ⊂ T ′ as required. �

Recall the subcategory W(U)n ⊂ AU from Definition 1.8.1.

Lemma 2.6.6. Let U be expansive and let X ∈ K(AUprj) be a perfect complex. Then H∗(τ≤n(X)) ∈
W(U)n.

Proof. Note that by definition we have τ≤n(X) ∈ thick(eG | G ∈ U≤n). Consider the
subcategory

T = {X ∈ K(AU)perf | H∗(X) ∈ W(U)n}.
Note that to prove that X ∈ T it is enough to show that T is thick and that it contains eG for
all G ∈ U≤n. It follows from Corollary 1.8.4 that T is closed under finite sums and that eG ∈ T
for all G ∈ U≤n. It is only left to show that T is closed under triangles. Consider a triangle
X → Y → Z → ΣX and its associated long exact sequence in homology

. . .→ H∗(X) dX−−→ H∗(Y ) dY−−→ H∗(Z) dZ−→ H∗−1(X)→ . . . .
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As we can always rotate the triangle, we can assume that X,Y ∈ T and show that Z is too.
Consider the exact diagram

H∗(Y ) 0

0 ker(dZ) H∗(Z) image(dZ) 0

0 H∗−1(X)

dY

incl dZ

incl

.

Using that W(U)n is closed under subobjects, quotients and extensions, we see that H∗(Z) ∈
W(U)n. �

Theorem 2.6.7. Let U be a complete subcategory of G and let X ∈ K(AUprj) be a nonzero perfect
complex. Then H∗(X) cannot be torsion.

Proof. Let κ+ 1 be the smallest natural number for which the counit map τ≤κ+1(X)→ X
is an isomorphism, see Lemma 2.6.4. Then we have a natural triangle of perfect complexes

τ≤κ(X)→ X → τ>κ(X)→ Στ≤κ(X)
by Corollary 2.6.3 and Lemma 2.6.4. Equation 6.0.2 shows that τ>κ(X) is homotopy equivalent
to Pκ+1(X) which has torsion-free homology. If τ≤κ(X) = 0 then we are done. Suppose that
this is not the case and note that by completeness, the homology of τ>κ(X) has order exactly
κ+ 1. We also have that H∗(Στ≤κ(X)) ∈ W(U)κ by Lemma 2.6.6. We conclude that the map
τ>κ(X) → Στ≤κ(X) cannot be injective in homology. Denote by K the kernel of the natural
map H∗(τ>κX)→ H∗(Στ≤κX), and note that K is nonzero and torsion-free by Lemma 1.10.9.
The long exact sequence in homology gives us an epimorphism H∗(X)→ K that implies that
H∗(X) cannot contain only torsion elements. �

7. Support

In this section we define a notion of support and show that any finitely generated thick ideal is
uniquely determined by its support. We also exhibit a counterexample for localizing subcategories.
Unless otherwise stated U will denote a replete full subcategory of G.

Definition 2.7.1. A thick ideal I ⊂ K(AU)perf is a full triangulated subcategory which is closed
under retracts, it contains 0 and it satisfies the ideal condition:

X ∈ I and Y ∈ K(AU)perf ⇒ X ⊗ Y ∈ I
Given a set S of perfect complexes, we write thickid(S) for the smallest thick ideal containing
S. A thick ideal I is said to be finitely generated if there exists a finite collection of perfect
complexes S such that I = thickid(S).

We introduce our definition of support.

Definition 2.7.2. For X ∈ K(AU), we define the support of X to be the set
supp(X) = {G ∈ U | H∗(X)(G) 6= 0}.

More generally, for any subset S ⊂ K(AU) we set
supp(S) = {G ∈ U | ∃X ∈ S such that H∗(X)(G) 6= 0}.

We summarize some properties of the support, the proofs are straightforward and left to the
reader.

Proposition 2.7.3. The support enjoys the following properties:
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(a) supp(0) = ∅ and supp(1) = U ;
(b) supp(X ⊕ Y ) = supp(X) ∪ supp(Y );
(c) supp(ΣX) = supp(X);
(d) supp(Y ) ⊂ supp(X) ∪ supp(Z) for any exact triangle X → Y → Z → ΣX;
(e) supp(X ⊗ Y ) = supp(X) ∩ supp(Y ).

�

Our strategy is to first show that the support classifies thick ideals in K(AU≤n)perf and then
extend the result to K(AU)perf using Lemma 2.6.4. Before we prove the result, we need a little
bit of preparation.
Recall the simple objects sG,V from Definition 1.1.5. As these objects will play an important
role in this chapter, we introduce the following notation.

Definition 2.7.4. We denote by ρG,V a projective resolution of sG,V so that ρG,V ∈ K(AUprj).

Remark 2.7.5. Note that if V is finite dimensional then there exists n such that ρG,V ∈
K(AU≤n)perf by Lemma 1.9.8.

Lemma 2.7.6. For any finite dimensional Out(G)-representation V , we have ρG,k ∈ thickid(ρG,V ).

Proof. Note that ρG,V ⊗ ρG,W = ρG,V⊗W so it is enough to show that there exists a
positive integer m such that V ⊗m contains the trivial representation. Put d = dimk(V ) and
m = d · |Out(G)|. Then ΛdV is a one dimensional subrepresentation of V ⊗d. By character theory,
we see that (ΛdV )⊗m contains the trivial representation and so V ⊗m does too. �

Construction 2.7.7. Consider a complex Z ∈ K(AU). For all k ≥ 1, we define FkZ ∈ K(AU)
by

(FkZ)(G) =
{
Z(G) if |G| ≥ k
0 if |G| < k.

By construction, we have a filtration
. . .→ FnZ → Fn−1Z → . . .→ F2Z → F1Z = Z

with subquotients given by
(FkZ/Fk+1Z)n =

⊕
G∈U ′

k

sG,Zn(G)

where U ′ is a fixed skeleton for U . If we apply a projective resolution functor P : K(AU) →
K(AUprj) to this filtration, we obtain a collection of triangles

PFk+1Z → PFkZ →
⊕
G∈U ′

k

ρG,H∗(Z)(G) → ΣPFk+1Z

for all k ≥ 1.

Proposition 2.7.8. For all Z ∈ K(AU≤n)perf , we have
thickid(Z) = thickid(ρG,k | G ∈ supp(Z)).

Furthermore, given thick ideals I,J ⊂ K(AU≤n)perf we have supp(I) ⊆ supp(J ) if and only if
I ⊆ J .

Proof. Note that if G ∈ supp(Z) then Z ⊗ ρG,k =
⊕

n ΣnρG,Hn(Z(G)) and so ρG,Hn(Z(G)) ∈
thickid(Z). By Lemma 2.7.6, we know that ρG,k ∈ thickid(Z) and so we have the first inclusion.
For the other inclusion, note that the filtration of Construction 2.7.7 is finite since Fn+1Z = 0. As
Z is perfect, the homology H∗(Z) is of finite type and so the mapping cones of PFkZ → PFk+1Z
are semisimple. It follows that thickid(Z) = thickid(ρG,k | G ∈ supp(Z)) as claimed. The second
claim follows easily from the first one. �
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We are ready to prove the main result of this section.

Theorem 2.7.9. For all X,Y ∈ K(AU)perf , we have supp(X) ⊆ supp(Y ) if and only if X ∈
thickid(Y ). More generally, given thick ideals I,J ⊆ K(AU)perf with J finitely generated, then
supp(I) ⊆ supp(J ) if and only if I ⊆ J .

Proof. Let us first prove that if X ∈ thickid(Y ) then supp(X) ⊆ supp(Y ). By assumption
we can build X from Y using triangles, retracts and the tensor products. Proposition 2.7.3
shows that supp(X) ⊆ supp(Y ) as claimed. For the other implication note that supp(i∗≤nX) ⊆
supp(i∗≤nY ) if supp(X) ⊆ supp(Y ). Thus i∗≤n(X) ∈ thickid(i∗≤n(Y )) by Proposition 2.7.8. That
is, there exists a filtration in K(AU)perf

0 = F0 ≤ F1 ≤ F2 ≤ . . . ≤ Fk = i∗≤nX

with cones Fi/Fi−1 which are retracts of Qi ⊗ i∗≤nY . Apply i≤n! to this filtration to produce
cofibre sequences

i≤n! Fi−1 → i≤n! Fi → i≤n! (Qi ⊗ i∗≤nY ) for 1 ≤ i ≤ k
which build τ≤nX. Choose n large enough so that the canonical maps

i≤n! (Qi ⊗ i∗≤nY )→ i≤n! (Qi)⊗ τ≤n(Y ) for 1 ≤ i ≤ k
and

τ≤nY → Y τ≤nX → X

are isomorphisms, see Lemma 2.6.5 and Lemma 2.6.4. For such n, we have τ≤n(X) ∈
thickid(τ≤n(Y )) and therefore X ∈ thickid(Y ) as required.
For the second claim note that if J is generated by {S1, . . . , Sn} then J = thickid(

⊕
i Si). For

all X ∈ I, we have supp(X) ⊆ supp(
⊕

i Si) and therefore X ∈ J as claimed. �

Recall that the radical
√
I of a thick ideal I is given by
√
I = {X | ∃n ≥ 1 such that X⊗n ∈ I},

and that a thick ideal is radical if I =
√
I.

Proposition 2.7.10. Any thick ideal of K(AU)perf is radical.

Proof. By [6, 4.4], it is enough to show that X ∈ thickid(X ⊗X) for all X ∈ K(AU)perf .
Note that if X(G) 6= 0, then X(G)⊗X(G) 6= 0. This shows that supp(X) ⊂ supp(X ⊗X) and
hence X ∈ thickid(X ⊗X) as required. �

The following example shows that localizing subcategories are not determined by their support.

Example 2.7.11. Let U be multiplicative and closed under subgroups, and fix a skeleton U ′
for U . Consider the object X =

⊕
G∈U ′ ρG,k. We obviously have supp(1) = supp(X). However

1 does not belong to the localizing subcategory generated by X as it does not have torsion
homology. Thus localizing ideals and subcategories are not determined by their support.

8. Prime ideals

In this section we study the prime ideals of the category of perfect complexes. Firstly, we recall
the following definitions from [6].

Definition 2.8.1. Let U be a replete full subcategory of G.

• A prime of K(AU)perf is a proper thick ideal ℘ satisfying:
X ⊗ Y ∈ ℘⇒ X ∈ ℘ or Y ∈ ℘.

• The Balmer spectrum spc(U) is the set of primes of K(AU)perf .
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We will need few general facts on the Balmer spectrum, details can be found in [6].

(1) The Balmer spectrum can be upgraded to a topological space by endowing it with a
Zariski type topology. A basis of closed subsets is given by

Z({X}) = {℘ ∈ spc(U) | X 6∈ ℘}, ∀X ∈ K(AU)perf .

(2) The closure of a prime ℘ ∈ spc(U) is given by
℘ = {℘′ | ℘′ ⊂ ℘}.

(3) The Balmer spectrum is functorial with respect to exact symmetric monoidal functors.
Given any such a functor F : K(AU)perf → K(AU ′)perf , then the map

spc(F ) : spc(U ′)→ spc(U), ℘ 7→ F−1(℘)
is well-defined and continuous. We note that the functor F needs to preserve perfect
complexes.

(4) Consider a thick ideal I ⊂ K(AU)perf . Then there is an exact sequence of tensor
triangulated categories

I → K(AU)perf
q−→ Q.

Then spc(q) induces an homeomorphism between spc(Q) and the subspace {℘ ∈ spc(U) |
I ⊂ ℘}.

We now construct some primes.

Definition 2.8.2. For G ∈ U , we define the group prime
℘G = {X ∈ K(AU)perf | H∗(X)(G) = 0}.

More generally for a subcategory E of U , we define the thick ideal
℘E = {X ∈ K(AU)perf | H∗(X)(G) = 0 ∀G ∈ E}.

Lemma 2.8.3. Let U be a full replete subcategory of G.

(a) For all G ∈ U , the thick ideal ℘G is prime.
(b) There are no containments amongst the group primes unless the groups are isomorphic.

Proof. For part (a), note that ℘G is a thick ideal as homology sends exact triangles to long
exact sequences and commutes with direct sums. It is prime by Lemma 2.3.2.
For part (b), suppose that we have ℘H ⊂ ℘G with H and G not isomorphic. Then there are two
possibilities:

• There are no epimorphisms H → G. In this case we have eG ∈ ℘H and hence eG ∈ ℘G
which is a contradiction.
• There exists an epimorphism H → G. In this case, let X be the cofibre of the canonical
map cH → 1. By construction, we have X ∈ ℘H but X 6∈ ℘G. We have found a
contradiction.

�

Recall the definition of complete subcategory and the list of examples from Section 8.

Proposition 2.8.4. Let U be a complete subcategory. Then the zero ideal is prime in K(AU)perf .
In particular, the zero ideal is prime in K(A)perf .

Proof. We need to show that ifX and Y are nonzero then so isX⊗Y . By Theorem 2.6.7, we
know that there exists G,K ∈ U and torsion-free elements xG ∈ Hi(X)(G) and yK ∈ Hj(Y )(K).
Let pG : G×K → G be the projection onto G, and similarly for pK . Put x = Hi(X(pG))(xG) 6= 0
and y = Hj(Y (pK))(yK) 6= 0. Thus the element x⊗ y ∈ Hi+j(X ⊗ Y )(G×K) is nonzero and
X ⊗ Y 6' 0. �
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Corollary 2.8.5. Let U be a multiplicative global family. Then ℘U is prime in K(A)perf .

Proof. We have exact strong monoidal functors i∗ : K(A)perf → K(AU)perf and an induced
functor spc(i∗) between Balmer spectra, see Fact (3). By definition, we have

spc(i∗)(0) = {X | i∗(X) ' 0} = ℘U

so the claim follows. �

Remark 2.8.6. The restriction functor i∗ : K(Aprj) → K(AUprj) does not preserve perfect
complexes in general. However, it does when U is closed downwards by Lemma ??.

Proposition 2.8.7. Any finitely generated thick ideal I ⊂ K(AU)perf can be written as

I =
⋂

G∈U(I)
℘G

where U(I) = {G ∈ U | H∗(X)(G) = 0, ∀X ∈ I}.

Proof. It is easy to check that supp(I) = supp(∩G∈U(I)℘G), then apply Theorem 2.7.9. �

We define a preorder on U by G� H if and only if U(G,H) 6= ∅.

Lemma 2.8.8. Let ℘ be a finitely generated prime ideal of K(AU)perf . Then U(℘) has a maximal
element with respect to � if and only if ℘ = ℘G for some G ∈ U .

Proof. It is easy to see that U(℘G) = {H ∈ U | G ' H}. Conversely, suppose that U(℘)
has a maximal element G and that it is not a group prime. Then U(℘) contains at least two
non-isomorphic groups so we can write

℘ = ℘G ∩
⋂

H∈U(℘)−U(℘G)
℘H .

Note that by Lemma 2.8.3, there must exist X ∈ ℘G such that X 6∈
⋂
H∈U(℘)−U(℘G) ℘H . Then

we have X 6∈ ℘ and eG 6∈ ℘ but X ⊗ eG ∈ ℘ which is a contradiction. Therefore ℘ must be a
group prime. �

9. Examples

In this section we calculate some examples of Balmer spectra and hence obtain a complete
classification of thick ideals in the category of perfect complexes. In particular, we show that
the closure properties of the chosen family affect the general structure of the Balmer spectrum.

9.1. The Balmer spectrum of AU≤n. Consider a full replete subcategory U of G and fix
a skeleton U ′ for U . We will be interested in the full subcategory U≤n of groups of cardinality
less than or equal to n.

Theorem 2.9.1. The Balmer spectrum spc(U≤n) consists only of group primes ℘G for G ∈ U ′≤n.
Furthermore, the topology is discrete.

Proof. Note that any thick ideal is finitely generated by Proposition 2.7.8 together with
the fact that there are finitely many groups in U≤n. Consider a prime ℘ and suppose that is
not a group prime. Then ℘ =

⋂
G∈U(℘) ℘G and there are G,H ∈ U(℘) not isomorphic. We have

0 ' ρG,k ⊗ ρH,k ∈ ℘ but ρG,k 6∈ ℘ and ρH,k 6∈ ℘ which is a contradiction as ℘ was assumed to be
prime. Hence U(℘) consists only of one group and ℘ is a group prime. The topology is discrete
by Fact (2) together with Lemma 2.8.3 �
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Corollary 2.9.2. Fix a skeleton U ′ for U . Then there is an order preserving bijection

I : {subsets of U ′≤n} ↔ {thick ideals of K(AU≤n)perf}

given by
I(V ) = {X | supp(X) ⊂ V }.

Proof. This is [6, 4.10] together with Proposition 2.7.10. �

9.2. Elementary abelian p-groups. Fix a prime number p and let E denote the subcate-
gory of elementary abelian p-groups. Throughout we will use the abbreviated notation n for the
elementary abelian p-group of order pn.

Lemma 2.9.3. Any thick ideal of K(AE)perf is finitely generated. Furthermore, the support of
any nonzero thick ideal is cofinite in E.

Proof. Consider a thick ideal I. It suffices to find Y ∈ I such that supp(Y ) = supp(I)
and apply Theorem 2.7.9 to deduce that I = thickid(Y ). If I is zero we can choose Y = 0, so
let us assume that I is nonzero. By Theorem 2.6.7, the homology of X ∈ I contains at least one
torsion-free element, and it follows that supp(X) and supp(I) are cofinite in E . In particular,
there exists n > 0 such that en ∈ thickid(X) ⊆ I since supp(en) ⊆ supp(X). For all m < n
such that m ∈ supp(I), we can choose Xm ∈ I such that m ∈ supp(X). This exists, otherwise
we would have m ∈ U(I). Finally put Y = en ⊕

⊕
m<nXm ∈ I and note that by construction

supp(Y ) = supp(I). �

Theorem 2.9.4. The Balmer spectrum spc(E) consists of the zero ideal and the group primes
℘n for n ≥ 0. Furthermore, a basis of closed subsets for the topology is given by the empty set
together with the cofinite subsets containing 0. In particular, the zero ideal is the only closed
point. The Balmer spectrum can be depicted in the following way:

0

℘0 ℘1 ℘2 . . . ℘n . . .

Proof. Note that 0 and ℘n for n ≥ 0, are prime by Proposition 2.8.4 and Lemma 2.8.3. If ℘
is any nonzero prime ideal, then by Lemma 2.9.3 we can write ℘ as a finite intersection of group
primes, see Proposition 2.8.7. In particular, U(℘) has a maximal element so by Lemma 2.8.8 we
conclude that ℘ is a group prime. The fact that the zero ideal is the only closed point follows
from Lemma 2.8.3 and Fact (2). By Fact (1), a basis of closed subsets is given by the empty set
and Z({X}) = {0} ∪ supp(X) for all nonzero X. �

As a consequence we obtain a complete classification of the thick ideals.

Corollary 2.9.5. Fix a skeleton E ′ for E. Then there is an order preserving bijection

I : {empty or cofinite subsets of E ′} ↔ {thick ideals of K(AE)perf}

given by
I(V ) = {X | supp(X) ⊆ V }.

Proof. This is [6, Theorem 4.10] together with Proposition 2.7.10. �
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9.3. Cyclic p-groups. Fix a prime number p and let C denote the subcategory of cyclic
p-groups. Throughout we will use the abbreviated notation [n] for the cylic group of order pn.

Lemma 2.9.6. The support of any perfect complex is either finite or cofinite.

Proof. Consider a perfect complex X ∈ K(AC)perf . Recall that the canonical map τ≤nX →
X is an isomorphism for large n, see Lemma 2.6.4. Without loss of generality we can assume
that n is a power of p. By Proposition 2.7.8 we know that

X ∈ thickid(τ≤n(ρ[m],k) | [m] ∈ supp(X) ∩ C≤n).
Using the short exact sequence 0→ e[m+1],k → e[m],k → χ[m],k → 0 we see that

τ≤n(ρ[m],k) =


ρ[m],k if pm < n

e[n],k if pm = n

0 if pm > n.

From this it is easy to see that the support of X is either finite or cofinite. �

Lemma 2.9.7. The thick ideal
℘tors = {X | H∗(X)([n]) = 0, ∀n� 0}

is prime in K(AC)perf .

Proof. Suppose that X ⊗ Y ∈ ℘tors which means that supp(X ⊗ Y ) = supp(X) ∩ supp(Y )
is finite. It follows that at least one between X and Y has finite support, i.e., at least one is in
℘tors. �

Theorem 2.9.8. The Balmer spectrum spc(C) consists of the group primes ℘[n] for n ≥ 0, and
the prime ℘tors which is not finitely generated. A basis of closed subsets is given by the following
collections:

• finite subsets not containing ℘tors;
• closed upwards subsets containing ℘tors with respect to ℘[i] ≤ ℘[j] if and only if i ≤ j.

The Balmer spectrum can be depicted in the following way:
℘tors

℘[0] ℘[1] ℘[2] . . . ℘[n] ℘[n+1] . . .

Proof. The ideals ℘[n] are prime by Lemma 2.8.3 and ℘tors is prime by Lemma 2.9.7.
Consider a prime ideal ℘ and recall that the support of X ∈ ℘ can only be finite or cofinite
by Lemma 2.9.6. We claim that if there exists X ∈ ℘ with cofinite support, then ℘ is a group
prime. Suppose that such X exists so that by Theorem 2.7.9 we have e[n+1] ∈ thickid(X) ⊂ ℘
for some n. In particular, we see that ℘ ⊃ I>n = thickid(e[n+1]). Note that there is an exact
sequence of tensor triangulated categories

I>n → K(AC)perf
i∗≤n−−→ K(AC≤n)perf .

By Fact (4), the prime ℘ corresponds to a prime in spc(C≤n) under spc(i∗≤n). As the Balmer
spectrum of C≤n consists only of group primes by Theorem 2.9.1, we conclude that ℘ must be a
group prime as claimed.
On the other hand, we claim that if the support of all X ∈ ℘ is finite then ℘ = ℘tors. In this
case we must have ℘ = thickid(ρ[s],k | s ∈ S) for a set S ⊂ N. If S 6= N, choose s0 ∈ N − S.
Then ρ[s0],k 6∈ ℘ and e[s0+1] 6∈ ℘ as it has cofinite support, but 0 = ρ[s0],k ⊗ e[s0+1] ∈ ℘. As ℘ was
assumed to be prime we conclude that S = N, or equivalently that ℘ = ℘tors.
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Finally, using Fact (1) we see that a basis of closed subsets is given by Z({e[n]}) and Z({ρ[n],k})
which are the closed upwards subsets containing ℘tors and the finite subsets not containing ℘tors,
respectively.

�

Remark 2.9.9. We showed that the ideal ℘tors is not finitely generated and that its support is
all of C. We note that ℘tors is not all of K(AC)perf since any X ∈ ℘tors has torsion homology.
In particular, this shows that there exist non-finitely generated thick ideals which are not
determined by the notion of support introduce in Definition 2.7.2.

As a consequence we obtain a complete classification of the thick ideals.

Corollary 2.9.10. Fix a skeleton C′ for C. Put S(C) = {V ⊆ C′ t {∗} | ∗ 6∈ V or V cofinite}.
Then there is an order preserving bijection

I : S(C)↔ {thick ideals of K(AC)perf}
where

I(V ) =
{
{X | supp(X) ⊆ V } if ∗ ∈ V
{X | supp(X) ⊆ V, H∗(X) torsion} if ∗ 6∈ V.

Proof. We can identify the Balmer spectrum with the set C′ t {∗} where ℘tors corresponds
to the the singleton {∗}. Then apply [6, Theorem 4.10] and Proposition 2.7.10. �
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Part 3

The Left Localization Principle,
completions, and cofree G-spectra





Introduction

In this paper we investigate the interplay between adjoint pairs and localizations. In homotopy
theory there are two versions of localizations available: the left and right Bousfield localization.
The former is ubiquitous in chromatic stable homotopy theory, while the latter has seen interesting
applications in the study of torsion objects in algebraic categories, see [42, Section 5]. Often in
the literature the right Bousfield localization is called cellularization since in the stable setting it
picks out the localizing subcategory on the set of cells (if they are stable and compact).
We now give an informal overview of our results and refer to the main body of the paper for the
precise statements.

The Cellularization Principle. Let C be a stable model category, and let K be a set of
objects of C. The Cellularization Principle of Greenlees-Shipley [42] provides conditions under
which a Quillen adjunction F : C � D : G descends to a Quillen equivalence

F : CellKC � CellFKD : G
between the cellularizations. The Cellularization Principle is a crucial ingredient in the con-
struction of algebraic models for rational equivariant spectra, see for instance [45]. There
is also a version of the Principle where the cells are passed along the right adjoint, and a
variant [11, Section 5.1] in which symmetric monoidal structures are taken into account. The
main limitation of the Cellularization Principle is that the preservation of symmetric monoidal
structures is not automatic.
Since the symmetric monoidal structure need not be preserved by cellularization, the symmetric
monoidal version of the Cellularization Principle requires stronger assumptions. For instance,
when passing cells along the right adjoint, the Cellularization Principle gives a symmetric
monoidal Quillen equivalence between the cellularizations if the original adjunction was already
a symmetric monoidal Quillen equivalence [11, 5.1.7].
On the other hand, the monoidal structure is often preserved by left Bousfield localization.

The Left Localization Principle. The Left Localization Principle which we develop,
gives mild conditions under which a symmetric monoidal Quillen adjunction F : C � D : G
descends to a symmetric monoidal Quillen equivalence between the homological localizations.
For an object E of a stable, symmetric monoidal model category C, the homological localization
LEC is the localization of C at the class of E-equivalences, that is those morphisms that become
equivalences after tensoring with E.

Theorem N (3.2.15). Let C and D be stable, symmetric monoidal model categories, E an
object of C and F : C � D : G be a symmetric monoidal Quillen adjunction. Suppose that C is
homotopically compactly generated by a set K of objects and that D is homotopically compactly
generated by FK. Suppose that:

(i) The derived unit map K → GFK is an E-equivalence for all K ∈ K;
(ii) G sends FE-equivalences to E-equivalences.

Then the induced Quillen adjunction
F : LEC � LFED : G
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is a symmetric monoidal Quillen equivalence.

The major advantage of the Left Localization Principle over the Cellularization Principle is that
the symmetric monoidal structure is preserved automatically. There are several variations of
the Principle that we do not include in this introduction. Of particular note is the Compactly
Generated Localization Principle, see Theorem 3.2.16. Although the assumptions of this last
Principle are quite restrictive, there are interesting examples where it applies, as we show in our
applications.
We now turn to the applications of the Left Localization Principle. The main motivation of the
authors for developing the Left Localization Principle comes from rational equivariant stable
homotopy theory.

Algebraic models. The programme of finding algebraic models for rational G-spectra was
begun by Greenlees, who conjectured that for every compact Lie group G, there is an abelian
category A(G), together with a Quillen equivalence between the category of rational G-spectra
and the category of differential objects in A(G). The programme looks for abelian categories
with finite homological dimension so that calculations can easily be performed, and equipped
with an Adams spectral sequence to calculate homotopy classes of maps between G-spectra.
This programme has so far been successful in the cases of G finite [8], G = SO(2) [11, 85]
G = O(2) [9], G = SO(3) [56], G a torus of any rank [45], the toral part of G-spectra [10], and
free G-spectra for G a compact Lie group [41,43]. One can also ask for equivalences with extra
structure such as being monoidal, so that the equivalence passes to ring and module spectra.
When attempting to find algebraic models for categories of interest, there are several techniques
we can apply. One approach is to use Morita theory [84] which gives an equivalence with
modules over the endomorphism ring of a generator. However, the endomorphism ring need not
be commutative so that formality arguments are inaccessible, and the module category often has
infinite homological dimension. Another valuable technique is to use the Cellularization Principle
to reduce the problem to checking conditions on generating cells. In this paper, we show that
the Left Localization Principle is another technique that we can use. Balchin-Greenlees [5] show
that stable model categories can be split into pieces determined by left localizations in an adelic
fashion, by proving that the stable model category is a homotopy pullback of an ‘adelic cube’.
We hope that the Left Localization Principle may be applied in these situations as well, to
simplify the adelic cube.

Completions. In order to verify the conjecture of Greenlees in our case of interest, we
discuss some homotopical aspects of completion. We briefly recall the relevant results about the
different types of completions in algebra and we refer the reader to Section 1 for a more detailed
exposition and references.
Let I be a finitely generated ideal in a commutative ring R. The I-adic completion functor is a
fundamental tool in algebra, but has poor homological properties as it is neither left nor right
exact. Our approach is to work with its zeroth left derived functor which we denote by LI0. We
say that an R-module M is LI0-complete if the canonical map M → LI0M is an isomorphism.
The full subcategory of LI0-complete modules is a symmetric monoidal abelian category which
supports a projective model structure under a mild condition on the ideal considered. This
condition is called weak pro-regularity and holds in many cases; for example, any ideal in a
Noetherian ring is weakly pro-regular.
For homotopical purposes it is often convenient to consider the derived I-completion functor.
This is defined in terms of the stable Koszul complex whose filtration provides a spectral sequence
making the derived completion accessible. Under the weak pro-regularity hypothesis on the
ideal I, the derived I-completion functor is equivalent to the total left derived functor of I-adic
completion, and therefore calculates the local homology modules, see [38,69].
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We give a proof using the language of model categories that derived I-complete modules can be
modelled via the abelian category of LI0-complete modules, see Theorem 4.2.11. It follows that a
dg-module is derived I-complete if and only if its homology is LI0-complete. This generalises a
result of Dwyer-Greenlees [27, 6.15] and clarifies an observation of Porta-Shaul-Yekutieli [69, 4.33]
that derived I-complete modules need not have I-adically complete homology. We note the
related work of Barthel-Heard-Valenzuela who have given an ∞-categorical approach to derived
completion in the general setup of comodules over Hopf algebroids [14].

Rational cofree G-spectra. The equivariant stable homotopy category contains two classes
of objects of particular note: the free and cofree G-spectra. An algebraic model for rational free
G-spectra was constructed by Greenlees-Shipley [41,43] in terms of torsion modules over the
group cohomology ring. However, the abelian category of torsion modules is not monoidal as it
has no tensor unit and therefore the Quillen equivalence in the free case cannot be refined to a
symmetric monoidal Quillen equivalence.
By exploiting the equivalence between free and cofree G-spectra, we give a symmetric monoidal
algebraic model for the category of rational cofree G-spectra. For convenience, we only state the
result for the connected case in this introduction. See Theorem 4.5.6 for the general case.

Theorem O (4.4.4). Let G be a connected compact Lie group and I be the augmentation ideal
of H∗BG. Then there is a symmetric monoidal Quillen equivalence

Spcofree
G 'Q Mod∧H∗BG

between rational cofree G-spectra and LI0-complete dg-H∗BG-modules. In particular, there is a
tensor-triangulated equivalence

cofree G-spectra '4 D(LI0-complete H∗BG-modules).

In this application, the Left Localization Principle manifests its advantages over the Cellu-
larization Principle. Firstly, the proof of the equivalence is formal as it only requires a few
elementary iterations of the Left Localization Principle and some formality arguments in algebra.
In particular we avoid any “topological” formality argument using the Adams spectral sequence.
Secondly, it gives a tensor-triangulated equivalence of the homotopy categories.
Free and cofree G-spectra are interesting for three particular reasons. Firstly, they represent
cohomology theories on free G-spaces, the most prominent example of which is Borel cohomology.
Secondly, the techniques employed in the construction of the algebraic models for free and cofree
G-spectra are instructive for more general cases, such as that of torus-equivariant spectra [45].
Finally, the algebraic models for free and cofree G-spectra fit in the general picture of a local
duality context in the sense of [13]. This means that the equivalence between free and cofree
G-spectra in equivariant stable homotopy theory translates to the equivalence between torsion
and complete modules in algebra.

Contribution of this paper and related work. Let us restrict to connected groups for
simplicity, and continue to write I for the augmentation ideal. A Quillen equivalence between
rational cofree G-spectra and derived complete H∗BG-modules was already known by passing
through free G-spectra in the following way:

free G-spectra I-power torsion-H∗BG-modules

cofree G-spectra derived I-complete-H∗BG-modules.

'Q

'Q'Q

The horizontal Quillen equivalence is the algebraic model for free G-spectra of Greenlees-
Shipley [41] and the right vertical follows from Dwyer-Greenlees’ Morita theory [27] together
with [42, Section 5]. However this is unsatisfactory for two main reasons. Firstly, it cannot
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be refined to a symmetric monoidal Quillen equivalence since the category of I-power torsion
modules has no tensor unit. Secondly, it does not give an abelian model as desired in the
conjecture of Greenlees. In light of this, our contribution is threefold: we prove the algebraic
model for rational cofree G-spectra directly, we upgrade it to a symmetric monoidal Quillen
equivalence, and we give an abelian model for derived complete modules. In addition, we collect
several results about homotopical aspects of algebraic completions which we believe will be of
independent interest.
Although our strategy is analogous to that employed by Greenlees-Shipley in the study of free
G-spectra, the tools we use differ. In particular, the Left Localization Principle which we develop
is a new and key ingredient in our proof.

Outline of the paper. The paper is divided into two main parts.
In the first part we give some necessary background on left Bousfield localizations and then
state and prove the Left Localization Principle. We then investigate the implications in the case
of homological localizations, which provide many key examples.
In the second part of the paper we focus on the applications of the Left Localization Principle.
We apply the Left Localization Principle to understand completions of module categories and to
construct a symmetric monoidal algebraic model for rational cofree G-spectra. We have decided
to first construct the algebraic model for a connected compact Lie group and then show how to
generalize our proofs to the non-connected case.

Conventions. We shall follow the convention of writing the left adjoint above the right
adjoint in an adjoint pair. We will use q : QX → X and r : X → RX to denote cofibrant and
fibrant replacements of X respectively. In addition we shall assume that these replacements are
functorial. For instance this always holds if the factorization of the model category is obtained
via the small object argument.

Acknowledgements. We are extremely grateful to John Greenlees for many helpful dis-
cussions and suggestions. We would also like to thank Scott Balchin, Magdalena Kędziorek and
Gabriel Valenzuela for their interest and comments.
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CHAPTER 3

The Left Localization Principle

In this chapter we developed the Left Localization Principle which gives mild conditions under
which a Quillen adjunction between stable model categories descends to a Quillen equivalence
between the left Bousfield localizations. Finally we present one application of this principle to
completion of module categories.

1. Left Bousfield localization of model categories

In this section we recall some necessary background on left Bousfield localizations following [49]
and [12].
Definition 3.1.1. Let C be a model category and let S be a collection of maps in C.

• An object W in C is S-local if it is fibrant in C and for every s : A→ B in S, the natural
map Map(B,W )→ Map(A,W ) is a weak equivalence of homotopy function complexes.
• A map f : X → Y in C is an S-local equivalence if for every S-local object W , the
natural map Map(Y,W ) → Map(X,W ) is a weak equivalence of homotopy function
complexes.

Remark 3.1.2. If the model category is stable, then the homotopy function complexes in the
previous Definition can be replaced with the graded set of maps in the homotopy category,
see [12, 4.5].

In many cases, we can endow the model category C with a new model structure, the left Bousfield
localization of C, in which the weak equivalences are the S-local equivalences, the cofibrations
are unchanged, and the fibrant objects are the S-local objects. If it exists, we denote this model
category by LSC.
Hypothesis 3.1.3. Throughout this paper we assume that all the required left Bousfield
localizations exist.
Remark 3.1.4. The left Bousfield localization exists under mild conditions on the model category
C. For example, when C is left proper, cellular and S is a set [49, 4.1.1], or when C is left proper,
combinatorial and S is a set [16, 4.7]. In particular, left Bousfield localizations (at sets of
morphisms) exist for the stable model structure on spectra [61, 9.1], the stable model structure
on equivariant spectra for any compact Lie group [60, III.4.2] and the projective model structure
on dg-modules [15, 3.3].

Recall that a model category is symmetric monoidal if it is a closed symmetric monoidal category
and it satisfies the pushout-product axiom: if f : A→ B and g : X → Y are cofibrations, then
the pushout-product map

f�g : A⊗ Y
⋃
A⊗X

B ⊗X → B ⊗ Y

is a cofibration, which is acyclic if either f or g is acyclic; and the unit axiom: the natural map
Q1⊗X → 1⊗X ∼= X is a weak equivalence for all cofibrant X. We denote the internal hom
functor by F (−,−).
Definition 3.1.5. We say that a stable model category C is homotopically compactly generated
by a set K of objects if its homotopy category hC is compactly generated by K:
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• for all K ∈ K and collections {Mi} of objects of C, the natural map
⊕

hC(K,Mi)→
hC(K,

⊕
Mi) is an isomorphism;

• an object X of hC is trivial if and only if hC(ΣnK,X) = 0 for all K ∈ K and n ∈ Z.

Next we recall the definition of a monoidal Quillen adjunction from [83].
Definition 3.1.6. Let F : C � D : G be a Quillen adjunction between symmetric monoidal
model categories.

(1) We say that (F,G) is a weak symmetric monoidal Quillen adjunction if the right adjoint
G is lax monoidal (which gives the left adjoint F an oplax monoidal structure) and the
following two conditions hold:
(a) for cofibrant A and B in C, the oplax monoidal structure map φ : F (A ⊗ B) →

F (A)⊗ F (B) is a weak equivalence in D
(b) for a cofibrant replacement Q1C of the unit in C, the map φ0 : F (Q1C)→ 1D is a

weak equivalence in D.
(2) If the oplax monoidal structure maps φ and φ0 are isomorphisms, then we say that

(F,G) is a strong symmetric monoidal Quillen pair.
(3) We say that the adjunction (F,G) is symmetric monoidal if it is a weak symmetric

monoidal Quillen adjunction.
(4) We say that the adjucntion (F,G) is a symmetric monoidal Quillen equivalence if it is

a symmetric monoidal adjunction and a Quillen equivalence.
Remark 3.1.7. A Quillen adjunction is symmetric monoidal if the left adjoint is strong monoidal
and the unit object of C is cofibrant.
Definition 3.1.8. A set of morphisms S of a stable model category C is said to be stable
if the collection of S-local objects is closed under (de)suspensions. We say that a stable set
of cofibrations S of a stable, cellular, symmetric monoidal model category C is monoidal if
S�I = {s�i | s ∈ S, i ∈ I} is contained in the class of S-equivalences, where I is the set of
generating cofibrations for C.

We will need the following result.
Proposition 3.1.9 ([12, 5.1]). Let C be a proper, cellular, stable, symmetric monoidal model
category and let S be a stable set of cofibrations between cofibrant objects. Then the localization
LSC is a symmetric monoidal model category if and only if S is monoidal.
Remark 3.1.10. Any map in a model category can be replaced up to weak equivalence by a
cofibration between cofibrant objects: first cofibrantly replacing the source and then factoring
the composite into a cofibration followed by an acyclic fibration. Since left Bousfield localization
depends only on the class of maps up to equivalence, we can assume without loss of generality
that S consists of cofibrations between cofibrant objects.

2. The Left Localization Principle

We are now ready to work towards the Left Localization Principle. Before we can prove
an induced Quillen equivalence, we must check that the Quillen adjunction descends to the
localizations. Recall that Q and R denote cofibrant and fibrant replacement in the original
model structures on C and D respectively.
Proposition 3.2.1. Let F : C � D : G be a Quillen adjunction between stable model categories
satisfying Hypothesis 3.1.3. Let S and T be stable sets of morphisms in C and D respectively,
and suppose that F sends S-equivalences between cofibrant objects to T -equivalences. Then the
adjunction

F : LSC � LTD : G
is a Quillen adjunction. Furthermore, it is a symmetric monoidal Quillen adjunction if F : C �
D : G is a symmetric monoidal Quillen adjunction and S and T are monoidal.
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Proof. By Hirschhorn [49, 3.3.18], to prove that LSC � LTD is a Quillen adjunction, it
is sufficient to check that F sends S-equivalences between cofibrant objects to T -equivalences,
which was our hypothesis. The claim about the monoidality follows from the fact that the
cofibrations in a left Bousfield localization are the same as in the original category, and the local
equivalences contain the original weak equivalences. �

Remark 3.2.2. If we apply the previous Proposition with S = GRT , then the hypothesis that
F sends GRT -equivalences between cofibrant objects to T -equivalences may seem hard to verify
in practice. However, we show in Lemma 3.2.14 that in the case of homological localization, this
hypothesis can be replaced by a condition which is much easier to verify.

Remark 3.2.3. If S is monoidal, it often happens that FQS is also monoidal. Write IC and ID
for the sets of generating cofibrations in C and D respectively. For instance, one can easily check
that FQS is monoidal when (F,G) is a strong symmetric monoidal Quillen pair and ID ⊆ F (IC),
or, when (F,G) is a weak symmetric monoidal Quillen pair, the domains of IC are cofibrant and
ID ⊆ F (IC). Note that the condition that ID ⊆ F (IC) is satisfied in the case when the model
structure on D is right induced from C.

We can now state and prove the Left Localization Principle. We note that as the cofibrations
are the same in the left Bousfield localization as in the original model structure, we continue to
write Q for the cofibrant replacement in the localization. However, since being fibrant in the
localization is a stronger condition than being fibrant in the original model structure, we write
R for the fibrant replacement in the localization.

Theorem 3.2.4 (Left Localization Principle). Let C and D be stable model categories satisfying
Hypothesis 3.1.3 and let F : C � D : G be a Quillen adjunction.

(1) Suppose that C is homotopically compactly generated by a set K and that D is homo-
topically compactly generated by FQK. Let S and T be stable sets of morphisms in C
and D respectively. Suppose that the following conditions hold:
(i) The derived unit map ηK : QK → GRFQK is an S-equivalence for all K ∈ K.
(ii) G sends T -equivalences between fibrant objects in D to S-equivalences.
(iii) F sends S-equivalences between cofibrant objects to T -equivalences.
Then the induced Quillen adjunction

F : LSC � LTD : G

is a Quillen equivalence. Moreover, if F : C � D : G is a symmetric monoidal Quillen
adjunction and S and T are monoidal, then F : LSC � LTD : G is a symmetric
monoidal Quillen equivalence.

(2) Suppose that D is homotopically compactly generated by a set L and that C is homotopi-
cally compactly generated by GRL. Let T be a stable set of morphisms in D. Suppose
that the following conditions hold:
(i) The derived counit map εL : FQGRL → RL is a weak equivalence in D for all

L ∈ L;
(ii) G sends T -equivalences between fibrant objects in D to GRT -equivalences;
(iii) F sends GRT -equivalences between cofibrant objects to T -equivalences.
Then the induced Quillen adjunction

F : LGRTC � LTD : G

is a Quillen equivalence. Moreover, if F : C � D : G is a symmetric monoidal Quillen
adjunction and T and GRT are monoidal, then F : LGRTC � LTD : G is a symmetric
monoidal Quillen equivalence.

Proof. Let us prove (1). Note that condition (iii) ensures that the Quillen adjunction
descends to the localizations, see Proposition 3.2.1. We now show that the derived functor GR
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preserves sums, so that the subcategories

A = {X ∈ hC | ηX : QX ∼S−−→ GRFQX} and A′ = {Y ∈ hD | εY : FQGRY ∼T−−→ RY }

are localizing. Let (Xi)i∈I be a collection of objects in hD. Using compactness we see that for
all K ∈ K

hC(K,GR(
⊕
i∈I

Xi)) ∼= hD(FQK,
⊕
i∈I

Xi) ∼=
⊕
i∈I

hD(FQK,Xi) ∼=

∼=
⊕
i∈I

hC(K,GR(Xi)) ∼= hC(K,
⊕
i∈I

GR(Xi)).

Since K generates hC we conclude that GR preserves arbitrary sums.
By assumption (i), we know that K ⊂ A thus A = hC as K generates hC. Note that FQηK is a
T -equivalence by condition (iii). Using the triangular identity of the derived adjunction

FQK FQGRFQK

RFQK

FQηK

r
εF QK

and 2-out-of-3, we obtain that FQK ∈ A′ and hence A′ = hD as FQK generates hD.
We must prove that ηX : QX → GRFQX is an S-equivalence for all X ∈ hC and that
εY : FQGRY → RY is a T -equivalence for all Y ∈ hD. Note that the canonical map
GRFQX → GRFQX is an S-equivalence by condition (ii). Therefore the derived unit

ηX : QX ∼S−−→ GRFQX
∼S−−→ GRFQX

is an S-equivalence. For the derived counit, note that the canonical map GRY → GRY is
an S-equivalence and therefore FQGRY → FQGRY is a T -equivalence by condition (iii). By
considering the diagram

FQGRY RY

FQGRY RY

εY

∼T ∼T

εY

we see that εY is a T -equivalence if and only if εY is so. Since A′ = hD the claim follows.
The proof of part (2) follows from (1) by taking S = GRT . �

Remark 3.2.5. Notice that the conditions in (1) imply that the derived functor FQ preserves
all compact objects. Moreover, in the proof we showed that GR preserves sums so it also follows
that under the conditions in (2) the derived functor GR preserves all compact objects.

Remark 3.2.6. In [51, 2.3] Hovey gives criteria for when left Bousfield localization preserves
Quillen equivalences. His result does not assume stability but does not treat the case where the
original adjunction is not a Quillen equivalence.

In the Left Localization Principle we assumed that C and D are homotopically compactly
generated whereas in the following we assume that the localizations are homotopically compactly
generated. This is a stronger condition but holds in certain cases when the localization is
homological, see Remark 3.2.18.

Theorem 3.2.7 (Compactly Generated Localization Principle). Let C and D be stable model
categories satisfying Hypothesis 3.1.3 and let F : C � D : G be a Quillen adjunction. Consider
stable sets S and T of morphisms in C and D respectively.
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(1) Suppose that LSC is homotopically compactly generated by a set K and that LTD
is homotopically compactly generated by FQK. Suppose that the derived unit map
ηK : QK → GRFQK is an S-equivalence for all K ∈ K and that F sends S-equivalences
between cofibrant objects to T -equivalences. Then the induced Quillen adjunction

F : LSC � LTD : G

is a Quillen equivalence. Moreover, if F : C � D : G is a symmetric monoidal Quillen
adjunction and S and T are monoidal, then F : LSC � LTD : G is a symmetric
monoidal Quillen equivalence.

(2) Suppose that LTD is homotopically compactly generated by a set L and that LSC is homo-
topically compactly generated by GRL. Suppose that the derived counit εL : FQGRL→
RL is a T -equivalence for all L ∈ L and that F sends S-equivalences between cofibrant
objects to T -equivalences. Then the induced Quillen adjunction

F : LSC � LTD : G

is a Quillen equivalence. Moreover, if F : C � D : G is a symmetric monoidal Quillen
adjunction and S and T are monoidal, then F : LSC � LTD : G is a symmetric
monoidal Quillen equivalence.

Proof. Apply the Cellularization Principle [42, 2.7] to the Quillen adjunction F : LSC �
LTD : G obtained from Proposition 3.2.1. �

2.1. Homological localization. We now rephrase the Left Localization Principle for
homological Bousfield localizations. This setting provides a large family of examples in which
our result simplifies.

Definition 3.2.8. Let C be a symmetric monoidal model category. We say that an object E ∈ C
is flat if E ⊗− preserves weak equivalences.

Remark 3.2.9. If E is a cofibrant object in a symmetric monoidal model category C, then E⊗−
preserves weak equivalences between cofibrant objects by Ken Brown’s lemma. However, in
many cases of interest all cofibrant objects are in fact flat:

(i) The cofibrant objects in the projective model structure on dg-modules are the dg-
projective modules. Any dg-projective module P has the property that P ⊗− preserves
quasiisomorphisms [3, 11.1.6, 11.2.1] and so any cofibrant object is flat in the projective
model structure on dg-modules.

(ii) Any cofibrant object in the stable model structure on modules over a ring spectrum is
flat [61, 12.3, 12.7]. Similarly, any cofibrant object in the stable model structure on
modules over a ring G-spectrum is flat [60, 7.3, 7.7].

Definition 3.2.10. Let C be a stable and symmetric monoidal model category, and let E be a
flat cofibrant object of C. We say that f : X → Y is an E-equivalence if E ⊗ f : E ⊗X → E ⊗ Y
is a weak equivalence.

When it exists, localizing at the E-equivalences produces a model structure on C in which the
weak equivalences are the E-equivalences, the cofibrations are unchanged and the fibrant objects
are the E-local objects. We call this new model category the homological localization of C at E
and write LEC.

Hypothesis 3.2.11. From now on we assume that the required homological localizations exist.

Remark 3.2.12. The homological localization exists if C is a stable, symmetric monoidal, proper
and compactly generated model category in the sense of [91, 1.2.3.4]; see [28, Section VIII.1] for
the special case of spectra, and [5, 6.A] for the general case.
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Proposition 3.2.13. Let C be a symmetric monoidal model category satisfying Hypothesis 3.2.11,
and let E be a flat cofibrant object of C. Then the homological localization LEC is a symmetric
monoidal model category.

Proof. Take two cofibrations i and j. Since the cofibrations in LEC are the same as in
C, the pushout-product map i�j is a cofibration since C satisfies the pushout-product axiom.
Now suppose that i is an E-equivalence also. We have that E ⊗ (i�j) = (E ⊗ i)�(E ⊗ j) since
E ⊗− is a left adjoint. The functor E ⊗− is left Quillen since E is cofibrant, so E ⊗ i is an
acyclic cofibration and E ⊗ j is a cofibration. Therefore, E ⊗ (i�j) is a weak equivalence by the
pushout-product axiom for C. In other words, i�j is an E-equivalence as required. The unit
axiom follows immediately from the unit axiom for C, since the cofibrations are the same in the
left Bousfield localization as in the original model category. �

Lemma 3.2.14. Let F : C � D : G be a symmetric monoidal Quillen adjunction between
stable symmetric monoidal model categories and let E′ be a flat bifibrant object in D. If
εE : FQGE′ → E′ is a weak equivalence in D, then F sends QGE′-equivalences between cofibrant
objects to E′-equivalences.

Proof. Let X → Y be a QGE′-equivalence between cofibrant objects. By Ken Brown’s
lemma, F (QGE′ ⊗ X) → F (QGE′ ⊗ Y ) is a weak equivalence. We have the commutative
diagram

F (QGE′ ⊗X) FQGE′ ⊗ FX E′ ⊗ FX

F (QGE′ ⊗ Y ) FQGE′ ⊗ FY E′ ⊗ FY

∼

∼ ∼

∼ ∼

in which the first horizontal maps are equivalences by definition of a symmetric monoidal
Quillen pair, and the second horizontal maps are equivalences since εE : FQGE′ → E′ is a weak
equivalence and tensoring with a cofibrant object preserves weak equivalences between cofibrants
by Ken Brown’s lemma. Hence by two-out-of-three, E′ ⊗ FX → E′ ⊗ FY is a weak equivalence
as required. �

Recall that the homological localization at an object E is a special case of left Bousfield
localization which inverts the E-equivalences. Therefore we can combine this Lemma with the
Left Localization Principle to obtain our version for homological localizations.

Theorem 3.2.15 (Left Localization Principle). Let C and D be stable, symmetric monoidal
model categories satisfying Hypothesis 3.2.11 and let F : C � D : G be a symmetric monoidal
Quillen adjunction.

(1) Suppose that C is homotopically compactly generated by a set K and that D is homo-
topically compactly generated by FQK. Let E ∈ C be a flat cofibrant. Suppose that the
following conditions hold:
(i) The derived unit map QK → GRFQK is an E-equivalence for all K ∈ K;
(ii) G sends FE-equivalences between fibrant objects in D to E-equivalences.
Then the induced Quillen adjunction

F : LEC � LFED : G
is a symmetric monoidal Quillen equivalence.

(2) Suppose that D is homotopically compactly generated by a set L and that C is homo-
topically compactly generated by GRL. Let E′ ∈ D be a flat bifibrant object. Suppose
that the following conditions hold:
(i) The derived counit map FQGRL→ RL is a weak equivalence in D for all L ∈ L;
(ii) G sends E′-equivalences between fibrant objects in D to QGE′-equivalences.
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(iii) The map FQGE′ → E′ is a weak equivalence in D;
Then the induced Quillen adjunction

F : LQGE′C � LE′D : G

is a symmetric monoidal Quillen equivalence.

We now give a mixing of the Left Localization Principle and the Cellularization Principle. Note
that we again write R for a fibrant replacement in the Bousfield localization.

Theorem 3.2.16 (Compactly Generated Localization Principle). Let C and D be stable, symmet-
ric monoidal model categories satisfying Hypothesis 3.2.11 and let F : C � D : G be a symmetric
monoidal Quillen adjunction.

(1) Let E be a flat cofibrant object of C. Suppose that LEC is homotopically compactly
generated by a set K and that LFED is homotopically compactly generated by FQK. If
the derived unit map QηK : K → GRFQK is an E-equivalence for all K ∈ K then the
induced Quillen adjunction

F : LEC � LFED : G

is a symmetric monoidal Quillen equivalence.
(2) Let E′ be a flat bifibrant object of D. Suppose that LE′D is homotopically compactly

generated by a set L and that LQGE′C is homotopically compactly generated by GRL.
Suppose that the derived counit εL : FQGRL→ RL is an E′-equivalence for all L ∈ L
and that FQGE′ → E′ is a weak equivalence in D. Then the induced Quillen adjunction

F : LQGE′C � LE′D : G

is a symmetric monoidal Quillen equivalence.

Remark 3.2.17. Barnes-Roitzheim have compared left and right Bousfield localizations of stable
model categories at dualizable objects [12, 9.6]. More precisely, they proved that the identity
functors

LAC � CellDAC
give a Quillen equivalence, where D = F (−,1) is the dual functor and A is dualizable. Ac-
cordingly, in some cases the Left Localization Principle can be replaced by the Cellularization
Principle and vice versa. However, there are some subtleties that need to be considered. Firstly,
the two principles are “exchangeable” only if the functors interact well with taking duals and we
localize at dualizable objects. This is a big disadvantage for instance in global stable homotopy
theory where almost no compact objects are dualizable. This was one of the main motivations of
the authors to develop the Left Localization Principle. Secondly, the two principles have quite
different behaviour when we take into account the symmetric monoidal structure. While the
Left Localization Principle for homological localization automatically yields a monoidal Quillen
equivalence, the Cellularization Principle requires strong conditions, in particular when passing
cells along the right adjoint, see [11, 5.1.7].

Remark 3.2.18. If we want to apply the Compactly Generated Localization Principle we need
to know that the category of local objects is compactly generated. This holds for instance, when
we localize at dualizable objects. More precisely, let C be a stable, symmetric monoidal model
category, and let A be a dualizable object of C. It is not difficult to see that if C is homotopically
compactly generated by a set K then the homological localization LAC is homotopically compactly
generated by DA ⊗ K. Firstly, DA ⊗ K is A-local for all K ∈ K since if A ⊗ Z ' 0, then
hC(Z,DA⊗K) = hC(Z,F (A,K)) = hC(Z ⊗A,K) = 0. Compactness follows from the fact that
A⊗− : hLAC → hC preserves colimits, and the generation is an immediate consequence of the
duality adjunction. For more details, see for instance [62, 2.27].
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3. Completion of module categories

In this section we apply the Left Localization Principle to obtain symmetric monoidal Quillen
equivalences relating a ring to its completion. We provide a general statement and then give
several concrete examples of interest.

Notation 3.3.1. Given a commutative monoid R in a symmetric monoidal model category C,
we denote by ModR(C) the category of R-modules equipped with the projective model structure
(if it exists) in which the weak equivalences and fibrations are created by the forgetful functor
ModR(C)→ C. If the underlying category is clear, we will often write ModR.

Hypothesis 3.3.2. Throughout this paper we assume that the projective model structure on
ModR(C) exists and that it is left proper, so that left Bousfield localizations exist.

Remark 3.3.3. Note that the projective model structure exists if C satisfies the monoid axiom [82,
4.1], and it is left proper in many cases: for instance in categories of (equivariant) spectra [61,
12.1(i)] and [60, III.7.6], and in dg-modules [15, 3.3].

Proposition 3.3.4. Let C be a stable, symmetric monoidal model category, homotopically
compactly generated by a set K. Let E be a flat cofibrant R-module, θ : R → S be a map of
commutative monoids in C, and suppose that θ : R→ S is an E-equivalence. The map θ induces
a symmetric monoidal extension-restriction of scalars Quillen adjunction

S ⊗R − : ModR(C)� ModS(C) : θ∗

between the categories of modules. Then the Left Localization Principle applies and gives a
symmetric monoidal Quillen equivalence

LEModR(C) 'Q LEModS(C).

Remark 3.3.5. Note that there is an abuse of notation in the Proposition above since in general
there is no natural S-module structure on E at the model category level. More precisely, on the
right hand side of the Quillen equivalence above we should have localized at S ⊗R E instead
of E. However, this abuse of notation does no harm since there is a natural weak equivalence
E
∼−→ S ⊗R E in C and the class of S ⊗R E-equivalences is detected in the homotopy category of

C.

Proof. Without loss of generality we may assume that K consists of cofibrant objects.
The set R⊗K provides a set of compact generators for hModR(C). The left adjoint is strong
monoidal and maps compact generators to compact generators since S ⊗R (R⊗K) ∼= S ⊗K.
As R→ S is an E-equivalence, we obtain a weak equivalence E ∼−→ S ⊗R E by tensoring with E.
Therefore, the derived unit R⊗K → S ⊗R (R⊗K) = S ⊗K is an E-equivalence for all K ∈ K.
Finally we must show that the right adjoint θ∗ preserves E-equivalences between fibrant objects.
Note that there is a natural map E ⊗R θ∗M → θ∗(E ⊗S M) of R-modules, which is a weak
equivalence as E ' S ⊗R E. Now suppose that M → N is an E-equivalence between fibrant
S-modules. By considering the diagram

E ⊗R θ∗M E ⊗R θ∗N

θ∗(E ⊗S M) θ∗(E ⊗S N)

∼ ∼

we see that θ∗M → θ∗N is an E-equivalence of R-modules. �

Example 3.3.6. Let Zp denote the p-adic integers and consider the ring map θ : Z→ Zp which
induces a symmetric monoidal Quillen adjunction between the categories of chain complexes

Zp ⊗Z − : ModZ � ModZp : θ∗
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via extension and restriction of scalars. We can apply Proposition 3.3.4 to obtain a symmetric
monoidal Quillen equivalence

LZ/pModZ 'Q LZ/pModZp .

By [39, 4.2], we can identify the homotopy categories of the two localizations with the sub-
categories of the derived categories consisting of derived p-complete modules which we denote
ΛZ/pModZ and ΛZ/pModZp respectively. Putting everything together we get a tensor-triangulated
equivalence

ΛZ/pModZ '4 ΛZ/pModZp .

Example 3.3.7. LetG be a compact Lie group and F a family of subgroups ofG. Note that theG-
spectrumDEF+ is a commutative ringG-spectrum via the diagonal map ∆: EF+ → EF+∧EF+.
It is easy to check that the unit map η : S0 → DEF+ is a EF+-equivalence. We can then apply
Proposition 3.3.4 to obtain a symmetric monoidal Quillen equivalence

LEF+SpG 'Q LEF+ModDEF+(SpG).

Note that the proof of Proposition 3.3.4 works more generally for localizations at a set of maps
S.

Example 3.3.8. Let G be the global family of compact Lie groups. Denote by SpG the category of
orthogonal spectra with the G-global model structure which is proper [81, 4.3.17]. By [81, 4.5.21,
4.5.22(ii)], there exists a morphism of ultracommutative ring spectra iS : S→ bS between the
global sphere spectrum and the global Borel construction which exhibits bS as a localization of
the global sphere spectrum at the class of non-equivariant equivalences. Note that the projective
model structure on ModbS(SpG) exists by [81, 4.3.29] and it is proper by a similar argument
as in [61, 12.1(i)] so that we can perform left Bousfield localizations. Following the proof of
Proposition 3.3.4 and localizing at the class 1 of non-equivariant equivalences (see Remark 3.3.9
for justification of its existence), we obtain a symmetric monoidal Quillen equivalence

L1SpG 'Q L1ModbS(SpG).
We note that this is a symmetric monoidal Quillen equivalence using Remark 3.2.3, since the
model structure on ModbS(SpG) is right induced from the G-global model structure on SpG .
Finally using the language of [81] we can identify the homotopy category of L1SpG with the full
subcategory of the global stable homotopy category consisting of those global spectra which are
right induced from the trivial family.

Remark 3.3.9. It is not immediate that the left Bousfield localization of SpG at the class
of non-equivariant equivalences actually exists. This localization cannot be constructed as a
homological localization since in global stable homotopy theory an analogue of the free G-space
EG does not exist. Instead we apply Bousfield-Friedlander localization [20, 9.3] to the natural
transformation iX : X → bX which is a non-equivariant equivalence. By construction, the global
Borel functor b has the property that for all G ∈ G, the underlying G-spectrum of bX is cofree,
see [81, 4.5.16, 4.5.22]. In particular this shows that f : X → Y is a non-equivariant equivalence
if and only if bf : bX → bY is a global equivalence. The conditions (A1) and (A2) from [20, 9.2]
easily follow from this observation. The final condition (A3) follows from the right properness
of SpF for the trivial family F = {1}, together with the fact that any G-global fibration is
a F-global fibration. The argument for ModbS(SpG) is similar as the weak equivalences and
fibrations are created by the forgetful functor ModbS(SpG)→ SpG .
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CHAPTER 4

Rational cofree G-spectra

We give a symmetric monoidal algebraic model for the category of rational cofree G-spectra for
G a compact Lie group, in the sense of [34]. We will initially prove the result for G connected
and then show how to extend our proofs to any compact Lie group.

1. Completions in algebra

We now recall some results about complete modules following [38].
Let R be a graded commutative ring and let I be a finitely generated homogeneous ideal. The
I-adic completion of a module M is defined by

M∧I = limnM/InM.

We say that a module M is I-adically complete if the natural map M →M∧I is an isomorphism.
A dg-module is said to be I-adically complete if its underlying graded module is.
Since the I-adic completion functor is neither left nor right exact in general, our approach is to
consider the zeroth left derived functor LI0 of I-adic completion as the ‘correct’ notion.

Definition 4.1.1.

• We say that a module M is LI0-complete if the natural map M → LI0M is an isomor-
phism.
• We say that a dg-module N is LI0-complete if its underlying graded module is LI0-
complete.

We write ModR for the category of dg-R-modules, and Mod∧R for the full subcategory of LI0-
complete dg-modules. We denote the internal hom of dg-R-modules by HomR(−,−).

Lemma 4.1.2.

(a) The category Mod∧R is abelian, and the inclusion functor i : Mod∧R → ModR is exact.
In particular, the homology of an LI0-complete dg-module is LI0-complete.

(b) The inclusion functor is right adjoint to the L-completion functor LI0.
(c) The category Mod∧R has all limits and colimits.

Proof. The proofs of (a) and (b) can be found in [54, A.6(e), A.6(f)]. Their proofs depend
only upon the fact that LI0 is right exact and the existence of a long exact sequence of derived
functors. Therefore, the restriction to local rings and regular ideals made in [54] does not affect
the stated results. It follows from (b) that limits of LI0-complete modules are calculated in
ModR, and that colimits of LI0-complete modules are calculated by LI0-completion of the colimit
in ModR. �

Proposition 4.1.3.

(a) If N is LI0-complete, then HomR(M,N) is LI0-complete.
(b) The category Mod∧R is closed symmetric monoidal with tensor product LI0(M ⊗R N)

and internal hom HomR(M,N).
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Proof. By taking a free presentation RJ1 → RJ0 →M → 0, we obtain an exact sequence

0→ HomR(M,N)→
∏
J0

N →
∏
J1

N

which proves (a), since LI0-complete modules are closed under products and kernels.
For (b) we follow the argument of Rezk [73, 6.2]. We first prove that the map LI0(M ⊗R N)→
LI0(LI0M ⊗R N) induced by ηM : M → LI0M is an isomorphism. It is enough to check that for
any LI0-complete module C, the map

HomR(LI0(LI0M ⊗R N), C)→ HomR(LI0(M ⊗R N), C)

is an isomorphism. By adjunction, it is an isomorphism if and only if the induced map

HomR(LI0M,HomR(N,C))→ HomR(M,HomR(N,C))

is. This now follows as HomR(N,C) is LI0-complete by part (a). Therefore LI0(M ⊗R N) →
LI0(LI0M ⊗R N) is an isomorphism. By symmetry, we also have that LI0(M ⊗R N)→ LI0(M ⊗R
LI0N) is an isomorphism, and therefore so is LI0(M ⊗RN)→ LI0(LI0M ⊗R LI0N). This completes
the proof of (b). �

We will also be concerned with a homotopical version of completion that we shall now recall.
For any x ∈ R, we define the unstable Koszul complex

K(x) = fib(Σ|x|R ·x−→ R),

and the stable Koszul complex

K∞(x) = fib(R→ R[1/x])

where the fibre is taken in the category of dg-modules. For an ideal I = (x1, . . . , xn) we put

K(I) = K(x1)⊗R · · · ⊗R K(xn) and K∞(I) = K∞(x1)⊗R · · · ⊗R K∞(xn).

If no confusion is likely to arise, we suppress notation for the ideal and write K for the unstable
Koszul complex and K∞ for the stable Koszul complex. We will also write HomR(−,−) for the
derived internal hom functor. We say that a dg-module M is derived complete if the natural
map M → HomR(K∞,M) =: ΛIM is a quasi-isomorphism. Then the nth local homology of M
is defined to be HI

n(M) = Hn(ΛIM).

Definition 4.1.4. Let I = (x1, . . . , xn) be a finitely generated homogeneous ideal. For all s ∈ N
and x ∈ R, we put

Ks(x) = fib(Σs|x|R
·xs

−−→ R) and Ks(I) = Ks(x1)⊗R · · · ⊗R Ks(xn).

We say that I is generated by the weakly pro-regular sequence (x1, . . . , xn) if the inverse system
(Hk(Ks(I)))s is pro-zero for all k 6= 0. That is, for each s ∈ N there is m ≥ s such that the
natural map

Hk(Km(I))→ Hk(Ks(I))
is zero.

Note that if R is Noetherian then any finitely generated ideal is weakly pro-regular [69, 4.34].
Indeed this is true even when weakly pro-regular is replaced by pro-regular [38].

Theorem 4.1.5. Let R be a graded commutative ring and let I be a finitely generated homogeneous
ideal that is generated by a weakly pro-regular sequence. Then for all dg-modules M , there is a
natural quasi-isomorphism

telLI,M : ΛI(M) ∼−→ L(−)∧I (M)
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between the derived completion functor and the total left derived functor of I-adic completion
(calculated using dg-projective resolutions), making the diagram

M

ΛIM L(−)∧I (M)
telLI,M

commute.

Proof. Greenlees-May proved that if R has bounded torsion and I is pro-regular then
HI
∗M
∼= LI∗M , see [38, 2.5]. Schenzel [77, 1.1] proved the above result for ideals generated by

weakly pro-regular sequences and bounded complexes with R bounded torsion. Finally, Porta-
Shaul-Yekutieli [69, 5.25] removed the hypothesis that R has bounded torsion and extended the
result to unbounded complexes. �

2. An abelian model for derived completion

In this section we use the language of model categories to show that the category of LI0-complete
modules forms an abelian model for derived complete modules, see Theorem 4.2.11. Our result
can be thought as “dual” to the fact that I-power torsion modules forms an abelian model for
derived torsion modules [42, Secion 5]. We will be working under the following:

Hypothesis 4.2.1. We will assume our ideal I to be generated by a weakly pro-regular sequence
and we continue to write K for its associated unstable Koszul complex.

Remark 4.2.2. For a dg-module M , we write LInM for the dg-module obtained from M by
applying levelwise the functor LIn. This is in line with Definition 4.1.1. This should not be
confused with the n-left derived functor of I-adic completion which will not play any role in this
paper.

In order to prove our main result we need to consider model structures on the categories of
interest. Recall that the category of dg-modules ModR has a projective model structure in
which the weak equivalences are the quasi-isomorphisms, the fibrations are the epimorphisms
and the cofibrations are the monomorphisms which have dg-projective cokernel and are split
on the underlying graded modules, see [15, 3.3] and [1, 3.15]. A dg-module M is said to be
dg-projective if HomR(P,−) preserves surjective quasi-isomorphisms. It is important to note
that any dg-projective module is (graded) projective, but the converse is not generally true,
see [3, 9.6.1].

Lemma 4.2.3. If P is dg-projective, then LInP = 0 for all n ≥ 1. Moreover, there is a natural
quasi-isomorphism ΛIP

∼−→ LI0P = P∧I .

Proof. This is the trivial case of Theorem 4.1.5. �

We will now put a projective model structure on LI0-complete modules following Rezk’s unpub-
lished note [73, 10.2].

Lemma 4.2.4.

(a) The functor LI0 takes cofibrations in ModR to morphisms which have the left lifting
property with respect to surjective quasi-isomorphisms of LI0-complete modules.

(b) The functor LI0 takes acyclic cofibrations in ModR to morphisms which have the left
lifting property with respect to surjections of LI0-complete modules.

(c) If M → N is a cofibration in ModR, the homology H∗N is LI0-complete and M → LI0M
is a quasi-isomorphism, then N → LI0N is a quasi-isomorphism.
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Proof. Part (a) and (b) follow from the lifting properties in ModR. For part (c), note that
by definition M → N is an injection with dg-projective cokernel P so we have a diagram

0 M N P 0

0 LI0M LI0N LI0P 0

∼

in which the top row is exact. By Lemma 4.2.3 we have that LIiP = 0 for i ≥ 1 so the long exact
sequence of derived functors collapses to a short exact sequence. Therefore, the bottom row is
exact too. Since LI0M is LI0-complete, the homology H∗M ∼= H∗L

I
0M is LI0-complete by Lemma

4.1.2(a), and so H∗P is LI0-complete too. Now consider the spectral sequence [39, 3.3]

E2
p,q = (LIp(H∗P ))q =⇒ Hp+q(ΛIP ).

If the homology groups are LI0-complete, then the spectral sequence collapses by [38, 4.1] to give
a quasi-isomorphism P → ΛIP . Therefore P → LI0P is a quasi-isomorphism by Lemma 4.2.3.
Hence N → LI0N is a quasi-isomorphism as required. �

Proposition 4.2.5. There is a model structure on Mod∧R in which the weak equivalences are the
quasi-isomorphisms, the fibrations are the surjections, and the cofibrations are the maps with the
left lifting property with respect to the acyclic fibrations. Furthermore, the adjunction

LI0 : ModR � Mod∧R : i

is Quillen.

Proof. The only parts that need elaboration are the factorization axiom and the lifting
axiom. Firstly we prove the factorization axiom.

Let f : M → N in Mod∧R. Take a factorization M i−→ D
p−→ N in ModR where one of i or p is

acyclic. Since LI0 is left adjoint to the inclusion, maps LI0D → N are in bijection with maps
D → N . Therefore, there is a unique q : LI0D → N making the square

M LI0D

D N

i q

p

α

commute. Note that q is a fibration since q ∼= LI0p and LI0 preserves surjections.
If p is acyclic, Lemma 4.2.4(c) shows that α is a quasi-isomorphism since H∗D ∼= H∗N , and
hence by the two-of-three property, q is a weak equivalence. Lemma 4.2.4(a) shows that the
factorization f = q(αi) is a factorization into a map with the left lifting property with respect
to acyclic fibrations, followed by an acylic fibration. This completes the first part of the proof of
the factorization axiom.
For the other part we suppose that i is a weak equivalence. Since αi ∼= LI0(i), Lemma 4.2.4(b)
shows that αi has the left lifting property with respect to fibrations in Mod∧R. Lemma 4.2.4(c)
shows that α is a quasi-isomorphism since H∗D ∼= H∗M . Therefore f = q(αi) is a factorization
into a weak equivalence with the left lifting property with respect to fibrations followed by an
fibration, which completes the proof of the factorization axiom.
For the lifting axiom, we note that one part is by definition. For the other part, we use the
standard method of the retract argument. Consider the square
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A X

B Y

i f

in which i is an acyclic cofibration and f is a fibration. Factor i into a map with the left lifting
property with respect to fibrations followed by a fibration to give A j−→ C

p−→ B. Since j has the
left lifting property with respect to fibrations, there is a lift g : C → X.
As i and j are weak equivalences, p is an acyclic fibration. Since i has the left lifting property
with respect to acyclic fibrations, there exists a lift h : B → C. Therefore gh : B → X gives the
required lift in the square.
It is clear that the adjunction is Quillen by the definition of the weak equivalences and fibrations.

�

Remark 4.2.6. One might first think of attempting to prove the existence of this model structure
via right inducing it from ModR. However, in order to be able to do this, we need to know that
the inclusion i : Mod∧R → ModR preserves filtered colimits. This is false; take R = Z and I = (p)
and consider the direct system Zp

p−→ Zp
p−→ . . .. Then the colimit in the category of abelian

groups is Qp, while the colimit in the category of LI0-complete abelian groups is L(p)
0 (Qp) which

is zero.

Proposition 4.2.7. The model structure on Mod∧R is symmetric monoidal.

Proof. The category of LI0-complete modules is closed symmetric monoidal with tensor
product given by LI0(M ⊗N); see Proposition 4.1.3.
Let M → N and X → Y be fibrations in Mod∧R. Since the inclusion i : Mod∧R → ModR preserves
limits, we have that the pullback product map is

HomR(iN, iX)→ HomR(iM, iX)×HomR(iM,iY ) HomR(iN, iY ).
Since ModR is a symmetric monoidal model category and i is right Quillen, the pullback product
map is a fibration. A similar proof shows that the pullback product of a fibration with an acyclic
fibration is an acyclic fibration. The unit axiom is immediate since the unit in Mod∧R is LI0R
which is cofibrant as R is cofibrant in ModR. �

We need a model category modelling the homotopy theory of derived complete dg-modules. The
left Bousfield localization of R-modules at the unstable Koszul complex is such a model category
by the following result.

Lemma 4.2.8 ([39, 4.2]). There is an equivalence of categories
hLKModR ' ΛModR

where ΛModR denotes the full subcategory of the derived category of dg-modules consisting of
derived complete dg-modules.

We relate the model category of LI0-complete modules to derived complete modules. We will
use these results to show that cofree G-spectra have an abelian model in terms of LI0-complete
modules.

Lemma 4.2.9. There is a symmetric monoidal Quillen adjunction
LI0 : LK(ModR)� Mod∧R : i.

Proof. The cofibrations in LKModR are the same as the cofibrations in ModR so they are
preserved since LI0 : ModR → Mod∧R is left Quillen. Now suppose that f : M → N is an acyclic
cofibration in LK(ModR) so that the cokernel C is dg-projective. In particular, K ⊗ C and
HomR(K,C) are acyclic as K is self-dual up to suspension. We also know that K∞ is built from
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K so ΛIC = HomR(K∞, C) is acyclic as well. By Lemma 4.2.3, we have ΛIC ' LI0C and so
LI0M → LI0N is a quasi-isomorphism. This is a symmetric monoidal Quillen adjunction since LI0
is strong monoidal by Lemma 4.1.2, and the unit in LK(ModR) is cofibrant. �

Before we can prove that the above Quillen adjunction is actually a Quillen equivalence, we need
the following:

Lemma 4.2.10. For any dg-module M , the natural map K ⊗M → ΛI(K ⊗M) is a quasi-
isomorphism.

Proof. There is a fibre sequence K∞ → R→ ČR where ČR = Σker(K∞ → R) is the Čech
complex. This gives rise to another fibre sequence

HomR(K∞, N)← N ← HomR(ČR,N)

for any dg-module N . Now let I = (x1, . . . , xn). Note that ČR is finitely built from R[ 1
xi

] and
that the multiplication map xi : K → K is null-homotopic. Thus HomR(ČR,K ⊗M) ' 0 and
K ⊗M is derived complete. �

We can now prove that LI0-complete modules are a model for derived complete modules.

Theorem 4.2.11. There is a symmetric monoidal Quillen equivalence

LI0 : LK(ModR)� Mod∧R : i.

Proof. We now show that this Quillen adjunction is in fact a Quillen equivalence. Let P
be cofibrant (i.e., dg-projective) in LK(ModR) and M be fibrant in the category of LI0-complete
R-modules. We must show that LI0P →M is a quasi-isomorphism if and only if K⊗P → K⊗M
is a quasi-isomorphism.
Firstly, if LI0P →M is a quasi-isomorphism, thenK⊗LI0P → K⊗M is a quasi-isomorphism since
K is homotopically flat. Now note that there is a weak equivalence K⊗ΛIP

∼−→ ΛI(K⊗P ) since
K is small. By Lemma 4.2.3, K⊗LI0P ' ΛI(K⊗P ) as P is projective. Hence K⊗LI0P ' K⊗P
by Lemma 4.2.10. We conclude that K ⊗ P → K ⊗M is a quasi-isomorphism as required.
Conversely, if K ⊗ P → K ⊗M is a quasi-isomorphism then HomR(K,P ) → HomR(K,M)
is too since K is self-dual up to suspension. Since K∞ is built from K, we also deduce
HomR(K∞, P ) → HomR(K∞,M) is a quasi-isomorphism. It follows that ΛIP → ΛIM is a
quasi-isomorphism. By Lemma 4.2.3, we have LI0P ' ΛIP and M ' ΛIM . Hence LI0P →M is
a quasi-isomorphism. �

As a consequence we obtain the following corollary which extends [27, 6.15] to non-Noetherian
rings.

Corollary A. A dg-module M is derived complete if and only if its homology H∗M is LI0-
complete.

Proof. Let M be derived complete. By Theorem 4.2.11, M is quasi-isomorphic to its
LI0-completion LI0M . As the homology of an LI0-complete object is still LI0-complete by Lemma
4.1.2, we deduce that M has LI0-complete homology. Conversely, suppose that M is a module
with LI0-complete homology. The spectral sequence [39, 3.3]

E2
p,q = (LIpH∗M)q =⇒ Hp+q(ΛIM)

collapses by [38, 4.1], showing that M → ΛIM is a quasi-isomorphism. �
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3. The category of rational cofree G-spectra

From now on we will be working rationally. This means that all spectra are rationalized
without comment and all homology and cohomology theories will be unreduced and with rational
coefficients.

Notation 4.3.1. Fix G a compact Lie group. We denote by SpG the model category of rational
orthogonal G-spectra with the rational G-stable model structure, which is a compactly generated,
stable, symmetric monoidal model category, see [60, III.7.6]. We write ∧ for the tensor product
and F (−,−) for the internal hom functor. We also write hSpG for its associated homotopy
category.

Definition 4.3.2. A G-spectrum X is said to be cofree if the natural map X → F (EG+, X) is
an isomorphism in the homotopy category. We denote by hSpcofree

G the full subcategory of hSpG
of cofree G-spectra.

Lemma 4.3.3. There is a natural equivalence
hLEG+SpG ' hSpcofree

G .

Furthermore, LEG+SpG is a symmetric monoidal model category.

Proof. A fibrant replacement functor in LEG+SpG is given by F (EG+, R(−)) where R
is the fibrant replacement in SpG. Therefore, the collection of bifibrant objects in LEG+SpG
is equivalent to the full subcategory of cofree G-spectra. The model category LEG+SpG is
symmetric monoidal by Proposition 3.2.13. �

4. The symmetric monoidal equivalence: connected case

In this section we fix a connected compact Lie group G. We aim to find an algebraic model for
the category of rational cofree G-spectra. There are several steps needed. Recall that our model
for cofree G-spectra is the homological localization LEG+SpG.

Step 1. Consider the complex stable commutative ring G-spectrum DEG+ = F (EG+, S
0),

see Definition 0.3.12. Restriction and extension of scalars along the unit map S0 → DEG+
induces a symmetric monoidal Quillen adjunction

DEG+ ∧ − : LEG+(SpG)� LEG+(ModDEG+) : U
between the localizations, since DEG+ ∧ EG+ ' EG+. By the Left Localization Principle
this is a symmetric monoidal Quillen equivalence, since the unit is an EG+-equivalence and U
preserves non-equivariant equivalences.

Remark 4.4.1. This is a special case of Proposition 3.3.4 and Example 3.3.7.

Step 2. We can now take categorical fixed points to remove equivariance. As a functor
from G-spectra to non-equivariant spectra, the categorical fixed points is right adjoint to the
inflation functor. Using [83, 3.3] we have a symmetric monoidal Quillen adjunction

(−)G : ModDEG+ � ModDBG+ : DEG+ ⊗DBG+ −
between the categories of modules. Note that we suppress notation for the inflation functor. A
more detailed discussion of this adjunction can be found in [44].
Since G is connected, DEG+ generates ModDEG+ by [37, 3.1] and so the counit is an equivalence
on all objects as it is an equivalence on DEG+ and the fixed points functor preserves sums.
By [37, 3.3], the fixed points functor sends non-equivariant equivalences to BG+-equivalences,
so the Left Localization Principle applies and we get a symmetric monoidal Quillen equivalence

(−)G : LEG+ModDEG+ � LBG+ModDBG+ : DEG+ ⊗DBG+ −.
101



Step 3. We now apply Shipley’s theorem [86, 2.15] (see also [94, 7.2]) which gives a
symmetric monoidal Quillen equivalence

Θ: ModDBG+ 'Q ModΘDBG+

where ΘDBG+ is a commutative dga with the property that H∗(ΘDBG+) = π∗(DBG+) =
H∗BG. It follows that there is a symmetric monoidal Quillen equivalence

LBG+ModDBG+ 'Q LΘBG+ModΘDBG+

where H∗(ΘBG+) ∼= π∗(BG+) ∼= H∗BG.

Step 4. Since H∗BG is a polynomial ring it is strongly intrinsically formal as a commutative
dga. In other words, for any commutative dga R with H∗R ∼= H∗BG, there is a quasi-
isomorphism H∗BG→ R. Therefore, taking cycle representatives we have a quasi-isomorphism
z : H∗BG→ ΘDBG+. We also need the following result to identify ΘBG+.

Lemma 4.4.2. There is a natural weak equivalence ΘBG+ → H∗BG.

Proof. Write (−)∨ = HomQ(−,Q) and note that it is exact. There is a canonical map
ΘBG+ → (ΘBG+)∨∨ which is a quasi-isomorphism since the homotopy groups of BG+ are
degreewise finite. There is a natural map ΘDBG+ → (ΘBG+)∨ obtained as the transpose of
the natural composite

ΘBG+ ⊗ΘDBG+ → Θ(BG+ ∧DBG+)→ Q.
Since Θ gives a symmetric monoidal equivalence of homotopy categories, the natural map
ΘDBG+ → (ΘBG+)∨ is a weak equivalence.
Since DBG+ is a commutative HQ-algebra, ΘDBG+ is a commutative dga by [86, 1.2]. As
H∗BG is strongly intrinsically formal as a commutative dga, there exists a quasi-isomorphism
H∗BG→ ΘDBG+. Putting all this together, we have quasi-isomorphisms

ΘBG+ → (ΘBG+)∨∨ → (H∗BG)∨ → H∗BG.

�

Extension and restriction of scalars along the map z : H∗BG→ ΘDBG+

ModΘDBG+ ModH∗BG
z∗

ΘDBG+⊗H∗BG−

is a symmetric monoidal Quillen equivalence since chain complexes satisfies Quillen invariance
of modules. Therefore we have a symmetric monoidal Quillen equivalence

LH∗BGModΘDBG+ 'Q LH∗BGModH∗BG.

Step 5. It remains to internalize the localization. Let I be the augmentation ideal of H∗BG
and let K denote its unstable Koszul complex.

Proposition 4.4.3. The homology H∗BG finitely builds K and K builds H∗BG.

Proof. Suppose that H∗BG = Q[x1, ..., xn]. There is a cofibre sequence

Σ|x1|Q[x1, ..., xn] ·x1−−→ Q[x1, ..., xn]→ ΣK(x1)
and applying HomQ(−,Q) gives the cofibre sequence

H∗BG→ Σ−|x1|H∗BG→ ΣK(x1)∨.
Since K(x1) is self-dual up to suspension, this shows that K(x1) is finitely built from H∗BG. A
repeated argument using the cofibre sequence Σ|xi|Ki−1 → Ki−1 → Ki where Ki = K(x1, ..., xi)
and K0 = H∗BG shows that K is finitely built from H∗BG.
Conversely, since H∗BG is torsion it is built by K as K generates torsion modules [41, 8.7]. �
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Therefore, a map is a H∗BG-equivalence if and only if it is a K-equivalence. It follows that

LH∗BGModH∗BG = LKModH∗BG.

Combining all the statements of this section with Theorem 4.2.11 gives the following result.

Theorem 4.4.4. Let G be a connected compact Lie group and I be the augmentation ideal of
H∗BG. Then there is a symmetric monoidal Quillen equivalence

LEG+SpG 'Q Mod∧H∗BG
between rational cofree G-spectra and LI0-complete dg-H∗BG-modules. In particular, there is a
tensor-triangulated equivalence

cofree G-spectra '4 D(LI0-complete H∗BG-modules).

5. The symmetric monoidal equivalence: non-connected case

In this section we extend the algebraic model for cofree G-spectra from connected G to any
compact Lie group. The blueprint is the same as for the connected case, however some extra
care is required which arises from taking categorical fixed points. We fix a compact Lie group G
with identity component N and component group W = G/N , and write r for the rank of G.

5.1. Skewed Model Categories. We recall some results about model categories with a
action of a finite group W from [55, 5.2] and [7, Section 7]. For any cofibrantly generated model
category C, we denote by C[W ] = Fun(BW, C) the category of objects of C with a W -action. We
endow C[W ] with the projective model structure where the weak equivalence and fibrations are
created by the forgetful functor C[W ]→ C. We will need the following result:

Lemma 4.5.1 ([55, 5.3]). There is a symmetric monoidal Quillen equivalence LEW+SpW 'Q
Sp[W ].

More generally, we can consider the category EW with objects the elements of W and a unique
morphism connecting each pair of objects. Let C be a category with a W -action, that is, with
functors w∗ : C → C for each w ∈ W satisfying (ww′)∗ = w∗w

′
∗ and e∗ = 1. The category

of objects of C with a skewed W -action is the category of equivariant functors EW → C and
equivariant natural transformations, which we denote by C[W̃ ]. Note that if the W -action on C
is trivial, then C[W̃ ] is equivalent to C[W ]. We say that an adjunction between categories with a
W -action is a W -adjunction if both the functors are W -equivariant and the unit and counit are
W -equivariant natural transformations. We say that a model category C with a W -action is
skewable if w∗ : C → C is left Quillen for each w ∈ W . Note that w∗ : C → C is left adjoint to
w−1
∗ , so equivalently, we could ask for w∗ to be right Quillen for all w ∈W .

Lemma 4.5.2.

(a) Let C be a skewable, symmetric monoidal, cofibrantly generated model category with a
W -action. Then C[W̃ ] admits a closed symmetric monoidal structure and a projective
model structure making it into a symmetric monoidal model category.

(b) Let C and D be skewable, symmetric monoidal model categories. Suppose that C � D is
a W -adjunction which is a symmetric monoidal Quillen equivalence. Then we have a
symmetric monoidal Quillen equivalence

C[W̃ ] 'Q D[W̃ ].

Proof. One can check that C[W̃ ] is a symmetric monoidal model category in which the
weak equivalences and fibrations are determined levelwise, and that Quillen equivalences extend
to the skewed model category; see [7, 7.3] for the case W = C2. �
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5.2. The algebraic model. The component group W acts on N by conjugation and hence
on its cohomology H∗BN . We write H∗B̃N for the polynomial ring H∗BN equipped with
this W -action. Accordingly, the model category Mod

H∗B̃N
inherits a W -action as follows. For

w ∈ W and a H∗B̃N -module M , we define w∗M to be the same underlying abelian group
as M but with module structure now defined by r ·m := (wr)m for r ∈ H∗B̃N and m ∈ M .
This model category is skewable since the action preserves weak equivalences and fibrations.
Therefore, we can consider the model category Mod

H∗B̃N
[W̃ ] of modules with a skewedW -action.

More explicitly, we can identify this category with the category of modules over the skewed
ring H∗B̃N [W ], that is, the ring whose elements are formal linear sums

∑
w∈W xww where

xw ∈ H∗B̃N , with pointwise addition and multiplication defined by
(xw) · (x′w′) = (x(w · x′))(ww′) for w,w′ ∈W and x, x′ ∈ H∗B̃N.

We now turn to define a suitable notion of LI0-completion for a module over the skewed ring.

Definition 4.5.3. Let I denote the augmentation ideal of H∗BN . We say that a dg-H∗B̃N [W ]-
module M is LI0-complete if M is LI0-complete as a H∗BN -module. We denote by Mod∧

H∗B̃N [W ]
the category of LI0-complete dg modules over the skewed ring.

Lemma 4.5.4.

(a) The category of left H∗B̃N [W ]-modules admits a closed symmetric monoidal structure
and a projective model structure making it into a symmetric monoidal model category.

(b) The category of LI0-complete left H∗B̃N [W ]-modules is abelian and is a symmetric
monoidal model category with the projective model structure.

Proof. The results follow from the previous sections and Lemma 4.5.2 by noticing that
the category of (LI0-complete) H∗B̃N [W ]-modules is equivalent to C[W̃ ] for C the category of
(LI0-complete) H∗B̃N -modules. �

Lemma 4.5.5. (Eilenberg-Moore) Consider the family [⊆ N ] = {H ≤ G | H ⊆ N} and the
Quillen adjunction

(−)N : ModDEG+(SpG)� Mod
DB̃N+

(SpW ) : DEG+ ⊗DB̃N+
−

where we set DB̃N+ = (DEG+)N . Then for all DEG+-modules Y , the counit map
εY : DEG+ ⊗DB̃N+

Y N → Y

is a E[⊆ N ]+-equivalence.

Proof. A map of G-spectra is an E[⊆ N ]+-equivalence if and only if its restriction to
N -spectra is a weak equivalence. Therefore, it is sufficient to check that DEN+⊗DBN+ Y

N → Y
is a weak equivalence. The full subcategory of DEN+-module spectra Y for which εY is a
weak equivalence is localizing and clearly contains DEN+. Since DEN+ generates ModDEN+
by [37, 3.1] the claim follows. �

We now ready to prove our main result.

Theorem 4.5.6. Let G be a compact Lie group with identity component N and component group
W = G/N . Let I be the augmentation ideal of H∗BN . Then there is a symmetric monoidal
Quillen equivalence

LEG+(SpG) 'Q Mod∧
H∗B̃N [W ]

between rational cofree G-spectra and LI0-complete dg-H∗B̃N [W ]-modules. In particular, there is
a tensor-triangulated equivalence

cofree G-spectra '4 D(LI0-complete H∗B̃N [W ]-modules).
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Proof. We will prove the theorem using the Compactly Generated Localization Princi-
ple 3.2.16. To have a better control on the compact generators of the localized categories, it is
convenient to change our model for cofree G-spectra. Thus we note that

LEG+SpG = LG+SpG
since the EG+-equivalences are the same as the G+-equivalences. Using Proposition 3.3.4 we
have a symmetric monoidal Quillen equivalence LG+(SpG) 'Q LG+(ModDEG+).
Taking categorical G-fixed points loses too much information since ModDEG+ is no longer
generated by DEG+. Instead we slightly modify the model structure and then take N -fixed
points. Consider the family [⊆ N ] = {H ≤ G | H ⊆ N}. There is a symmetric monoidal Quillen
equivalence

LG+ModDEG+ � LG+LE[⊆N ]+ModDEG+

since G+ ∧ E[⊆ N ]+ → G+ is a weak equivalence.
We now take categorical N -fixed points to remove equivariance. We use the tilde in DB̃N+ =
(DEG+)N to emphasize that it may have a non-trivial W -action. We apply the Compactly
Generated Localization Principle to the symmetric monoidal Quillen adjunction

(−)N : LE[⊆N ]+ModDEG+(SpG)� Mod
DB̃N+

(SpW ) : DEG+ ⊗DB̃N+
−

to obtain a symmetric monoidal Quillen equivalence after localization. There are several
conditions that need to be checked. Firstly, we claim that LG+LE[⊆N ]+ModDEG+ is compactly
generated by DG+ ' DG+ ∧DEG+. It is clear that it generates so we only show that it is
compact. By definition of sum in the localized category, we have to show that

(5.2.1) hModDEG+(DG+, F (EG+,
∨
i

Yi)) '
⊕
i

hModDEG+(DG+, Yi)

where Yi is cofree for all i. This is now clear sinceDG+ is small andDG+∧EG+ ' DG+. We also
claim that (DG+)N 'W+ compactly generates LW+Mod

DB̃N+
(SpW ). Since W+ has a trivial

DB̃N+-action, it builds DB̃N+∧W+ in Mod
DB̃N+

and hence it generates LW+Mod
DB̃N+

(SpW ).
It is also compact by a similar argument to (5.2.1). By the Compactly Generated Localization
Principle it remains to check that the derived counit is a G+-equivalence on DG+, and that
the derived counit is an E[⊆ N ]+-equivalence for G+. These are true by the Eilenberg-Moore
Lemma. Hence we have a symmetric monoidal Quillen equivalence

LG+LE[⊆N ]+ModDEG+ 'Q LW+Mod
DB̃N+

(SpW ).

Note that have an equality of model categories

LW+Mod
DB̃N+

(SpW ) = LW+Mod
DB̃N+

(LEW+SpW )

since EW+ ∧W+ 'W+.
We can rewrite the target category as LW+Mod

DB̃N+
(Sp[W ]) and apply Shipley’s theorem [86]

to obtain symmetric monoidal Quillen equivalences

LW+Mod
DB̃N+

(Sp[W ]) 'Q LΘ(W+)ModΘDB̃N+
(ModQ[W ]) 'Q LΘ(W+)ModΘDB̃N+[W ].

One can construct a Q[W ]-module map H∗B̃N → ΘDB̃N+ which is a quasi-isomorphism as
in [43, Section 7]. Since the map is compatible with theW -action, there is a symmetric monoidal
Quillen equivalence

ModΘDB̃N+[W ] 'Q Mod
H∗B̃N [W ].

Note that H∗(Θ(W+)) = H0(Θ(W+)) = Q[W ] and hence Θ(W+) is formal as a H∗B̃N [W ]-
module since we have a zig-zag of quasi-isomorphisms Θ(W+)← τ≥0(Θ(W+))→ H0(Θ(W+))
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where τ≥0 denotes the connective cover functor. Putting all this together, we deduce a zig-zag
of symmetric monoidal Quillen equivalences

LEG+(SpG) 'Q LQ[W ]Mod
H∗B̃N [W ].

We now claim that LQ[W ]Mod
H∗B̃N [W ] = (LQModH∗BN )[W̃ ]. As the underlying categories are

equal and the acyclic fibrations are easily seen to be the same, we only need to argue that the
model categories have the same weak equivalences. This is clear since

Q[W ]⊗
H∗B̃N [W ] M

∼= Q⊗H∗BN M

for all H∗B̃N [W ]-modules M . Hence the two model categories are equal.
Finally, using Lemma 4.5.2 and Theorem 4.2.11, we conclude that there are symmetric monoidal
Quillen equivalences

(LQModH∗BN )[W̃ ] 'Q Mod∧H∗BN [W̃ ] 'Q Mod∧
H∗B̃N [W ]

.

�

Remark 4.5.7. Our proof bridges a gap in [43]. In the cited paper it is stated that there is a
Quillen equivalence

(−)N : CellG+ModDEG+(SpG)� CellW+Mod
DB̃N+

(SpW ) : DEG+ ⊗DB̃N+
−

obtained by the Cellularization Principle. The claim as it is stated it is not correct. Indeed, if
we want to apply the Cellularization Principle we need to check that the counit DEG+ ⊗DB̃N+

(G+)N → G+ is a weak equivalence of G-spectra, which in general is false. Nonetheless, we can
modify the argument as follows. Firstly there is a Quillen equivalence

CellG+ModDEG+ � CellG+LE[⊆N ]+ModDEG+ .

We note that the localization CellG+LE[⊆N ]+ModDEG+ exists, since left Bousfield localizations
of right proper, stable model categories are right proper by [12, 4.7]. We can then apply the
Cellularization Principle to the Quillen adjunction

(−)N : LE[⊆N ]+ModDEG+(SpG)� Mod
DB̃N+

(SpW ) : DEG+ ⊗DB̃N+
−

and the Eilenberg-Moore Lemma to show that this is a Quillen equivalence after cellularization.
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