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Abstract

In this thesis, unusual phase transitions in liquid crystals formed from compounds

with novel shapes and polymers are investigated using different techniques including,

statistical modelling, Monte Carlo and molecular dynamics simulation.

An unusual phase transition, between two columnar phases of the same hexagonal

symmetry, has been discovered in a liquid crystal formed from taper-shaped

Minidendrons. This unique transition requires a quantised drop in the number of

molecules in the columnar cross-section on heating. A mean field theory is developed

which models a single self-assembled column as a one-dimensional Ising spin chain.

Dominant energetic terms are calculated and fed into the theory, accompanied by small

mean field terms. Close quantitative agreement is found between theory and experiment,

providing an elegant description of the first-order nature of the transition.

Next, a nanometre-scale square tiling in X-shaped liquid crystal compounds has been

achieved with zero in-plane expansion. A previously unseen order-disorder transition,

between a two-colour segregated chessboard phase and a single-colour mixed phase,

has been observed on heating. The transition is a close real-life example of the 3d

Ising model. Monte Carlo simulation is performed, considering important interactions

inside the nano-compartments. The results for different lattice sizes in simulation, when

compared to experimental data, show how kinematic effects dominate within the liquid

crystal.
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Then the newly observed crystallisation behaviour of isotactic polypropylene, at large

undercoolings, has indicated an additional mesophase appears which overtakes the

ordered-phase growth. Their competition results in a kinetic barrier, similar to that

observed in folded n-alkanes, whereby the extended form is blocked by the attachment

of folded chains. This process is called self-poisoning. Using a 1d solid-on-solid model

the two-step process of mesophase attachment and subsequent meso-order conversion

required to grow the ordered form is studied. Monte Carlo simulation is used to study

the importance of neighbouring interactions and better fit the experimental data.

Finally, it is well known that a two-dimensional crystal melts before a three-dimensional

one. Adsorbed model polyethylene monolayers however are exceptional and are found

recently to melt up to 80K above the bulk melting temperature. Atomic force microscopy

studies have shown unusual pre-melting behaviour in graphite adsorbed ultra-long

n-alkanes. The monolayers resist melting by gradually disordering from their ends

inwards, to over half their extended length, before finally melting. Molecular dynamics

simulations are performed, at different temperatures, by leveraging a new coarse-grained

model of bulk polyethylene. The results show remarkable agreement with AFM images,

providing new insights into polymer melting.
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Chapter 1

Introduction

Condensed matter physics and the study of many-body states of matter, has kept

theorists busy for a very long time. In this broad area, the physical laws governing

quantum mechanics, electromagnetism and statistical mechanics are all leveraged in

order to understand the behaviour of condensed phases. Soft matter physics is a

subfield and the materials falling under this description often have diverse properties

and many important technological applications. Pierre-Gilles de Gennes was awarded

the nobel prize in Physics in 1991 “for discovering that methods developed for

studying order phenomena in simple systems can be generalised to more complex

forms of matter, in particular to liquid crystals and polymers.” He demonstrated how

order-disorder transitions in simple condensed matter systems can be used to understand

complex ordering phenomena in softer, more flexible ones. Theory has long played an

important part in contributing to the understanding and prediction of liquid crystal

phase transitions. Computer simulations are now widely accepted as an intermediary

step between experiment and theory. Simulations allow us to refine and numerically

solve theoretical models, which are not analytically solvable and probe the important

interactions responsible for the formulation of liquid crystals and the subsequent phase

transitions in these systems. They may be used not only to understand experimental
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results but also to predict the results of new experiments without the need for difficult

synthesis, albeit on much shorter timescales. This thesis will follow much the same

theme with the primary goal of furthering the understanding of phase transitions in

these wonderfully rich materials.

C_Introduction/DeGennes.jpeg

Figure 1.1: Professor Pierre-Gilles de Gennes.

1.0.1 Project Aims

This section is dedicated to setting out what the works presented in this thesis aim to

achieve. The primary goal of each of the chapters presented in this thesis are to both

complement and, in some cases, predict new experimental results in soft matter systems

through a multi-scale modelling approach. The systems studied in this thesis have been

cherry-picked from the rich and diverse experimental works performed by Ungar and

Zengs groups in the Dept of Materials Science at the University of Sheffield. Prof Goran
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Ungar and Dr Xiangbing Zeng co-supervise this project with Prof Gillian Gehring in

the Physics Dept. Together myself and Prof Gehring form the theoretical arm of this

unusual collaboration and the chapters in this work are representative of this. In Ungar

and Zeng’s respective groups liquid crystalline systems and polymers, often synthesised

for the first time are studied using popular techniques such as X-Ray Diffraction

(XRD), Polarising Optical Microscopy (POM), Differential Scanning Calorimetry (DSC)

and Atomic Force Microscopy (AFM). Using these methods, they have revealed the

interesting properties of these compounds for the first time often discovering new liquid

crystalline phases and transitions between them [1–7] and tackling important questions

in model polymer systems [8–11]. Prof Gehring has been in an active collaboration with

Prof Ungar and Dr Zeng since 2011 [12–15].

We find that collaboration between experimentalists on the one hand and the

theory/simulation community on the other has been lacking in some areas of soft

matter. E.g. while the nematic liquid crystal phase has been covered very extensively by

physicists, the more complex LC phases, particularly those with 2D and 3D periodicity,

i.e. columnar and cubic/pseudocubic phases, often referred to as supramolecular

LCs, have been mostly left to be analysed by the chemists who synthesised the

compounds. Thus many fascinating aspects of their phase behaviour have been either

ignored or tackled somewhat superficially and in a speculative hand-waving way. A

close collaboration such as between the above two groups is relatively rare, especially

where fundamental physics is being pursued simultaneously with the experiments.

Concomitance of this kind allows theory/simulation to influence and direct further

experiments and chemical synthesis in a tight feedback loop. Being able to respond to

experimental discoveries in a timely way can sometimes come at a price of not being able

to follow a rigid, long-term path prescribed in detail in advance. A decision favouring

the flexible approach has been made at the beginning of this project. Nevertheless,
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the project still follows a general aim of understanding novel and unsolved phenomena

in structure, thermodynamics and kinetics of soft matter by applying simulation and

theories of condensed matter physics to “chemical” systems.

The aims of this thesis are as follows:

1. To take soft matter systems studied experimentally, understand those systems

and identify areas in which theory and/or simulation can be used to further their

understanding.

2. To develop theoretical models in close collaboration with experimental colleagues

and refine those models through any means necessary into tractable problems.

3. To critically evaluate the model hypotheses or assumptions by solving these models

analytically and/or numerically and comparing the results with experiment.

4. To design and carry out computer simulations by identifying the most appropriate

computational techniques available and where none exists to develop those

computational techniques.

5. To demonstrate an up-to-date awareness of pre-existing theoretical, computational

and experimental studies on similar systems and utilise them.

“I have emphasised experiments more than theory. Of course, we need some theory when

thinking of soft matter.”

Pierre Gilles de Gennes, Nobel Lecture, December 9 1991, College de France, Paris,

France.

4 CHAPTER 1. INTRODUCTION



1.0.2 Thesis Outline

In Chapter 2 of this work a short overview of liquid crystals is given, and the compounds

described in this thesis are presented for the first time. Then important aspects

of statistical mechanics are outlined and the simulation techniques used throughout

this thesis are discussed, such as Monte Carlo (MC) and molecular dynamics (MD)

simulation, with reference to the previous section. A brief section outlining the common

experimental techniques used to study liquid crystal systems such as X-ray diffraction

(XRD), and atomic force microscopy (AFM) then follows. Throughout some discussion

is given regarding how to interpret experimental results and important links with theory

and simulations.

In Chapter 3 of this work the aim is to shed some light on the columnar phases in

taper-shaped Minidendrons. Dendrimers and the liquid crystals that they form have been

subject to declining interest, surprisingly not because they are well understood from a

theoretical standpoint, quite the opposite in fact but because they are considered nothing

new among materials scientists [16]. Minidendrons can be thought of as one branch of

their much larger parent dendrimers and they are of significant interest because they

show an impressive number of phases [1, 17], which are normally observed singularly

in larger compounds in the same family [18]. The focus of Chapter 3 is to explain a

puzzling phase transition between two columnar phases of the same hexagonal (p6mm)

symmetry. In columnar phases an integer number of molecules, 3 or 4 in the cases

studied here, self-assemble and form discs which then stack to form columns as shown

in Figure 1.2. On heating the symmetry of the packing remains the same but the

columnar shrinkage appears to be first-order in nature which suggests a sudden drop

in the number of molecules comprising the many-molecule columns. This behaviour

is explained through a simple self-consistent theory, drawing analogy with magnetic

spin systems, inspired to some extent by the work of de Gennes, including only the
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interactions thought to be most important such as the free energy of the terminal chains,

Coulomb interactions both between and inside the core of cations and phonon vibrations

inside the core. Numerical calculations of the component terms in the theory are

performed and fed into the theory with small additional mean field terms required to tip

the transition over into the first-order regime. It is demonstrated that the driving force

behind the temperature controlled molecular-expulsion is the increased disordering of

the terminal chains and consequent increase in sideways expansion. The model provides

a remarkably close quantitative description of the experimental findings and is published

in [14], see Section 3.2 for the published article. Further simulations also demonstrate

the experimentally found smoothing of the transition at larger chain lengths and the

importance of the mass of the metal cations in lowering the transition temperature,

this is discussed in Section 3.3. It is suggested that adding free alkane into the mix

could change the nature of the transition altogether, from discontinuous to continuous

as shown in previous experiments [19] and this is discussed in terms of the theoretical

model parameters. In this Chapter, a poorly understood LC system is identified and

a thorough understanding of the experiments so far performed is demonstrated. Using

these results a theoretical model is developed, in close collaboration with experimental

colleagues and computer simulations are then used to inform the parameters of this

theory employing both standard and new techniques. The calculated parameters are

then fed into the model and the results are directly compared to experiment providing

a new understanding of this system for the first time.

In Chapter 4 the focus is on amphilphillic compounds, which are attracting increasing

interest at the moment, specifically newly synthesised tetraphillic (X-shaped) molecules

called bolaamphiphiles [5, 20–23]. They usually consist of a π-conjugated rod-like core

with terminal glycerol groups at either end with the X-shape being provided by two,

sometimes incompatible, lateral alkyl chains on either side of the backbone. These
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Figure 1.2: Number of molecules vs temperature and experiment vs theory fitting (left)
and schematic of columnar shedding of Minidendrons with temperature, including model
parameters.

molecules form columnar phases with unique tiling patterns [3, 12, 24–27] often on a

sub 5nm scale and are considered promising candidates for use in nano-electronics [28].

This is because of the 2d stacked square array formed by them which is rare in itself,

previously only observed in block-copolymers [29], the temperature range over which

the array remains intact with little expansion and the ability to form chemically distinct

patterns such as a chessboard. In this work, the phase transition between two columnar

chessboard phases formed from molecules with a single perfluoralkyl and carbosilane

chain attached on opposing sides of the backbone is investigated. The system undergoes

a unique transition from a two-colour tiling, where like chains segregate into their

respective nano-compartments to a single-colour tiling at higher temperatures where the

chains are mixed as illustrated by Figure 1.3. Both grazing incidence and small-angle

X-ray scattering (GISAXS and SAXS) studies show critical behaviour above and below

the transition indicating that this system is a close real-life example of the 3d Ising model.

Monte Carlo simulation is used to assess the critical behaviour by modelling the system

on a 3d cubic lattice. Direct comparisons made between how susceptible the system

is to spontaneous ordering under an external stimulus (susceptibility) measured from
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simulation and experiment (diffuse peak height) indicate a smaller domain size above

the transition. This agreement between finite sized MC simulations and experimental

observations suggest that kinetic effects are dominating inside the liquid crystal. It was

found that large scale fluctuations are suppressed in reality likely due to the kinetic

barrier present at the border between local two-colour patches. The results have been

published in [13]. In this Chapter, an opportunity to perform a theoretical study of

a new LC system is identified and a thorough understanding of the experiments so far

performed is demonstrated. Using these results a theoretical model is developed, in close

collaboration with experimental colleagues and computer simulations are then used to

solve the model in 3d using MC simulation. The results are then directly compared with

experiment through scaling arguments yielding new theoretical insights.

Figure 1.3: Sample configurations of the ordered segregated chessboard tiling at low
temperature vs the more disordered mixed tiling at high temperature reproduced from
MC simulation. Red arrows heads indicate carbosilane chains and green tails illustrate
fully fluorinated chains. Terphenyl backbone is drawn in grey with blue terminating
glycerol groups at either end.

In Chapter 5 the crystallisation behaviour of isotactic polypropylene (i-PP) at large

undercooling is investigated. Recent works have revealed the presence of a metastable

mesophase which forms rapidly in comparison to the more stable α-phase form of
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i-PP [30]. The α-phase unit cell is highly ordered and contains alternating left and

right-handed helices (2 left and 2 right) and chains in the melt must first acquire

this conformation before joining the growing α-phase crystal. At large undercoolings

the metastable mesophase forms faster and overtakes the α-phase crystal likely due to

the two-step process required for a chain in the melt to join the α-phase crystal. An

additional problem arises where there is competition between two phases, in that the

presence of a metastable phase may seriously reduce the rate of crystallisation. This

is thought to be an example of self-poisoning analogous to that studied in long chain

n-alkanes where metastable folded chains block the formation of the extended chain

crystal [31]. In this work a 1d solid-on-solid model is devised by considering the free

energy change of adsorbing or desorbing mesophase chains onto the surface of the α-phase

chain crystal. Once attached chains may either desorb or convert fast or slow depending

on whether the meso-α interface is buried or not, the reverse of these processes are

also allowed. Hoffman nucleation theory is employed to account for the growth rate

dependence on chain length below the poisoning temperature by considering the free

energy of primary nuclei and the Williams-Landel-Ferry equation is used to factor in the

changing viscosity of the polymer as the glass transition is approached. Semi-quantitative

agreement is found and provides clear evidence of self-poisoning in i-PP, despite the

model’s simplicity. In order to achieve better quantitative agreement with experimental

data, neighbouring interactions are introduced by designing an interaction scheme for a

pseudo-2d line of interacting 1d growth stems. The results point to two crucial model

adjustments required to better describe the experiment, the direct attachment of α-phase

chains above the mesophase melt temperature and a variable crystal width. Examples of

self-poisoning on cleaner model polymer systems are also discussed [32]. In this Chapter,

an understanding of a newly reported experimental study as well as a pre-existing joint

experimental and theoretical one in a similar system is demonstrated. An existing

theoretical model is extended in close collaboration with experimental colleagues. The
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model is solved analytically in 1d and studied in 2d and using MC simulation. The

model is then critically evaluated against experimental data, areas for improvement are

identified and other examples in pre-existing literature are highlighted.

Figure 1.4: Progressive snapshots of the growth front for a series of interacting 1d growth
stems from MC simulation. Green areas indicated liquid, blue the α-phase and red the
mesophase which poisons the α-phase growth front.

In Chapter 6 molecular dynamics simulation is employed in order to provide additional

insight into the unusual pre-melting behaviour, captured by atomic force microscopy, in

a series of ultra-long n-alkanes, up to C390H782, as monolayers adsorbed on graphite.

Specifically the monolayers are found by AFM to melt at nearly 81K above their bulk

melting temperature and melt from their ends inwards, until more than half the overall

chain length has melted. At higher temperatures the rest of the chains melt altogether,

the transition is also fully reversible. This behaviour is surprising because it is well known

that a 2d crystal should melt well below the melting temperate of the 3d bulk crystal due

to the lower number of neighbouring interactions available in a 2d crystal when compared

to the 3d one. Molecular dynamics simulation is used to model a 6 lamellae monolayer

structure, formed from 1800 coarse-grained C390H782 molecules adsorbed on graphite,

by leveraging the CG-SDK model [33]. The model has recently been demonstrated

as a viable coarse-grained model for performing simulations of bulk polyethylene in

LAMMPS [34]. This coarse-graining approach approximates 3 methylene units as a

single bead or atom, using a Lennard-Jones 9-6 potential. We explore the behaviour of
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the systems over a range of temperatures from 350K to 600K at 25K intervals calculating

observables including average z-displacement away from the graphite surface, local and

global estimates of crystallinity and the average squared displacement of beads as shown

in Figure 1.5. Lamellae profiles, averaged observables and binned surface maps are

reconstructed from the simulations and despite the coarse-grained limitations of the

model, agree remarkably well with the experimental AFM images. The results showed

differing degrees of pre-melting at all temperatures below the melt temperature of the

monolayers and have been submitted for publication [35]. In this Chapter, a poorly

understood polymeric system is identified and a detailed understanding of experiment is

demonstrated. A theoretical model is developed in close collaboration with experimental

colleagues and solved in 1d. Pre-existing computational studies in similar systems are

identified and used to form the foundation of new molecular dynamics simulations, which

ultimately provide molecular level insights as well as a stringent test of the theoretical

model.

Figure 1.5: Binned maps of average squared displacement for all temperatures simulated
below the melt calculated from MD simulation. Surface binning of (1 nm2) bins over 50
instantaneous configurations (at 20ps intervals) for each simulated temperature, between
350K and 484K.

In Chapter 7 we summarise the findings in this thesis and discuss possible future work,

including motivation for further experimental studies and computer simulations.
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Chapter 2

General Considerations

2.1 What Are Liquid Crystals?

A liquid crystal possesses some of the properties of both a liquid and a crystalline

solid [1]. Molecules inside a crystal are both positionally and orientationally ordered in

the long range whereas liquids have only short range order, their constituent molecules

are randomly distributed. Molecular arrangements that lie between these two distinct

phases, with greater order than a liquid but less than a crystalline solid, are called liquid

crystals [2] or mesophases [3, 4] (mesomorphic: of intermediate form).

Liquid crystals are most often identified using X-ray diffraction (XRD) and it is

important to be able to distinguish them from their crystal or liquid counterparts.

Crystal structures are characterised by their Bravais lattice, which are formed from

an infinite number of discrete translation operations, from an arbitrary position x0, in

3d space such that

x = x0 + n1a1 + n2a2 + n3a3 (2.1)

16



2.1. WHAT ARE LIQUID CRYSTALS?

Where {ai} represent the lattice basis vectors and ni are integers. The probability of

finding the equivalent crystal pattern at the point x, is finite for |x−x0| → ∞ and so the

resulting XRD pattern will yield sharp Bragg reflections characteristic of the lattice in

question. This means that the density-density correlation function for a crystal can be

expressed a periodic function of the basis vectors in the following limit. Here 〈ρ(x)ρ(x′)〉

is the density-density correlation function and F (x − x′) is a periodic function of the

basis vectors {ai}.

lim
|x−x′|→∞

〈ρ(x)ρ(x′)〉 = F (x− x′) (2.2)

Phase Ordering WAXS Pattern

Crystalline Solid

Isotropic Liquid

Table 2.1: Properties of crystalline solid vs isotropic liquid, ordering of the constituent
molecules and corresponding WAXS patterns.

For an isotropic liquid on the other hand it is only possible to express the probability of

locating a similar pattern at some distance, x far from x0, through the average particle

density ρ̄.
lim

|x−x′|→∞
〈ρ(x)ρ(x′)〉 ' ρ̄2 (2.3)
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There exists an isotropic length scale ξ, over which correlations are lost. Typically XRD

patterns for liquids give rise to diffuse peaks of width ξ−1.

Liquid crystals then are systems in which liquid-like order exists, at least in one direction

of space and in which some degree of anisotropy is present [4]. More precisely the

density-density correlation function depends both on the orientation of x − x′ w.r.t

some axis and its modulus, |x− x′|.

LC Phase Ordering WAXS Pattern

Nematic phases:
Orientational order and
no positional order, the

correlation function must
be anisotropic such that

at least two distinct
length scales exist, for

example ξ⊥ and ξ‖, over
which correlations decay.

Smectic: 1d order exists
in 3d such that 2d liquid

layers appear stacked
with well-defined spacing.

Columnar: 2d order exists
in 3d such that a 2d array

of liquid tubes exist.

Table 2.2: Properties of nematic, smectic and columnar phases, ordering of the
constituent molecules and corresponding WAXS patterns.
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According to de Gennes it is possible to create liquid crystals by doing either of the

following:

1. Imposing no positional order, or imposing positional order in one or two rather

than three dimensions. This is achieved often through designing molecules which

are non-spherical such as prolate or oblate ellipsoids, see Table 2.2.

2. Introducing degrees of freedom that are distinct from the localisations of the

centres of gravity. By freezing out orientational degrees of freedom in an isotropic

liquid, anisotropy is created such that correlations along the preferred direction are

not equivalent to those in the perpendicular plane. This falls under the nematic

definition and is the most transparent way of obtaining nematics.

Director

(a) Smectic A

Director

(b) Smectic C

Figure 2.1: Orientational snapshots of molecules in two different type of smectic phases.
Director is perpendicular to the layers in Smectic A and at an angle other than 90 degrees
in Smectic C, in this case 45 degrees.

The ordering of a liquid crystal is normally defined as a temporal and spatial average as

follows

S = 〈P2 cos θ〉 =

〈
3 cos2 θ − 1

2

〉
(2.4)
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where θ is the angle formed by the axis of the molecule and the local director. For a

crystalline solid or isotropic liquid, see Table 2.1, there is 3d order or none at all hence

S = 1 or S = 0 respectively, a liquid crystal falls between these two values. Figure 2.1

depicts two different smectic phases called smectic A and smectic C. In smectic A the

molecules generally order at 90 degrees to the layers whereas in smectic C they generally

order at some angle other than 90 degrees, in either case S remains the same in both

phases, the local director is indicated in both phases.

Molecules that form LC phases (mesogens) come in all shapes and sizes and can generally

be grouped into 3 categories, we do so here giving some famous examples and illustrating

structures particularly relevant to this work. It is important to stress that, throughout

this thesis we are only concerned with liquid crystals brought about by thermal processes

as opposed to the influence of solvents, i.e. thermotropic not lyotropic.

2.1.1 Mesogens

For a liquid crystal to form some anisotropy must be introduced and this was

traditionally achieved by designing molecules that are either rod-like in shape

(calamitics) (Figure 2.2 A) or disc-like (discotics) (Figure 2.2 B). These molecules form

the well known liquid crystalline phases such as nematic, smectic and columnar. However

in recent years compounds with novel shapes such as, taper-shaped or conical dendrons

(Figure 2.2 C), T-shaped or X-shaped amphiphiles (Figure 2.2 D), banana-shaped bent

core molecules and even chiral variations of them are being synthesised (Figure 2.2 E).

This has brought about the discovery of numerous new phases previously unseen in

thermotropic liquid crystals, for example the first quasi-crystalline phase was reported

in a dendritic liquid crystal recently and even a new twist-bend nematic phase in

bent-core achiral molecules. The molecules all usually have common attributes such as
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π-conjugation and flexible terminal chains and with good reason. Firstly π-conjugation

allows for the lowering of the overall energy of the molecule and subsequently increases

its stability through the sharing of delocalised p-orbital electrons. However π-conjugated

systems alone are not soluble and melt at high temperatures, e.g. graphene/graphite,

hence the attachment of flexible terminal chains lowers the melting temperature and

protects the rigid part of the molecule from oxidisation. Thus carefully controlling

attributes such as polarisability, π-π interactions and van der Waals interactions from

the flexible terminal chains as well as the size and overall shape of the molecule itself

allows for the tuning of the desirable properties of LC’s.

In this thesis we are concerned with mesogens which are either taper-shaped,

cross-shaped and polymers including ultra-long n-alkanes and isotactic polypropylene.

This discussion is continued in the respective Chapters 3, 4, 5 and 6. We are not

concerned with the more traditional rod-like liquid crystals or the highly complex

chevron-shaped molecules.
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A

B
C

D

E

Figure 2.2: Example mesogens (a) Rod-shaped 4-n-pentylbenzenethio-4’-n-
heptyloxybenzoate (Sm-C → N); (b) Taper-shaped Na-salt of 3,4,5-tris-dodecyloxy
benzoic acid (Colr → Colh1 → Col2 → Pm3n → BCC) [5]; (c) Disc-shaped
hexa-n-alkanoates of benzene [6]; (d) Cross-shaped bolaamphiphiles [7]; (e)
Chevron-shaped (bent core) achiral molecule, forms the twist-bend nematic phase
[8].
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2.2 Statistical Physics

Statistical Physics describes the behaviour of systems of many particles in equilibrium.

It may be used to predict the macroscopic properties of many-body systems arising from

the fundamental microscopic properties or interactions.

2.2.1 Principal Ensembles

The are several ensembles in statistical mechanics which are required to group

many-body systems. Each ensemble is made up of a large (or theoretically infinite)

number of states of a system; which are categorised according to their macroscopic

observables. The first three ensembles, as defined by Gibbs, are: (a) the microcanonical

ensemble which describes a series of isolated states each characterised by a fixed number

of particles N , volume V and total energy E. Systems must remain completely isolated

such that they reside in statistical equilibrium, this is known as the NV E ensemble. (b)

The canonical ensemble consists of member states for which the energy is not known but

instead the temperature T , is specified. For a canonical system, the number of particles

N , volume V and temperature T , is fixed such that the system is closed and only energy

may be exchanged with a heat reservoir, this is known as the NV T ensemble. It is

most suitable for Monte Carlo simulations of lattice models as discussed in Section 2.3.1

and is the chosen ensemble used in Chapter 3. (c) Finally the grand-canonical ensemble

groups states in which neither energy nor particle number are fixed but instead both the

temperature T and chemical potential µ, are specified. This describes an open system

where both energy and particles can be exchanged with the reservoir, this is referred to as

the µV T ensemble. (d) A fourth isothermal-isobaric ensemble describes an ensemble of

states where the number of particles N , pressure P and temperature T , are fixed. This

is referred to as the NPT ensemble and is representative of chemical systems which
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are often studied under these conditions, this particular ensemble is often used in MD

simulations, see Section 2.3.2 and is the chosen ensemble used in Chapter 6.

2.2.2 The Canonical Partition Function Z

The partition function is the fundamental concept upon which equilibrium statistical

mechanics is based; it contains all the information about the system. In its classical

form it may be written as

Z =
∑

i

e−βEi (2.5)

where Ei is the energy of the state and β = 1/kBT where T , is the temperature and kB is

Boltzmann’s constant. It is a summation over all possible states for a particular system

and is dependent on system size and number of degrees of freedom [9]. For a small

system the solution may be written down and equilibrium properties may be calculated

in closed form. The probability, Pi of a particular state, i existing is determined from Z

and may be written as

Pi =
e−βEi

Z (2.6)

where Ei is the energy of the state (or Hamiltonian) and β = 1
kBT

where T , is the

temperature and kB is Boltzmann’s constant. Whilst for large systems calculating Z

may be inaccessible even with modern compute times, Monte Carlo methods may be

used to estimate probabilities, Pi and expectation values of system observables.

2.2.3 Essential Thermodynamic Quantities

All other observable quantities may be calculated by differentiation of the free energy.

The variables for magnetic systems are described here since they are most relevant to

the work carried out in Chapters 3 and 4. Note throughout that H denotes an external

magnetic field.
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F = − 1

β
logZ

Internal Energy Entropy Magnetisation

U = −∂ ln(Z)

∂β
S = −

(
∂F

∂T

)

H

M = lim
H→0

−
(
∂F

∂H

)

T

Specific Heat Specific Heat Isothermal Susceptibility

CH =

(
∂U

∂T

)

H

CX = T

(
∂S

∂T

)

X

χT = lim
H→0

(
∂M

∂H

)

T

2.2.4 The Ising Model

The Ising Model was originally proposed to describe ferromagnetism in statistical

mechanics. It is probably the simplest lattice model imaginable and yet has been studied

now for a century since original inception by Wilhelm Lenz in 1920. In fact this year

marks it’s 100 year anniversary. In the model spins are confined to a lattice and can take

values of +1 or -1 and interact with their nearest neighbours through the interaction

coupling J . The model is described by the Hamiltonian:

H = −
∑

<i,j>

σiσj −H
∑

i

σi (2.7)

where σi = ±1. It was first solved analytically in 1d by Lenz PhD student Ernst Ising

in 1925 [10] and showed no phase transition. Later in 1936 Rudolph Peierls showed that

for d ≥ 2 spontaneous magnetisation occurs and there is an order-disorder transition

[11], this became known as Peierls Argument. In 1941 Hendrik Kramers and Gregory

Wannier successfully predicted the critical point by relating the free energy of the 2d
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square Ising Model at low temperature to another at higher temperature by considering

the 2d square lattice is the dual of itself, this is known as Kramers-Wannier duality

[12]. The model was solved exactly on a 2d square lattice by Onsager in 1945 [13] using

the transfer matrix method. There is no exact solution in 3d but much is known from

approximate theories and MC studies.

2.2.5 Phase Transitions and Critical Phenomena

Close to a phase transition, in the region where the temperature is close to the critical

temperature (T ≈ Tc), the correlation length in the system is much larger than the range

of interactions between constituent atoms or spins. System observables in this region

can be described according to a simple power law believed to be universal, this power is

known as a critical exponent. Many experiments and simple statistical models support

this idea and demonstrate how thermodynamic properties can be described around the

critical point by a simple power law. Universality provides a framework where multiple

systems with the same degrees of freedom and dimensions can be grouped under one

class with the same set of critical exponents, this is known as a universality class. In

this thesis we are primarily concerned with liquid crystal systems which are analogous

to one magnetic system in particular, the Ising Model, see Section 2.2.4. In the case of

the Ising ferromagnet thermodynamic properties such as the magnetisation m, specific

heat C, susceptibility χ and correlation length ξ vary as follows [14, 15].

m = m0τ
β (T < Tc) (2.8)

χ = χ±0 τ
−γ (2.9)

C = C±0 τ
−α (2.10)

ξ = ξ±0 τ
−ν (2.11)
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where τ = |1− T
Tc
| and β,α,γ and ν are the critical exponents. These scaling relationships

are only valid close to the critical point, i.e. as τ → 0 and the amplitudes are usually

different for T > Tc or T < Tc. Close to Tc one can also define the magnetisation in

terms of another exponent δ and an applied uniform magnetic field such that m = DH
1
δ .

The density-density correlation function Γ(x), see Section 2.1 can similarly be described

introducing another exponent η such that Γ(x−x′) = Γ0x
−(d−2−η) as x−x′ →∞ which

describes a power law decay at Tc. Critical exponents are rarely known exactly and only

for a very small number of statistical models, the most famous of which is the exactly

solvable 2d square lattice Ising Model [13], see Table 2.3 for a list of exponents.

Universality Class α β γ δ ν η

2d Ising 0 1
8

7
4 15 1 1

4

3d Ising 0.10 0.33 1.24 4.8 0.63 0.04

Table 2.3: Critical exponent values for the 2d and 3d Ising Models on a square lattice.
Exponents for the 2d model are exact, 3d calculated numerically from MC simulations
[16].

Further important scaling relations exist and they will be discussed here briefly, for a

detailed account see refs [17–19]. Close to Tc the singular portion of the free energy

F (H,T ) may be expressed as

Fs = τ2−αF±
(
H

τ∆

)
(2.12)

where H is a small magnetic field, ∆ = 1
2(2−α− γ) is the gap exponent and F±

(
H
τ∆

)
is

a scaling function. As such all other important quantities can be written in terms of this

scaling relation by taking the appropriate derivatives as discussed in Section 2.2.2. The

correlation function may be expressed in a similar fashion in terms of two exponents as

Γ(r, ξ, τ) = r−(d−2−η)G
(
r

ξ
,
H

τ∆

)
(2.13)
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where G
(
r
ξ ,

H
τ∆

)
is a scaling function of two variables. A number of important scaling

relations can now be shown, taking the derivative of Equation 2.12 with respect to the

field for example gives

M = τ2−α−∆F ′( H
τ∆

)
(2.14)

which may be directly compared with Equation 2.13 to show

β = 2− α− δ (2.15)

Then using a scaling relation for the magnetic susceptibility

χ = τ−γC
(
H

τ∆

)
(2.16)

and integrating to find the magnetisation it can be found that for H = 0

m ∝ τ∆−γ (2.17)

Combining Equation 2.15 with Equation 2.17 results in the Rushbrooke inequality [14]

which holds for all models.

α+ 2β + γ = 2 (2.18)

Finite size scaling will be discussed in the proceeding Section 2.3.3.5 as an extension of

this important topic.

2.2.6 Fluctuations

The Fluctuation-Dissipation Theorem describes response functions in terms of

correlation functions in physical variables measured at equilibrium without a perturbing

field. It is a very general theorem first proven by Herbert Callen and Theodore Welton
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in 1951 [20] and later extended by Ryogo Kubo in 1957 [21, 22]. It can be applied to

classical and quantum systems, both time-dependent and time-independent and some

general relations applicable to magnetic systems are used in this thesis. It is particularly

useful for solved models that obey detailed balance i.e MC simulations of Ising like

systems as described in Section 2.2.4.

For the Ising Model of a ferromagnet, the magnetic susceptibility may be written in

terms of spin correlations in the following way. Beginning by combining Equations 2.5

and 2.7 the partition function for the Ising Model may be written as

Z = Tr(e−βH+βh
∑
i σi) (2.19)

The average magnetisation may then be written by taking the ensemble average as

follows

〈σ〉 =
Tr(σie

−βH+βh
∑
i σi)

Tr(e−βH+βh
∑
i σi)

(2.20)

Using the definition of susceptibility as defined in Section 2.2.3. We can write the

susceptibility as follows by taking the derivative with respect to the field

χ =
β Tr(

∑
<i,j> σiσje

−βH)

Z −
β Tr(

∑
<i,j> σiσje

−βH) Tr(σie
βH)

Z2
(2.21)

Which may be written as

χ = β
( ∑

<i,j>

〈σiσj〉 − 〈σi〉〈σj〉
)

(2.22)

This relates the magnitude of fluctuations in the magnetisation to its susceptibility in

its conjugate field and is also known as the linear response theorem. It allows for the

calculation of susceptibilities in MC simulations by measuring the size of fluctuations in

a given variable.
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2.3 Computer Simulations

Since the advent of the Atanasoff-Berry Computer in 1937, designed solely to

solve systems of linear equations, physicists have been armed with a powerful tool

for numerically solving problems without oversimplification. Some early famous

examples include ENIAC, a reprogrammable computer used to study the feasibility of

thermonuclear weapons and MANIAC famously used during the Manhattan Project to

study thermonuclear processes more precisely. Today Apple’s iPhone can perform over

50 times the number of calculations than MANIAC could in its day. Up to the present

day the number of transistors on an integrated circuit chip approaches 50 trillion and

continues to double every 2 years although this cannot continue indefinitely [23], in

fact the scale of components is already approaching the limit of the size of individual

atoms. The first mass produced supercomputer ever sold (Cray-1) boasted 160 Mega

FLOPS of computing power in 1975 and this was exceeded by a single microprocessor

unit long ago. These days the top desktop computers can perform 100’s of Tera FLOPS

on a single chip and the largest supercomputer in the world, SUMMIT at Oak Ridge

National Labs USA, can manage 148.6 Peta FLOPS. This decade marks the moment

that peak supercomputer performance will enter the Exa scale, with either the USA,

China, Japan or the EU in the running to finish first, China is rumoured to unveil theirs

this year. This is a significant landmark because this is of the order of the number of

calculations theoretically estimated to be achievable by the human brain [24]. The rapid

increase in computational power is allowing scientists to tackle ever larger problems.

In this section we cover two powerful computational techniques used throughout this

thesis, Monte Carlo Importance Sampling and Molecular Dynamics. The key difference

between these two techniques is that the former studies an ensemble of representative

configurations at fixed time whereas the latter studies the time evolution of a given

starting configuration i.e. ensemble average or time average.
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C_General/maniac.jpg

Figure 2.3: Paul Stern (Left) and Nick Metropolis (Right) playing chess with the
MANIAC computer. [25, 26]

2.3.1 Markov Chain Monte Carlo

In Monte Carlo (MC) simulation the aim is to generate a trajectory in phase space

and correctly sample from a chosen statistical ensemble i.e. canonical. This can be

performed on lattice or off lattice but the same rules apply in both cases, in this thesis

we are primarily concerned with lattice models when using MC. The go to example of

MC importance sampling, on lattice, is the simple Ising Model as described previously

in Section 2.2.4 using the Metropolis method [27]. The method produces a trajectory

by generating new states based only on their immediate predecessors according to some
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transition probability, this is known as a Markovian process. The resulting sequence of

states are ordered in MC time but not in real time because it is non-deterministic, i.e.

the time dependence of a spin flip is zero. For simple models such as the Ising Model

the time-dependent behaviour can be described by a master equation

∂Pn(t)

∂t
= −

∑

n6=m
[Pn(t)Wn→m − Pm(t)Wm→n] (2.23)

where Pn(t) is the probability of the system being in a given state n at time t and

Wn→m is the transition rate for n → m. By considering the equilibrium condition that

∂Pn(t)
∂t = 0 we obtain the important and required condition known as detailed balance

Pn(t)Wn→m = Pm(t)Wm→n (2.24)

The probability of the nth state occurring was defined previously in Equation 2.6 and

cannot usually be determined since the partition function is normally too difficult to

calculate due to the large number of accessible states. MCMC gets around this problem

by producing the mth state from the nth one and removing the partition function

altogether by considering the ratio of their individual probabilities. This means that

only the energy difference between the two states need be known

∆E = En − Em (2.25)

The metropolis rate is then given by the Metropolis form

Wn→m =





τ−1
0 exp(− ∆E

kBT
) ∆E > 0

τ−1
0 ∆E < 0

(2.26)
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where τ0 is the time required to attempt a spin flip, normally set to unity. Thus we

arrive at the algorithm itself.

1. Choose a starting configuration.

2. Choose a site i.

3. Calculate ∆E for a given spin flip.

4. Generate a random number r in the interval 0 < r < 1.

5. If r < Wn→m flip the spin.

6. Go to the next site and go to (3).

Metropolis dynamics [27] is not the only solution that exists which satisfies detailed

balance, others include Glauber[28] and Kawasaki [29] dynamics. In Glauber dynamics

the single spin flip method is used with the following transition rate

Wn→m = (2τ0)−1[1 + σi tanh(
Ei
kBT

)] (2.27)

where σiEi is the energy of the ith spin in state n. It differs from Metropolis dynamics

only at very high temperatures since the Glauber transition rate approaches 1
2 as opposed

to 1 in the Metropolis case. Hence at high temperatures the Metropolis system becomes

non-ergodic because every spin flip is accepted and the system will oscillate between two

states, this is not the case for Glauber dynamics which remains ergodic. This means

that the behaviour or average over time is the same as that over probability space, i.e.

the ensemble average. Kawasaki dynamics have the same transition rate as Metropolis

as given in Equation 2.26 except that a pair of neighbouring spins are swapped instead

of a single spin. This can be done locally or non-locally where the latter option allows

for faster equilibration times. Note that changing the dynamics in this way does not
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change the critical exponents, see Section 2.2.5.

The Metropolis algorithm is the simplest algorithm to implement but also the most

inefficient particularly at criticality due to the formation of domains and long-ranged

correlations leading to a high number of rejections. This is known as critical slowing

down [30], a number of different methods have been developed to overcome this problem

such as cluster flipping algorithms which flip clusters of like spins at once [31–33] and

density of states methods [34]. For the work carried out in this thesis the Metropolis

algorithm was used so the discussion of other algorithms ends here.

2.3.2 Molecular Dynamics

For classical many-body systems, MD may be used to model the system in question

much in the same way as an experiment, albeit usually on much shorter timescales.

For liquid crystals and polymers, at a nuclear level, the assumption is that constituent

particles obey the laws of classical mechanics. This means that quantum mechanical

effects resulting from the translational or rotational motion of light atoms or molecules

such as molecular hydrogen, helium or heavy hydrogen as well as vibrational motion

with frequency ν such that hν > kBT can be ignored.

In a normal MD simulation the position, ri(t) and velocity vi(t), of the particles at time

t are recorded in memory. The forces acting on each particle are computed according

to some chosen potential F i = −∇iU i.e. Lennard-Jones [35] for a detailed description

of the potentials used in this thesis see Section 2.3.3.2. The equation of motion F i =

mai is then integrated over the chosen time-step ∆t using an algorithm such as the

Velocity-Verlet algorithm [36] in order to calculate the position of the particles at time

t+ ∆t [37, 38].
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In this thesis LAMMPS [39] is the chosen MD program which by default integrates

Newton’s equations of motion using Verlet integration [40], this is the simplest choice

and for our purposes the best one. It is important to understand how this algorithm

works since it is the foundation upon which any MD simulation is built. In order to

derive it we first consider the Taylor expansion of a particle, around time t

r(t+ ∆t) = r(t) + v(t)∆t+
f(t)

2m
∆t2 +

∆t2

3!

...
r +O(∆t4) (2.28)

r(t−∆t) = r(t)− v(t)∆t+
f(t)

2m
∆t2 − ∆t2

3!

...
r +O(∆t4) (2.29)

Where f(t) is the acceleration of the particle at time t. Summing Equations 2.28 and

2.28 and rearranging gives

r(t+ ∆t) ≈ 2r(t)− r(t−∆t) +
f(t)

m
∆t2 +O(∆t4) (2.30)

It is important to note that this new estimate of position contains an error of the order

of δt4 which is dependent on the size of time-step chosen in the simulation. The velocity

can then be calculated as follows

v(t) =
r(t+ ∆t)− r(t−∆t)

2∆t
+O(∆t2) (2.31)

however this is only accurate to the order of δt2. In order to get around this large error

the Velocity-Verlet algorithm is used [36] where the proceeding coordinate update is

expressed as

r(t+ ∆t) = r(t) + v(t)∆t+
f(t)

2m
∆t2 (2.32)

With the velocity now more accurately given as

v(t+ ∆t) = v(t) +
f(t+ ∆t) + f(t)

2m
∆t (2.33)
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The error in the velocity is now of the order of δt4, this method originates from calculating

the velocities at time t+ ∆t
2 and at t+ ∆t.

The most time-consuming part in any MD simulation however is not integrating

Newton’s equations of motion, it is in fact calculating the forces on each particle with

respect to all others, the standard computational tricks for dealing with this are covered

in Section 2.3.3.2. Standard MD simulations use the microcanonical ensemble but

can also be performed at constant temperature in the canonical or isothermal-isobaric

ensembles by coupling to a heat-bath, for a detailed description of statistical ensembles

see Section 2.2.1.

2.3.3 Standard Computational Procedures

2.3.3.1 Periodic Boundary Conditions

The primary reason for using periodic boundary conditions is that the number of degrees

of freedom in any simulation is limited by the available resources. Even simulations

done with todays computing power are still far removed from the thermodynamic

limit. Most often periodic boundary conditions are chosen to simulate an infinite bulk

surrounding the model system. Without periodic boundary conditions, large errors are

introduced due to interfacial effects which dominate system behaviour. For the simplest

d-dimensional Ising Model, see Section 2.2.4 this is done by simply wrapping the lattice

of spins onto a (d+ 1)-dimensional torus so that the last spin in any given row feels the

first and visa versa, illustrated in Figure 2.4.

This is the same procedure for a simulation of molecules off lattice, any molecule which

drifts out of the simulation cell comes back in from the opposite side. Interestingly the

correlation length on the periodic lattice is still limited by the finite size of the lattice.
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2,0
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2,2

Figure 2.4: Boundary conditions for d = 2 Ising Model on a square lattice, arrows
indicate periodic interactions across the boundary.

Getting around this problem requires performing finite size scaling as discussed in detail

in Section 2.3.3.5.

2.3.3.2 Interaction Potentials

The coarse-grained Shinoda-DeVane-Klein [41] model used in Chapter 6 has recently

been demonstrated as a viable model for performing simulations of bulk polyethylene

[42] and is described here for reference.

Figure 2.5: Coarse-grained schematic of a single Alkane chain (C12H26), blue beads
represent terminal groups (CT) and blue central groups (CM).

PE chains are represented by two different types of coarse-grained beads, each bead

contains 3 methylene units. In Figure 2.5 the middle blue beads (CM) represent 3

CH2 units and the green terminal beads (CT) represent CH2-CH2-CH3, in this way the

terminal beads are parameterised with slightly different values to those of the central
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beads. Each bead is connected to its immediate neighbours via harmonic bond potentials

of the form

Ubond = kbond(l − l0)2 (2.34)

Where Ubond is the difference in potential energy as the bond between beads is stretched,

kbond is the usual spring constant, l is the bond length at any given point in time and l0

is the equilibrium length of the bond. In addition every 3 beads interact via a harmonic

potential, Uangle which represents the change in potential energy resulting from the

change bond angle θ from its equilibrium position θ0 formed by the arrangement of the

beads. This can be written as

Uangle = kangle(θ − θ0)2 (2.35)

where kangle is the angular spring constant. Beads which are not immediate neighbours

on the same chain and those from other chains interact via a LJ 9-6 potential of the

following form

ULJ(9−6) =
27

4
τ

((σ
r

)9
−
(σ
r

)6
)

r < rc (2.36)

where r is the separation between pairs of beads and τ and σ are parameters which

depend on the bead types in any given pair interaction. Values of all parameters for PE

can be found in [41, 42] and depend on the mixture of bead types in any given interaction

i.e. CM or CT. The potentials used in Chapter 6 are shown in Figure 2.6 for reference.

To make the most efficient use of computation time the short-ranged LJ potential is

usually truncated such that interactions with atoms that fall outside a certain cut-off

distance rc are considered negligible. In LAMMPS this is dealt with by using neighbour

lists which keep track of nearby particles, reducing the number of atoms when calculating

the total potential energy. In [42] the cut-off distance for bulk PE is given to be 15 Å in
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Figure 2.6: Lennard-Jones potential functions for the interactions between all possible
bead types. Note CT and CM denote terminal and central coarse-grained beads, BER
denotes the coarse-grained graphene beads. The coarse-grained model of graphene was
studied previously in [43] and the parameterisation graphene-alkane interactions is taken
from [44] for C60 fullerenes in a hydrocarbon (tridecane) melt. The CG-SDK model
parameters for polyethylene can be found in [42].

line with the original SDK model [41].
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2.3.3.3 Local Order Parameter

The local P2 order parameter is a measure of the local alignment between atoms (or

polymer chains in the case of Figure 2.7) within a given cut-off distance rc. For an

arbitrary bead i, its local P2 ordering is given by

P2(i) =
1

N

N∑

j=1

3 cos2 θj − 1

2
, r ≤ rc (2.37)

Where θj is the angle between the backbone of bead i with the jth bead inside the

cut-off distance and N is the number of neighbouring beads within the cut-off. In the

case of Figure 2.7, the angle between bead A and bead B is given by

cos θ =
~A · ~B
| ~A| · | ~B|

(2.38)

Figure 2.7: Assigning the local crystallinity, P2 order parameter, of a single
coarse-grained bead Ai (green), at the end of chain A with a neighbouring bead Bi
(blue) in chain B. For terminal bead Ai its local director is taken as ~A = Ai−Ai−1 and
for the central bead as ~B = Bi+1 − Bi−1. The cut-off distance for neighbouring beads
rc is indicated.

In MD simulations of polymers, such as those in Chapter 6 it is useful to identify local

crystalline clusters and assign crystallinity to individual atoms.
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2.3.3.4 Tensor Order Parameter

In a computer simulation the order parameter may be computed in the following way

S =
1

N

〈
N∑

i

(3

2
cos2 θi

)
− 1

2

〉
(2.39)

where θi is the angle of the ith bond vector with the nematic director. The orientation

of the nematic director is however already known from theory [45] hence it is more useful

to compute instead

S′ =
1

N

〈
N∑

i

(
3

2
(n · ui)2 − 1

2

〉
(2.40)

=
1

N

N∑

i

〈n · (3

2
uiui −

1

2
I) · n〉 (2.41)

=
1

N

N∑

i

〈n ·Q · n〉 (2.42)

where n is an arbitrary unit vector and Qi = 3
2uiui − 1

2I. The tensor order parameter

is given by

〈Q〉 =
1

N

N∑

i

〈Qi〉 (2.43)

and is a traceless symmetric 2nd-rank tensor with three eigenvalues λ+, λ0 and λ−. The

nematic order parameter is defined as the largest positive eigenvalue of 〈Q〉 and the true

nematic director is its corresponding eigenvector [46, 47].

2.3.3.5 Finite Size Scaling

Section 2.2.5 describes some important scaling relations which are a prerequisite for the

understanding of finite size scaling in MC simulations. In the same way we can write the

singular part of the free energy in terms of the finite lattice size in a given simulation as

[48–50].

F (L, T ) = L−
(2−α)
ν F(τL

1
ν ) (2.44)
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In this case the exponents assume their infinite values and the argument is given that the

correlation length, which diverges as τ−ν as the transition is approached, is limited by

the finite lattice size. Following the same procedure as before, the scaling relationships

can be obtained by appropriate differentiation, this time in terms of the lattice size L

instead of the field H.

M = L
−β
ν M0(τL

1
ν ) (2.45)

χ = L
γ
ν χ0(τL

1
ν ) (2.46)

C = L
α
ν C0(τL

1
ν ) (2.47)

Here M0, χ0 and C0 are scaling functions which reduce to proportionality constants in

the vicinity of the phase transition, see [18, 19].

Figure 2.8: Example order parameter (left) and associated scaling plot for a 3d Ising
like liquid crystal model system reproduced from [7].

2.3.3.6 Rotational Isomeric State Model

The potential energy of rotating two monomers (CH3-CH3) about their central bond can

be approximated by the following, as outlined in [51].

E(θ) =
E◦

2
(1− cos 3θ) (2.48)
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Where E◦ is the rotational barrier height and θ is the angle as measured from the

staggered form depicted in Figure 2.9 (b). Note however for n-alkanes or other long

chain molecules i.e. CH3-CH2-CH2-CH3, rotation about the central bond presents a

different picture, than that of Equation 2.48 since the substitution of a larger group

allows for a reduced energy minimum or (trans) state to be favoured at 180◦ as well

as the two minima (gauche ±) at ± 60◦ respectively. A representative picture of the

potential energy as a function of rotation angle about the central C-C bond is shown

in Figure 2.9 (a), note the Newman projection indicating the position of the C or H

atoms as viewed along the central bond. Interestingly these potential energy minima

correspond to the torsional angles allowed on a diamond lattice of carbon atoms.

(a)

(b) (c)

Figure 2.9: (a) Torsional potential energy of C-C bond in n-Alkane chain along with
Newman projections illustrating the position of atoms as viewed along the central carbon
bond at their respective minimums, the curve is representative of the shape only. (b)
Minimum energy ttttt conformation of an isolated Alkane on a diamond lattice. (c) High
energy conformation tg-g+tg- both disfavoured in reality and forbidden on a diamond
lattice, C atoms (black), H atoms (white), H-H conflict (red).
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The RIS model is a statistical model which assumes chains may have fixed bond angles

in the t,g+ and g- states as if the C-C backbone of the chains fit perfectly on a

diamond lattice. Note that in this model successive g,g’ bonds are disallowed since this

results in a H-H conflict between neighbouring monomers along the chain, see Figure

2.9 (c). This configuration is highly disfavoured in real n-alkanes, only occurring at

very high temperatures and is forbidden in the coarse-grained model for alkanes on

diamond. A number of important statistics can be groomed from this model since it is

exactly solvable, via the transfer matrix method which is analogous to the Ising system

presented in Section 2.2.4. A detailed account of the RIS model is given in [51] but for

our purposes we simply use the coarse-grained representation in Chapter 3 taking into

account additional interactions between neighbouring chains.

2.4 Experimental Techniques

In this section we cover the basics of the common experimental techniques used to

identify LC phases and determine their structure.

2.4.1 Polarising Optical Microscopy

POM uses polarised light to identify LC phases under the microscope and was first

used to study LC’s by Lehmann [2]. The basic setup is shown in Figure 2.10 (a) where

two crossed polarisers are placed above and below a birefringent sample oriented at

90◦ to one another. Light passing through the first polariser produces a plane wave

which, if uninterrupted when passing through the sample, appears dark through the

second polariser. The anisotropy of an LC sample results in birefringent properties

which means that the plane polarised light beam passing through the sample is split
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into two components polarised perpendicularly to each other. These components are

termed the ordinary and extraordinary wavefronts and propagate differently depending

on their respective interactions with the sample and are out of phase on their exit. They

are recombined with constructive and destructive interference as they move through the

second polariser at which point information about the sample may be extracted. Under

POM LC’s are known for producing beautiful images one of which is shown in Figure

2.10 (b) for a newly synthesised double-tapered ionic Minidendron [52] similar to that

studied in Chapter 3.

C_General/POM_Setup.pdf

(a) (b)

Figure 2.10: (a) Polarising optical microscopy setup reproduced with permission from
[53] (b) POM texture of Na of 3,4,5-tris-dodecyloxybenzoic acid, at 93◦C, reproduced
with permission from [52].

2.4.2 X-ray Diffraction

Bragg’s law underpins all modern scattering methods and it can be derived by

considering a model system in which an incident wave is scattered by a series of

parallel partially reflecting planes. In Figure 2.11 the incident beam ~k is diffracted

by the set of parallel planes and its intensity is subsequently controlled by constructive

or destructive interference. For a theoretically infinite set of planes, with very small
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reflective coefficients, the only surviving reflection is one that constructively interferes

perfectly with the other waves reflected by each set of neighbouring parallel planes.

The different path lengths of the different waves reflected by neighbouring planes, with

separation distance d, must be an integral multiple of the wavelength λ, this is neatly

summarised by Bragg’s law, given by

2d sin θ = nλ (2.49)

where n is an integer and θ is as defined in Figure 2.11. Here modern examples of

X-ray scattering techniques used to probe the structure of LC samples will be briefly

described to aid the reader, for an introduction to scattering methods focused around

liquid crystals see [54].

• SAXS: A typical SAXS setup uses a monochromatic beam of X-rays incident on

a sample with typical wavelengths in the region of 0.07-0.2nm. Sometimes these

beams can be delivered from a laboratory source or from a synchrotron, which

subsequently provides a much higher flux than laboratory sources. Lab sources

produce divergent beams which make separating the weak scattered beam, which

contains structural information about the sample, from the strong main beam even

more difficult. In labs this problem is moderated by line or point collimation and

the primary purpose of using a synchrotron is to provide a more focused beam,

to overcome this problem. Crucially with this method a small scattering angle is

used such that larger object dimensions can be probed.

• WAXS: In WAXS the setup is much the same as that in SAXS except the detector

is placed much closer to the sample such that a larger scattering angle can be

probed. Both SAXS and WAXS are often performed at the same time.

• GISAXS/GIWAXS: In this method the incident beam grazes the sample surface
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at such a small angle that the beam mostly undergoes total external reflection.

Typically the angle is slightly above the critical angle in order to probe into a thin

film sample. Grazing incidence is used to improve the signal of thin films as it

decreases the volume contributing to the overall diffraction and in LC thin films

the surface alignment is useful in determining the lattice structure and symmetry.

This allows the properties of the surface of the sample to be probed and the method

was particularly useful in determining the surface activity of LC’s in Chapter 4.

𝜃
2𝜃

𝑑	sin	𝜃

𝑑

𝒌 𝒌′

(a) (b)

Figure 2.11: (a) Scattering from parallel planes where d is the plane separation distance
and ~k and ~k′ are incident and scattered wave vectors respectively. The magnitude of
~k and ~k′ is 2π

λ with the path difference waves partially reflected from successive planes
given by 2d sin θ. (b) Dr Liliana Cseh stood next to the Xenocs Genix 3d Instrument at
Zhejiang Sci-Tech University used to study some of the compounds discussed in Chapter
3.

2.4.3 Atomic Force Microscopy

An AFM consists of a sharp cantilever with an atomically sharp probe attached. The

probe is brought close to the sample surface, such that forces between the probe and

sample can be felt, i.e. VdW, capillary and electrostatic forces. It moves over the surface

in an x-y raster format using a feedback loop to keep the separation of the sample and

CHAPTER 2. GENERAL CONSIDERATIONS 47



2.4. EXPERIMENTAL TECHNIQUES

the tip constant. The changing motion of the cantilever and subsequent output from the

feedback loop contains information on the surface topography and is later used to form

the surface image corresponding to surface height or cantilever deflection for example.

An AFM typically operates on one of 3 different modes:

• Contact Mode: The tip is kept in constant contact with the surface, such that

forces between the tip and the sample are always repulsive typically of the order

of 10-9N. It is then dragged across the surface to build up a picture of the surface

by analysing the cantilever deflection in a DC feedback amplifier. This method is

usually used where frictional or adhesive-forces are dominant and is not suitable

for deformable soft systems.

• Tapping Mode: The tip is placed into contact with the surface and then lifted off

several times a second to avoid dragging the tip to the next position and potentially

damaging the sample. This is implemented by oscillating the cantilever using a

piezoelectric crystal near its resonant frequency, usually with an amplitude in the

region of 2nm cycling around 50,000 times each second. A feedback loop is used

in much the same way as contact mode except the oscillation is now kept constant

and the changing oscillation of the cantilever is used to build up a picture of

the surface topography. The amplitude can be related to the height of the surface

contours and the phase to the softness or viscosity. This is the chosen imaging mode

demonstrated in Chapter 6 and is most suitable for imaging polymers adsorbed on

surfaces.

• Non-Contact Mode: In this mode the tip does not touch the surface, instead it

hovers, typically 50-100nm above the surface where attractive VdW forces between

the tip and the sample can still be felt. The forces in this mode are much weaker

than contact or tapping modes. The tip is given a small AC oscillation and the
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change in this oscillation is used to build up a surface picture. It is typically low

resolution, for high resolution imaging the tip needs to measure forces which may

only extend as far as 1nm above the surface. Often the contaminant liquid layer

obstructs this process and the tip becomes lost in the liquid or hovers above it, out

of range of the VdW forces of the true surface.

Laser

Sample SurfaceTip

Cantilever

Position-
sensitive 
detector

(a) (b)

Figure 2.12: (a) Basic operation of an AFM (b) AFM used by Dr Ruibin Zhang in the
Dept of Materials Science and Engineering at the University of Sheffield, to produce the
images of adsorbed alkane monolayers in Chapter 6. Image courtesy of Dr Nic Mullin
from the Dept of Physics and Astronomy at the University of Sheffield.
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2.5 Computer Simulations of Liquid Crystals and

Polymers

The simulation of soft matter simulation is a vast field encompassing many different

systems including, liquids, polymers, gels, liquid crystals, biological systems and many

more. In this thesis two of these systems, liquid crystals and polymers, are studied.

Computational studies of phase transitions in liquid crystals (LC’s) and crystallisation

in polymers are generally regarded as separate fields. These systems differ crucially in

one important aspect in that the former retains some form of order in the liquid/melt

state and the latter generally does not. A liquid crystalline system for example may

undergo several phase transitions between its crystalline form and isotropic melt whereas

polymers do not exhibit this behaviour. Not unless they are used as flexible spacers

to join to mesogenic groups. Pure polymers exhibit a phenomenon known as chain

folding, due to their long nature, which is unique only to polymers. This allows them to

exhibit numerous crystalline phases when subject to differing degrees of undercooling.

In Chapters 3 and 4 the focus is understanding phase transitions in thermotropic

liquid crystals formed from highly complex mesogens with novel shapes, taper-shaped

minidendrons and bolamphiphiles respectively, as opposed to more traditional LCs with

rod-like or disc-like shapes which have been well studied computationally. Whereas

Chapters 5 and 6 shift the focus onto polymers, specifically crystal growth models and

polymers adsorbed on surfaces, which have been less well studied than bulk polymer

systems.

Regardless of the chosen system, the most important part of the modelling process is

the construction of a model which captures the essential physics. Often each type of

model has it own benefits and drawbacks, for example Monte Carlo (MC) simulations

either on and off lattice are more suited for studying equilibrium properties as opposed
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Figure 2.13: Appropriate techniques across different length and timescales.

to dynamics. All atom Molecular Dynamics (MD) simulations may be better suited

for studying dynamical properties but are hampered by small system sizes and short

timescales due to the number of atoms required. Coarse-grained (CG) models may be

used to speed up calculation times but this often comes at the additional cost of losing

some of the interesting physics. When choosing a model it is important first to establish

what it is that should be calculated, for example equilibrium properties or dynamical

ones and which technique is best suited to the time and length scales one wishes to study,

see Figure 2.13 for some examples. Quite often many studies will adopt a multi-scaled

modelling approach using different techniques on smaller length scales to inform models

on large ones and vice versa.

In this section the existing literature in the two areas aforementioned is briefly reviewed.

Due to obvious space constraints it is not possible to review both of these exciting areas

in their entirety, as such the reader is pointed to several highly cited reviews in the

corresponding Sections 2.5.1 and 2.5.2.
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2.5.1 Highly Complex Liquid Crystals

Traditional liquid crystals have been well studied computationally and several

high-quality review articles already exist including general reviews of LC simulation;

most recently by Allen (2019) [55], Zannoni (2018) [56], Maitai (2012) [57], Wilson

(2008-2005) [58–60] and Care and Cleaver (2005) [61]. Other more detailed model specific

reviews such as those focused on lattice models in particular [46, 62], generic off-lattice

models [63, 64] and all atomistic simulations [65, 66] may also be consulted. The topic of

LC simulation, particularly for traditional thermotropic calamitic and discotic mesogens,

has been well reviewed. Within the last 10-15 years however, perhaps pushed by new

model developments and an increase in efficiency and availability of computational

resources, compounds with novel shapes have begun to feature more prominently. Note

in this thesis lyotropic liquid crystals are not touched upon but some key computational

studies of solvated LC’s will be mentioned where applicable since modelling solvated

systems can inform the coarse-graining methods used in bulk systems.

Beginning with Dendrimers, a very limited number of simulations have been performed.

Likely due to the long timescales required to simulate their phase behaviour which,

until now, had rendered these problems intractable. This is no more apparent than in

some of the earliest MD studies, which although impressive at the time, were limited to

production runs of the order of hundreds of picoseconds at fixed temperature in order

to study hexagonal columnar phases of discotic mesogens [67, 68] or simply the role of

side chains in a single column [69]. Accessing behaviour on nanosecond timescales was

simply not feasible, even now coarse-grained simulations prove difficult. Other methods

have been employed including, MC lattice models [70, 71], off lattice MC simulations

[72], coarse-grained/generic MD simulations [73–76] and mean field models [77] which

until now have been limited to studying behaviour in thermodynamic equilibrium such

as structural conformational properties, and dynamical behaviour in small systems
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over very short timescales. It is only very recently that studying the dynamics of

phase transitions in these systems has become accessible for two reasons, firstly rapid

developments in coarse-grained modelling, opening up much larger system sizes for study

and secondly an increase in computational power and the general availability of HPC

resources, since the cost of these systems is much lower than 20 years ago.

To our knowledge there are only two prior studies of the dynamics of phase transitions in

thermotropic dendritic systems. In the first [78, 79] coarse-grained MD simulations were

employed to model generation 3 dendrimers in bulk and the relation between molecular

shape and the symmetry of macroscopic phases. One recalls an earlier much smaller all

atomistic study of this type [80], illustrating perfectly how computational advances are

allowing this sort of problem to be revisited. In that study the shape of the molecules

were modified apriori and equilibrated over short timescales in specific lattices such

as BCC, FCC and A15 to find the most efficient packing. In order to modify the

shape of the CG dendrimer molecules in this more recent study, an external symmetry

breaking potential field was applied, either uniaxially or in a planar fashion. The result

is that for a uniaxial field after equilibration the system adopts a Smectic-A or lamella

type phase at low temperatures (T<500K) which transforms into a cubic phase on

heating, in the planar case an hexagonal columnar phase is formed and transitions to

an isotropic phase at around 500K. What is interesting is that depending on the applied

field both phases are stable in the specified temperature range. Assessing which one

is thermodynamically stable requires free energy calculations which are not possible

computationally at present, although some success has been had in other areas [81]. It

will be interesting to see developments in the near future on how this work evolves and it

is worth noting that a number of earlier works in lyotropic systems contributed towards

these studies [82, 83].

In the second study [84], that is perhaps closest to the work carried out in Chapter 3,
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taper-shaped minidendrons were studied using a CG generic representation and with

3 atom types for the attractive H groups (alkali metals), more weakly attracting π-π

interactions and mutually repulsive terminals chains. Interactions between unlike bead

groups were all taken to be repulsive. This is to date the closest example to the work

carried out in Chapter 3. In this case the system was prepared in an isotropic phase

and quenched to different temperatures at different pressures in order to map out the

phase diagram. The hexagonal columnar phase is formed first, which moves onto a BCC

phase, to an unseen supramolecular sphere fluid and then finally to an isotropic melt. It

is known from experiment that the phase diagram for these molecules is far richer than

that. Slight changes in the attractive head groups as well as increasing the chain length

drastically alter the phase behaviour in these molecules. It would be interesting to see

how this work progresses, for example how changing the size of the attractive group at

the apex and the length of the terminal chains influences the phase diagram. No further

studies have since been reported. What is obvious from these cutting edge pieces of

work is that we are still some way off studying first-order transitions between columnar

phases in MD simulations of minidendrons. Hence in Chapter 3 we choose to model this

unusual transition using a lattice model theory which is solved self-consistently using

parameters informed by both coarse-grained simulations and experiment.

Whereas dendrimers may seem like old hat to some, bolamphiphiles are a new branch

of compounds which have only recently been synthesised and computational studies of

them have therefore been limited to the last 10 years. In fact there are no computational

studies of these systems prior to 2008. Thus far, lattice models, coarse-grained MD

and dissipative particle dynamics simulations (DPD) have been employed to study

both the equilibrium and dynamical behaviour of these systems. Specifically T-shaped

and X-shaped examples of these compounds have been studied. One of the earliest

studies [85] reports a coarse-grained (CG) MD simulation using a generic model and
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without considering specific chemical details, were able to quantitatively reproduce the

experimental behaviour. This demonstrated that retaining specific details such as a rigid

rod with attractive sticky ends and a chain attached laterally with repulsive interactions

was sufficient to induce the ordering observed in experiment. However tuning the model

to a specific chemistry of real bolamphiphiles was not performed. Shortly after DPD

was employed to study X-shaped compounds with a similar generic CG model [86] but

crucially with miscible and immiscible side chains. It was found that molecules with

compatible side chains formed square or hexagonal phases but when incompatible phase

separate into multi-color tilings. This is particularly interesting for hexagonal phases

since the side chains can never fully phase segregate and are frustrated. It is interesting

to note that the 3-colour hexagonal tiling was only stable for a very small range of

parameters, specifically when interactions of both arms are symmetric, this has still not

been observed experimentally. This equilibrium ordering phenomena of this frustrated

system has also been studied using lattice model MC and also predicted the existence

of a 3-colour phase [87].

The effects of changing the length of the side chains had not been studied until a

recent DPD study of T-shaped compounds with variable chain lengths [88]. Which

demonstrated that extending the length of the side chains leads to the formation of

a pentagonal phase preceding the hexagonal phase but crucially with non-uniform

pentagons, i.e. pentagons with 2 distinct vertex angles. The effect of tuning the backbone

length in T-shaped molecules was then studied using a generic model in [89], where it

was found that changing the backbone length “on the fly” allowed for the bilayer sheets,

square, hexagonal and pentagonal phases to reversibly transform to one another. This

essentially has the same effect as fixing the backbone lengths and varying the length of

the side chains. Bates published an early review on this topic [90]. Further DPD studies

[91] then investigated the effect of replacing the “sticky” terminal beads with alkane
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chains which are crucially incompatible with the laterally attached oligo(oxyethylene)

spacer and polar group in reality. Here the effect of varying the length of the laterally

attached chain leads to novel LC phases, including polygonal phases aforementioned and

cubic gyroid phase. The effect of branching the side chains into a “swallow-tail” has also

recently been studied by computer simulation [92] and under confinement in a cylindrical

carbon nanotube [93]. Simulations of X-shaped molecules with incompatible side chains

as well as different lengths however remain unstudied by computer simulations, recent

experiments have reported the discovery of snub-square tilings for example [94] and

even quasi-periodic tilings [95]. This ordering phenomena of X-shaped molecules with

incompatible side chains is studied in Chapter 4.

It is worth mentioning other studies of complex LC phases that have also appeared

including bent-core mesogens [96, 97] and chiral compounds [98] however they are not

relevant to the work carried out in this thesis.

2.5.2 Polymers

Polymeric systems remain an important topic to study since their use is abundant

throughout our everyday lives and would look quite different without them. Simulations

of polymers are vital in order to understand the complexity of the vast number of

synthetic and naturally occurring polymers and improve the formulation of manufactured

products. Several general reviews of polymer simulations already exist [99–101], covering

techniques such as MC methods [102, 103], MD simulations, DPD [104] and multi-scale

modelling in general [105]. There are several other reviews focused on simulations of

specific topics such as polymer crystallisation [106], gels [107], amorphous polymers

[108], polymers for use in drug delivery [109], elastomers [110], nano-composites [107]

and many more besides [111, 112]. However very few reviews exist covering simulations
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of polymers adsorbed on surfaces or near interfaces [113, 114], a useful text by Jones

(1999) is also recommended which covers this topic extensively [115]. It is clear that this

rich area of soft matter simulation is immense and so to avoid getting lost let us focus on

the two key areas touched upon in this thesis, simulations of polymer crystallisation in

general and of n-alkanes (model polymers) and their special relationship when adsorbed

on graphite. It is important to note, polymer crystallisation has been extensively studied

and the reader is pointed to several reviews on this important topic [106, 116, 117], only

some select and very recent works will be covered in what follows.

Beginning with polymer crystallisation, this field may be subdivided into 4 key

mechanisms which induce crystallisation. Firstly how polymers solidify from the melt

phase, which may include the nucleation process itself or the growth following after the

initial nucleation barrier has been overcome. This thesis is primarily focused in this

area, specifically on polypropylene or polyethylene. It is probably the most saturated

part of the field and a huge variety of computational techniques have been used to

study this, including MD/MC simulations using all atom representations [118–125] as

well as coarse-grained ones [42, 126–129], MC lattice models [130, 131] and continuum

approaches [129, 132, 133]. Crystallisation may be induced through other means such as

deforming or shearing [134–138] i.e. in injection moulding or extrusion processes, from

solution via evaporation or precipitation [139, 140] and finally under confinement, which

encompasses surface effects [141] often drastically altering crystalline properties.

In general, computational studies of n-alkanes adsorbed on graphite substrates have

been restricted to small alkanes with lengths less than 60 carbon atoms, with a few

exceptions all using united atom (all atomistic) models. The reason for this is because

of the special relationship between the graphite substrate and the similar bond length

in alkanes. On that note it is worth thinking about the chosen method in Chapter 6

which uses coarse-grained representation as opposed to an all atom representation. This
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method is chosen because it is easier to simulate larger system (i.e. multiple lamellae)

over longer timescales with such a model and because this study is focused on the large

scale melting behaviour of ultra-long n-alkanes when adsorbed on graphite. As will

become clear modelling a few hundred alkanes that are 120 carbons long using an all

atomistic representation is already pushing the limits of what is reliable. For example

in one of the earliest studies [142] a monolayer of C32H66 alkanes were studied by all

atomistic MD simulation on graphite using a united atom approach. The system size in

this case was limited to a few molecules. It was shown that simultaneous intermolecular

and intramolecular disordering was occurring at the melting point indicating the presence

of a phase transition in the monolayer.

A number of years later simulations of larger alkanes up to (C400H802) were performed

in a two-part study [143, 144], where a graphite substrate interacts with a strictly

mono-disperse polyethylene melt. It is worth noting that in this study although it

is claimed C400H802 is studied the results are not shown and the system size is incredilby

small (40 molecules). In this case not only is the region in which the monolayer

exists examined but also 4 further distinct regions above it. For example the mass

density and nematic (P2) ordering as a function of distance from the substrate were

also studied and even though they claim that the P2 results should be treated with

“extreme caution” there are clear distinct layers in which the order drops successively

towards that of the melt. This is apparent not just in alkanes adsorbed on surfaces but

for polymers adsorbed on surfaces in general. The local conformations of the chains

in the distinct layers were also studied (trains, loop and tail) and it was seen that the

shortest alkanes have a tendency to adsorb fully onto the substrate with train and tail

conformations fully dominating in the adsorbed layers. Those longer chains with number

of carbons greater than 78 did not exhibit this behaviour with the probability of all

train conformations being negligible. Dynamical properties were also studied including
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mobility and long-time diffusive properties. It is seen that the mobility of atoms in the

first adsorbed layer is considerably slower than the bulk whereas the opposite is true at

the vacuum interface where the mobility attains higher values than that of the bulk. It

is worth noting that mobility is faster in the x-y plane than in the z-direction. Similar

phenomena have been observed in Chapter 6.

The effect of substrate interaction strength on the adsorption of undecane C11H24 was

then studied using all atomistic MD simulations, using a united atom approach [145].

It was found that the weaker substrates facilitated a perpendicular alignment of chains

(standing up) as opposed to parallel alignment with a more strongly attractive substrate.

The effect of film thickness was also probed and it was found that in thicker layers the

perpendicular morphology was preferred with parallel alignments being preferred in the

thinner layers. This study was however limited by system size and timescales considered.

Another studies C24H50 (tetracosane) monolayers on graphite [146], using a united atom

model and highlights the importance of tuning the non-bonded interactions with great

care and that when chosen correctly, the smectic phase appears in good agreement with

the experimentally observed behaviour. This was then extended in [147] whereby the

molecular length was increased to C32H66 with similar results forming smectic phases

in both cases. Height profiles generally showed that the atoms are confined to within

the first layer as is known from earlier simulations. One of the first MD simulations

to successfully reproduce the experimentally observed melting behaviour was that of

[148] in which 104 C6H14 (hexane) molecules adsorbed as monolayers adsorbed on

graphite. Crucially a strong reliance between the structure factor of the molecules

and the melting temperature was demonstrated. This motivated a further study [149]

where an interesting observation was made in that the scaling factor of the non-bonded

electrostatic interactions, often assumed without justification, plays a sensitive role in the

molecular stiffness and ability of the molecules to deform. Since melting of alkanes is
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primarily driven by internal deformation of the molecules and an increasing number

of gauche defects it is crucial that this be tuned correctly. It was discovered that

scaling factor must decrease as chain length increases, approaching zero for chain lengths

greater than 50 carbons. Still all atomistic models at this point have been either able

to provide statistics on large system sizes on short timescales or small system sizes on

large timescales but not both.

More recent studies have been able to simulate much larger systems over much larger

timescales. For example in [150] large scale simulations of 336 C50H102 adsorbed as a

monolayer on graphite were performed using a united atom approach for a few hundred

nanoseconds. In this study the monolayers appeared to form multiple layers and did not

fully wet the graphene surface as observed experimentally, this is likely due to a weaker

graphene-alkane interaction than in reality. Furthermore the effect of chain length on

the preferred orientation of n-alkanes on graphite was studied in [151] in that shorter

alkanes prefer a perpendicular alignment and vice versa for longer alkanes. Unfortunately

studies of ultra-long n-alkanes are non-existent. In Chapter 6 an extensively developed

coarse-grained model of bulk polyethylene [42, 126, 128] is employed to study the melting

behaviour of 1800 C390H782 alkanes adsorbed on graphene, taking parameterisations from

previous studies as a guide [41, 43, 44]. This would correspond to well over 2 million

individual atoms in an all atom representation.

In this section, simulations of LCs and polymers have been introduced. Computational

studies of LCs therein of dendrimers, bolamphiphiles and other dense highly-structured

phases and polymers including polymer crystallisation and model polymers adsorbed

in graphite/graphene have been discussed. It is hoped that this overview will provide

future graduate students with a useful beginners resource when embarking on studying

liquid crystalline and polymeric systems. It will be exciting to see how in the future

computational advances will render problems, in the modelling of soft matter systems
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in general, more tractable.
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Chapter 3

Wedge-Shaped Minidendrons

3.1 Introduction

Since their discovery by Reinitzer in 1888 [1], liquid crystals have attracted the attention

of scientists because of their unusual physical properties. Soon after application was

realised in the form of a liquid crystal light valve [2] but it was not until 1964 that

they were utilised most famously in liquid crystal displays (LCD’s), thanks to early

pioneering work by Richard Williams. Williams found that nematic LC’s exhibit

interesting electro-optical properties when generating a series of stripes in a thin LC

layer under an applied voltage [3]. Cathode ray TV’s were first outsold by LCD’s in

2008 and today they can be found in display devices we all use everyday such as smart

phones, televisions, laptops and now even in cars and aircraft cockpits. In a typical

passive LCD, such as that used in a calculator or digital clock, the ambient light is first

plane polarised on entry to the pixel using a film on the top glass surface. The bottom

of the glass is coated with indium-tin oxide, to act as a conductor and surfactant is

then applied which favours a parallel alignment of the nematic LC component with

respect to the polarisation direction of the light and the glass. The same is true for the
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bottom glass surface except the outside polarisation film is rotated through 90 degrees

and the application of surfactant favours a perpendicular alignment with respect to the

polarisation direction of the light. As a consequence the pitch of the nematic LC is

rotated through 90 degrees in going from the top to the bottom surface as well as the

polarisation direction of the light passing through it. The light therefore passes straight

through the cell and onto a mirror reflecting it back through reversing this process and

gives the display its typical silvery appearance under ambient light. A crucial property

of the nematic LC component is that it has a positive dielectric anisotropy which causes

it to orient itself parallel to an applied electric field [4]. Applying voltage across the

nematic cell causes the molecules to orient perpendicular to the glass and parallel to the

polarisation direction of the light, with the exception of a thin layer close to the glass.

Hence the polarisation direction of the light remains mostly unchanged when passing

through the cell and the cell appears dark as the light is blocked by the second polariser

and never reaches the reflecting mirror. Controlling the applied voltage of each pixel

produces an image on the display and extremely efficient consuming minimal power.

Traditional LC’s, such as nematic or smectic, are most commonly used in LCD’s.

Columnar LC’s however are less commonly known and primarily find their uses in

molecular electronics where their aromatic cores allow for electron transport and the

terminal chains act as insulating material [5]. It is no surprise then that nematic

and smectic LC’s have been the subject of countless theoretical studies [6–8], perhaps

motivated by their widespread application but more likely because of their apparent

simplicity in comparison to complex 2d columnar or 3d LC’s. Theoretical studies of

complex 2d columnar and 3d LC’s however are very rare [9, 10]. Columnar LC’s

often undergo continuous phase transitions which involve a change in symmetry i.e.

rectangular to hexagonal (Colr-Colh) but more recently a first-order transition between

two phases of the same hexagonal (p6mm) symmetry has been discovered in a series
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of compounds known as Minidendrons. Minidendrons are fan-shaped molecules with

an aromatic head group and flexible terminal chains and often self-assemble to form

columns. In this Chapter the first quantitative model of this unusual transition is

reported [11] alongside the experimental results in Section 3.2 in the form of a published

article. This work draws parallels with the magnetic ordering of a 1d chain of Ising spins

in an external field in order to explain the first-order nature of this unusual transition

[12, 13]. After which additional experimental results are summarised in Section 3.3 and

an extension to the current quantitative model is discussed including the importance of

chain length, cation size and mass alongside additional calculations. The Chapter is then

concluded and future work is discussed in Section 7 with some discussion of experimental

results in newly synthesised compounds with only 2 terminal chains instead of 3.
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minidendrons†
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Yongsong Liu,a Gillian A. Gehring *b and Goran Ungar *ac

Fan-shaped molecules with aromatic head-groups and two or more flexible pendant chains often

self-assemble into columns that form columnar liquid crystals by packing on a 2d lattice. Such dendrons

or minidendrons are essential building blocks in a large number of synthetic self-assembled systems and

organic device materials. Here we report a new type of phase transition that occurs between two

hexagonal columnar phases, Colh1 and Colh2, of Na-salt of 3,4,5-tris-dodecyloxy benzoic acid.

Interestingly, the transition does not change the symmetry, which is p6mm in both phases, but on

heating it involves a quantised drop in the number of molecules hni in the cross-section of a column.

The drop is from 4 to 3.5, with a further continuous decrease toward hni = 3 as temperature increases

further above Tc. The finding is based on evidence from X-ray diffraction. Using a transfer matrix

formulation for the interactions within a column, with small additional mean field terms, we describe

quantitatively the observed changes in terms of intermolecular forces responsible for the formation of

supramolecular columns. The driving force behind temperature-induced molecular ejection from the

columns is the increase in conformational disorder and the consequent lateral expansion of the alkyl

chains. The asymmetry of the transition is due to the local order between 4-molecule discs giving extra

stability to purely hni = 4 columns.

Introduction

Taper-shaped molecules such as the tree-like ‘‘dendrons’’ have
been shown to exhibit rich phase behavior by self-assembly into
supramolecular sheets, columns or spheres. Dendrons displaying
such liquid crystal (LC) phases usually comprise an aromatic core
with flexible chains at the periphery.1–4 In many fan-shaped
molecules the 2d-ordered columnar phase that appears at lower
temperatures transforms on heating to one or a series of 3d
spherical micellar phases. These have their counterparts in metals
and are either cubic such as Pm%3n (A15)5 and body-centered

cubic (BCC),6 or tetragonal (a-phase)7 or even quasicrystalline.8,9

Interestingly, all phases observed so far in these series of
compounds can be seen in the simplest of them, known as
‘minidendrons’10–12 (see e.g. Fig. 1a). Taper-shaped mesogens,
including minidendrons, are some of the most fundamental
and widespread building blocks in supramolecular chemistry.13

They have been attached to moieties such as organic semi-
conductors,14,15 ionic conductors,16–20 crown ether selective
chelators,21–23 donor–acceptor complexes and polymers,24,25

peptides,26 nanoparticles,27,28 quantum dots29 etc. In this way,
‘‘dendronized’’ functional materials may be created, useful in a
variety of applications.30

Besides displaying an impressive array of complex 2d and 3d
nanostructures, wedge-shaped and other ‘‘unusual’’ mesogens
undergo numerous phase transitions. However, studies giving a
theoretical basis of such phenomena are surprisingly rare in
such systems.31,32 In more traditional LC’s, i.e. nematic and
smectic, structures and transitions have been described theo-
retically in a number of cases by ‘‘borrowing’’ models from
other areas of condensed matter and understood in the frame-
work of the same physical principles. Well known examples
include the nematic to smectic-A transition,33 the twist-grain-
boundary (TGB) smectic phase34 and the hexatic phases,35 the
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latter being real-life examples of the Kosterlitz–Thouless theory
of 2d melting.36 The present work describes an unusual
transition, one that happens within the same p6mm hexagonal
columnar phase. We show that the ordering of an LC column
may be described using the formalism of a magnetic spin
chain. Interestingly, an approach linking magnetism and
another type of complex soft self-assembly, i.e. multicolour
tiling in a honeycomb LC,37,38 is to our knowledge so far the
only other example in complex LC’s.

In the hexagonal columnar phase (Colh) wedge-shaped
molecules assemble to form supramolecular discs which in
turn stack to form columns.39 With increasing temperature
these columns show typically a continuous lateral shrinkage
while maintaining positive bulk expansion.10,11,40 This has
been attributed to continuous shedding of dendrons along
the supramolecular column. An optimal average number of
molecules per disc, hni, exists at a given temperature such that
the overall system free energy is minimized. With increasing
temperature, the dendrons expand sideways due to the increased
entropy of the terminal chains, resulting in a decreasing optimal
hni, and shedding of surplus dendrons. Similar behavior is
observed in the cubic phases where spherical micelles shed their
conically shaped dendrons continuously, thus shrinking with
increasing temperature,10 in some cases down to half their size
at low temperatures.41

All cases so far show continuous thermal shrinkage. Herein
we report a special case where the lateral shrinkage of the
columns is discontinuous, involving a new type of first-order
transition between two columnar LC phases of the same
hexagonal symmetry but with a quantised change in the
average number of molecules in a supramolecular disc.
We present experimental evidence and a quantitative statistical
model of this unique LC phenomenon.

Experimental results
X-ray diffraction and calorimetry

The compounds used in this study are Na and Li salts of 3,4,5-
tris-dodecyl benzoic acid. They are labeled 12Na and 12Li and
are shown in Fig. 1a, together with their calorimetry (DSC)
scans. Powder small-angle X-ray scattering (SAXS) curves
recorded on heating are shown in Fig. 1b. While 12Li shows
only two LC phases, a hexagonal columnar (Colh) and a body-
centered cubic (BCC), 12Na displays a sequence of four LC
phases. Crystals melt into a centered rectangular columnar
phase (Colr), symmetry c2mm, which gradually transforms into
Colh, plane group p6mm, around 82 1C (see Fig. 2a). Above
120–125 1C the columnar transforms into the cubic A15 phase,
symmetry Pm%3n. At the same time crystalline compound
12Li melts directly into the Colh phase which subsequently
transforms into BCC.

Whilst in most other salts the hexagonal lattice parameter,
ah, i.e. the distance between column axes, decreases continuously
with increasing T,10,11 both 12Li and 12Na are exceptional.
In 12Li ah is virtually independent of temperature42 – see Fig. 2.

Fig. 1 (a) The compounds and their first DSC heating scans (5 K min�1).
Phase abbreviations: cr = crystal; Colr = rectangular columnar phase
(c2mm symmetry); Colh, Colh1, Colh2 = hexagonal columnar phases (p6mm);
BCC and Pm%3n = body-centered and A15 cubic phases, respectively.
(b) Temperature evolution of SAXS curve of 12Na on 1st heating at 5 K min�1.
(c) WAXS patterns of an extruded 12Na fiber in the Colh1 phase at 85 1C (top left),
Colh2 phase at 105 1C (bottom left) and the mixture of phases (Colh1 + Colh2) at
95 1C (right). (d) Part of WAXS pattern of an extruded fiber of 12Li in the Colh
phase at 70 1C (left) and 120 1C (right).
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Even more interestingly, in 12Na a clear first order transition
is observed between two columnar hexagonal phases, labeled
Colh1 and Colh2, as shown in Fig. 1 and 2.

Changes in lattice parameters with temperature for 12Na
and 12Li are given in Fig. 2a. The first hexagonal phase of 12Na

(Colh1) forms at around 82 1C at the convergence of b and a=
ffiffiffi
3
p

of the Colr phase. In the Colh1 phase the intercolumnar
distance ah remains constant at 39 Å, and at about 95 1C it
suddenly decreases by approximately 3 Å to 36 Å, signifying the
transition to the Colh2 phase. After that in the Colh2 phase ah

decreases gradually with increasing temperature. The transi-
tion is reversible, albeit with a considerable hysteresis.

Determining the number of minidendrons hni
To determine the average number of molecules hni in a
supramolecular disc, or stratum of a column we need, besides
the cross-section area of the column, also the height of the
stratum c and the density r. While there is no true 3d long-
range order, the wide-angle X-ray scattering (WAXS) pattern of a
partially oriented extruded fiber of 12Na shows a relatively
sharp meridional arc corresponding to a spacing of 3.7 Å in
Colh1 and 3.9 Å in Colh2 phase (Fig. 1c). These correspond to
the p�p stacking distance of benzene rings along the column
axis and are taken as c values. The density was measured at

room temperature10,11 and then corrected, factoring in thermal
expansion (see ESI† and Table S3). hni, thus obtained, is plotted
against temperature in Fig. 2b. In the Colh1 phase of 12Na hni is
nearly constant at 4 molecules per stratum, dropping abruptly
to 3.5 at the Colh1–Colh2 transition and further decreasing
continuously toward 3 as T is increased further. In 12Li, on the
other hand, hni is constant at 3 within the T-range of stability of
the Colh phase (Fig. 2 and Fig. S1, ESI†).

Theory
Outline

Fig. 3 shows a simplified schematic of the proposed statistical
model of a column consisting of interacting supramolecular
discs. Each disc may contain either 3 or 4 minidendrons which
are held together by an attractive energy Un (n is the number of
minidendrons in each disc), assumed to be dominated by
Coulomb interactions at the center of the disc. There are also
temperature dependent free energy terms of the end chains Fn(T),
mainly entropic due to confinement of the molecule in a slice (1/3
or 1/4) of the disc. Interaction energy Jmn between two neighboring
discs in a column is also included, and again considered to be
dominated by Coulomb interactions. The model Hamiltonian
describing a single column, in eqn (1), is constructed in terms
of these interaction energies and the projection operators, P(3)

i and
P(3)

i which correspond to an arbitrary disc, i, containing 3 or 4
minidendrons respectively (P(3)

i + P(4)
i = 1).

H ¼
X
i

ðU4 þ F4ðTÞÞPð4Þi þ
X
i

ðU3 þ F3ðTÞÞPð3Þi

þ
X
i

J44P
ð4Þ
i P

ð4Þ
iþ1 þ

X
i

J33P
ð3Þ
i P

ð3Þ
iþ1

þ
X
i

J43 P
ð4Þ
i P

ð3Þ
iþ1 þ P

ð3Þ
i P

ð4Þ
iþ1

� �
(1)

Equilibrium properties of a single column are calculated from
eqn (1), assuming that molecules are in a heatbath and a reservoir

Fig. 2 (a) Intercolumnar distance in compounds 12Na and 12Li on heating,
along with schematic drawings of each structure: Colr, Colh1 and Colh2.
(b) Calculated number of minidendrons per supramolecular disc, hni, for both
compounds, along with the best-fit curve from model for 12Na. Fitting
parameters are discussed in the subsequent section.

Fig. 3 Model of interacting supramolecular discs of 3 or 4 minidendrons
per disc showing the pure (4), mixed (43) and pure (3) phases with
increasing temperature. The intra-disc interactions Un, and inter-disc
interactions Jmn are also indicated.
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of free molecules. Weak inter-columnar interactions are included
later to take into account long-ranged interactions both along and
across columns.

Calculating the chain free energy Fn(T)

Calculating the free energy of the three end chains Fn(T) for
a single minidendron presents an interesting problem since
there are interactions with other molecules both within and
between the supramolecular columns. Two important factors
govern the shapes adopted by the chains at a given temperature;
these are the number of gauche defects ng and the extent of
crystallisation with surrounding monomers. To simulate this
effect, the minidendrons were confined within a segment with
vertex angle y and thickness d where the chains are restricted to
only those conformations which contain discrete trans (t) or
gauche (g) bonds, according to the Rotational Isomeric State
model43 – see Fig. 4(a). The diamond lattice is therefore chosen
as a suitable lattice upon which the end chains may arrange
themselves. The [111] direction of the lattice is oriented along the
axis of the segment, to ensure a symmetric distribution. The core
boundary radius, R, is fixed such that volume is kept constant

hence R90 ¼
ffiffiffi
4

3

r
R120, where R90 = 10 Å. For three free chains of

length l in unrestricted space, the number of possible conforma-
tions N is described by eqn (2).

N = (4 � (3)(l�1))3 (2)

This is of the order 1017 for l = 12 but for self-avoiding chains in
confined space this number falls dramatically, in our case
down to 107. The simulations have been run for vertex angles
y = 901 and 1201, to approximate the confinement of 4 or
3 molecules per disc respectively, at a thickness d = 3.6 Å, the
closest allowed by the experimental thickness on a diamond
lattice. It should be noted that the conformers are self-avoiding
such that no two H atoms may come closer than the first
nearest neighbor distance. Successive gg’ bonds are disallowed
in the simulation to avoid H–H conflicts from 5th nearest
neighbor monomer units, otherwise known as ‘‘pentane inter-
ference’’. All possible conformations are enumerated and the
ensemble is then weighted according to eqn (3).

Ei = Z(ng � gncc) (3)

Here Z is the energy cost of introducing a gauche defect, ncc is
the number of close contacts between first nearest neighboring
H atoms and g represents the energy drop of crystallisation and
allows for freezing. In this case, Z is taken to be 4141 (J mol�1)
with and the expected increase in ng and decrease in ncc with
increasing temperature was found for g = 0.4, see Fig. 4(b). The
partition function can then be written as eqn (4) and the free
energy Fn(T) calculated.

Z ¼
X
i

e�bZ ng�gnccð Þ FnðTÞ ¼ �kBT logZ (4)

The generated free energy curves are shown in Fig. 4. Both
geometries appear identical at low temperature and gradually
diverge as temperature is increased. Hence for the chains alone
a mixed (43) phase is preferred at low temperature with an
increasing preference for (3) at higher temperatures.

Estimating Coulomb interactions Un and Jmn

Coulomb interactions inside the supramolecular core, namely
Un and Jmn, are difficult to calculate since the exact arrangement
is unknown. However this can be estimated by considering an
idealised symmetric ring of alternating cations and anions, see
Fig. 5b and Fig. S2 (ESI†). This serves as an order of magnitude
estimate, the intra-disc interactions U4 and U3, were calculated
to be �479 289 (J mol�1) and �479 198 (J mol�1) respectively.
Inter-disc interactions were estimated by rotating these rings in
plane around an axis perpendicular to their respective centres
at the experimentally-determined inter-disc separation of 3.8 Å.
The interaction parameter for like rings Jnn were always found
to have an attractive minimum whereas unlike rings Jmn are
always repulsive. This can be seen in Fig. 5a, where the minima
correspond to J44 = �11241.2 (J mol�1) and J33 = �10090.2
(J mol�1) at 451 or 601 respectively.

Solving the 1D column & introducing a mean field

To solve the model we draw analogy with the spin 1/2 Ising
model,44 by writing the projection operator, P(n)

i , in terms of
si = �1.

P
ð4Þ
i ¼

1

2
1þ sið Þ P

ð3Þ
i ¼

1

2
1� sið Þ (5)

Fig. 4 (a) Chain free energy curves with a confined minidendron in a 1201
segment shown in the inset, close contacts are shown in green. (b) Gauche
bonds gn and close contacts ccn vs. temperature in respective geometries.
901 (red) and 1201 (blue) from the simulation with Z = 4141 (J mol�1),
g = 0.4 as defined in eqn (3).
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The Hamiltonian takes a convenient form

H ¼ �K
X
i

sisiþ1 � CðTÞ
X
i

si þ const (6)

Here

K ¼ 1

4
2J43 � J44 � J33ð Þ (7)

CðTÞ ¼ 1

2
F3ðTÞ � F4ðTÞð Þ þ ðU3 �U4Þ þ ðJ33 � J44Þð Þ (8)

This is then solved via the transfer matrix method.44 The
expectation value of hsi can be expressed exactly in terms of
the parameters K and C(T), where Tc occurs at C(T) = 0.

hsi ¼ sinh bCðTÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh 2bCðTÞ þ e�2bK

p b ¼ 1

kBT
(9)

Only nearest neighbor interactions along a single column are
considered above, but a mean field interaction, standing for
long range (intra- and inter-columnar) interactions, is crucial to
achieve long range ordering and a first order transition between
phases. Therefore, two additional energy parameters, l and m,
are introduced; the first disfavours mixing of unlike discs/
columns and the second reduces impurities in the region
T o Tc. This changes eqn (8)–(10) and this means that the
solution must be obtained numerically.

C0(T) = C(T) � lhsi � mhsi2 (10)

Discussion

The free energy of the chains Fn(T) is evaluated by examining
their conformations on a diamond lattice in the confinement of
the segment (1/3 or 1/4 of the disc) as described above. The
intra-disc Coulomb interactions U3 � U4 were calculated
assuming a near circular arrangement of alternating anions/
cations in the core of the disc, see Fig. 5 and Fig. S2 (ESI†). The
interactions between neighboring cores that were obtained
from the fitting, see Table 1, J33 � J44 and K, were smaller than
those calculated from the Coulomb interactions between the
cores. Several important interactions were not included in the
calculation: these include the interactions between the benzene
rings and between the chains. The mean field interaction
terms, l = 115 J mol�1 and m = 190 J mol�1, which are
significantly smaller than the nearest neighbor interaction K,
are additional fitting parameters. Note that K is equivalent to
the w parameter in the theory of polymer solutions and blends.
The reason that such small additional terms are so important
here is because even in their absence, there are very long
regions of order along the chains because K/kBTc B 1.8 which
is greater than unity. Fig. 6 depicts the effect of each of the
above described interactions on the shape of the phase transi-
tion. Panel (i) shows how a supramolecular column might
behave without interaction between its constituent discs: the
free energy of the end chains Fn(T) alone would prefer a mixed
(43) phase with increasing preference for (3) at higher tempera-
tures; and introducing the intra-disc interactions Un stabilizes
the (4) phase at lower temperatures. This clearly shows a
competition between the entropy-driven end chains and
energy-driven core interactions. Panel (ii) describes the beha-
vior of the column with nearest neighbor interactions Jmn.
In this case, an ordered column in the (4) phase is stable over
a considerable T-range and may then continuously transform to
the (3) phase via the mixed (43) phase. Comparing (i) and (ii), it
is clear that core–core interactions are responsible for the
stable formation of columns. The effect of long range (intra-
and inter-columnar) interactions are shown in (iii) and (iv): l is
responsible for the sharpness of the transition, and m for the
imbalance in tolerance to impurities in (4) and (3) phases. This
allows us to produce the characteristic transition shape seen
experimentally in Fig. 2b.

Our results demonstrate that the observed transition is
driven predominantly by the entropy of the end chains. In
our quantitative fitting, the only explicitly temperature depen-
dent term is the free energy of the chains. With increasing
temperature the entropy of the end chains of the minidendrons
increases due to the growing number of gauche defects, see

Fig. 5 (a) Inter-disc Coulomb potentials Jmn as a function of rotation
angle f for rings in plane rotated around an axis perpendicular to their
respective centres at the experimentally determined inter-disc separation
of 3.8 Å. (b) Simplified rings of cations rotating about their respective
centres, for the three separate configurations considered. Anions are not
shown but included in the calculations, see Fig. S2 (ESI†).

Table 1 Calculated vs. fitted parameters for the model fit shown in Fig. 2, all values stated are in J mol�1 unless otherwise indicated and T1 is indicated in
Fig. 4 at 227 1C

U3 U4 J33 J44 J43 U3 � U4 J33 � J44 K F3(T1) � F4(T1) l m

Calculated �479 289 �479 198 �10 090 �11 241 1096 �91 �1151 5881 �2746 — —
Fitted �479 289 �479 198 �10 130 �11 985 0 �91 �1855 5529 �2746 115 190
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Fig. 4. This leads to the expulsion of minidendrons from the
disc, which are now able to overcome the attractive energies
holding them together.

The size of the inter-disc J33 � J44 in comparison to the intra-
disc U3� U4 would suggest that discs of 4 minidendrons cannot
exist without forming a column to stabilise their structure.
Once a column is formed the discs are effectively locked into
the column by the attraction between their head groups.
By increasing temperature, the free energy of the end chains
eventually allows for expulsion of a minidendron; when this
occurs the entire column is destabilised leading to a sudden
runaway expulsion of minidendrons down the column. This is
true for an isolated column where K is the only parameter
responsible for the continuity/discontinuity of the transition.
Further increasing K would lead to a completely symmetric
strongly first order transition effectively destroying the charac-
teristic tail seen experimentally. The discontinuity and asym-
metry in the transition must result from the attractive energy
between the columns themselves. As we approach the critical
point from low T, any supramolecular disc which transitions
would break the long range order between columns, triggering
this energetic transition to occur. The l and m terms are then
absolutely necessary. Long range interactions are responsible
for the discontinuity in the transition, as well as the temperature
range over which the (4) phase remains stable.

A clear asymmetry is present in the transition which suggests
the supramolecular columns in the (4) phase are able to tolerate
the pressure due to the lateral expansion of the end chains with
increasing temperature. The characteristic high-temperature tail
would suggest that, once shedding has occurred, some (4) discs
still exist due to the free space made available by the transition.
However, even these remaining discs are then gradually lost at
higher temperatures. The resilience of the pure (4)-columns below
the transition may be, at least partially, due to additional intra-
columnar interactions that develop in (4)-columns, reflected in
the appearance of a weak 7.4 Å near-meridional diffraction feature
(Fig. 1c). While the main meridional diffraction at 3.7 Å comes
from the stacking of individual discs, the weak 7.4 Å arc indicates
pairing of adjacent discs. Most likely, the successive discs are

rotated in plane by 451, minimizing repulsion between alkyl
chains and making the column a quadruple 81 helix (see Fig. 5
and Coulomb energy calculations in ESI†). It should be noted that
neither the 3.7 Å nor the 7.4 Å reflect true long-range order. Upon
the Colh1–Colh2 transition the 3.7 Å peak shifts to 3.9 Å indicating
some tilting of the benzene rings away from the xy plane. At the
same time the 7.4 Å feature disappears, meaning that the extra
intra-columnar order is lost in the mixed (43) columns.

In contrast to 12Na, 12Li maintains 3-dendron columns in
the entire temperature range of the Colh phase from 70 1C to
above 120 1C. The smaller number of dendrons in 12Li discs is
attributed to the tight-binding small Li+ ions drawing the
dendron cores closer to the column centre thereby effectively
increasing the molecular taper compared to that of 12Na.
We also note that the fiber pattern of the purely (3)-columns
of 12Li (Fig. 1d) again contains a clear 7.4 Å arc, suggesting
relatively high intra-columnar order, this time possibly of a
triple 61 helical type (601 rotation between successive discs).
Shrinkage of the purely (3)-columns of 12Li appears to be
completely prevented, at least up to the temperature at which
columns turn into spheres that form the cubic phase (Fig. 2).

This strong resistance to shrinkage and the raising of Tc

beyond the range of stability of the columnar phase is primarily
due to a weaker intra-disc cohesion U2 of the (2)-disc.
In addition to the lower Coulomb energy of (2)-discs, the ample
volume left empty by the removal of the third molecule and the
resulting breaking of van der Waals bonds between alkyl chains
must contribute significantly to raising the energy of the
(2) phase. The extra conformational entropy achieved by turning
1201 segments into 1801 is clearly insufficient to offset the energy
penalty at these moderate temperatures.

However it has been shown recently that addition of free
alkane overcomes this obstacle and allows continuous thermal
shrinkage of the (3)-columns in 12Li at moderate temperatures.42

It was established, using labeled alkane and neutron scattering
that, following dendron expulsion, the alkane collects preferen-
tially in the resulting (2)-columns replacing the missing dendrons,
effectively increasing U2 by re-establishing the missing van der
Waals bonds. Furthermore we noted the transition in 12Li starts

Fig. 6 Average number of molecules per disc as a function of temperature as different interactions are introduced, parameter values can be found in
Table 1. (i) using core free energy Fc and intra-disc interactions Un alone (ii) inter-disc interactions Jmn added, and (iii/iv) long range inter-columnar
interaction parameters l and m included. Note the temperature range in (i) is significantly larger than (ii), (iii) and (iv).
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continuous. Interestingly, the (3)-columns and the (2)-columns
were found to occupy defined positions on a 2D superlattice with
a three-column hexagonal unit cell. By analogy, it is expected that
addition of alkane could turn the shrinkage of (4)-columns in
12Na from discontinuous to continuous.

Experimental methods

The synthesis has been described previously.10,11 Powder SAXS
experiments were conducted on beamline I22 of the Diamond
synchrotron, and the fiber patterns on a Rigaku rotating anode
source with multilayer mirrors and a MAR 345 image-plate
detector. DSC was recorded on a Perkin-Elmer Pyris instrument
at 5 K min�1. Prior to the experiments the samples were
vacuum dried for 24 hours and kept in sealed capillaries during
the X-ray experiments.

Conclusions

We have reported the first example of a transition between two
columnar phases of the same symmetry. To our knowledge, this
is also the first case of a transition based entirely on a change in
the number of molecules in a self-assembled aggregate. We
have described the transition quantitatively. The model is quasi
one-dimensional because the largest interactions are along the
columns and only small long range interactions are needed to
cause the phase transition. The transition is driven by the end
chains of the minidendrons that expand as the temperature is
raised. This work is another demonstration of the principle of
universality, which explains why similar behavior is seen in
disparate physical systems with the same dimensionality and
number of degrees of freedom. In the original magnetic system
the increase in temperature causes disorder along the spin
chain; while in the system that is described here it also changes
the sign of the ordering field.
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1 Spacings and average number of molecules per disc n in the

Colh phase

Table S1: Calculation of average number of molecules 〈n〉 in a unit cell (disc) of Colh phase
of 12Li at 70◦C

a(Å) 32.1a

c(Å) 4.2b

Volume of unit cell 3.74
(103 Å3)
Volume of 12Li 1.24c

(103 Å3/molecule)
〈n〉 3.0

a: From Fig. 2a. b: from Fig. 1d. c: Experimental density of 1.02 g/cm3 for 12Li measured in

crystalline state at room temperature1 was increased by 7% for expansion on melting and extrapo-

lated to 70 ◦C using thermal expansivity 9.49x10-4 + 1.35x10-6 T - 0.53x10-8 T 2 + 6.28x10-11 T 3

K-1, where T is temperature, reported for alkane n-C12H26.3

Figure S1: Experimental lattice parameter vs. temperature for the Colh phase of 12Li.
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Table S2: Lattice parameter and number of molecules of 12Li per disc as a function of tem-
perature.

T (◦C) a(Å) 〈n〉
70 32.1 3.0
90 32.23 3.0

100 32.3 3.0
110 32.37 3.0
120 32.4 3.0

Table S3: Lattice parameters and number of molecules of 12Na per disc as a function of
temperature.

Phase T (◦C) a (Å) b (Å) c (Å)a Vdisc (103 Å3) b Vmol (103 Å3) 〈n〉

Colr

65 39.6c 37.8 3.7 4.80 1.19 4.02
70 39.2c 38.2 3.7 4.80 1.20 3.99
75 39.1c 38.6 3.7 4.83 1.21 4.00

Colh1

80 38.8 3.7 4.82 1.22 3.97
85 38.8 3.7 4.81 1.22 3.93
90 38.8 3.7 4.81 1.23 3.91
95 38.8 3.7 4.82 1.24 3.90

Colh2
100 35.2 3.9 4.19 1.25 3.36
105 34.9 3.9 4.11 1.26 3.28

a: measured from fibre X-ray diffraction (Figure S1c). b: In calculation of the volume of the 12Na

molecule, an experimental density of 1.01 g/cm3 measured in crystalline state at room temperature

is used, corrected by thermal expansion using the formula for alkane n-C12H26.3 c: a/
√
3.

2 Calculation of Coulomb Interactions (Un, Jmn)

Calculated intra-disk Un Coulomb interactions (Equation S1), all atoms separated by radii given in

Table S4. Radius of O atoms is estimated (Equation S2). O-M-O bond angle minima are 173.456◦

and 189.356◦ for configurations of n=4 or n=3 minidendrons per supramolecular disc respectively.

O=C-O angle fixed at 120◦, see Figure S2(a). Final values (J/mol): U4 = -479289, U3 = -479198.
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Un =
NAq

2

4πε0n

(
1

2

n∑

i=1

n(i 6=j)∑

j=1

1

|rMi−Mj
| −

1

2

n∑

i=1

2n∑

j=1

1

|rMi−Oj
| +

1

8

2n∑

i=1

2n(i 6=j)∑

j=1

1

|rOi−Oj
|

)
(S1)

R
O

1
2
=

1

2

(
RO0 +

1

3
(2RO0 +RO−2)

)
(S2)

Table S4: Atomic radii used in Coulomb calculations.2

Element Radius(Å) Vdw/Ionic
Na 1.02 Ionic
C 1.70 Vdw
O0 1.52 Vdw
O-2 1.35 Vdw
O1/2 1.49 (Equation S2)

Calculated inter-disk Jmn Coulomb interactions (Equation S4), using atomic radii in Table S4 and

inter-disk spacing of 3.8 Å . Figure S2(b) depicts 3 different configurations used to produce Figure

5 in the main manuscript, where cations and anions are rotated around an axis perpendicular to

their respective centres, see Equation S4. Final calculated minima (J/mol): J44 = -11241.2, J43 =

1096.3, J33 = -10090.2.

n
′
= n1 + n2 (S3)

Jn1n2 =
NAq

2

4πε0n′

(
1

2

n′∑
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n′(i 6=j)∑
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| −

1

2

n′∑

i=1

2n′∑

j=1

1

|rMi−Oj
|

+
1

8

2n′∑

i=1

2n′(i 6=j)∑

j=1

1

|rOi−Oj
| − n1Un1 − n2Un2

) (S4)
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Figure S2: (a) Idealised ring of alternating cations/anions, Carbon-C (gray), Oxygen-O (red),
Sodium-Na (purple), O=C-O bond angle drawn explicitly. (b) Schematic of rotating disks with
exaggerated inter-disk spacing.

3 Chain Free Energy Simulation Fn(T )

All atoms lie on the diamond lattice where the first neighbor distance a = 1.54 Å is equal to the

C-C bond length in alkanes. The basis vectors are given in Table S5. Starting points of oxygen

atoms are (2,-2,0), (1,1,1), (-2,2,0), which sit approximately 2.95 Å from each other. C atoms are

confined to a segment thickness of 3.6 Å the closest match available to experimentally determined

thickness when restricted to the diamond lattice. H atoms may cross this boundary. Each alkane

conformer is formed using alternating sets of basis vectors in Table S5 where immediate back

steps are forbidden i.e. a cannot be followed by a′. Conformers are self-avoiding and successive
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gg’ (±60◦) torsional angles are disallowed (“pentane interference”). Chains attached at positions

3 and 5 on the benzene ring start at points of a different parity to the central chain attached at

4, hence they can be considered shorter since the position of the first C atom is effectively fixed.

Total number of conformers found is 41,376,644 and 69,386,880 for the 90◦ and 120◦ geometries,

respectively.

Table S5: Diamond lattice vectors

a (1,1,1) a′ (-1,-1,-1)
b (-1,-1,1) b′ (1,1,-1)
c (-1,1,-1) c′ (1,-1,1)
d (1,-1,-1) d′ (-1,1,1)

Note: conformers.tar.bz2 containing .dat files are arranged in 3 tab seperated columns. Rows

correspond to a unique configuration with 3 entries (3 chains) each with a unique identifier, i.e.

174617474527 corresponds to ac’db’ac’dc’da’bd’ as defined in Table S5.

Figure S3: Minidendrons with alkyl chains in confined geometry depicting the effect of vertex
angle and temperature on chain conformations. Close contacts (green) show chain crystallization.
[111] direction is indicated.
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3.3. ADDITIONAL EXPERIMENTAL WORK & MODEL PREDICTIONS

3.3 Additional Experimental Work & Model

Predictions

In the previous work [11] the first-order nature of the unusual transition between two

hexagonal phases of the same hexagonal symmetry was reported in one of a series of

salts of 3,4,5-tris docecyl benzoic acid namely 12Na. The quantitative model provided

a remarkably accurate description of the energetics of the transition when fitted to the

experimental data. Further experimental work has now revealed similar transitions in

other compounds with heavier ions and longer chains, namely 14Na and 12K [14, 15].

Experimental data is limited and consequently the transition temperatures have not yet

been accurately determined. Nevertheless, important characteristics have already been

seen which point to a transitional smoothing at longer chain lengths and heavier ions

accompanied by a shift in transition temperature. In this short additional section the

model in [11] is extended to provide a qualitative prediction of the behaviour in 14Na

and 12K.

The calculations of both intra and inter-disc Coulomb interactions (Un and Jmn) were

repeated using the same procedure outlined in [11] only with a slightly larger radius

of 1.38 Å for the K+ ions, parameters are given in Table 3.1 alongside those for Na

reported in [11] for comparison. With a larger cation both (Un and Jmn) are more

strongly attractive and subsequently U3 − U4 is increased from 91 J/mol to 143 J/mol

whereas J33−J44 decreases from 1151 J/mol to 1097 J/mol. Remarkably the increase in

U3−U4 is almost completely offset by the decrease in J33− J44 such that the transition

temperature in potassium K+ is raised by less than 1 Kelvin in comparison to Na. The

value of the model parameter K = J33 + J44 − 2J43, which disfavours mixing of unlike

discs, is much larger which will sharpen the transition dramatically.

Increasing the chain length from 12 to 14 carbons required running further simulations
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C1_Minidendrons/experimental.pdf

Figure 3.1: Unprocessed synchrotron XRD data for compounds 12Na, 14Na and 12K
showing how the lattice parameter varies with temperature. The compounds shown
here all show similar first-order transitions between hexagonal columnar phases. Note
Colr and Colh denote rectangular and hexagonal phases respectively. Reproduced with
permission from [14].

of the end chains, following exactly the same procedure outlined in [11], using a

coarse-grained representation of the terminal chains, see Section 2.3.3.6 or [11] SI. It

is worth noting that the change in core size, when moving from Na to K, was too small

to be felt by the end chains in the current model when re-evaluating their free energy.

For larger cations however i.e. Rb or Cs this should be taken into consideration since this

may alleviate the geometrical frustration felt by the terminal chains close to the column

core. At longer chain lengths both F
(l)
3 (T ) and F

(l)
4 (T ) are more strongly negative with

increasing temperature and in addition F3(T ) − F4(T ) is more weakly negative. This

is due to the restricted geometry being less strongly felt for longer chain lengths until

very high temperatures resulting in a transitional smoothing in 14Na in comparison to

12Na.
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It was then quickly realised that with the current set of calculated parameters the

transition temperature in 12K would be nearly identical to that of 12Na in stark contrast

with experiment, see Figure 3.1. Previously the model had not considered the mass of

the metal cations and the subsequent free energy contribution resulting from phonon

vibrations in the core of cations. Therefore, the theory was extended to include phonon

vibrations to see if this may be responsible for the decreased transition temperature seen

in 12K experimentally.

When calculating the Coulomb interactions inside the core of cations as outlined in [11],

it was necessary to minimise the idealised configuration of alternating cations and anions

by varying the angle subtended by the metal cation and the static oxygen anions. This

amounts to displacing the metal cations in both the x− y and z directions by bringing

the static oxygen anions closer to one another. In Figure 3.2 the potential functions are

plotted for all the possible modes in 12Na, where the cation configurations at both the

minimum and the extremes have been drawn in for clarity. Upon doing so it was noticed

that the potentials for all cations had surprisingly flat minimums, hence their oscillations

around the potential may make a significant contribution to the free energy.

In order to extend the model we consider that there are n modes per n molecules and

write the partition function of the phonon vibrations as the following

Zn = Z(y)
n + Z(z)

n Zn =
1

n

n

β~ωn
ωn =

√
kn
m

(3.1)

where Z(y)
n and Z(z)

n are the contributions from displacing the M+ cations in the x-y

and z directions respectively, n is the number of modes equivalent to the number of

molecules, ωn is the angular frequency of the vibration, m is the mass of the constituent
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Figure 3.2: All possible modes for 12Na, other cations are not shown. The purple atoms
denote the metal cations and their respective position in the potential function. (a)
U3(θxy, θzmin), (b) U3(θxymin, θz), (c) U4(θxy, θzmin), (d) U4(θxymin, θz)

molecules and kn is the spring constant. Which may be written as the following

Zn =
1

β~

(
1

ω
(y)
n

+
1

ω
(z)
n

)
=

1

β~
ω

(y)
n + ω

(z)
n

ω
(y)
n ω

(z)
n

(3.2)

The free energy of n molecules may then be written as the following using the usual
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definition as outlined in Section 2.2.3.

F (v)
n (T ) = −kBT log[Zn] = −kBT log

[
1

β~
ω

(y)
n + ω

(z)
n

ω
(y)
n ω

(z)
n

]
(3.3)

The masses in this case are unknown but for our model they are not required. Recall

that the quantity of interest is in fact F
(v)
3 (T )− F (v)

4 (T ) and by performing this simple

subtraction, the unknown masses cancel. Using equation 3.1 the contribution to the free

energy of vibrational motion is given by.

F
(v)
3 (T )− F (v)

4 (T ) = kBT log

[√
k

(3)
y +

√
k

(3)
z√

k
(4)
y +

√
k

(4)
z

√√√√k
(4)
y k

(4)
z

k
(3)
y k

(3)
z

]
= QT (3.4)

The spring constants may then be calculated by performing a simple kx2 fitting of the

curves shown in Figure 3.2, the exact parameters for the spring constants are given in

Table 3.1. The contribution to the free energy was found to be of the order of kBT in

the temperature region of interest, the effect of vibrations on the free energy curves can

be seen in Figure 3.3(a).

Since the transition temperature in 12K had not yet been accurately determined new

parameters acquired from fitting the experimental data could not be relied upon. Instead

however a prediction could be made by making some sensible assumptions. Firstly since

the core size and lattice parameters are almost identical in 12Na and 12K, see Figure 3.1,

the mean field parameters must be similar if not identical since E ∝ e− rλ . The inter-disc

interaction parameters J33 and J44 for Na were increased by 0.3% and 6.6% without

vibrations and 0.3% and 8.7% respectively with vibrations to fit the experimental data

and so we assume the values are reduced by the same amount for the K+ ions as well.

The fitted intra-disc interaction values in Na were identical to the calculated values and

were not changed hence the same is assumed to be true for K. The free energy of the end

chains was also assumed to be identical in both 12Na and 12K. This yields the parameter
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set in Table 3.1 which may be used to provide a model prediction for 12K and 14Na

with or without phonon vibrations included in the model.

lM+ U3 U4 J33 J44 J43 λ µ Q
(J/mol) (J/mol) (J/mol) (J/mol) (J/mol) (J/mol) (J/mol) (J/mol/K)

As Calculated

12Na -479198 -479289 -10090 -11241 1096 0 0 -0.638300
12K -417546 -417689 -14637 -15734 1412 0 0 -1.18987

Without Vibrations

12Na -479198 -479289 -10030 -11985 0 115 190 0
14Na -479198 -479289 -10030 -11985 0 115 190 0
12K -417546 -417689 -14694 -16775 0 115 190 0

With Vibrations

12Na -479198 -479289 -10030 -12220 0 130 190 -0.638300
14Na -479198 -479289 -10030 -12220 0 130 190 -0.638300
12K -417546 -417689 -14694 -17104 0 130 190 -1.18987

Table 3.1: Parameters as calculated for 12Na (green) and 12K (blue), mean field
terms were not calculated. Fitted parameters with and without vibrations included
for 12Na (fitted), 12K (estimated) and 14Na. Calculations were performed as described
in Publication 3.2, see SI.

In Figure 3.3 beginning with the increase in chain length from 12 to 14 in Na. The new

curves show a clear transitional smoothing and an increase in transition temperature

with increasing chain length. Most notably the transition in 14Na is still first-order

but this time with a smaller discontinuity than in 12Na. This is consistent with the

experimental curves in Figure 3.1 for 14Na (red), note the smaller jump in comparison

to 12Na (green). The raised transition temperature however is not consistent and early

experimental results suggest that the transition temperature is somewhere below 14Na,

see Figure 3.1. This is likely to be due to the increased distance between neighbouring

columns resulting from the enlarged chain length consistent with the increased lattice

parameter seen in Figure 3.1. It is likely that reducing the mean field terms would bring

the transition in 14Na below that of 12Na and into line with experiment.

Including vibrations in Na has the effect of smoothing the transition and lowering the
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Figure 3.3: Model predictions with and without vibrations included: (a) C ′(T ) vs
temperature with vibrations. (b) model fit for 12Na (green) and predicted curves for
12K (blue) and 14Na (red) shown alongside the calculated number of minidendrons per
discs from experiment for 12Na as given in [11]. (a) C ′(T ) vs temperature without
vibrations (b) model fit for 12Na (green) and predicted curves for 12K (blue) and 14Na
(red) shown alongside the calculated number of minidendrons per discs from experiment
for 12Na (green) as given in [11]. The full set of parameters can be found in Table 3.1.

transition temperature by a small fraction. The J44 parameter was increased by around

0.2 kJ/mol, from its fitted value without vibrations included, in order to raise the

transition temperature to refit the experimental data. The mean field term λ was also

raised by around 5 J/mol to compensate for the transitional smoothing brought on by

vibrations. The predicted parameters for 12K show an increase in transition temperature

and a stronger first-order jump, both characteristics appear inconsistent with Figure 3.1

with and without vibrations. The transition temperature is closest to the experimental

trend with vibrations included however and clearly illustrate how vibrations have a
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much larger effect on heavier ions, reducing the transition temperature. This Chapter,

the shortcomings of the model extension and suggested improvements will be discussed

in Section 7.1.
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Chapter 4

X-Shaped Bolapolyphiles

4.1 Introduction

X-Shaped molecules comprising of a rigid backbone with polar groups at either end with

different, sometimes incompatible side arms have been demonstrated to form complex

compartmentalised 2d nano-scale structures or tilings. In these tiling patterns the walls

are formed by the rigid backbone and the flexible side chains fill the centres of their

respective nano-compartments. Such structures can be simple trigonal or hexagonal

tilings [1, 2], more complicated networks of small and large honeycombs [3] to highly

complex multicolour tilings [2] and more recently even quasi-periodic tilings [4], see

Figure 4.1. These different packings generally arise from tiny variations in chain

length between the side chains and the rigid backbone, the chemical composition of

the side chains themselves, their compatibility and even the swapping of polar groups.

The compatibility between side chains often leads to micro-phase separation of chains

into their respective compartments, such that compartments have different chemical

compositions or colours.
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p3m1
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Figure 4.1: Example tilings found in X-shaped compounds.

The ordering phenomena in this systems have been likened that of magnetic systems

in condensed matter physics, in particular the ordering of Ising or Potts models on

various periodic lattices such as trigonal or hexagonal. In the original magnetic system

spin flips are replace by 180◦ rotations of the molecules around the molecular backbone.

Only two such comparisons have been drawn before. In the first a mean field theory

of a strongly frustrated hexagonal tiling was devised [2], considering only pairwise

interactions between side chains inside the nano-compartments which predicted the

formation of a semi-ordered intermediate phase. In the second, the existence of an

intermediate phase prompted a further MC study into this strongly frustrated liquid

crystal in which two-phase transitions were reported [5]. First a single-colour disordered

phase moves into a strongly frustrated two-colour intermediate tiling on cooling and

onto a final three-colour ordered tiling at low temperatures, the latter phase although

predicted remains undiscovered in LC tilings.

Until now one of the simplest structures had eluded discovery in X-shaped compounds

with incompatible side chains, one which is notoriously difficult to stabilise [6], the

ordered square honeycomb tiling. This pattern has previously only been found in
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block-copolymers with a relatively large nano-compartments [7]. In this work the

first sub 5nm square honeycomb tiling is reported in a LC formed from X-shaped

bolamphiphiles with two mutually incompatible perfluoroalkyl and carbosilane side

chains [8, 9]. The LC exhibits an unusual order-disorder transition between a two-colour

chessboard tiling at low temperatures, where the side chains segregate into their

respective cells, to a single-colour mixed disordered phase at high temperatures.

Interestingly this system is exactly analogous to the 3d Ising model under Kawasaki

spin flips dynamics moreover since the dimensionality and number of degrees of freedom

are identical it is certain to have the same critical exponents as the 3d Ising universality

class.

This motivated a six week undergraduate research experience project to study the simple

ordering phenomena in this model system in 2d. It was decided that I would co-supervise

the project a write C++ code for the student and provide the computational expertise

as part of the doctoral development programme. It was later realised that the problem

was more complex in two important ways, firstly that ordering was occurring in 3d and

that kinematic effects were also important. I continued working on the problem after the

project had finished and the results are published in [8].
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An Ising transition of chessboard tilings in a
honeycomb liquid crystal†

William S. Fall, ac Constance Nürnberger,b Xiangbing Zeng, *d Feng Liu, a

Stephen J. Kearney,c Gillian A. Gehring, *c

Carsten Tschierske *b and Goran Ungar *ad

We have designed a compound that forms square liquid crystal honeycomb patterns with a cell size of only

3 nm and with zero in-plane thermal expansion. The compound is a bolaamphiphile with a π-conjugated

rod-like core and two mutually poorly compatible side-chains attached on each side of the rod at its cen-

tre. The system exhibits a unique phase transition between a “single colour” tiling pattern at high tempera-

tures, where the perfluoroalkyl and the carbosilane chains are mixed in the square cells, to a “two-colour”

or “chessboard” tiling where the two chain types segregate in their respective cells. Small-angle transmis-

sion and grazing incidence X-ray studies (SAXS and GISAXS) indicate critical behaviour both below and above

the transition. Both phase types are of considerable interest for sub-5 nm nanopatterning. The temperature

dependence of ordering of the side chains has been investigated using Monte Carlo (MC) simulation with Ka-

wasaki dynamics. For a 3-dimensional system with 2 degrees of freedom, universality predicts that the

transition falls into the 3d Ising class; MC was therefore used to calculate observables and determine the

critical exponents accessible in experiment. Theoretical values of ν, γ and, perhaps most importantly, of

the order parameter β have been calculated and then compared with those determined experimentally. β

found experimentally is close to the theoretical value, but ν and γ values are significantly smaller than

predicted. To explain the latter, the measured susceptibility above Tc is compared with those from simu-

lations of different lattice sizes. The results suggest that the discrepancies result from a reduced effective

domain size, possibly due to kinetic suppression of large scale fluctuations.

Introduction

Among numerous well established or developing applications
of liquid crystals (LC) is nanoscale patterning on the sub-10
nm length scale.1,2 Such patterning may be used in organic
electronics and photovoltaics,3–8 in selective membranes,9–11

for ion conducting arrays,12,13 cubosomes14 and hexosomes15

for drug delivery etc. For use in soft nanolithography highly
ordered arrays are required, preferably with a square or rect-
angular lattice and high dimensional stability, ideally with
zero thermal expansion. Self-assembled square arrays with
high order have been achieved using block copolymers, but
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Design, System, Application

For surface patterning on a sub-10 nm scale, self-assembling columnar liquid crystals with 2d long-range periodicity, are the natural choice. For application
in nano-electronics, the pattern should ideally be square and have zero in-plane thermal expansivity. Moreover, it may be desirable to add a degree of com-
plexity in the pattern, such as producing a “chessboard” pattern with alternative squares chemically different thus, e.g. combining alternating p- and
n-semiconducting pathways, or electronically and ionically conducting channels, or similar. This report shows how such a system can be achieved in princi-
ple, based on an inverse columnar phase where a bistolane rod-like core provides a fixed-sized square honeycomb framework held together by H-bonding
glycerol end-groups. The prismatic cells are filled alternately by a semiperfluorinated (F) and a carbosilane (Si) chain, respectively attached to either side
of the linear core. The chessboard structure with 3 nm alternating square cells is achieved through an appropriate choice of the core length, side-chain area
to core length ratio, and the level of incompatibility between the side-chains, as detailed in the Introduction.
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not on a sub-10 nm scale.16 Columnar LC phases are an obvi-
ous choice for sub-10 nm and even sub-5 nm arrays. But the
conventional columnar phases, with an aromatic column core
and a peripheral corona of flexible, most often aliphatic
chains, usually have hexagonal symmetry.17,18 Rectangular co-
lumnar phases are not rare, but typically they are centred
(plane group c2mm), meaning that they are again just
distorted hexagonal arrays. Square columnar phases are excep-
tions.19,20 Even compounds with a square molecular shape
mainly form hexagonal lattices, because the soft aliphatic co-
rona allows rotational averaging around the column axis.

Promising and already extensively studied bolaamphiphiles
consisting of a polyaromatic rod-like core, H-bonding end-
groups and laterally attached flexible chains, have shown
great versatility in forming a range of “inverted” columnar
LC phases, i.e. honeycombs with aromatic walls (the “wax”)
and the side-chains as cell fillers (the “honey”).21–24 These
honeycomb networks prevent rotational averaging. The num-
ber of sides in the polygonal cross-section of a prismatic cell
(the “tile”) is determined by the ratio between the area of the
filler side-chains to the length of the rod-like core. Normally
the side length of the polygon equals the length of the mole-
cule, although in some cases double-length sides were found
containing two end-linked rods.25,26 A range of tiling patterns
have been obtained in this way, from simple triangular to
highly complex nanopatterns containing up to five different
coexisting tile types.27 Square patterns were, however, only
found under special circumstances in a small temperature
range.21,28 E.g., Recently, several members of a series of
terphenyl-based bolaamphiphiles were found to exhibit non-
centred (p2mm) rectangular lattices; however the cell aspect
ratio was highly temperature sensitive, reaching 1 : 1 (square
lattice) only close to isotropization temperature.29

Beside their application potential, LCs are of considerable
scientific interest, providing soft matter and low-dimensional
equivalents to phenomena such as phase transitions, exten-
sively studied in more traditional areas of condensed matter
physics. Well known examples include the nematic to
smectic-A transition30 and the twist-grain-boundary (TGB)
smectic phase,31 both having their analogue in superconduc-
tivity, as well as the hexatic smectics being easily accessible
examples of 2D melting phenomena.32 Ferro-, ferri- and anti-
ferroelectric chiral smectics33 and the currently topical twist-
bend nematic phase34,35 are further examples of new states
of condensed matter. In contrast to numerous studies of
phase transitions in nematics and smectics, transitions in
thermotropic LCs with two-dimensional order have been in-
vestigated in only a few cases experimentally36–38 or by theory
and simulation.27,39–44

In the LC square patterns previously reported all squares
were uniform. In order to increase functionality, the combi-
nations of different squares, filled with different materials
would be required. For this purpose a change in molecular
design was required, whereby the single lateral alkyl chain of
the above-mentioned terphenyls is replaced by two different
and incompatible chains at the two opposite sides of the

rod-like unit. The incompatibility between perfluorinated
alkyl chains and hydrocarbon chains45 is a successfully
employed approach to obtaining multicolour tiling pat-
terns.24,25 However, in order to achieve adequate incompati-
bility the number of CH2 and CF2 units must be sufficiently
large for the demixing energy to overcome the entropy pen-
alty. However, these longer chains require more space in the
prismatic cells. In order to retain square cells, the terphenyl
cores forming the honeycomb were extended by the incorpo-
ration of additional ethynyl units between the benzene rings.
Furthermore, in order to lower the crystal melting point, a
highly branched carbosilane unit was used instead of a linear
alkyl chain. The introduction of silicon as branching points
into a hydrocarbon chain allows a synthesis in fewer steps
than would be required for similarly branched hydrocarbons.

Here we report the self-assembly of a new LC system,
formed by a bolapolyphile with a 1,4-bisĲphenylethynyl)
benzene (“bistolane”) core45 with two disparate chains at-
tached laterally to the 2 and 5 positions (compound 1,
Scheme 1).

As will be shown in the following sections, this compound
is found to form a square honeycomb with exceptional
dimensional stability. Moreover it displays a disorder–order
transition from a uniform square tiling to a two-colour chess-
board-type tiling where the two side-chains segregate in sepa-
rate square cells. The transition is thought to be a close real
life example of the well-known and widely studied Ising
model of magnetic spins.46 Monte Carlo simulations show
the critical behaviour (e.g. development of short range fluctu-
ations and long range order around the phase transition tem-
perature), observed by X-ray diffraction, to closely match the
3D Ising model on both sides of the transition, provided the
finite domain size is taken into account.

Experimental results

The synthesis of compound 1 was performed by Sonogashira
coupling as the key steps45 as described in the ESI.† Polarized
optical microscopy (POM) images (Fig. 1 and S1†) show bire-
fringent textures with frequent fan shapes. In fact large areas
of the images remain black (Fig. 1a and c) indicating that the
mesophase is optically uniaxial with the optic axis perpendic-
ular to the glass surface (homeotropic alignment). The bire-
fringence persists up to 132 °C. Differential scanning calo-
rimetry (DSC) shows a weak melting endotherm on second
heating around 70 °C, and a sharp isotropization peak at 132

Scheme 1 Compound 1 and its transition temperatures (Cr = crystal,
Colsq

2 = two-colour square columnar phase, Colsq
1 = single-colour

square columnar phase, Iso = isotropic liquid).

MSDEPaper

Pu
bl

is
he

d 
on

 2
9 

Ja
nu

ar
y 

20
19

. D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

Sh
ef

fi
el

d 
on

 3
/2

1/
20

19
 1

:1
8:

32
 P

M
. 

View Article Online



Mol. Syst. Des. Eng.This journal is © The Royal Society of Chemistry 2019

°C, transition enthalpy 5.6 J g−1 (Fig. S2†). The latter transi-
tion shows very little hysteresis on cooling, while
crystallisation is completely suppressed at the cooling rate
used (10 K min−1).

Powder small-angle X-ray scattering (SAXS) curves of com-
pound 1 recorded during continuous heating at 0.5 K min−1

are shown in Fig. 2a. The bold trace at Tc = 88 °C marks the
phase transition between two square columnar phases. In
both phases reflections indexed as (10), (11), (20) etc. are
seen, their q2 ratio being 1 : 2 : 4 : 5…. This defines the plane
group as p4mm in both cases. Most notable is the decay and
eventual disappearance of the strong (10) reflection of the
low-T phase at Tc, along with the disappearance of (21) and
(30) peaks. On heating above Tc the intensity of the
remaining Bragg peaks stays almost unchanged: the (11), (20)
and (22) diffraction peaks transit smoothly into the (10), (11)
and (20) peaks of the high-T square phase. Remarkably also,
the remaining peaks do not shift in the entire range from
room temperature to the isotropization temperature Ti.

The above indexing of the diffraction pattern was also con-
firmed by grazing incidence SAXS (GISAXS) experiments on a
surface-oriented thin film of 1 on silicon substrate, as shown
in Fig. 3. Although most of the sample is homeotropic, giving
diffraction peaks on the horizon line, off-equatorial reflec-
tions are also seen from areas where the columns lie parallel
to the surface, rotationally averaged in the film plane. The
most notable feature in Fig. 3 is the existence of strong dif-
fuse scattering above Tc in place of the (10) Bragg reflections
of the low-T phase – the relationship is highlighted by the

light blue lines in Fig. 3. This indicates the persistence of
short-range critical electron density fluctuations above Tc,
which will be analysed quantitatively further below.

The lattice parameters a1 and a2 of the high- and low-T
phases are 2.96 nm and 4.19 nm, respectively. As the ratio is

exactly 2 , the area of the unit cell of the low-T phase is

twice that of the high-T phase. Electron density maps, calcu-
lated on the basis of relative diffraction intensities and the
selected structure factor phases given in Table S1,† are shown
in Fig. 4a and c.

Considering the molecular model, we note that a1 = 2.96
nm is very close to the 2.80–3.05 nm length of the molecule,
as measured between the ends of the glycerol groups,
depending on the glycerol conformation. This, combined

Fig. 1 Optical micrographs of compound 1 between crossed
polarizers recorded at (a and b) 75 °C and (c and d) 100 °C. Images b
and d were recorded with an additional λ retarder plate, whose
indicatrix orientation is depicted in the images. The field-of-view width
is 0.1 mm.

Fig. 2 Powder SAXS traces of compound 1. (a) Stacked traces
recorded during heating at 0.5 K intervals. The bold curve is recorded
at Tc (b and c) SAXS trace of the high-temperature 1-colour square
honeycomb phase at 100 °C (b), and of the low-temperature 2-colour
chessboard phase recorded at 65 °C. Miller indices (hk) apply to the
respective lattices.
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with the fact that the high birefringence axis (i.e. the long
axis of the π-conjugated molecular core) is perpendicular to
the columns (see POM images with a λ retarder plate in
Fig. 1b and d and S1c†), strongly suggests the model in
Fig. 4b for the high-T phase. Such a model is consistent
with the general self-assembly mode of bolapolyphile LC
honeycombs, except that a square honeycomb is rather rare.
In this structure the cell walls consist of molecular cores ly-
ing normal to column axis with each of the two side chains
located in the two neighbouring cells. In the high-T phase
the cells are filled on average with a 1 : 1 mixture of F and
Si chains. The model in Fig. 4b has been subjected to 30 cy-
cles of molecular dynamics annealing between room T and
700 K lasting 30 ps in total. It shows a reasonable packing
density, indicating that the model is feasible. It is also con-
sistent with the electron density map, where the light blue
squares reflect the fact that the average electron density of
the combined F and Si chain (572 e nm−3) is somewhat
higher than that of the bistolane/glycerol core (518 e nm−3) –
for details see Table S2.†

The doubling of the unit cell below Tc, the high intensity
of the (10) reflection of the low-T lattice, and the
reconstructed electron density map in Fig. 4c all suggest that
a disorder–order transition takes place at Tc, with the F and
Si chains preferentially occupying alternative cells, creating a
chessboard tiling as in Fig. 4c and d. In a structure with per-
fectly segregated Si and F chains, we calculate that the con-
trast between Si and F cells would be 714–430 = 284 e nm−3,
which is >5 times higher than the contrast between the
mixed cell interior and the bistolane/glycerol wall. Hence the
very much stronger (10) Bragg reflection of the chessboard

phase compared to that of its (11) reflection or of the (10) re-
flection of the high-T phase (note that the intensity scales
roughly as square of the electron density contrast).

Theory

The change of symmetry between cells, containing a disor-
dered mix of chains, to a state where there is long range
chessboard order is analogous to that of interacting Ising
spins. In the model adopted here (Fig. 5) the orientation of
the side chains can only take one of two values, allowing
only 180° rotational jumps of the molecules around their
terphenyl axes. These are equivalent to spin flips in the
original magnetic model. Intermediate states are disallowed,
and the energy of each cell of the system depends only on
the types of side chain therein. A molecular flip alters the
balance between the numbers of perfluoroalkyl and
carbosilane chains in the two adjoining cells. Dynamics in
which this spin or molecular ‘flipping’ impacts both
neighbouring configurations is known as Kawasaki Dynam-
ics. While the symmetry of the system changes abruptly at
the transition temperature or critical temperature (Tc), a
particular physical property (e.g. order parameter) of the sys-
tem changes continuously above or below the transition,

Fig. 3 GISAXS pattern of the (a) 1-colour phase and (b) 2-colour phase.
Dotted lines indicate the reciprocal lattice applicable to areas with pla-
nar columns. The majority of the sample is homeotropic, giving rise to
all-equatorial reflections; these are visible in the top pattern (note the
(11) arc near the horizon), but not in the bottom one, as these reflec-
tions are beyond the horizon because of the slightly higher tilt of the
substrate plane relative to the incident beam.

Fig. 4 (a and c) Electron density maps of the (a) high-T and (b) low-T
phase in the xy plane perpendicular to the columns. The medium-high
density squares in (a) (blue) contain a mixture of perfluorinated (F) and
carbosilane (S) chains, the blue/purple squares in (c) contain predomi-
nantly F chains, while the red squares in (c) contain mainly Si chains.
The four dark maxima in each blue square in (a) are believed to be
artifacts (“ripples”) due to early truncation of the Fourier series, i.e. due
to the small number of measured reflections. (b and d) Snapshots of
molecular models after annealing dynamics runs in the (b) high-T and
(d) low-T chessboard phase. Colour code: green = π-conjugated core
including glycerol end groups (medium electron density), red = alkyl
and carbosilane groups (lowest density), purple = perfluoroalkyl groups
(highest density). For details of molecular dynamics annealing see
Methods. The white squares delineate a unit cell.

MSDEPaper

Pu
bl

is
he

d 
on

 2
9 

Ja
nu

ar
y 

20
19

. D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

Sh
ef

fi
el

d 
on

 3
/2

1/
20

19
 1

:1
8:

32
 P

M
. 

View Article Online



Mol. Syst. Des. Eng.This journal is © The Royal Society of Chemistry 2019

and depends on some power of the magnitude of the tem-
perature difference to the transition temperature; this power
is known as a critical exponent.

Since both the dimensionality and degrees of freedom
are the same, by universality, it is sensible to conclude that
the model should have the critical exponents of the 3d
Ising universality class. A simple lattice model has been de-
vised and MC simulation is used to test this conjecture.
The theoretical values for the critical exponents are deter-
mined and compared with experimental values in the sec-
tions that follow. It is interesting to note that due to the
introduction of pairwise interactions, we conclude that there
is only one significant energy in this problem; that is the en-
ergy difference between like attractive and unlike mutually re-
pulsive chains. The ordered states are therefore found to be
exactly symmetric. Any one molecule contains one chain of
each type hence flipping a molecule changes the energy state
of both neighbouring tiles; this is analogous to the 3d Ising
model of magnetic spins under Kawasaki spin flip dynamics.

Each LC molecule is comprised of two different side
chains one silicone (S) and one fluorine (F) which may
pairwise interact. Like interactions are more strongly attrac-
tive than unlike interactions which results in an order–disor-
der transition. Within each supramolecular square the side
chains can interact equally through 3 different pair interac-
tions; these are S: Si–Si, F: F–F and M: Si–F. Crucially, chain–
chain interactions within a square carry equal weight and the
positioning inside the supramolecular square is neglected.
The total possible number of interactions which exist in any

given square describes the squares energy, that is for n Si
chains and (4 − n) F chains the total energy can be expressed
as the number of distinct interactions; Si–Si: n(n − 1)/2, F–F:
((4 − n)(3 − n))/2 and Si–F: n(4 − n).

The 5 possible configuration energies for an arbitrary
square containing n Si chains and (4 − n) F chains and their
multiplicities are given in Table 1. The multiplicities add to
24 = 16 with the largest contribution coming from configura-
tion with an equal number of Si and F chains; indicating the
importance of entropy in driving this order–disorder
transition.

In Fig. 5(i) the configurations before and after a molecule
has been flipped on the border between two squares is shown;
this is an example of Kawasaki dynamics where the flipping of
a single molecule directly changes the energy of both
neighbouring squares involved. Interactions between
neighbouring molecules out of plane are also included,
depicted in Fig. 5(ii); these are taken to be half those in plane.
The initial and final configuration energy of the 2 states, U1

and U2 respectively, can be expressed in terms of the pair in-
teractions and number of Si chains in and out of plane
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Here na and nb are the number of Si chains in square a and b
respectively; nc and nd are the number of Si chains in the re-
spective columnar interaction regions (Fig. 5(ii) and (iii)).
Hence, the energy change of flipping a molecule ΔU = U1 − U2

can be written as

      U n n U n n U
a b 0 c d

0

2
(3)

The constant U0 = [S + F − 2M] is therefore the only signifi-
cant energy involved in the model since any chain flip affects
the chain number in both the neighbouring squares. In our
case U0 is always negative because like chains attract more
strongly; a chessboard ordering can occur only for negative U0.

Fig. 5 (i) Allowed configurations of the square tiles and their
associated energies in terms of pair interactions S, F and M (see
Table 1) (ii) in plane interactions: the configurations 1 and 2 of a chain
in the fully ordered state that is flipped between squares a and b.
Square a contains na Si chains and 3 − na F chains, similarly for b. (iii)
Out of plane interactions: the configurations 1 and 2 of a chain in the
fully ordered state that is flipped between columnar interaction
regions c and d. Region c contains nc Si chains and 2 – nc F chains,
similarly for d.

Table 1 Energy of a square with n Si chains and (4 − n) F chains with pair
interactions and multiplicities for each n

No. Si No. F Energy Multiplicity

4 0 6S 1
3 1 3S + 3M 4
2 2 S + F + 4M 6
1 3 3F + 3M 4
0 4 6F 1
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Monte-Carlo simulation and critical phenomena

Monte Carlo simulations have been performed on a 3d peri-
odic square lattice for 5 different lattice volumes, 123, 243,
483, 963 and 1923, in order to test the scaling properties and
calculate the critical exponents. There are V = 2L3 molecules
involved in the simulation for each of the respective lattice
volumes. The system employs the Metropolis method,47 in
which sample configurations are generated from previous
states according to a transition probability. This transition
probability is directly proportional to the energy difference,
ΔU, between the initial and final states, given by eqn (3).
Thus, by calculating the energy ΔU involved for a given molecu-
lar ‘flip’ between two neighbouring squares, the Boltzmann
weighting can be evaluated at a specified temperature. It is
therefore possible to evolve the system and subsequently
sample its phase space by accepting or rejecting many flips
using random sampling. This is known as the Metropolis al-
gorithm; a molecular ‘flip’ is depicted in Fig. 5 which illus-
trates the molecular equivalent of Kawasaki dynamics for our
system. It is well known that the thermodynamic exponents
do not depend on the chosen dynamics i.e. Glauber or
Kawasaki.

The 3d lattice is broken down into columns of L 2d chess-
boards each containing two identical sublattices A and B, this
is depicted in Fig. 6. A fully ordered 2-colour tiling, (Fig. 6a)
consists of alternating columns of supramolecular squares
comprising of 4 Si or 4F chains such that the number of Si or
F chains in either sublattice is maximised, see Fig. 6b. For a
single colour tiling the columns comprise of a mixture of Si or
F chains where, on average, the number of Si or F chains in
any cell are equal, Fig. 6c and d. The order parameter, σi, for
one sample configuration is defined as

 i
A Si B Si




    n n

V
(4)

such that the thermal average 〈σ〉 approaches unity in the
fully ordered state. A plot of 〈σ〉 is shown as a function of
temperature for five lattice sizes in Fig. 7a, which shows the
smoothing that occurs for small lattice sizes. Here each
summation runs over square sites in lattice {A} or lattice {B}
and nSi represents the number of Si chains in each unit

square. The long range correlations, related to the diffuse
scattering in our system, are given by the susceptibility


 


2 2

TV
(5)

A plot of χ is as a function of temperature is shown in
Fig. 7b for 5 different lattice sizes. An initial thermalisation
of 104 MC steps is performed and 105 measurements were
taken at each temperature. The ensemble averages for the or-
der parameter 〈σ〉 and susceptibility χ are calculated in order
to construct the phase diagram. According to universality, the
transition should fall into the 3d Ising universality class. By
considering the scaling functions for the order parameter,
and susceptibility we can confirm this by fitting to the Ising
exponents, the scaling functions are given by48





X L L

L L

v
L

v v
L

1

1

/




  

   

    

    



/

(6)

here τ is reduced temperature, L is the size of the respective
lattice and ν, γ and β are the critical exponents.

Fig. 6 (a) The fully ordered state in terms of 2d squares, (b) fully
ordered state in 3d, where the sublattices A and B are indicated, (c) the
fully disordered state, (d) the fully disordered state in 3d, where the
sublattices A and B are indicated.

Fig. 7 (a) Order parameter per square, 〈σ〉, as a function of
temperature and (b) susceptibility, χ, as a function of temperature. The
inset contains a magnified plot of the susceptibility around Tc showing
the effect of finite domain sizes.
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Measurements have been taken in the critical region in
which the scaling function holds thus we consider a relatively
small temperature window 1 < kBT/U0 < 2. Fig. 8 shows the
resulting data collapse which shows excellent agreement with
the 3d Ising exponents49 ν = 0.6301, γ = 1.2372 and β =
0.3265. This not only confirms the validity of the proposed
statistical model but also the universality class in which it
resides.

Experimental determination of the critical exponents

The critical exponent β is related to the order parameter
(sublattice magnetization) σ, below the transition tempera-
ture Tc, by the following relationship

σ = [(Tc − T)/Tc]
β (7)

We make the assumption that the sublattice magnetiza-
tion σ is proportional to the amplitude of diffraction, i.e. that
the flip of direction of side groups at a side of a square cell
(equivalent to a flip of spin), results in a constant increase
(or decrease) to the overall structure factor F(10) of the (10)

diffraction peak of the two coloured square phase. As the dif-
fraction intensity I(10) is proportional to |F(10)|

2, it varies as

I(10) ∝ (Tc − T)2β (8)

The critical exponent β can be found by fitting the diffrac-
tion intensity I(10) as a function of temperature to the above
equation.

The best-fit to the experimentally determined intensities
suggests that 2β = 0.766 and β = 0.383 (Fig. 2a and 9a). This
is slightly larger than the value of β = 0.326 expected for a 3d-
Ising model and also derived by our Monte Carlo simulation.
For comparison, the theoretically predicted curve from the 3d
Ising model is shown also in Fig. 9a (broken curve). It is evi-
dent that the observed experimental data follows the theoreti-
cal curve closely, even though the experimentally observed
transition is less sharp than predicted by theory. This slight
discrepancy could be attributed possibly to the system not re-
siding in thermal equilibrium, despite the relatively slow
heating rate used (0.5 °C min−1).

While the change of order parameter below critical tem-
perature carries information of β, two other critical expo-
nents, γ and ν, are related to the local fluctuation-correlation
of the order parameter above the critical point, i.e. <σiσj>.
Similarly to what has been discussed before, such fluctua-
tions will be reflected in the local fluctuation of structure fac-
tor (Fi at lattice point i and Fi proportional to σi) and leads to

diffuse scattering, with an intensity proportional to FFi j* ,

around q(10). The experimental diffuse scattering peaks just
below and above the critical point are shown in Fig. 9b.

For a 3d Ising model, the correlation function G(r) takes
the form

G r
r

r   










1
1  
exp (9)

here ξ is the correlation length. For the 3d Ising model it can
thus be deduced that the diffuse scattering peak is a slightly
modified Lorentzian

I q A
q

A

q
  









  






















  



1
1 1

2
2

1 2

2

2 2 1











/

 /2
(10)

Since for the 3D Ising model critical exponent η is extremely
small (0.036), the diffuse peak can be treated as Lorentzian.
Therefore, we have fitted the diffuse peaks as shown
Fig. 9c and d to a Lorentzian function and retrieved the peak
height hD in addition the full width at half maximum
(FWHM) values as a function of temperature (Fig. 9, data
shown by empty circles). Above the critical point the correla-
tion length ξ is proportional to (T − Tc)

−ν. The peak height hD
is proportional to the susceptibility χ, and (T −Tc)−γ where γ =

Fig. 8 (a) Scaling plot of the order parameter and (b) of the
susceptibility. The fit assumes 3d Ising exponents ν = 0.6301, γ =
1.2372 and β = 0.3265 where Tc is taken to be ∼1.5665 kBT/U0. τ (T) =
(T − Tc)/Tc. Magnified scaling plots are shown in the inset depicting the
data collapse around τ (Tc).
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(2 − η)ν; and the FWHM = 2/ξ is inversely proportional to the
correlation length, therefore50

h T T

T T
C

C

D

FWHM /

   
   







2
(11)

The best-fit and theoretical curves from fitting of peak
height and FWHM of the diffuse scattering are compared in
Fig. 9.

Discussion

Both best-fit values of γ (0.597) and ν (0.287) are much
smaller than the theoretical values: γ should be 1.2372 and ν

should be 0.6301. The most evident differences of the experi-
mental diffuse peak to that predicted by theory are found
close to the critical temperature: the diffuse peak height is
expected to be much higher, while the FWHM is expected to

be much smaller i.e. correlation length should be much
larger than observed.

Such reduction of diffuse peak height or measured suscep-
tibility close to the critical temperature can in fact be seen in
our Monte Carlo simulation with different sample sizes
(number of cells). Fig. 10a shows the simulated susceptibility
for four different domain sizes (123, 243, 483, 963 and 1923

cells respectively), and a significant reduction in the suscepti-
bility close to the critical temperature can be clearly seen for
domain sizes of 123 and 243 cells. In fact the trend in the 243

cells is very close to that experimentally observed (Fig. 10a),
suggesting a domain size of only ∼70 nm. On the other hand,
the width of the (10) Bragg diffraction peak of the two-colour
square phase below Tc, and of the (10) peak of the single-
colour square phase above Tc, suggest a much larger domain
size of ∼250 nm. We speculate that large scale fluctuations
of local two-coloured patches are likely to be restricted kineti-
cally, as they involve converting mixed cells at the boundaries
of such local patches by exchanging the directions of the two
side groups of molecules (Fig. 10b). While in a spin model an

Fig. 9 (a) Fitting of I(10) intensity as a function of temperature, (b) Diffuse scattering due to local fluctuation of order parameter, just below and
above the critical temperature of Si2F8. Comparison of experimental data, best-fit and theoretical curves of (c) diffuse peak height and (d) FWHM
above Tc.
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inversion of spin has no energy barrier, in our system the
corresponding change molecular orientation always has one.
Therefore, the chance of large scale fluctuations will be sig-
nificantly reduced when compared to the situation when no
such energy barrier is present. This would result in a smaller
effective domain size for the two-colour fluctuations.

Conclusions

We have successfully created a system that self-assembles
forming square 2d patterns with a sub-5 nm period. The
compound displays two types of square patterns, one simple
and another of the chessboard type. The size of the square
cells does not change over a 100 K temperature interval,
making this type of template eminently suitable for stable
nanopatterning. The order–disorder critical transition be-
tween the chessboard and simple square phases has been
further investigated by Monte Carlo simulation and, as
expected, it belongs to the universality class of a 3d Ising
model. Good agreement between the experimental and theo-

retical values of the critical exponent β have been found.
While there are apparent discrepancies for critical exponents
γ and ν, Monte Carlo simulations suggest that this may result
from the reduced effective domain size, as large scale fluctua-
tions above critical temperature are suppressed for kinetic
reasons.

Having learned the basic nano-architectonic principles of
creating 1- and 2-colour square patterns from the above re-
sults, in a follow-up study we undertook to increase the cell
size. Thus a series of related bolapolyphiles were synthesised,
having a longer oligoĲp-phenyleneethynylene) core involving
five benzene rings instead of only three in the bistolane core
and suitably extended side-chains.51 Both, the mixed-chain
and the chessboard phases were observed for compounds with
appropriate chain lengths, showing that the principles of ar-
chitectural design learned from the present work are applica-
ble to a wider class of materials and are generic.

Experimental methods
Materials

The syntheses of compound 1 and its intermediates are
described in the ESI† together with the analytical data. NMR
spectra were recorded with a Varian VXR spectrometer (400
MHz); HR-MS spectra were recorded on Bruker micrOTOF-Q
II APPI spectrometer.

Polarizing microscopy and DSC

Phase transitions were determined by DSC (DSC-7, Perkin
Elmer in 30 μl Al pans) with heating and cooling rates of
10 K min−1 and by polarizing optical microscopy using a
Optiphot 2 polarizing microscope (Nikon) in combination
with a Mettler FP-82 Hot stage.

Synchrotron X-ray diffraction and electron density
reconstruction

High-resolution small-angle powder diffraction (SAXS) experi-
ments were recorded on Beamline I22 at Diamond Light
Source. Samples were held in evacuated 1 mm capillaries. A
modified Linkam hot stage was used with a hole for the
capillary drilled through the silver heating block and mica
windows attached to it on each side. Thermal stability was
within 0.2 °C. q calibration and linearization were verified
using several orders of layer reflections from silver behenate
and a series of n-alkanes. GISAXS experiments were carried
out on Beamline I16 at Diamond Light Source. Thin films
were prepared from the melt on a silicon wafer. The thin film
coated 5 × 5 mm2 Si plates were placed on top of a custom
built heater, which was then mounted on a six-circle goni-
ometer. The sample enclosure and the beam pipe were
flushed with helium. The Pilatus detectors were used for
both SAXS and GISAXS. The diffraction peaks were indexed
on the basis of their d-spacing ratio and the position in the
GISAXS pattern. Once the diffraction intensities were

Fig. 10 (a) Comparison of experimental and simulated susceptibility,
for four different sample sizes with 123, 243, 483, 963 and 1923 cells
respectively, above the critical temperature. (b) Local two-coloured
fluctuations in the single colour phase above the critical temperature,
where A and B label the sublattices. Black molecules mark the domain
walls separating the ordered and disordered patches.
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measured and the corresponding plane group determined,
2-D electron density maps could be reconstructed, on the
basis of the general formula

E xy I hk i hx ky
hk

hk         exp 2  (12)

As the observed diffraction intensity IĲhk) is only related to
the amplitude of the structure factor |FĲhk)|, the information
about the phase of FĲhk), ϕhk, cannot be determined directly
from experiment. However, since the plane group p4mm is
centrosymmetric, the structure factor FĲhk) is always real and
ϕhk is either 0 or π. This makes it possible for a trial-and-
error approach, where candidate electron density maps are
reconstructed for all possible phase combinations, and the
“correct” phase combination is then selected on the merit of
the maps, helped by prior physical and chemical knowledge
of the system.

Molecular dynamics simulation

Annealing dynamics runs were carried out using the Forcite
module of Material Studio, Accelrys, with the Universal Force
Field. The structure in Fig. 4 was obtained with either two or
four molecules in a square box with the side equal to the
experimentally determined unit cell length and a height of
0.40 nm, with 3d periodic boundary conditions. The size of
the box was 5 × 5 honeycomb cells for the single-colour phase
and 8 × 8 honeycomb cells (32 unit cells) for the 2-colour
phase. 30 temperature cycles of NVT dynamics were run
between 300 and 700 K, with a total annealing time of 30 ps.
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1. Additional Data 

1.1 Polarizing microscopy and DSC 
 

Figure S1 Textures of the Colsqu phases of compound 1 as observed between crossed 
polarizers a) in the Colsqu phase at T = 121 °C and b) in the chessboard Colsqu

2 phase at T = 
55 °C; the optically isotropic dark areas represent homeotropically aligned regions (columns 
almost perpendicular to the surfaces) which indicate the uniaxiality of both phases; c) shows 
the texture with additional -retarder plate, which is identical in both phases; the black lines 
indicate the direction of the -conjugation pathway of the rod-like cores in the yellow and 
blue areas, confirming that these rods are aligned perpendicular to the column long axis as 
typical for honeycomb type LC phases. 
 

 
 
 
 
 
 
 
 

T = 121 °C

a) b) 

T = 55 °C 

-Kompensator 
plate

c) 
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Figure S2. Second DSC heating and cooling scans of compound 1, recorded at rate 10 K 
min-1 a) on heating and b) on cooling. 

1.2 Additional XRD data 

 
Table S1. Experimental and calculated d-spacings and intensities of the observed SAXS Bragg 
peaks of compound 1 in the (a) high-T one-color p4mm phase at 100 ºC, and (b) low-T 
chessboard p4mm phase at 65 C. All intensities are Lorentz and multiplicity corrected. 
Structure factor phase angles used in electron density calculations are also given. 
 
a) High-T phase at 100C 

(hk) dobs. –spacing (nm) dcalc. –spacing (nm) intensity phase 

(10) 2.96 2.96 48.2 0 

(11) 2.09 2.09 29.7 0 

(20) 1.48 1.48 100.0  

(21) 1.32 1.32 1.4  

a1 = 2.96 nm 

 
 
 
 
 
 

Iso

a) 

b) 

Cr 
Iso

Colsqu

Colsqu

Colsqu
2 

Colsqu
2 
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b) Low-T phase at 65C 

(hk) dobs. –spacing (nm) dcal. –spacing (nm) intensity phase 

(10) 4.19 4.19 100.0 0 

(11) 2.96 2.96 0.4 π 

(20) 2.10 2.10 0.5 π 

(21) 1.87 1.87 0.1 π 

(22) 1.48 1.48 1.4 0 

(30) 1.40 1.40 1.0 0 

(31) 1.32 1.32 0.3 0 

a2 = 4.19 nm 
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Figure S3. WAXS patterns of compound 1 at a) 115 °C and b) 60 °C. 

 

 

Table S2.  Relative volumes and electron densities for different parts of molecule a) 

 V% Electron density 
(electrons/nm3) 

Rod-like core 
(arom. + glyc.) 

44.8 518 

F-chain 29.6 714 

Si-chain 25.6 430 

Mixed Si- and F-chains 55.2 572 

a) Measured from molecular model using the Connolly surface method. 
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2. Synthesis 
 

2.1 General  

 
Unless otherwise noted, all starting materials are purchased from commercial sources and are 

used without further purification. Column chromatography is performed with silica gel 60 

(63-200 µm, Fluka). Determination of structures and purity of intermediates and products is 

obtained by NMR spectroscopy (VARIAN Gemini 2000 and Unity Inova 500, all spectra are 

recorded at 27 °C). The purity of all products is checked with thin layer chromatography 

(silicagel 60 F254, Merck). CHCl3 and CHCl3/MeOH mixtures are used as eluents and the 

spots are detected by UV radiation. All compounds represent racemic mixtures of 

diastereomers due to the stereogenic centers in the glycerol units; no attempts are made to 

separate these mixtures. The synthesis is performed as outlined in Scheme S1. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Scheme S1. Synthesis of compound 1. 
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2.2. Intermediates 
 

4-Benzyloxy-2,5-dibromophenol is prepared as reported in ref.S 1 

5,5,6,6,7,7,8,8,9,9,10,10,11,11,12,12,12-heptadecafluordodecylbromide is synthesized 
according to the procedures given in  ref. S2,S3 and 4-(4-ethynylphenoxymethyl)-2,2-dimethyl-
1,3-dioxolane (6) is prepared as described in refs. S1,S4 

 
2-Chloro-2,6,6-trimethyl-2,6-disilaheptane  S5,S6 
 
Allytrimethylsilane (26.2 g; 0.2 mol), chlorodimethylsilane (26.1 g; 0.3 mol) and a solution of 
H2PtCl6 (10 mg) in isopropanol (0.5 ml) are dissolved in diethyl ether (25 ml) under an Ar-
atmosphere and stirred at 25 °C for 48 hrs. The product is fractionated by distillation. Yield 
40.9 g (85 %), colourless liquid, b.p. 108 °C at 8×10-2 bar (ref. S5: b.p.: 192 °C at ambient 
pressure). 1H-NMR (CDCl3, 400 MHz) δ = 1.47-1.43 (m, 2H, -CH2-CH2-CH2-), 0.90-0.87 (m, 
2H, -CH2-),0.61-0.57 (m, 2H, -CH2-), 0.04 (s, 6H, -Si(CH3)2-), -0.02 (s, 9H, -Si(CH3)3. 
 
2,6,6-Trimethyl-2,6-disilaheptane S5 
 
Under an argon atmosphere 2-chloro-2,6,6-trimethyl-2,6-disilaheptane (20.0 g, 0.1 mol) is 
dissolved in dry diethyl ether (150 ml) and LiAlH4 (2.2 g, 0.07 mol) is added at 25 °C. The 
mixture is stirred for 72 hrs and then filtered though a glass drip under Ar-atmosphere. The 
solvent is distilled off under normal pressure and the residue is distilled under vacuo. Yield: 
11.0 g (66 %); colourless liquid, b.p.: 80 °C at 8×10-2 bar. (ref. S5: b.p.: 85 ° C at 25 mbar). 
1H-NMR (CDCl3, 400 MHz) δ = 3.88 (m, 1H, Si-H), 1.41-1.33 (m, 2H, -CH2-CH2-CH2-), 
0.65-0.61 (m, 2H, -CH2-), 0.57-0.53 (m, 2H, -CH2-), 0.05 (d, 6H, 3J(H-H) = 3.6 
Hz, -Si(CH3)2-), -0.04 (s, 9H, -Si(CH3)3). 
 
1-Allyloxy-4-benzyloxy-2,5-dibromobenzene (2) 
 
4-Benzyloxy-2,5-dibromphenol (4.3 g, 12.1 mmol), allyl bromide (1.1 ml, 3.0 mmol) and 
K2CO3 (3.6 g, 25.9 mmol) are dissolved in MeCN (100 ml) and refluxed with stirring for 8 
hrs. After cooling to 25 °C water (100 ml) is added. The aqueous solution is extracted with 
diethyl ether (3 x 50 ml) and the organic layers are unified, washed with  water (100 ml) and 
dried over Na2SO4. The solvent is removed at a rotary evaporator and the residue is 
crystallized from petroleum ether. Yield: 3.9 g (98 %); colorless solid, m.p.: 92-83 °C. 1H-
NMR (CDCl3, 400 MHz) δ = 7.45-7.30 (m, 5H, -O-CH2-(C6H5)), 7.15 (s, 1H, Ar-H), 7.11 (s, 
1H, Ar-H), 6.07-5.98 (m, 1H, -CH=CH2), 5.47-5.42 (m, 1H, -CH=CH2), 5.31-5.28 (m, 1H, -
CH=CH2), 5.06 (s, 2H, -O-CH2-(C6H5)), 4.54-5.52 (m, 2H, -O-CH2-CH=CH2). 
 
1-Benzyloxy-2,5-dibromo-4-(4,4,8,8-tetramethyl-4,8-disilanonyloxy)benzene (3) 
 

Under an Ar-atmosphere 2 (3.0 g, 9.4 mmol), 2,2,6-trimethyl-2,6-disilaheptane (1.70 g, 9.7 
mmol) and H2PtCl6 (13 mg in 1 ml isopropanol) are dissolved in dry diethyl ether (40 ml) and 
stirred for 48 hrs at 25 °C. The solvent is removed at a rotary evaporator and the residue is 
purified by column chromatography on silica gel (eluent: CHCl3/n-hexane). Yield: 3.7 g 
(69 %); colorless oil; 1H-NMR (CDCl3, 400 MHz) δ = 7.45-7.29 (m, 5H, -O-CH2-(C6H5)), 
7.14 (s, 1H, Ar-H), 7.08 (s, 1H, Ar-H), 5.05 (s, 2H, -O-CH2-(C6H5)), 3.91-3.88 (m, 2H, -O-
CH2-), 1.82-1.74 (m, 2H, -O-CH2-CH2-), 1.36-1.25 (m, 2H, -CH2-CH2-CH2-), 0.63-0.51 (m, 
6H, -CH2-Si), -0.01 (s, 6H, Si-(CH3)2), -0.04 (s, 9H, Si-(CH3)3). 
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2,5-Dibromo-4-(4,4,8,8-tetramethyl-4,8-disilanonyloxy)phenol (4) 
 
In a pressure resistant vessel 3 (5.2 g, 9.1 mmol) is dissolved in dry THF (30 ml). Under an 
Ar-atmosphere Pd/C (10% Pd, 0.3g) is added. After flushing with H2 (3x) the vessel is shaken 
for 24 hrs under a H2 atmosphere (2.8 bar) at 40 °C. Afterwards the vessel is flushed with Ar, 
the catalyst is filtered off and the solvent is removed at a rotary evaporator under reduced 
pressure. The residue is purified by column chromatography on silica gel (eluent: CHCl3). 
Yield: 2.8 g (63 %); colorless oil; 1H-NMR (CDCl3, 400 MHz) δ = 7.22 (s, 1H, Ar-H), 6.95 (s, 
1H, Ar-H), 5.09 (s, 1H, -OH), 3.89-3.85 (m, 2H, -O-CH2-), 1.81-1.74 (m, 2H, -O-CH2-CH2-), 
1.37-1.29 (m, 2H, -CH2-CH2-CH2-), 0.62-0.52 (m, 6H, -CH2-Si-), -0.02 (s, 6H, -Si-(CH3)2), -
0.05 (s, 9H, -Si-(CH3)3). 
 

1,4-Dibromo-2-(4,4,8,8-tetramethyl-4,8-disilanonyloxy)-5-(5,5,-6,6,7,7,8,8,9,9,-
10,10,11,11,12,12,12-heptadecafluorododecyloxy)-benzene (5) 
 
A mixture of 4 (0.5 g, 1.7 mmol), 1-bromo-5,5,6,6,7,7,8,8,9,9,10,10,11,11,12,12,-12-
heptadecafluorododecane (0.6 g, 1.1 mmol) and K2CO3 (1.0 g, 7.2 mmol) and dry CH3CN 
(40 ml) is stirred under reflux for 16 hours. After cooling water (150 ml) is added and the 
reaction mixture is extracted with CHCl3 (3x50 ml). The combined organic layers are dried 
over Na2SO4 and evaporated under reduced pressure at a rotary evaporator. The crude product 
is purified by column chromatography on silica gel (eluent: CHCl3/n-hexane 1:4 V/V). Yield: 
0.8 g (83 %); colorless solid, m.p.: 53-54 °C; 1H-NMR (CDCl3, 400 MHz) δ = 7.07 (s, 1H, 
Ar-H), 7.06 (s, 1H, Ar-H), 3.99-3.96 (m, 2H, -O-CH2-), 3.91-3.87 (m, 2H, -O-CH2-), 2.25-
2.12 (m, 2H, -CH2-CF2-), 1.91-1.84 (m, 4H, -O-CH2-CH2- CH2-CF2-),  1.83-1.74 (m, 2H, -O-
CH2-CH2-), 1.37-1.29 (m, 2H, -CH2-CH2-CH2-), 0.62-0.50 (m, 6H, -CH2-Si-), -0.02 (s, 
6H, -Si-(CH3)2), -0.05 (s, 9H, -Si-(CH3)3). 
 
1-(4,4,8,8-Tetramethyl-4,8-disilanonyloxy)-2,5-bis(4-(2,2-dimethyl-1,3-dioxolane-4-yl)-
methoxy)phenylethynyl)-4-(5,5,6,6,7,7,8,-8,9,9,10,10,-11,11,12,12,12-heptadecafluoro-
dodecyloxy)benzene (7) 
 
Under an argon atmosphere a mixture of 5 (0.4 g, 0.4 mmol), 6 (0.2 g, 1.0 mmol), Pd[PPh3]4 
(20 mg) and CuI (2 mg)  in dry triethylamine (30 ml) is stirred under reflux for 16 hrs. After 
cooling the solvents are distilled off at an rotatory evaporator. Water (100 ml) is added and 
the reaction mixture is extracted with diethyl ether (3x50 ml). The combined organic layers 
are washed with water (50 ml), brine (50 ml), dried over Na2SO4 and evaporated under 
reduced pressure using a rotary evaporator. The crude product is purified by column 
chromatography on silica gel (eluent: CH2Cl2 with 2 % (V/V) diethyl ether). Yield: 0.29 g 
(56 %); pale yellow solid, m.p. 114 °C; 1H-NMR (CDCl3, 400 MHz) δ = 7.43-7.41 (m, 4H, 
Ar-H), 6.99 (s, 1H, Ar-H), 6.96 (s, 1H, Ar-H), 6.88-6.84 (m, 4H, Ar-H), 4.48-4.45 (m, 
2H, -O-CH-), 4.18-4.13 (m, 2H, -O-CH2-), 4.08-4.03 (m, 4H, -O-CH2-), 3.98-3.93 (m, 
4H, -O-CH2-), 3.92-3.87 (m, 2H, -O-CH2-), 2.15 (m, 2H, -CH2-CF2-), 1.92-1.91 (m, 
4H, - (CH2)2-CH2-CF2-), 1.86-1.82 (m, 2H, -O-CH2-CH2-), 1.45 (s, 6H, -CH3), 1.39 (s, 
6H, -CH3), 1.36-1.30 (m, 2H, -CH2-CH2-CH2-), 0.69-0.65 (m, 2H, -Si-CH2-), 0.59-0.51 (m, 
4H, -Si-CH2-), -0.02 (s, 6H, -Si-(CH3)2), -0.06 (s, 9H, -Si(CH3)3). 
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2.3. Compound 1 
 

1-(4,4,8,8-Tetramethyl-4,8-disilanonyloxy)-2,5-bis(4-(2,3-dihydroxypropyloxy)phenyl-
ethynyl)-4-(5,5,6,6,7,7,-8,8,9,9,10,10,11,11,12,12,12-hexadecafluorododecyloxy)benzene 
(1) 
 

A solution of 7 (0.4 g, 0.2 mmol) and pyridinium 4-toluensulphonate (0.05 g) in a mixture of 
MeOH (30 ml) water (1 ml) and THF (30 ml) is stirred at 60 °C under a reflux condenser for 
48 hrs. The progress of the reaction is recorded with TLC. After all 7 is used up the mixture is 
evaporated under reduced pressure at a rotary evaporator and the residue is taken up in diethyl 
ether and water (100 ml each). The organic layer is separated and the aqueous phase is 
extracted twice with diethyl ether. The combined organic phases are washed with water (50 
ml) brine (50 ml), dried over Na2SO4 and evaporated under reduced pressure at a rotary 
evaporator. The crude product is purified by column chromatography on silica gel (eluent: 
EtOAc) and crystallized from MeOH/CHCl3. Yield: 50 mg (17 %); pale yellow solid,  Cr 72 
Colsqu

2/p4mm 88 Colsqu/p4mm 133 Iso (°C); 1H-NMR (CDCl3, 400 MHz) δ = 7.44 (t, 
J3(H,H)=8.5Hz, 4H, Ar-H), 6.97 (s, 1H, Ar-H), 6.97 (s, 1H, Ar-H), 6.88-6.85 (m, 4H, Ar-H), 
4.11-4.01 (m, 8H, -O-CH-, -O-CH2-), 3.97 (t,  J3(H,H)=6.6Hz, 2H, -O-CH2-), 3.85-3.82 (m, 2 
H, -O-CH2-), 3.76-3.73 (m, 2H, O-CH2-), 2.52-2.51 (m, 2H, -OH), 2.17-2.12 (m, 
2H, -CH2-CF2-), 1.92 (m, 4H, -(CH2)2-CH2-CF2-), 1.86-1.78 (m, 2H, -O-CH2-CH2), 1.37-1.30 
(m, 2H, -CH2-CH2-CH2-), 0.70-0.65 (m, 2H, -Si-CH2-), 0.60-0.51 (m, 4H, -Si-CH2-), -0.02 (s, 
6H, -Si-(CH3)2), -0.06 (s, 9H, -Si-(CH3)3). 19F-NMR (CDCl3, 200 MHz): δ = -81.14 (m, 3F, -
CF3), -114.74 (m, 2F, -CH2-CF2-), -122.23 (s, 6F, -CF2-), -123.10 (s, 2F, -CF2-), -123.79 (s, 
2F, -CF2-), -126.48 (m, 2F, -CF2-CF3). HR-ESI-MS: m/z [M+Cl]- 1213.3224 (calc. 
1213.3160). 
 

3. Theoretical Model and MC 
 
Table S3 Energy of a square with n Si chains and (4-n) F chains with pair interactions and 
multiplicities for each n.  

No. Si No. F Energy Multiplicity 
4 0 6S 1 
3 1 3S + 3M 4 
2 2 S + F + 4M 6 
1 3 3F + 3M 4 
0 4 6F 1 
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5.1. INTRODUCTION

5.1 Introduction

When polymers crystallise, a small crystal nucleus must first be present out from which

a larger crystal may grow. This occurs in one of two ways, either thermal motion

brings elongated chains together to form a nucleus or growth proceeds from interfaces

or impurities, such as remnants of the catalysts used during synthesis still present in the

polymer. This process is known as primary nucleation, secondary nucleation on the other

hand occurs when crystals of the new phase are already present. Primary nucleation

then can occur heterogeneously or homogeneously, whereas secondary nucleation occurs

only heterogeneously.

In homogenous primary nucleation a critical nucleus size exists which allows for

continuous growth, this size occurs when the bulk free energy overcomes that of the

surface energy. This barrier was neatly summarised by Gibbs as the difference in free

energy between the initial liquid and final crystalline phases, ∆G.

∆G = −V∆gf +Aγ +Bγe (5.1)

The negative term −V∆gf represents the free energy of a crystal with volume V and

stabilises the crystal whereas the positive surface term Aγ + Bγe destabilises it. In

this case Aγ and Bγe are the fold and end surface energies respectively where A and

B denote the areas associated with each. Homogenous nucleation is very rare due to

the high energy barrier that must be overcome whereas heterogenous nucleation occurs

more easily due to the reduced surface energy required when nucleating on an already

crystalline surface. In industrial applications nucleating agents are often added to speed

up the crystallisation process.

Molten polymers are entangled and irregularly coiled and contrary to materials
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5.1. INTRODUCTION

comprised of simple molecular units, often retain this structure when rapidly quenched as

an amorphous solid. Some polymers do form regions with a degree of ordering on cooling

by folding and aligning, as illustrated in the spherulitic structure depicted in Figure 5.1

(b) and are called semi-crystalline polymers. Common examples include polyethylene

and polypropylene [1]. In the same way liquid crystals form complex phases, the rapid

cooling of polymers often leads to interesting structures with some degree of ordering

present. When a system is moved away from thermodynamic equilibrium quickly, the

time available to kinetic processes, such as the conformational rearrangement of a single

polymer chain, is significantly reduced. In this situation a large energy barrier is present

which blocks the path to the equilibrium state, this results in metastable states being

formed. Thermodynamics is not enough on its own to describe these systems because

kinematic processes are dominating.

C3_Poisoning/spherulite4.png

(a)

Lamella

Amorphous 
Region

(b)

Figure 5.1: (a) Optical micrograph showing spherulites in i-PP reproduced with
permission from [2]. (b) Schematic model of a spherulite where black arrows indicate
direction of molecular alignment. Lamella and amorphous regions are indicated.

Isotactic polypropylene freezes below 130◦C which is some 40◦C below the melting point

at 170◦ and requires large undercooling to crystallise. It is argued by some that this

may be due to the strict conformational requirements for a chain to join the growing
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crystal as well as the presence of a competing mesophase. This is true particularly

at high cooling rates and the structure of the mesophase remains controversial, due to

the experimental difficulties encountered when studying it. i-PP is known to exhibit 3

well understood phases, with varying degees of undercooling, called α, β and γ [3, 4]

which are depicted in Figure 5.2. The α-phase form consists of monoclinic unit cells of

alternating left and right-handed helices (2-white and 2-gold respectively) in the b-axis

direction parallel to the a-c plane. It is the most stable form of crystalline i-PP and has

the lowest free energy. With larger temperature gradients the β-phase can also be found,

with a trigonal unit cell and it is metastable relative to the α-phase. The γ-phase forms

often in low molecular weight degraded i-PP with an orthrombic unit cell composed of

sheets of parallel chains inclined at 80◦ to each another. In this thesis we are concerned

only with the α-phase.
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Figure 5.2: The left-handed helix of i-PP with the down position of the methyl groups
drawn in gold, with its representation drawn as a triangular prism. Different phases of
i-PP: α-phase as viewed perpendicular to the a-b plane, c-axis is out of plane, β-phase
with c-axis out of plane and the γ phase. For the α-phase a=2.096 nm and b=0.665 nm.

At very high undercoolings however, i-PP exhibits an additional phase that is not
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completely amorphous but instead partially ordered, sometimes known as smectic or

paracrystalline phase, in this work it is referred to as the mesophase throughout [5, 6].

The structure of this mesophase is highly ordered in comparison to the melt but its

presence in i-PP has important implications. It has been found recently to accompany

the formation of the α-phase at very large undercoolings [7–9] and forms rapidly in

comparison. Even though the crystalline phase has a lower free energy the rapid

formation of a metastable mesophase may seriously impede the rate of crystallisation

[10], this is believed to be an example of self-poisoning [11, 12]. The purpose of this

work is to simulate the growth of the crystal in the region where the ordered crystal is

stable and the mesophase is unstable and use it to demonstrate that the growth of the

α-phase diminishes as the temperature of the metastable phase is reached.

C3_Poisoning/carvallo_2.pdf

Figure 5.3: Inverse time-to-peak as a function of temperature for i-PP, lines are drawn
for clarity, reproduced with permission from [7].

Using a 1d theory, the growth of a single crystalline stem is modelled and solved exactly.

This has been modelled previously for n-alkanes in [13] where the rate of crystallisation

was shown to be suppressed by metastable folded chains which block the growth of
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the extended chain crystal [14, 15]. Self-poisoning has also been seen in simulations of

polyethylene [16] and simulations of crystal nuclei in a hard-rod liquid [17]. A recent

study has also provided a more general description of self-poisoning in any materials

demonstrating it is ubiquitous [18]. The phenomena that occurs when the existence

of an unstable disordered phase inhibits the growth of the ordered phase has been

termed self-poisoning [12]. Neighbouring interactions are then investigated by simulating

a 2d line of L interacting growth stems using random sampling. Nearest-neighbour

interactions are included in order to capture self-poisoning in action and find better

correspondence with the unusual behaviour observed in i-PP.

5.2 Theory and Model Description

The self-poisoning model of isotactic polypropylene describes the competition between a

metastable mesophase, where random polymer chains can attach to the growth surface

directly from the melt and a stable α-phase, where chains may convert to the correct

helicity at the growing α-phase surface buried beneath. A single chain, n monomers

long, in the mesophase may attach to a growth stem at rate A and detach at rate B as

depicted in Figure 5.4(a) where the red blocks represent chains in the mesophase. It is

unrealistic to assume α-phase chains can attach directly from the melt and consequently

the α-phase (blue) is only able to grow by conversion of a mesophase chain at the α-meso

interface. This process occurs at a different rate depending on the number of mesophase

blocks m, in a given stem. For an uncovered stem (m ≤ 1) meso-α conversion occurs at

rate C whereas for a covered stem (m > 1) a slower rate C∗ is chosen. It is also possible

for an α-phase block to backwards convert to a mesophase block at rates D or D∗ for

uncovered or covered blocks respectively. Conversion always takes place at the interface

and it is impossible in this model for an α-phase block to be found above a mesophase
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block.

Figure 5.4: (a) Allowed processes in the self-poisoning model for i-PP for uncovered
(m ≤ 1) and covered (m > 1) stems. Attachment A and detachment B may occur at
the same rate in both situations. Conversion of a mesophase block to an α-phase block
and vice versa may occur at rates C and D respectively when m ≤ 1 and C∗ and D∗

when m > 1. (b) Possible stem states in the 1d model, where m denotes the number of
mesophase blocks (red) above the alpha phase stem (blue). Pm is the probability of a
given state, containing m mesophase blocks occurring above the α-phase.

The growth rate can be established by considering each of the allowed different processes

that can occur for a given α-phase stem with m mesophase blocks attached to it. This

is depicted in Figure 5.4, where Pm indicates the probability of each state occurring.

Recall that conversion takes place at two different rates for m ≤ 1 and m > 1, the rate

equations can simply be written as follows

dP0

dt
= −(A+D)P0 + (B + C)P1

dP1

dt
= (A+D)P0 − (B + C)P1 − (A+D∗)P1 + (B + C∗)P2

dPm
dt

= (A+D∗)Pm−1 − (B + C∗)Pm − (A+D∗)Pm + (B + C∗)Pm+1

(5.2)

Since we are only interested in the growth rate R, of the α-phase, which must proceed

through conversion of the mesophase, we can assume a steady state where mesophase

blocks are continually adsorbing, desorbing and converting at the growth front. Using
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that dPm
dt = 0 and

∑∞
m=0 Pm = 1 with a little algebra the growth rate R, of the α-phase

may be written as

R = −DP0 + (C −D∗)P1 + (C∗ −D∗)
∞∑

i=2

Pi

=
(B + C∗ −A−D∗)(AC −BD) + (A+D)(AC∗ −BD∗)

(B + C)(B + C∗ −A−D∗) + (B + C∗)(A+D)

(5.3)

The crystals growth is a two-step process whereby a mesophase chain must first attach to

the surface of the ordered α-phase stem and then a long dwell time is required such that

the probability of meso-α conversion is sufficiently large. The rate equations are given

as follows starting with the rate of attachment of incoming mesophase chains.

A(T ) =





exp(−T∆SMmeso+2σemeso
kBT

) T < TMmeso

exp(−T∆SMmeso+2σemeso+(n−1)(T−TMmeso)∆SMmeso)
kBT

) T ≥ TMmeso
(5.4)

The mesophase attachment rate A(T ), for T < TMmeso includes a temperature-

independent term ∆SMmeso, accounting for the extra entropy cost of attaching a

mesophase chain and a temperature-dependent term for the surface free energy required

σ
(
mesoe) which raises the rate with increasing temperature. For T ≥ TMmeso an additional

term is required which depends on the chain length n, which accounts for the larger

entropic cost associated with attaching larger chain to the surface. Here the surface

term σemeso is considered to account for the barrier present due to the creation of a

surface for which there must be a free energy penalty. The rate of detachment B(T ), is

similarly given as follows

B(T ) =





exp( (n−1)(T−TMmeso)∆SMmeso)−T∆SMmeso
kBT

) T < TMmeso

exp(−TMmeso∆S
M
meso

kBT
) T ≥ TMmeso

(5.5)

where the detachment of a mesophase for T < TMmeso has a similar entropic
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term penalising the removal of longer chain from the growth front. The

temperature-dependent term TMmeso∆S
M
meso accounts for the extra entropic cost

associated with detaching a mesophase chain below TMmeso. For T ≥ TMmeso the

entropic cost of detaching a mesophase chain is smallest at TMmeso and the rate increases

exponentially with increasing temperature. In this case the surface term σemeso is ignored

because the surface free energy is not initally lost on removal but instead when returning

to the melt which is not considered. Converting a mesophase chain to an α-phase chain

via process C(T ), must factor in both the entropic gain of converting between the two

phases ∆SMα −∆SMmeso and the end surface free energy lost when doing so 2(σeα−σemeso).

C(T ) = exp(−T (∆SMα −∆SMmeso) + 2(σeα − σemeso)
kBT

) (5.6)

The entropic cost is temperature-independent and the end surface free energy

contribution is reduced with increasing temperature, subsequently raising the rate of

conversion. The conversion rate is different for a covered stem and for simplicity this

is chosen such that C∗(T )
C(T ) is constant. Here we again consider the barrier present in

converting a mesophase chain to an alpha-phase chain since it required the creation of

the surface for which there must be a free energy penalty. Similarly an α-phase chain

may backwards convert via process D(T ) to a mesophase chain. In this case the chain

length must be taken into account since a longer chain is more stable and takes a longer

time to convert as well as the entropic cost of converting between the two phases.

D(T ) = exp(
(n− 1)(∆Tα∆SMα −∆Tmeso∆S

M
meso)− (TMα ∆SMα − TMmeso∆SMmeso)
kBT

) (5.7)

where ∆Tα = T−TMα and ∆Tmeso = T−TMmeso. The first term in the exponent factors in

the additional entropic cost of converting between the two phases at a given temperature

and decreases the rate of conversion for the smallest chains. The second term is the usual

entropic cost of converting between both phases and the conversion rate for a covered
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stem is similarly chosen such that D∗(T )
D(T ) is constant for convenience. In this case the

surface term σemeso is ignored because the creation of a high energy surface is not required

when converting from the more ordered α-phase to the less ordered mesophase.

Two further processes must be taken into account, firstly the overall viscosity of the

polymer with decreasing temperature. This is included to factor in the slowed rate of

attachment of stems as the polymer melt forms a glass. In this case the time-temperature

superposition principle can be used, which states that a change in temperature of a

polymer results in a change in timescale. The Williams-Landel-Ferry equation [19] is

therefore used to define a shift factor af for the growth rate.

af = exp(
17.44(T − Tg)
T − Tg + 51.6

) (5.8)

where Tg is the glass transition temperature of polypropylene (250K). Secondly the

dependence of the rate on the chain length is considered, this is well described using

Hoffman nucleation theory [20]. As the number of monomers n increases the rate should

also slow, except where n is small where there are a higher proportion of end chains

with higher end surface energy. Thus the rate of nucleation is constructed using the free

energy of primary nuclei, consisting of a bundle of b chains, each with n repeating units

in much the same way as Gibb’s barrier described earlier. We estimate this by summing

the surface energy (side and end surfaces) and bulk. That is

GN = n
√
b(4σs + ∆T∆SMα ) + 2bσe − nb∆T∆SMα (5.9)

The minimum thickness for nucleation consequently defines the minimum number of

chain segments required to nucleate on the growth front, after which the rest of the

chain follows as it automatically lowers the free energy. This is also why the mesophase

attachment rate A(T ), depends on n when the mesophase is unstable (T > Tm) and not
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when it is stable, whilst the opposite is true for the detachment rate B(T ). For a given

T and n, GN is maximised when ∂GN
∂b = 0

b =

(
n(4σs + ∆T∆SMα )

2(n∆T∆SMα − 2σe)

)2

(5.10)

This therefore defines the critical size of nuclei and its free energy.

GmaxN =
n2ZkBT

n− nmin
, Z =

(4σs + ∆T∆SMα )2

4kBT∆T∆SMα
, nmin =

2σe
∆T∆SMα

(5.11)

The nucleation rate can then be written as

N = N0 exp

(
−GmaxN

kBT

)
= N0 exp

(
−n2Z

n− nmin

)
(5.12)

The optimum chain length n for a given ∆T is taken to be the length at which the

nucleation rate is maximal, for our purposes we simply assume n ∼ 2nmin. This

yields the final growth rate for the self-poisoning model of i-PP including nucleation

and temperature correction.

R′ = Na2
fR (5.13)

The parameter selection for i-PP is given in Table 5.1 and the resulting curve is shown

in Figure 5.5 alongside the results for i-PP from [7]. The heat of fusion of the α-phase

is given in [7] as HM
α = 210 J/g and the molar mass of polypropylene is 42 g/mol

which yields HM
α = 8840 J/mol equivalent to HM

α = 1.47x10-20 J/monomer. Taking

the melt temperature of the α-phase to be TMα = 460K [21] the entropy ∆SMα = HM
α

TMα
,

is estimated to be 3.19x10-23 J/K. Despite several experimental attempts to calculate

the enthalpy of fusion for the mesophase it is still difficult to estimate [22, 23]. Instead

since ∆Smeso < ∆SMα as it is more disordered, ∆Smeso is taken to be 3.00x10-23 J/K

corresponding to a heat of fusion for the mesophase HM
meso ≈ 140 J/g. The side surface

energy, σsα = Esα × a
4 × b

3 and end surface energy σeα = Eeα × a×b
4 surface were calculated
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using that Esα = 1x10-20 J/nm2 and Eeα = 1x10-19 J/nm2 estimated from [24]. For the

unit cell parameters a and b see Figure 5.2, σemeso was taken to be ≈ 1/3 σeα.

Mesophase
Poisoning

α-phase

Figure 5.5: The growth rate, in arbitrary units for the 1d model using the estimated
parameters for i-PP. Blue and red regions indicate the α-phase and mesophase dominated
regions respectively, the poisoning temperature is indicated at 322K (purple).

TMα ∆SMα = HM
α

TMα
σeα σsα C∗

C

TMmeso ∆SMmeso = HM
meso

TMmeso
σemeso D∗

D
(K) (J/K)*10-23 (J)*10-23 (J)*10-23 (K) (J/K)*10-23 (J)*10-23

460 3.19 3485 113.5 0.001 350 3.00 1350 0.001

Table 5.1: Parameters used in the 1d model for i-PP. Entropy is given per monomer,
side and end surface energies are per end.

The 1d model provides a semi-quantitative description of the poisoning phenomenon in

i-PP and a stringent test of the model assumptions. In Figure 5.5 both above and below

the poisoning temperature the rate of crystallisation shows the experimentally observed

peaks dominated by the rapid formation of the mesophase and α-phase at low and high

temperature respectively. Both peaks are narrower in experiment, see Figure 5.3 and in

particular above the poisoning temperature the peak should be both broader and flatter.

The sharpness of both peaks is primarily due to the 1d nature of the solid-on-solid model
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and the fixed crystal thickness. Carefully introducing interactions between neighbouring

stems, in a pseudo-2d fashion, should stabilise the crystals growth and allow for the

entrapment of crystal defects. Moreover allowing the thickness of the incoming crystals

to change at different temperatures would further stabilise the growth allowing for the

crystals with the optimum thickness to form at the optimum temperature. In Sections

5.3 and 5.4 neighbouring interactions are introduced for a line of 1d interacting growth

stems in order to test this assumption.

5.3 Simulation

In order to probe the importance of neighbouring interactions in the model a 2d square

lattice of α, meso or liquid sites are considered, analogous to the 3-state Potts Model

of a ferromagnet where sites can be in one of 3 equally probable states. The crystal

growth is modelled as a 1d line of L growth stems in the x-direction, which interact via

nearest-neighbour interactions. Crucially in this model the α-phase is always present

and only its growth is considered, not its initial nucleation. Periodic boundary condition

are used to simulate and near infinite crystal width and growth progresses upwards in the

y-direction. In contrast to the Potts Model changing the state of each site corresponds

to removing to, adding to or converting sites at an already existing interface of a growing

crystal. Magnetic systems in general do not have this restriction.

The simulation progresses, at a given stem i, by considering the allowed processes that

may take place which depends on both the height of the stem hi and the number of

α-phase chains held by it, n
(α)
i . The methods are described in detail in [13, 25, 26]. For

an α-phase stem, hi = n
(α)
i , processes A and C can take place. For a stem containing one

or more mesophase blocks hi > n
(α)
i , two different process sets may occur. If hi−n(α)

i = 1

processes A, B, C and D can take place otherwise hi−n(α)
i > 1 and processes A, B, C∗
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and D∗ can take place such that blocks convert more slowly when the interface is buried.

See Figure 5.6 or 5.4 for a depiction of these processes in the quasi-1d simulation and

1d model respectively. In the simulation the key values recorded for each stem are the

total stem height, hi and the number of alpha phase stems it contains n
(α)
i such that

there is only ever a single α-meso interface. This ensures that for covered and uncovered

stems alike it is impossible for an α-phase block to be found above a mesophase block.

A maximum rate RMax(T ) = A(T ) + B(T ) + C(T ) + D(T ) + C∗(T ) + D∗(T ) is then

defined as the sum of all the model processes and a random number is drawn between

0 and Rmax(T ) to decide which process will take place. Crucially it is important to

note that the sum of all the allowed processes Ri(T ), at a given stem i may be less

than the maximum rate RMax(T ) such that Ri(T ) < RMax(T ). In this situation it is

possible that the stem remains unchanged during this MC step, thus the probability of

a process taking place is Ri(T )
RMax(T ) . A single MC step is then equivalent to a physical time

of 1
RMax(T ) . The growth rate in the simulation 〈Rsim(T )〉, is measured using Equation

5.14.

〈Rsim(T )〉 = af (T )2N(T )RMax(T )
1

M

L∑

i=1

hi (5.14)

Where a2
f (T ) and N(T ) are as defined in Section 5.2, L is the number of growth stems,

hi is the stem height and M is the number of MC steps. In this case detailed balance is

ensured for the growth parameters because Pm is in steady state. The overall equilibrium

state however is the α-phase hence the growth regime is already out of equilibrium and

detailed balance does not apply.

The probability of the allowed processes at each site must be adjusted by factoring in

nearest-neighbour interactions at any given stem i as shown in Figure 5.6, where the

clear empty boxes indicate the neighbours considered for each of the given processes.

The adjusted rates are now introduced, where nα, nm and nl indicate the number of
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Figure 5.6: Illustration of the allowed processes in the 2d self-poisoning model for i-PP
for uncovered and covered stems. Liquid, meso and α-phase neighbours are shown in
green, red and blue respectively. Attachment A and detachment B may occur at the
same rate in both situations. Conversion of a mesophase block to an α-phase block and
vice versa may occur at rates C and D respectively when m ≤ 1 and C∗ and D∗ when
m > 1, dashed boxes indicate nearest-neighbour interactions with neighbouring stems.

The height of the alpha phase n
(α)
i (blue arrow) and total height of the stem hi (purple

arrow) as used in the simulation have been drawn in for clarity.

neighbouring blocks in the, α-phase, mesophase and liquid phase respectively.

A(T ) = A0 exp(−γ(nl − nm − nα)) (5.15)

B(T ) = B0 exp(γ(nl − nm − nα)) (5.16)

C(T ) = C0 exp(δ(nα − nm − nl)) (5.17)

D(T ) = D0 exp(−ε(nα − nm − nl)) (5.18)

Parameters γ, δ and ε correspond to the mesophase attachment or detachment coupling

A(T ) or B(T ), the mesophase conversion coupling C(T ) and the α-phase conversion

coupling D(T ) respectively. Prefactors A0, B0, C0 and D0 represent the rates of the

1d model which may be raised or lowered according to the neighbouring configurations.

The model assumes that in process A(T ) both mesophase and α-phase neighbours are
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equivalent and that only liquid neighbours lower the rate of attachment, whilst the

opposite is true for B(T ). For the conversion process C(T ), mesophase and liquid

neighbours are treated as equivalent and decrease the conversion rate while α-phase

neighbours increase the rate, the opposite is true for D(T ). Whilst in reality the situation

is more complex, poisoning should still be observed with even the simplest sensible

neighbouring interactions in the model. Refinement of nearest-neighbour interactions

will be discussed in Chapter 7 as future work.

5.4 Results and Discussion

The simulations were run for 1.5x107 iterations at each temperature between 260K and

380K at 1K intervals. Snapshots of the α-phase crystal growth front were recorded for

each temperature at 4 different intervals during runtime and are plotted in Figure 5.7(b)

alongside the final growth fronts recorded at the end of each simulation run at 320K,

322K, 324K and 326K. The parameters for the 1d rates in Section 5.2 were kept the same

and the rates were raised or lowered using the interaction scheme outlined in Section 5.3.

The parameters γ, δ and ε were all set at 0.5 such that, regardless of the neighbouring

configuration, the maximum attainable rate is that of the 1d model.

The growth rate at all temperatures with neighbouring interactions switched off and on

is shown in Figure 5.7 (a) in black and red respectively. It is immediately obvious that

including interactions between the neighbouring stems has not had the desired effect of

broadening and flattening the α-phase peak, the reason for this is that as T → TMmeso the

ratio of the mesophase detachment rate to that of meso-α conversion C(T )
B(T ) falls rapidly

to zero and the growth of the α-phase is arrested. In order to overcome this problem it

has been suggested that the model should incorporate a new process whereby α-phase

chains with the correct helical conformation may attach directly from the melt. This
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(a) (b)

Figure 5.7: (a) Growth rate as a function of temperature measured from 2d simulation
with neighbouring interactions switched on (red) and off (black), γ = δ = ε = 1

2 . (b)
Adsorption of chains in the mesophase (red) onto a growing α-phase chain crystal (blue)
where the liquid-phase is shown in green. The left-hand side shows the progression of
the α-phase chain crystal at 4 different increments during runtime. The right-hand side
shows both the α-phase and mesophase chains at one moment in time. In each case
γ = δ = ε = 1

2 , parameters for the 1d rates are kept the same. The minimum growth
occurs close to 322K, below this temperature mesophase chains completely block the
growth of the α-phase chain crystal.

would allow the α-phase to continue to grow when T > TMmeso.

Snapshots of the growth front have been taken at 4 different temperatures around the

poisoning point and are shown in Figure 5.7 (b), the α-phase, mesophase and surrounding

liquid are shown in blue, red and green respectively. The left-hand side of the diagram

shows the height of the α-phase growth front n
(α)
i , at 4 different intervals during runtime
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and the right-hand side shows the height of both the mesophase and α-phase chains hi, at

one point in time. At 326K the α-phase crystal grows continuously with the growth rate

gradually decreasing as T approaches T → TMmeso, at this temperature the mesophase is

highly unstable and will either quickly convert into the α-phase form or rabidly desorb.

Only a few mesophase blocks are observable on the surface of the α-phase crystal at

this temperature. At 324K the α-phase is growing rapidly and an increasing number of

mesophase chains are building up on the surface, with some mesophase stems grouping

together to block the growth of the α-phase beneath resulting in deep valleys in the

α-phase crystal. The full effect of poisoning can be seen at 322K where the mesophase

chains are partially stable, large portions of mesophase crystal have built up causing

the surface of the α-phase crystal to become very rough and mesophase chains saturate

the surface of the growing crystal beneath. Growth is only possible at this point by

rapid conversion of mesophase chains but once the interface becomes buried the system

will drop to a slower rate of conversion. This results in the growth front seen at 320K

where the growth of the α-phase crystal is completely blocked by the formation of the

mesophase and the interface between the two phases is buried. Some α-phase crystal

growth will occur via conversion but this rapidly decreases as the temperature is lowered

even further. At this temperature the mesophase crystal is self-supporting and does not

require the presence of α-phase chains to seed it’s growth, the growth front of the α-phase

is also notably rough.

It is also worth mentioning that the crystal morphology, even in this pseudo-2d model,

can be compared with the AFM images of the growth of i-PP in [7]. Figure 5.8 shows

the AFM images for i-PP at 60◦C . A significant number of lamellae appear to grow in a

sea of highly dense irregular objects which is likely to be the mesophase in question, the

cross-hatched patterns are typical of the α-phase. This is consistent with the poisoning

model whereby mesophase domains block the growth of the α-phase crystal and the
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surface morphology is very rough, see Figure 5.7 (b) 322K.

C3_Poisoning/t60.png

Figure 5.8: AFM image of i-PP at 60◦C reproduced with permission from [7].

Our 1d model and pseudo-2d simulations provide a clear proof of concept for the existence

of self-poisoning in i-PP. In spite of the model’s simplicity, semi-quantitative agreement

has been found with the experimentally observed growth rate at large undercooling.

Specifically the two-step process involved in building the α-phase crystal captures the

competition between chains finding the correct helicity to attach to the growth front

of the α-phase crystal and their desorption. The overgrowth of the mesophase and its

detachment from the surface limits the α-phase growth.

In future work it would be interesting to extend this model to other cleaner systems

where the proximity of the glass transition does not have a significant influence on crystal

growth. In recent work, long chain polyethylenes with bromines substituted periodically

along the backbone have been seen to crystallise in two different forms [27]. In form I

chains grow by attaching to the growth front in an elongated all-trans crystal form, in

form II a sawtooth zig-zag crystal is formed where bromine atoms sit at the apex of the

zig-zag. Chains may attach to the growing crystal in either of these two forms and it has

been seen that the same minimum in the growth rate appears and is more pronounced
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than in i-PP. This is thought to be due to competition between the different forms where

the growing zig-zag form blocks the all-trans crystal form. It would be interesting to

re-parameterise the 1d and 2d models to capture this behaviour, to see if self-poisoning

can again explain the growth rate minimum seen in semi-crystalline polymers.
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Chapter 6

Ultralong n-Alkanes Adsorbed on

Graphite
6.1 Introduction

Polyethylene (PE) is the most abundant plastic on earth and it is used in products such

as plastic bags, artificial hips and even bullet-proof vests; last year production was in

excess of 110 million tonnes. Improving the processing of PE, in particular understanding

it’s behaviour on cooling and the crystallisation process has important implications in

polymer processing. The processing techniques of PE are in constant development and

as they evolve new experimental and theoretical studies are required which can provide

important insights at a molecular level into PE. Motivated by the significant interest in

PE globally our collaborators (Ungar and co-workers) have had a long-standing interest

in the phenomenon of polymer melting and crystallisation [1–6]. Recent advancements

in chemical synthesis of polymers has allowed mono-disperse n-alkanes with fixed length

to be synthesised for the first time. These model polymers provide ideal systems where

open questions about polymer melting and crystallisation can be tackled with precision.

Coupled with the improved availability of atomic force microscopes, it is now feasible

to visualise these systems at high resolution. This is the foundation of the experimental
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work showcased in this chapter and it has created the ideal opening for a theoretical

study.

A high resolution AFM study of mono-disperse ultra-long n-alkanes (C60H122, C122H246,

C194H390, C246H494 and C390H782) adsorbed on a graphite surface as monolayers has

been performed to better understand the polymer crystallisation process. The melting of

polymers in bulk is well known to be a strongly first-order transition but when adsorbed

on graphite it was soon realised that they may melt gradually from their ends inwards,

until over half the chain is disordered before finally melting. Moreover the monolayer

can be found to melt up to 80K above the bulk melting temperature. In the 1960s it

was predicted that this behaviour could be observed [7] in bulk but it has never been

captured in action until now.

In order to study these monolayers and understand why pre-melting may occur in an

essentially 2d melt and not in 3d on such a large scale required a coarse-grained MD

model. That same year I had been introduced to Dr Kyle Hall after being invited to give

a talk at the ARL’s strategic materials meeting at the Temple Materials Institute in 2019.

Being familiar with his work developing coarse-grained models of PE we began discussing

the problem and it was quickly decided that we would work together simulating these

monolayers. The coarse-grained model in question is the SDK (Shinoda-DeVane-Klein)

[8] model which has been shown to be a viable CG model for simulating PE [9]. In

this work coarse-grained MD simulations of ultra-long C390H782 alkanes adsorbed as

monolayers on graphite are performed which successfully reproduce the experimentally

observed pre-melting phenomenon at all temperatures below the melt with important

implications for the melting of polymers in general. Together with the experimental

results and a simple mean field theory the results provide a complete explanation of the

why ultra-long n-alkanes adsorbed on graphite may melt nearly continuously. This work

has been submitted as a two part publication.
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Abstract: Polymers, like other pure substances, normally melt abruptly. However, 

we report nearly continuous melting of lamellar crystals in monolayers of ultralong n-

alkane C390H782 on graphite. This was observed by AFM and described using mean-

field theory and MD simulation. Remarkably, the final melting point is 80°C above 

that of the bulk alkane, and the crystalline fraction in lamellae decreases 

continuously from nearly 100% to only 40% before the monolayer finally melts. We 

show that the absence of such continuous melting in bulk alkanes or polymers is due 

to steric overcrowding at the crystal-melt interface, not present in the monolayer 

because molecular segments can escape into the third dimension. 

 

KEYWORDS. long-chain alkanes, atomic force microscopy, molecular dynamics 

simulation, polymer crystallization, chain tilt. 
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Crystal melting is normally a strongly first-order transition. At the melting point (Tm), a 

pure substance faces a stark choice between being a low-energy, low entropy crystal 

and a high-energy, high-entropy liquid (Fig. 1a). However, 3D long-range positional 

and orientational order of a crystal can disappear in two or more separate steps 

through intermediate liquid-crystalline states (Fig. 1b).1 Most crystalline long-chain 

molecules and polymers do not form liquid crystals, but it had been suggested that 

their crystal-melt transition may not be sharp either: lamellar crystals may melt from 

the surface inward nearly continuously (Fig. 1c).2,3,4,5 However, only a very limited 

amount of “premelting” has been seen,6 involving disordering of a surface layer only 

a few atoms deep. Polymers usually melt over a range of temperatures but mainly 

due to the diversity in thickness of their lamellar crystals. When the thickness is 

uniform and thickening during heating is suppressed, melting occurs within 2°C,7 and 

in long-chain monodisperse n-alkanes within a 1°C interval.8 However, here we 

report that nearly continuous equilibrium melting from surface inward can indeed 

occur in monolayers of long-chain compounds. 

 

FIG. 1. Schematic free energy-temperature profiles for crystal-liquid phase transition. 

(a) A normal crystal. (b) A liquid crystalline compound. (c) Hypothetic scenario for long-

chain molecules/polymer. C, LC, L are the three phases.  

Our investigation centers on the melting behavior of ultra-long linear alkanes. Here 

we focus on the longest exactly monodisperse alkane ever synthesized, n-C390H782.9 

while the behaviour of a whole series of six such compounds, from C60H122 to 

C390H782, is described in the accompanying paper in Phys. Rev. B.10  Monodisperse 

linear paraffins with chain length n>100 have been synthesized through a series of 

protection-coupling-deprotection steps,8,9,11,12 and have provide unique model 

polymers allowing stringent tests of theories of polymer crystallization and 

morphology, unblurred by polydispersity.8,13,14,15 Herein the melting behavior of 

graphite-supported monomolecular layers of n-C390H782 is investigated using atomic 
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force microscopy (AFM). Large scale molecular dynamics (MD) simulations are also 

performed, and a semi-quantitative analytical model is constructed. Together these 

studies provide experimental evidence as well as an explanation of the extraordinary 

nearly continuous melting, ending 80°C above the bulk melting point, of this model 

polymer. The findings help the general understanding of the relatively underexplored 

phenomenon of polymer melting. The accompanying paper,10 in addition to involving 

other long alkanes, also reports on a new surface roughening transition manifesting 

itself as a change from tilted to perpendicular chain stacking in the lamellar crystals 

as the temperature is raised. 

n-Alkanes CnH2n+2 and polyethylene (PE) molecules adhere particularly strongly to 

the graphite (001) surface, due to a close epitaxial match between hydrogens on 

alternative CH2 groups of an all-trans alkane chain (0.254nm) and the centers of the 

six-membered rings of graphite (0.246nm) (Fig. 2a). Previous studies on adsorbed 

short alkanes, mainly in the length range 20<n<4016,17,18,19,20,21,22 have found that 

monolayers on graphite melt at temperatures somewhat above bulk melting point 

Tmbulk, with additional phase transitions in the ordered state.23 A “pre-freezing” effect 

several degrees above Tmbulk was also found in polyethylene thin layers.24 Most 

notably, melting of monolayers 45°C above Tmbulk has been reported for C60H122.25 

However, there have been only three reported AFM studies of ultra-long 

alkanes.18,26,27 

 

FIG. 2. (a) Epitaxial arrangement of n-alkane chains on graphite (001) surface. (b) 3 

lamellae of 20 chains (schematic). (c-g) AFM phase images of a monolayer of n-

C390H782 at increasing temperatures. d = 50.0 nm, calculated chain length 49.8nm. 

Details of AFM experiments see Appendix. 

Figs. 2c-g show AFM phase images of monolayer (~0.4nm thick10) melt-crystallized 

films of n-C390H782, recorded at increasing temperatures. The bright lines are soft 

amorphous regions around chain ends with increased phase lag f in response to 

AFM tip tapping. The dark bands are stiffer ordered regions containing parallel 
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chains (Fig. 2b) which are known to align epitaxially along one of the three [100] 

directions of the graphite lattice.23,26,Error! Bookmark not defined.  According to previous 

studies, the orientation of the C-C-C zigzag plane alternates from chain to chain 

between parallel and perpendicular to the graphite surface (Fig. 2a).21 

By analogy with the structures seen in bulk alkanes and polymers we will refer to the 

monolayer ribbons of parallel chains as lamellae, to the regions around chain ends 

as lamellar surfaces, and to periodicity d as lamellar thickness. 

Two extraordinary phenomena are observed on heating. Firstly, the lamellae were 

found to persist to above 211°C, 80°C above Tmbulk of n-C390H782, which is 132°C8 

(Fig. 2g).  Secondly, the soft stripes gradually widen with increasing temperature at 

the expense of the darker crystalline layers. Close to the final melting point Tm their 

thickness even exceeds that of the remaining crystalline layers, with d remaining 

constant. The same behavior is also seen on cooling, hence the observed surface 

melting is an equilibrium phenomenon. We also calculated the averaged phase 

profiles -Df at different temperatures - see Fig. 3e; the originally narrow soft layers 

(minima) broaden to become eventually wider than the rigid middle before all 

periodicity disappears at Tm. 

MD simulations of a C390H782 monolayer on graphite were performed as described in 

Appendix and 10.  The experimental Df is proportional to the irreversible movement 

of chains by the AFM tip, which is impeded if the chains are straight and parallel as 

in the crystalline portion, but becomes allowed as chains are misaligned. Hence we 

calculate the local alignment order parameter P2 =
!
"
〈3cos" 𝜃 − 1〉 for all chain 

segments. Higher (lower) P2 indicates higher (lower) segment order.10  

Maps of simulated lamellar structures are provided in Fig. 3a based on the P2 order 

parameter where the darker color is for a larger value of P2. The light areas reveal 

differing degrees of melting near the chain ends below Tm. Above Tm all periodicity is 

lost. This is an interesting case of almost 2D liquid as it remains in contact with the 

graphite, however entropy allows some chains to cross. 

The P2 maps indeed show a remarkable likeness to the AFM images.  At T>102°C 

the order-disorder interfaces are evidently rough, with molecular centers displaced at 

random. Even in the bulk chain sliding is facilitated by moving g+tg- kinks,28 so it must 
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occur readily in a monolayer where out-of-plane displacement by kinks is allowed. At 

770C the low-P2 regions are rather localized, whereas at 2020C they are dispersed 

more widely (Figs. 3b,c). Bent chains predominate in the melt (Fig. 3d for 327°C). 

 

FIG. 3. (a) Crystallinity (P2) maps from MD simulations for temperatures between 

77°C and 227°C (see Appendix for details). Each map was calculated by partitioning 

the simulated surface into a 1 nm x 1 nm grid, and then locally averaging P2 values 

across 50 instantaneous configurations (at 20ps intervals). (b-d) Zoomed-in 

snapshots of the simulations at 77°C, 202°C and 327°C produced using OVITO.29 

The tubes correspond to individual alkane chains, and are colored according to their 

P2 values. (e) Averaged and normalized AFM phase shift (-Df) profiles of C390H782 at 

temperatures from 120°C to 211°C, with maximum phase shift at the surface (as 0) 

and minimum (as 1) at the center of the lamellae. (f) P2 profiles calculated from the 

respective simulated P2 maps. In our MD simulations the abscissa values are 
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measured along the molecular direction which was actually inclined to the observed 

stripes. 

The match between the simulated P2 order parameter maps and AFM phase images 

is best shown in Figs. 3e,f, where averaged P2  profiles of the C390H782 lamellae at 

different temperatures are plotted together with the experimental phase profiles. In 

both cases the thickness of the ordered (crystalline) regions decreases with 

increasing temperature. At 211°C more than half of the lamellar thickness is 

disordered, matching the experimental results. The ordering of the molecular 

segments in MD simulations is also examined by calculating the average z-

displacement away from the graphite substrate, as well as the chain mobility 

parameter.10 Both observables show trends similar to that of P2 as a function of 

temperature. It is remarkable that aspects of molecular simulation, such as Tm, order 

parameters and average profiles are in such close agreement with experiment. 

A mean-field model of a lamella of extended chains is constructed in order to explain 

the continuous thinning of the lamellae leading to their final melting. The model of an 

alkane chain with n CH2 (methylene) groups is shown in Fig. 4a where x methylenes 

are molten; 𝑥	can be distributed freely between the two ends of the chain. However, 

a clean-cut switch between crystalline and molten states of the methylenes at the 

crystal-melt boundary is unrealistic. Conformations of chain segments emerging from 

the crystalline layer will be highly restricted due to the lack of lateral space, referred 

to as “overcrowding” at the crystal-melt interface (Fig. 4a).30,31 For mathematical 

expediency, in our model this is taken into account by assuming that the first	𝑡/2 

groups of the melted ends have the energy of the melt but the entropy of the ordered 

chain. Therefore we can write the free energy of the partially melted chain as 

𝐹#(𝑥) = 3𝑥𝑇$
%𝑆$ − 𝑘&𝑇 ln(𝑥 + 1) 																																																														0 < 𝑥 < 𝑡

𝑥(𝑇$% − 𝑇)𝑆$ + 𝑡𝑇𝑆$ − 𝑘&𝑇	ln(𝑥 + 1) + 2𝜎'															𝑡 < 𝑥 < 𝑛 − 1
 

(Equation 1) 

Here 𝑇$%  is the ultimate melting point of the polymer of infinite length, 𝑆$ is the melt 

entropy per CH2, and 𝜎' = 𝐻' − 𝑇𝑆' is the free energy contribution from the two ends 

of each chain. The chain sliding entropy equals 𝑘& ln(𝑥 + 1), as for the 𝑥 end 

methylenes there are 𝑥 + 1 choices in selecting the position at which to separate the 

two ends by the 𝑛 − 𝑥 ordered units. When the surface is rough, i.e. when 𝑥 > 𝑡, 



7 
 

there is an additional increase in the system free energy 2𝜎' due to the 

disappearance of the smooth end surface (the factor 2 is used as each molecule has 

two ends).  

The minimum free energy of a partially melted chain is therefore found at  

𝑥 = 𝑥% =

⎩
⎪
⎨

⎪
⎧𝑘&
𝑆$

𝑇
𝑇$%

− 1																														0 < 𝑥% < 𝑡

𝑘&
𝑆$

𝑇
𝑇$% − 𝑇

− 1														𝑡 < 𝑥% < 𝑛 − 1
 

          (Equation 2) 

This results in a high-free-energy transition layer of thickness 𝑡/2 between crystal 

and melt. Thus the more severe the overcrowding the larger the t. In our model 

partial melting of the chain, however, does not in itself reduce the system free energy 

below Tm, as the entropy increase on melting the end segments comes with an 

increase in enthalpy due to loss of crystallinity. Stabilization of partially melted chains 

should come from the extra translational entropy 𝑘& ln(𝑥 + 1) of the molecules free to 

slide through the crystalline layer. 

 

FIG. 4. (a) Schematic models of chains in different states. Top to bottom: fully 

crystalline, no surface disorder; smooth surface with small premelting/surface 

disorder, 𝑥 < 𝑡; rough surface with significant premelting, 𝑥 > 𝑡 ; and melt. (b) 

Number of CH2 groups remaining in the ordered middle of the lamellae (proportional 

to crystallinity), calculated for transition layer thickness t from 0 to 8. (c) 

Semicrystalline form (SCF) can be thermodynamically stable in binary mixtures of 

ultra-long n-alkanes with only the chain ends of the longer alkane melted (shorter 

alkane molecules are colored blue and longer alkane red).32 (d) Tight chain folding 

and tilting are needed to alleviate overcrowding and allow growth of metastable 
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semicrystalline NIF lamellae in pure ultra-long alkanes (folded chain colored blue 

and non-folded red).33 

The equations, developed in ref 10, allow us to evaluate the free energies of 

perfectly ordered chains, partially melted chains with 𝑥 < 𝑡 , with 𝑥 > 𝑡, and of full 

melt. By equating pairs of free energies, we were able to reproduce the surface 

roughening transition (the small abrupt drops in crystallinity, not discussed here), the 

continuous partial melting and the final melting, all shown in Fig. 4b for n-C390H782, 

for different values of t (for more details see ref 10). At low temperatures the 

crystallinity is nearly 100%, decreasing continuously with increasing temperature, 

reaching around 50% before final melting, with the best-fit value of the 

“overcrowding” parameter t of only 1 (red curve). For t = 0 (no overcrowding) melting 

becomes completely continuous. However, an increase in t decreases Tm, and 

continuous melting disappears when t³8. 

In the following we compare melting in 2D and 3D systems of chain molecules and 

examine why no significant premelting occurs in the bulk. For perfectly aligned 

chains exiting a 3D crystal to instantly adopt random segment orientation, their 

effective cross-section must increase by a factor g of 2-3 according to theory30,31 and 

2.3 according to experiment.32  Therefore, in order for a polymer lamella to grow 

large laterally, a fraction (1-g-1) of all chains must either end at the interface, or re-

enter the crystal through a sharp fold to make room for the escaping chains. 

Regarding melting, there would be no thermodynamic advantage in a bulk lamella 

melting gradually by crystal thinning and thereby having to increase the number of 

energy-costly chain folds. 

Interestingly, while not continuous, a two-step melting does actually occur in the 

bulk, in co-crystallizing binary mixtures of ultra-long alkanes.32 An semicrystalline 

form (SCF, Fig. 4c) is stable within ~20°C below the final Tm. Its lamellae contain 

fully crystalline shorter, and only partially crystalline longer chains, whose dangling 

ends form a liquid layer. Translational entropy of the longer chains was also thought 

to stabilize the phase. Another example of a nearly stable semicrystalline phase is 

the “non-integer form” (NIF) of pure long alkanes, which crystallizes from melt below 

Tm of the once-folded-chain form (Fig. 4d).33,34 NIF lamellae can only grow when 

enough chains are folded. Generally, surface overcrowding has been accepted as 
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causing chain-folded crystallization of polymers, but its role in preventing continuous 

melting has not been recognized until now.  

A key question to answer is why near-continuous melting is possible in a thin film but 

not in the bulk. Our results point to the following two reasons: Firstly and most 

importantly, the surface overcrowding problem is solved in thin film by “escape in the 

third dimension”, with chain segments able to detach from the substrate and cross at 

the crystal-liquid interface, as evidenced by the simulation.10 This means a greatly 

reduced t in 2D. An additional advantage of 3D escape is to facilitate g+tg- kink 

formation and hence chain sliding, which stabilizes the semicrystalline state. The 

second factor deciding if melting could be continuous is the value of melt entropy Sm. 

For alkanes on graphite the best-fit has Sm=kB/3. This low Sm value is expected as 

molten chains are pinned to the substrate, making the melt nearly two-dimensional. 

When Sm is lower, the number of disordered chain ends x for the same undercooling 

DT is higher according to Equation 2, as the entropy of chain sliding (proportional to 

kB ln(x+1)) becomes relatively more effective in stabilizing the partially melted state. 

The higher the Sm, the less effective the sliding and the narrower the premelting 

range. However, if the overcrowding effect is small as in 2D (t=1), taking the 

experimental value Sm=1.2kB (kB/Sm=0.83) for bulk PE, the premelting range is 

narrower but still significant (Fig. 9d in ref. 10). This points to the presence of steric 

overcrowding at the crystal-amorphous interface being the dominant factor 

preventing continuous melting in the bulk. 

In conclusion, as predicted long ago for polymers but never witnessed, continuous 

melting has now been observed on a long-chain n-alkane absorbed on graphite. Our 

experimental observations, molecular dynamics simulation, and theoretical analysis 

show that such behavior is a result of the much reduced overcrowding effect at the 

crystal-melt interface, and the much reduced entropy of an essentially 2D melt. The 

reversal of such conditions, particularly the presence of severe surface 

overcrowding, is the reason why premelting is almost negligible in bulk polymers and 

other chain systems. 
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discussions in manuscript preparation. We are most obliged to Drs. Gerald Brooke 
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APPENDIX: EXPERIMENTAL METHODS 

C60H122 was purchased from Sigma Aldrich, and long chain n-alkanes C122H246, 

C194H390, C246H494 and C390H782 were kindly provided by Dr. G. M. Brooke of Durham 

University.  

Highly ordered pyrolitic graphite (HOPG) wafers were obtained from Mikromasch, 

Germany.  Ultrathin alkane films on HOPG were prepared by spin-coating, in which 

one droplet of alkane in toluene (1-10mg/ml) was deposited on a freshly cleaved 

surface of HOPG at 2000 rpm with an Ossila spin coater. All sample films were 

subsequently dried in a vacuum oven for 2 hours. The AFM experiment was 

performed in tapping mode using a Cypher ES AFM instrument, which was equipped 

with a heating stage allowing heating of sample in air from ambient to 250°C in a 

sealed environment. AFM scannings were carried out typically at 10°C intervals on 

heating to detect changes in morphology. Precise phase transition temperatures 

were determined by imaging at 1°C intervals. Scanning was carried out in repulsive 

force regime by keeping the phase shift below 90°, and a 90% set point ratio was 

used. The drive amplitude was gently increased for scanning at higher temperatures 

in order to prevent the tip from sticking to the sample surface.  

Molecular Dynamics (MD) simulations were performed of a periodic 6-lamella 

monolayer structure composed of 1800 C390H782 molecules adsorbed on a graphite 

surface (141nm x 281nm).  The system was modelled using the coarse-grain (CG) 

SDK model35,36,37 without any alterations to the model. This CG model is appropriate 

for aliphatic and aromatic species,35,36,37 and has been previously verified to capture 

the important features of long-chain alkane systems and associated processes (e.g., 

crystallization).38,39,40 The CG SDK model represents 3 methylene units along an 

alkane backbone using a single coarse-grain segment (bead). All simulations were 

performed using the Large-scale Atomic/Molecular Massively Parallel Simulator 

(LAMMPS)41 using common methodological strategies (for details see section S2, 



11 
 

SI). The prepared system was annealed from 77°C to 327°C in 25°C intervals (for 

details see section S2, SI) The tilt-perpendicular transition was not probed in this 

study since the T-P transition relies on fine details not present in the current 

representation; the SDK CG beads of the alkane chains (3 CH2 groups) are larger 

than the longitudinal shear associated with the tilted phase (1-2 CH2 groups), and 

the SDK model approximates graphene using a cubic representation. In keeping with 

previous studies on alkanes and polymers,38,39,40,42,43,44 the ordering of polymer chain 

segments (i.e., their crystallinity) was probed using the P2 order parameter (for 

details see section III, Ref. 10). 
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Abstract: It is taken for granted that semicrystalline polymers melt in a sharp first-

order transition because this is what other pure substances do. In the 1960s, 

however, it was predicted that the lamellar polymer crystals could melt gradually 

from the surface inward, but this has never been observed. Here we report just such 

unprecedented nearly continuous melting, in monolayers of several extended-chain 

ultra-long n-alkanes up to C390H782 adsorbed on graphite. Experimental evidence is 

obtained by atomic force microscopy, and is supported by mean-field theory and 

molecular dynamics simulations. Remarkably, the final temperature of melting to an 

attached liquid phase is up to 80°C above the bulk melting point. Moreover, with 

increasing temperature, the ordered lamellar fraction decreases continuously and 

reversibly down to as low as 40% before final melting. This occurs by the two crystal-

liquid interfaces moving steadily closer. The absence of such continuing melting in 

the bulk is attributed to severe steric overcrowding preventing the interface 

movement without the introduction of energy-costly chain folds. In monolayer films 

the lateral expansion of parallel chains exiting the crystal at the interface is 



accommodated by escape in the third dimension. An additional novel feature, not 

observed in the bulk, is a reversible phase transition from tilted to perpendicular 

chain lamellae on heating, attributed to roughening of the interface. 

 

KEYWORDS. long-chain alkanes, atomic force microscopy, molecular dynamics 

simulation, polymer crystallization, chain tilt. 

 

  



I. INTRODUCTION 

Crystal melting is normally a strongly first-order transition. At the melting point (Tm), a 

pure substance faces a stark choice between being a low-energy, low entropy crystal 

and a high-energy high-entropy liquid (Fig. 1a). However, 3D long-range positional 

and orientational order of a crystal can disappear in two or more separate steps, 

through intermediate liquid-crystalline states (Fig. 1b).1 Even though most crystalline 

long-chain molecules and polymers do not form liquid crystals, it had been 

suggested, primarily by Zachmann in the 1960s that their crystal-melt transition may 

still not be sharp: lamellar crystals may melt from the surface inward nearly 

continuously (Fig. 1c).2,3,4,5 However, only very limited “premelting” has been seen,6 

involving disordering of a surface layer only a few atoms deep. Polymers usually 

melt over a range of temperatures but mainly due to the often wide distribution in 

thickness of their lamellar crystals. Since lamellar thickness is strongly dependent on 

crystallization temperature, that distribution may result from non-isothermal 

crystallization. When lamellar thickness is uniform and thickening during heating is 

suppressed, melting in polymers occurs within 2°C,7 and in long-chain monodisperse 

n-alkanes within a 1°C interval.8 However, here we report that indeed more than half 

the crystalline fraction can be lost through continuous equilibrium melting from 

crystal surface inward in very thin layers of long-chain compounds. 

 

FIG. 1. Schematic free energy-temperature profiles for crystal-liquid phase transition. 

(a) A normal crystal. (b) A liquid crystalline compound. (c) A hypothetic scenario in 

long-chain molecules/polymers. C, LC and L stands for the three phases.  

Our investigation focuses on the melting behavior of ultra-long normal alkanes, i.e. 

monodisperse linear paraffins CnH2n+2 with chain length n>100.8,9,10 Such 

compounds provide unique model polymers allowing stringent tests of theories of 

polymer crystallization and morphology, without the obfuscations that arise from 



polydispersity.8,11,12,13 These are prototype chain molecules, oligomers of 

polyethylene (PE), itself a prototype polymer with the simplest chemical structure. In 

this work we study the temperature dependence of lamellar morphology and melting 

in monomolecular films of five ultra-long n-alkanes from C122H246 to C390H782, as well 

as C60H122, on highly ordered pyrolytic graphite (HOPG) by high-temperature atomic 

force microscopy (AFM). Large scale molecular dynamics simulations were also 

performed, and a semi-quantitative analytical model is constructed. Together they 

provide the experimental observation as well as an explanation of the extraordinary 

nearly continuous melting of these model polymers, helping the general 

understanding of the somewhat neglected but important phenomenon of polymer 

melting. A short report of this work, focusing only on the longest alkane C390H782, is 

presented in ref. 14. 

n-Alkanes CnH2n+2 and polyethylene molecules adhere particularly strongly to the 

graphite (001) surface due to the close epitaxial match between a hydrogen on every 

other CH2 group of an all-trans alkane chain, 0.254nm apart, and the electron-rich 

center of a six-membered rings of graphite 0.246nm apart (Fig. 2a). Previous studies 

on adsorbed short alkanes, mainly in the length range 20<n<4015,16,17,18,19,20,21 have 

found that monolayers on graphite melt at temperatures somewhat above bulk 

melting point Tmbulk, with additional phase transitions in the ordered state.22 A “pre-

freezing” effect a few degrees above Tmbulk was also found in PE thin layers.23 Most 

notably, melting of monolayers of C60H122 45 °C above Tmbulk has been reported.24 

Only three studies have been reported on thin films of alkanes with n>60.17,25,26 

II. AFM RESULTS 

II.A. Morphology of the monolayer 

Fig. 2d shows AFM phase images of melt-crystallized monolayer films of a series of 

n-alkanes, C60H122, C122H246, C194H390, C246H494 and C390H782, recorded at selected 

temperatures. All images show nearly parallel periodic lines corresponding to the 

lamellar structure formed by side-by-side packing of extended alkane chains. The 

contrast comes from the different mechanical response, i.e. phase lag f, to tip 

tapping between the more disordered hence softer molecular chain ends 

(yellow/white) and the more ordered crystal-like and thus harder interior of the 

lamellae (dark brown).  



 

FIG. 2. Temperature-dependent morphology of ultra-long alkane monolayers on 

graphite. (a) Epitaxial arrangement of n-alkane molecules on graphite (001) surface. 

Red are carbons and light-blue are hydrogens. (b) An artist’s impression of the 

alkane monolayer on graphite surface studied by AFM. (c) Schematic depiction of 

two monolayer lamellae with lamellar normals tilted at 30° to the chains direction; a 

detail of lamellar surface is shown on the left (see also Fig. 4b). (d) AFM phase 

images of n-alkanes C60H122, C122H246, C194H390, C246H494 and C390H782 at three 

different temperatures. Yellow/white = soft amorphous regions. Top row: tilted-chain, 

lamellae with flush chain-end surface; arrows indicate chain direction. Middle row: 

perpendicular-chain lamellae immediately above TT-P. Bottom row: perpendicular 

form close to melting, showing widening of the amorphous layers to more than half 

the lamellar spacing d. The extended chain length l for each compound is shown, 



along with d and the tilt angle q, which is the angle between the molecular direction 

and the lamellar normal. *For C60H122 at 70°C, the molecular direction cannot be 

measured directly from the AFM image as there are no zigzags, so q  is estimated 

using 𝑐𝑜𝑠𝜃 = 𝑑/𝑙. 

The monolayer nature of the ultrathin films under study, is confirmed by height 

images taken at places where the HOPG substrate is not fully covered by the alkane 

(Fig. 3). The thickness of such films is only ~0.4 nm, i.e. the thickness of a single 

alkane molecule lying parallel to the graphite surface. According to previous studies, 

the orientation of the C-C-C zig-zag plane alternates from chain to chain between 

parallel and perpendicular to the graphite surface (Fig. 2a), in an arrangement similar 

to that of the (110) plane in orthorhombic crystals of alkanes and PE.22  The 

monolayer on top of the HOPG surface is schematically shown in Fig. 2b. The 

stripes in the AFM images are in fact thin ribbons of in-plane transverse-lying chains 

(Fig. 2c), but even so we shall refer to them as lamellae, in analogy with crystalline 

lamellae in bulk alkanes and polymers; in the same vein we refer to the edges of the 

ribbons as lamellar surfaces or, if wider, amorphous layers, and to the ordered 

portion of the ribbons as crystalline. By the same analogy we will refer to the 

periodicity along lamellar normal as lamellar thickness d. 

 

FIG. 3. Comparison between (a) height and (b) phase images of a monolayer of 

extended-chain C390H782. The height scan (top middle) and phase scan (bottom middle) 

are recorded along the white dashed line. The height difference between the top of 

the monolayer and the graphite surface is measured as ~0.4nm. 

Comparison between the height and phase images is shown in Fig. 3 for C390H782 at 

165°C as an example. In most cases, the phase images provide a better contrast 

between the ordered and disordered parts of the lamellae, shown in the scanned 

profiles in the middle of Fig. 3. More importantly, the physical meaning of the height 



values obtained for such monolayers with thickness of only ~0.4nm is ambiguous as 

the measured height is also affected by the local stiffness of the film. In fact the 

apparent height of the amorphous (molten) layers is in all images somewhat less 

than that of the crystalline layers. It stays so even as the melt area increases with 

temperature (see below) while the total area occupied by the alkane remains 

constant; the expected increase in melt thickness due to volume expansion is not 

detected in the height profiles. Consequently through the rest of the paper we will 

focus on the phase images as they generally provide better contrast and their signal 

can be linked directly to the ordering in the lamellar structure.  

At lower temperatures (top row in Fig. 2d) sharp chain-end-containing yellow/white 

lines separating the lamellae (lamellar surface lines) are observed in phase images 

of all alkanes. The lamellae are often zigzaging and consistently appear correlated 

throughout the whole imaged area along a symmetry axis, which can be identified as 

the molecular direction (white arrows, Fig. 2d). There are frequent reversals in tilt 

direction, with the molecular direction remaining the same. The tilt angle q between 

molecular chain axis and the lamellar normal for all our compounds is ~30°, with the 

exception of C122H246 where it is ~16°. q » 30° and q » 16°  translate into a 

longitudinal shear by two and one CH2 group between neighbouring chains, 

respectively. 27,28  

The observed morphologies in Figs. 2 and 3 agree with previous studies of melt-

crystallized n-alkanes on graphite, in that molecules in the ordered phase always lie 

in the plane of the graphite surface and parallel to one of the three [100] directions of 

the graphite lattice.22,25,26 The latter is most clearly seen in the image of C194H390 at 

100°C (Fig. 2d), where there are perfectly tessellating chevron-like molecular blocks 

with three distinct molecular orientations, rotated in plane by ~120°, while the 

chevron angle is 2x30 = 60°. 

The integer shift of molecular positions, by 1 or 2 CH2 groups, suggests that the 

epitaxial relationship between the alkane and the graphite lattice is kept for all 

molecules in the ordered (crystalline) layers. The measured lamellar thicknesses, tilt 

angles and molecular lengths are listed in Table 1, and correspond well with the 

calculated extended lengths of the molecules. 



Table 1. Measured lamellar thicknesses (d), tilt angles (q) and molecular lengths (l). 

Molecular length of n-alkanes in nm is calculated using the relation n x 0.1272 + 0.2, 

where 0.1272 is half the c lattice parameter of polyethylene.8 

Compound Temperature 
(°C) 

Lamellar 
thickness  
d (nm) 

Tilt 
angle  
q (°) 

Apparent 
molecular 
length 
d/cosq (nm) 

Theoretical 
molecular length  
l (nm) 

C60H122 70 6.5 30* 7.5 7.83 
110 7.9 0 7.9 
140 7.9 0 7.9 

C122H246 120 15.1 16 15.7 15.72 
128 15.9 0 15.9 
160 15.9 0 15.9 

C194H390 100 21.5 30 24.8 24.88 
140 24.5 0 24.5 
190 24.5 0 24.5 

C246H494 125 27.5 30 31.8 31.49 
135 31.0 0 31.0 
202 31.0 0 31.0 

C390H782 160 45.9 30 53.0 49.81 
165-211 50.0 0 50.0 

 
*Assumed to be 30°, as no zig-zag was found in the AFM picture so tilt angle could 
not be measured directly. 
 

Upon further heating, a tilted-to-perpendicular (T-P) transition can be observed in all 

compounds, where the lamellae lose their zig-zag morphology – compare the first 

and second rows of Fig. 2d. They become largely straight but slightly wavy, lying 

perpendicular rather than tilted to the molecular direction. The lamellar thickness d 

now equals the extended chain length (Table 1). It should be noted that the T-P 

transition occurs at temperatures above the respective bulk melting point of the 

alkanes8 – see Fig. 4a. The T-P transition is discussed further in Sections II.C and 

IV. 



 

FIG. 4. (a) Experimental and theoretical phase transition temperatures for alkanes of 

different length n. Crosses: transition temperature between tilted and perpendicular 

forms, TT-P; circles: perpendicular to melt transition temperature, TP-M. Dotted (TT-P) 

and full lines (TP-M) are derived from theory in Section IV. The bulk melting point 

Tmbulk (broken line) is plotted for comparison. (b) Schematic drawings of tilted and 

perpendicular forms showing the higher entropy of the perpendicular form, due to 

random shift of positions of neighbouring molecules and more conformational 

choices for the disordered chain ends.  

II.B. Monolayer melting - Experimental 

Two extraordinary phenomena are observed on heating the alkanes above the T-P 

transition. Firstly, the monolayer lamellae are found to persist in the perpendicular 

form to temperatures up to 80°C above the bulk melting point Tmbulk (Fig. 4a).  

Secondly, for all n-alkanes examined melting is seen to proceed gradually, from the 

lamellar surface inwards; with increasing temperature the bright amorphous layers 

progressively broaden at the expense of the darker crystalline layers. Close to the 

melting point of the perpendicular form TP-M, the apparent amorphous layer thickness 



becomes even larger than that of the remaining crystalline layer, with d remaining 

almost constant (Fig. 2d, bottom row). 

This behavior of the perpendicular form is clearest in the longest n-alkane, C390H782. 

Progress in its protracted surface melting is shown in the AFM phase images in Figs. 

5a-e. The perpendicular form of the monolayer persists until 212°C, 80°C above its 

Tmbulk  of 132°C.8 In order to show better the broadening of the amorphous layers 

with increasing temperature, we have calculated the averaged profiles Df for each 

compound in the perpendicular form at different temperatures. These were 

subsequently inverted (-Df) and normalized so that 0 corresponds to maximum 

phase shift and the softest/most disordered parts of the lamellae, and 1 to minimum 

phase shift and the stiffest/most ordered parts. Normalized profiles for different 

alkanes are shown in Figs. 5f-j. The normalization was done for easier comparison of 

results at different temperatures, as the absolute values of the phase angle depend 

on experimental conditions such as the property of the probes, driving frequency, 

driving amplitude and temperature, etc. In all alkanes long enough to be scanned 

with sufficient resolution, i.e. in C194H390, C246H494 and C390H782 (Figs. 5h-j), the trend 

is the same, the original narrow soft surface layer (minima in Figs. 5f-j) broadens to 

eventually become wider than the rigid middle just before the lamellae finally melt. In 

C60H122 and C122H246 the observed effect is limited, partly due to the finite 

instrumental resolution at elevated temperatures. 

It is interesting that the lamellar period d remains temperature-independent 

throughout the continuous melting process of the P form. Taking the specific volume 

of molten PE at 200°C to be approximately 20% larger than that of the crystal, as a 

first approximation we can assume that the specific area of a 2D melt would be 

1.202/3-1 = 1.16, i.e. 16% larger than that of the 2D crystal. Since the ordered 

monolayer lamellae do not expand laterally, if the amorphous chains were 

completely pinned to the graphite surface the amorphous domains would be expect 

to widen by 16% at melting, meaning that for a 50% crystalline alkane at the melting 

point d would have increased by 8% compared to the nearly fully crystalline system 

at TT-P. For C390H782 this would amount to a Dd of 4 nm. The fact that no such 

expansion is observed must mean that there is significant “escape in the 3rd 

dimension” of the molten parts of the chains, with some chain cross-overs likely. 



 

FIG. 5. Continuous melting of monolayers on graphite. (a-e) AFM phase images of 

C390H782 at different temperatures in the perpendicular phase. Note the progressive 

broadening of the amorphous (bright) layers with increasing temperature. For 

consistency, image (a) is recorded from a supercooled P form, as the equilibrium 

form at 120°C is the tilted (T) form. (f-j) Normalized AFM phase (-Df) profiles of the 

perpendicular form. The double maxima at low temperatures for C194H390 and 

C246H494 are artefacts due to asymmetry caused by AFM scanning direction. (k) P2 

profiles calculated from the respective simulated P2 maps. In our MD simulations we 

were not able to reproduce the experimentally observed change in molecular tilt on 

heating (T-P transition), and molecules remain inclined to the lamellar surface. For 

better comparison with AFM profiles, the abscissa values are measured along the 

molecular direction rather than along lamellar normal. 

It is important to stress that the continuous surface melting is an equilibrium 

phenomenon. Within the temperature range of the P form the molten streaks narrow 

down, i.e. crystallize, when temperature is lowered with no noticeable hysteresis.  

 

II. C. On tilted-perpendicular transition 



While Fig. 2d shows straightening of the zigzag lamellae on heating through the T-P 

transition, Fig. 6 shows, on the examples of C122H246, C194H390 and C390H782, that on 

cooling of the melt the perpendicular form returns. Similar to melting, the T-P 

transition is reversible, albeit the reverse P-T transition takes place with some delay. 

Note that the image of C390H782 at 120°C in Fig. 5a, still in the P form, was recorded 

immediately after cooling, before the P-T transition had a chance to occur. 

 

FIG. 6. Reversibility of the tilted-perpendicular phase transition on heating and 

cooling as observed in C122H246, C194H390 and C390H782. Note that the sample had 

moved east by ca 400 nm between (g) and (h). (j) Scanned phase profiles of 

C390H782 at temperatures show very little change above and below the T-P transition. 

The lines of scan are shown as dotted white lines in (g)-(i). 

We attribute the T-P transition to roughening of the crystal-amorphous interface, 

based on the following known behavior of bulk linear alkanes and PE. The reverse, 

i.e. a P-T transition, occurs on heating shorter bulk crystalline alkanes with n³30 (n = 

odd);29 here the low-temperature P-form has crystallographically ordered end groups 

whose increasing mobility at higher temperatures requires larger surface area, 



driving the P-T transition.30,31,32 Meanwhile, in longer alkanes, starting already at 

around n=40, as well as in PE, it is possible to obtain samples through either solution 

or melt crystallization at relatively low temperatures, where the chains are 

perpendicular, i.e. aligned with the lamellar normal. However, such structures are 

metastable. Surface regularization on heating converts these metastable P-forms to 

stable forms with smooth but tilted surfaces.27,31,32   Notably, this P-T transition is 

irreversible, and on cooling the lamellae remain tilted.  Moreover, work on labelled 

ultra-long alkanes has shown that the metastable perpendicular lamellar surfaces in 

such quenched compounds is anything but ordered, having frozen-in roughness with 

protruding or buried chain ends or folds.33,34,35,36 Thus even though the average 

shear between neighbouring chains is larger than one or two CH2 groups, it is 

irregular and the average lamellar tilt is zero. It is important to reiterate that the 

aforementioned phenomenology is distinct from what is observed in the current 

study, where the T-P transition on heating alkane monolayers is reversible, as both 

the T and P forms are thermodynamically stable.  

Thus there are three types of perpendicular lamellar phases: the equilibrium high-

order low-T form in shorter odd alkanes, the kinetically rough nonequilibrium low-T 

form in bulk long alkanes and PE, and now, as suggested here, the high-T 

equilibrium rough interface form in monolayers of long alkanes (Fig. 4b). Note that 

the equilibrium-roughness P phase in monolayers is stable only above the bulk 

melting point (see Fig. 4a), therefore it is perhaps not surprising that this 

perpendicular form and the T-P transition on heating have not been observed in the 

bulk. 

III. MOLECULAR DYNAMICS SIMULATION 

In order to better understand the nearly-continuous melting of n-alkane monolayers 

observed by AFM, Molecular Dynamics (MD) simulations were performed of a 

periodic 6-lamella monolayer structure composed of 1800 C390H782 molecules 

adsorbed on a graphite surface.  Note that the system at full atomistic resolution 

would correspond to well over two million particles. Therefore, to enhance the 

computational tractability of our molecular dynamics simulations, the C390H782 chains 

and underlying graphene were represented using the coarse-grain (CG) SDK 

model37,38,39 without any alterations. This CG model represents 3 methylene units 

along an alkane backbone using a single coarse-grain segment (bead), and is 



appropriate for aliphatic and aromatic species,37,38,39 and has been previously 

verified to capture the important features of long-chain alkane systems and 

associated processes such as crystallization.40,41,42  

The SDK model represents graphene using a CG cubic lattice, so the system was 

constructed such that the lamellar interfaces were at a 45○ with respect to the chain 

direction, which was parallel to underlying graphene lattice (specifically, the y 

direction of the simulation cell).  The system was periodic in all three directions, but 

the monolayer and graphene were only continuous along x and y. Along x and y, the 

system was 141 nm and 282 nm, respectively. The simulations cell was 20 nm along 

z ensuring that the periodic images of the monolayer did not interact; the SDK model 

uses a 1.5 nm cut-off for non-bonded intramolecular and intermolecular interactions. 

In order to improve the computational efficiency of the simulations, only the positions 

CG beads of the alkane chains were evolved during the molecular dynamics 

simulations, i.e. the graphene substrate was treated as rigid. 

In keeping with previous studies on alkanes and polymers,40,41,42,43,44,45 the ordering 

of polymer chain segments was probed using the local P2 order parameter, which 

assesses the local alignment between individual polymer chains, and has been used 

extensively to distinguishing crystalline and non-crystalline polymer chain segments 

in polyethylene systems.40-42,Error! Bookmark not defined.-Error! Bookmark not defined. Details of 

how the P2 values are calculated are provided in Section VII.C.  

In agreement with our AFM results, our MD simulations of a C390H782 monolayer on a 

graphite substrate similarly reveal differing degrees of surface melting at 

temperatures both at and below 211°C. At higher temperatures, the monolayer is 

molten. Maps of the simulated lamellar structures are provided in Fig. 7a based on 

the P2 order parameter, which as described above measures local alignment of 

polymer chain segments and can be used to measure polymer crystallinity. Each P2 

map is averaged from 50 instantaneous configurations taken at 20ps intervals during 

the simulation, calculated by partitioning the simulated surface into 1 nm x 1 nm 

grids. Higher and lower P2 values indicate that an alkane chain segment is more or 

less ordered, respectively. As the more disordered parts (yellow/white) of the 

molecules are softer, resulting in a larger phase shift on the AFM working in the 

tapping mode, it is expected that the P2 maps should provide a good indication of 

their corresponding AFM phase images. The P2 maps indeed show a remarkable 



likeness to the real AFM images. The simulations also show that the P2 order 

parameter of the molecular segments is lower when they are closer to the lamellar 

end surfaces and that the thickness of the more disordered (amorphous) layers 

increases with increasing temperature.  The order-disorder interfaces at 

temperatures higher than 102°C are evidently rough. The observed interface 

roughening is in agreement with our interpretation of the nature of the T-P transition 

– see below. 

 

FIG. 7. (a) Reconstructed crystallinity (P2) maps from MD simulations for 

temperatures between 77°C and 227°C.  Darker and lighter regions correspond to 

higher and lower P2 values (i.e., more ordered and less ordered regions). (b-g) 

Zoomed-in snapshots of the simulations at 77°C, 202°C and 327°C produced using 

OVITO.46 The tubes correspond to individual alkane chains, and are colored 

according to their P2 values. 

The match between the simulated P2 order parameter maps and AFM phase images 

is best shown in Fig. 5, where averaged P2 profiles of the C390H782 lamellae at 

different temperatures (Fig. 5k) are plotted together with the experimental phase 

profiles (Fig. 5j). In both cases, the thickness of the more ordered (crystalline) 

regions decreases with increasing temperature. At the highest temperature 

simulated below melt, 211°C, more than half of the lamellar thickness is disordered, 

which closely matches the experimental results. It is remarkable that certain aspects 

of the molecular simulation, such as the melting point, order parameters and average 

profiles are in such close agreement with the observed experimental results. 



The ordering of the molecular segments in MD simulations is also examined by 

calculating the average z-displacement of the beads away from the graphite 

substrate (height), as well as the average squared displacement of the beads 

(mobility). Averaged mobility and height maps at different temperatures, again 

calculated from 50 instantaneous configurations, are shown in Fig. 8. Both 

observables show similar trends as P2 parameter as a function of temperature, 

consistent with AFM observations. 

 

FIG. 8. Averaged mobility and height maps of C390H782 monolayer simulated below 

the melt, between 77°C and 211°C. Values are calculated from MD simulation via 

surface binning (1 nm2) over 50 instantaneous configurations at 20ps intervals. In 

both mobility and height maps the colour goes from dark brown to yellow with 

increasing values. 

 

IV. MEAN-FIELD THEORY 

A mean-field model of a lamella has been constructed in order to explain the 

transition between the tilted and perpendicular phases (T-P) and the continuous 

surface melting leading to the final melting (P-M) transition. We take the perfectly 

ordered molecular chain of CnH2n+1 as the reference ground state (Fig. 9a), whose 

enthalpy (𝐻), entropy (𝑆) and free energy (𝐹) are all zero (the temperature effect, i.e. 

vibrations of the CH2 groups are ignored). Next we consider the partially melted 

chain, with 𝑥 disordered CH2 groups (both ends added together), and with the 

remaining 𝑛 − 𝑥 ordered CH2 groups in the middle. In the 𝑥 disordered CH2 groups 

the energy and entropy levels do not jump to those of the melt immediately, instead 

they are assumed to increase gradually with increasing distance from the ordered C-

atoms. The conformations of chain segments emerging from the crystalline layer will 



be highly restricted due to the lack of lateral space, referred to as “overcrowding” at 

the crystal-melt interface (Fig. 10a).47,48 It is also expected that the initial increase in 

energy with distance is faster compared to the increase in entropy (the initial cost in 

energy from the introduced defects is not compensated by an equivalent increase in 

entropy from the increased number of available states). In our model, we assume 

that the energy of disordered CH2 groups will be that of the 2D melt, while their 

entropy remains as in the crystal, jumping to that of the 2D melted chain only after 

another 𝑡 CH2 groups. This creates a high-energy/low entropy transition layer of 

thickness 𝑡. 𝑡 can be taken as a measure of the overcrowding effect. The clash of 

many neighbouring chain suddenly becoming disordered, and the fact that all of 

them need to escape away from the crystalline layer, significantly reduce the number 

of conformations each chain end can take. It should be noted that our formulation is 

very similar to that previously derived by Flory et al.,2 only with a more specific 

evaluation of the crystal-amorphous interface free energy, i.e. of the overcrowding 

effect. 

 



FIG. 9. Results of the mean-field theory.  (a) Schematic models of chains in different 

states. Top to bottom: fully crystalline, no surface disorder; smooth surface with 

small premelting/surface disorder, x<t; rough surface with significant premelting, x>t; 

and melt. (b) Temperature dependence of the number of ordered CH2 groups for 

different n-alkanes. (c) A 1st order smooth-to-rough surface, or tilted-perpendicular 

(T-P) transition, followed by the continuous melting is observed when t=0 (no 

overcrowding). When t>1 (with overcrowding) the temperature range of continuous 

melting narrows, and is terminated by another 1st order melting transition (P-M). 

When t ³ 8 no continuous melting is predicted. (d) The higher the melt entropy Sm, 

the less continuous melting. Here the same ultimate melting temperature Tm0 of an 

infinitely long alkane is assumed. Note that the red curve assumes the experimental 

Sm value for bulk n-alkanes; nevertheless, even for such high Sm a narrow but 

significant range of partial melting is predicted as long as the overcrowding effect is 

small (t=1). 

In our model partial melting of the chain, however, does not in itself reduce the 

system free energy below TP-M, as the increase in entropy on melting the end 

segments comes with an increase in enthalpy due to loss of crystallinity. Stabilization 

of partially melted chains should come from the extra translational entropy kln(x) of 

the molecules free to slide through the crystalline layer. Our model results in two 

possibilities as shown in Fig. 9a: a smooth surface with the number of disordered 

surface segments, 𝑥, less than 𝑡, and a rough surface, where 𝑥 > 𝑡. 

Therefore we can write the free energy of the partially melted chain as 

𝐹!(𝑥) = 3𝑥𝐻" − 𝑘𝑇 ln(𝑥 + 1) 																																																														0 < 𝑥 < 𝑡
𝑥(𝐻" − 𝑇𝑆") + 𝑡𝑇𝑆" − 𝑘𝑇	ln(𝑥 + 1) + 2𝜎# 									𝑡 < 𝑥 < 𝑛 − 1 

(Equation 1) 

Here 𝐻" and 𝑆" are the enthalpy and entropy of melting per CH2 group, and 𝜎# =

𝐻# − 𝑇𝑆# is the contribution to the free energy from the two ends of each chain. The 

chain sliding entropy equals 𝑘 ln(𝑥 + 1): for the 𝑥 units of the chain ends, there are 

𝑥 + 1 choices in selecting the position at which to separate the two ends by the 𝑛 − 𝑥 

ordered units. When the surface is rough, i.e. when 𝑥 > 𝑡, there is an additional 

increase in the system free energy 2𝜎# due to the disappearance of the smooth end 

surface (the factor 2 is used as each molecule has two ends).  



The minimum free energy of a partially melted chain is therefore found at  

𝑥 = 𝑥$ =

⎩
⎨

⎧
𝑘𝑇
𝐻"

− 1																														0 < 𝑥$ < 𝑡

𝑘𝑇
𝐻" − 𝑇𝑆"

− 1								𝑡 < 𝑥$ < 𝑛 − 1
 

          (Equation 2) 

In our simple model, 𝑥$ is independent of the length of the molecule 𝑛. Interestingly, 

our experimental results seem to support this assumption. For example, around 

130°C, for different n-alkanes the FWHM of the disordered region (Fig. 5) are all ~5 

nm.  

Let 𝐻" = 𝑇"$𝑆", where 𝑇"$  is the ultimate melting temperature of infinitely long 

polymer, and Equation 2 can be rewritten as 

𝑥 = 𝑥$ =

⎩
⎪
⎨

⎪
⎧ 𝑘
𝑆"

∙
𝑇
𝑇"$

− 1																												0 < 𝑥$ < 𝑡

𝑘
𝑆"

∙
𝑇

(𝑇"$ − 𝑇)
− 1								𝑡 < 𝑥$ < 𝑛 − 1

 

          (Equation 3) 

So for a smooth surface the free energy of the most stable partially melted chain 𝐹% 

is  

𝐹%&"''() = 𝑘𝑇 − 𝑇"$𝑆" − 𝑘𝑇 ln(
𝑘
𝑆"

∙
𝑇
𝑇"$
) 							0 < 𝑥$ < 𝑡 

          (Equation 4.1) 

or for a rough surface 

𝐹%
*'+,) = 𝑘𝑇 − 𝑇"$𝑆" + (𝑡 + 1)𝑇𝑆" − 𝑘𝑇 ln D

𝑘
𝑆"

∙
𝑇

(𝑇"$ − 𝑇)
E + 2𝜎# 									𝑡 < 𝑥$ < 𝑛 − 1 

          (Equation 4.2) 

The transition from a smooth (𝑥$ < 𝑡) to a rough (𝑥$ > 𝑡) surface (T-P) happens at 

𝑇 = 𝑇"$ − 𝑇"$ exp[−
2𝜎# + (𝑡 + 1)𝑇𝑆"

𝑘𝑇 ]	 

          (Equation 5) 

The free energy of an n-alkane in melt can be written as 



𝐹" = 𝑛(𝑇"$– 𝑇)𝑆"– 𝑘𝑇𝑙𝑛(𝑛) + 2𝜎# 

          (Equation 6) 

Here the term 𝑘𝑇 ln(𝑛) comes from the entropy due to chain sliding. Here we 

assume that the free energy of the ends is the same for the rough surface lamella 

and for the melt.  

The phase transition between the partially melted chain and full melt (P-M) occurs at 

𝐹%
*'+,) = 𝐹" 

LM𝑛 + 𝑡 +
𝑘
𝑆"

+ 1N +
𝑘
𝑆"

(ln 𝑛 − ln
𝑇

𝑇"$ − 𝑇
− ln

𝑘
𝑆"
)O 𝑇 = (𝑛 + 1)𝑇"$  

          (Equation 7) 

Alternatively the melting occurs before the surface roughens, in which case 

𝐹%&"''() = 𝐹" 

LM𝑛 +
𝑘
𝑆"
N +

𝑘
𝑆"

(ln 𝑛 − ln
𝑇
𝑇"$

− ln
𝑘
𝑆"
)O 𝑇 = (𝑛 + 1)𝑇"$ +

2𝜎#
𝑆"

 

          (Equation 8) 

If there is no premelting at all, the direct transition from the perfectly ordered crystal 

(𝑆=0) to the melt occurs at 

M𝑛 +
𝑘
𝑆"

ln 𝑛N𝑇 = 𝑛𝑇"$ +
2𝜎#
𝑆"

 

          (Equation 9) 

Comparing equations 7 - 9, it is evident that continuous partial melting will occur 

more easily when 𝑡 is smaller, i.e. when a segment exiting the crystal is able to attain 

melt-like disorder abruptly; this implies less overcrowding. The other important 

parameter is the melt entropy 𝑆". The lower the 𝑆", the more important the chain 

sliding entropy, leading to more significant partial melting. 

The parameters in our theory are estimated as follows. The heat of fusion of bulk PE 

is ~300 J/g, or 4.2 kJ mol-1. Since 𝑇"!-  = 415 K, the melt entropy in bulk is about 10 J 

K-1 mol-1of CH2. Assuming that in 2D the heat of fusion is roughly one third of that in 

the bulk (the number of neighbouring chains changes from 6 to 2), so 𝐻" = 1.4 kJ 

mol-1, and 2d melt temperature for an infinite chain 𝑇"$  ~500K (C390H782 monolayer on 



graphite melts at 484K), 𝑆" = 2.8 J K-1 mol-1, or 4.7 x 10-24 J K-1 per CH2 group, 

hence 𝑘/𝑆" ~ 3. The end surface free energy is chosen so that the TT-P is close to 

experimental observations, and a value of 2𝜎#/𝑘= 430 K is used, which is 6.0 x 10-21 

J per chain or 1.6 x 10-6 J cm-2.  

On the basis of the mean-field theory we were able to reproduce the T-P transition, 

the continuous partial melting and the final melting (Fig. 4a). As shown in Fig. 9b for 

n-alkanes from C60H122 to C390H782, at low temperatures in all cases the lamellae are 

nearly 100% crystalline with a small amount of end disorder; this corresponds to the 

tilted form. A first-order transition to what corresponds to the perpendicular form is 

observed with rising temperature, accompanied by a small drop in crystallinity. The 

crystalline fraction then decreases continuously with increasing temperature, 

reaching around 50% before final melting. Furthermore, the calculated P-M transition 

temperatures (TP-M) agree very well with experimental ones (Fig. 4a and Table 2). 

The T-P transition temperature (TT-P) is independent of chain length n according to 

our model, but experimentally it increases with n as shown in Table 2; this 

discrepancy is probably due to the neglect of long range end-to-end interactions. 

Table 2. Comparison of experimental and calculated phase transition temperatures 

for different n-alkanes. The parameters used for the theoretical calculation are 𝑡=1, 

𝑆" = 𝑘/3. T-P: tilted to perpendicular phase transition; P-M: melting of the 

perpendicular form.  

n-alkane TT-P (exp.) 
°C 

TT-P (calc.) 
°C 

TP-M (exp.) 
°C 

TP-M (calc.) 
°C 

Tm (bulk) 
°C 

C60H122 95±10 131 160 173 95.0 
C122H246 125±5 131 189 194 120.0 
C194H390 140±5 131 185 202 126.5 
C246H494 135±5 131 214 206 128.5 
C390H782 165±5 131 212 210 132.0 

 
Fig. 9c shows that the best-fit value of the “overcrowding” parameter t is only 1. For t 

= 0 melting (the P-M transition) becomes completely continuous. However, an 

increase in t increases TT-P and decreases TP-M. The continuous part of the melting 

transition disappears when t³8. 

 



V. DISCUSSION 

At the crystal-amorphous interface in 3D systems the effective chain cross-section 

increases by a factor g of 2-3 according to theory47,48 and 2.3 according to 

experiment (Fig. 10a).49 Due to solvation g is even larger at the crystal-solution 

interface. Therefore, in order for a polymer lamella to grow large a fraction (1-g-1) of 

all chains must end at the interface, or re-enter the crystal through a sharp fold. 

Where chain-folding is kinetically unattainable, as in a cold-drawn polymer, lamellar 

growth is arrested early, resulting in microfibrils containing crystallites no more than 

10-20 nm wide (Fig. 10b).50 Regarding melting, there would be no thermodynamic 

advantage in a bulk lamella melting gradually by crystal thinning and thereby having 

to increase the number of energy-costly chain folds. 

However if not a continuous, then a two-step melting does actually occur in the bulk 

under special circumstances, with a thermodynamically stable intermediate 

semicrystalline form (SCF, Fig. 10c).51  This form is stable within a ~20K interval 

below the final Tm in a series of co-crystallizing binary mixtures of ultra-long alkanes 

of disparate length. Their lamellae contain fully crystalline shorter, and only partially 

crystalline longer chains, whose dangling ends form a liquid layer. Translational 

entropy of the longer chains was also thought to stabilize the phase. Qualitatively, 

this two-step melting can also be described by the schematic free-energy diagram in 

Fig. 1b if GLC for the liquid crystal is replaced by GSCF. Another example of a nearly 

stable semicrystalline phase is the “non-integer form” (NIF) of pure long alkanes, 

which crystallizes from melt below Tmfold of the once-folded-chain form (Fig. 10d).27,49 

NIF lamellae can only grow when enough chains are folded exactly in two to make 

room for the remaining protruding non-folded chains.  

Generally, surface overcrowding has been accepted as the main cause of chain-

folded crystallization of polymers, but its role in preventing continuous melting has 

not been recognized until now.  



 

FIG. 10. Surface overcrowding and its relief in bulk system and in thin film. (a) A 

“fringed-micelle” crystal without chain folding: Lateral growth of the lamella is 

unsustainable as emergent chains expand at the crystal-amorphous interface. (b) A 

microfibril in drawn polymer where insufficient chain folding prevented further lateral 

growth of small crystal blocks. (c) Semicrystalline form (SCF) can be 

thermodynamically stable in binary mixtures of ultra-long n-alkanes (blue: shorter n-

alkane; red: longer n-alkane) with only the chain ends of the longer alkane (red) 

melted.51 (d) Tight chain folding and tilting are needed to allow growth of metastable 

semicrystalline NIF lamellae in pure ultra-long alkanes (blue: folded n-alkane; red: 

non-folded n-alkane).49 (e) A MD simulation snapshot, showing how chain segments 

detach from the substrate and cross over each other to resolve the overcrowding 

problem at the crystal-melt boundary in thin film. The chain segments are colored by 

their P2 parameters, with yellow/white being more disordered. 

A key question to answer is why the near-continuous melting is possible in a thin film 

but not in the bulk. Our results point to, firstly and most importantly, the surface 

overcrowding problem is solved in thin film by “escape in the third dimension”, with 

chain segments detaching from the substrate and occasionally crossing over each 

other, as evidenced by the simulation results (Fig. 10e).  In terms of the above 

mean-field theory, this means a greatly reduced t in the 2D case. Unlike the SCF in 

alkane mixtures, where overcrowding is alleviated only at one particular crystal 

thickness that is equal to the length of the shorter chains, in thin film the uncrowded 

interface is free to move, enabling continuous melting.  

Another parameter leading to a more significant continuous melting for alkane 

monolayers on graphite is their low value of melt entropy Sm (the best-fit has Sm = 



k/3), as the molten chains are pinned to the substrate and nearly two-dimensional. 

The entropy of chain sliding (proportional to klnx) therefore becomes relatively more 

effective in stabilizing the partially melted states. The theory thus predicts a wide 

temperature range of continuous melting – see Figs. 4a and 9b. The higher the Sm, 

according to Eq. 3, the length 𝑥 of the melted chain ends at the same supercooling 

DT is reduced. However, even if the value of melt entropy was as high as in the bulk, 

i.e. if it adopted the experimental value Sm=1.2k (k/Sm = 0.83) for bulk PE, the 

premelting range would be narrower but still significant if the overcrowding effect 

were as small as in 2D (t=1) (Fig. 9d). This points to the presence of overcrowding 

being the dominant factor preventing continuous melting of long-chain crystals in the 

bulk.  

VI. CONCLUSIONS 

Continuous melting, as predicted long ago for polymers but never witnessed, has 

now been observed on a series of long-chain n-alkanes absorbed on graphite (001) 

surfaces. Our experimental observations, molecular dynamics simulation, and 

theoretical analysis show that such behavior is mostly resulted from the nearly 

eliminated overcrowding effects at the crystal-melt interface, and aided by the much 

reduced entropy of an essentially 2D melt. The theory predicts that melting would 

become fully continuous if surface overcrowding was eliminated completely. The 

reversal of such conditions, particularly the presence of severe surface 

overcrowding, is the reason behind the almost negligible premelting in bulk polymers 

and other chain systems. 

 

VII. MATERIALS AND METHODS 

VII.A. Materials 

C60H122 was purchased from Sigma Aldrich, while the long chain n-alkanes C122H246, 

C194H390, C246H494, C294H590 and C390H782 were kindly provided by Dr. G. M. Brooke 

of Durham University. HOPG wafers were obtained from Mikromasch, Germany.  

Ultrathin alkane films on HOPG were prepared by spin-coating, whereby one droplet 

of a toluene solution of the alkane (1-10mg/ml) was deposited on a freshly cleaved 

surface of HOPG at 2000 rpm with an Ossila spin coater. All sample films were 

subsequently dried in a vacuum oven for 2 hours.  



 

VII.B. AFM 

The AFM experiments were performed using a Cypher ES AFM instrument (Asylum - 

Oxford Instruments), which was equipped with a heating stage allowing heating of 

sample in air from ambient to 250°C in a sealed environment. AFM images were 

taken in the tapping mode, as commonly used for soft matter such as polymers and 

liquid crystals. Scanning was carried out in the repulsive force regime by keeping the 

phase shift less than 90°, and a 90% set point ratio was used. The drive amplitude 

was gently increased for scanning at higher temperatures in order to prevent the tip 

from sticking to the sample surface. AFM scanning was carried out typically at 10°C 

intervals on heating to detect changes in morphology.  

VII.C. MOLECULAR DYNAMICS SIMULATION 

All of the simulations conducted for this study corresponded to isothermal, isochoric 

(NVT) simulations, and were performed using Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS).52 Each simulation used a timestep of 5 fs, 

and temperature was regulated using a four-member Nosé-Hoover53,54 chain 

thermostat55  with 1-ps coupling constants. Particle positions were temporally 

evolved according to the velocity Verlet algorithm.56  Full non-bonded interactions 

were included for all intramolecular neighbouring beads separated by more than two 

bonds (i.e., 1-4 interactions were not scaled) in accordance with the SDK model.37 

Simulation times were not scaled in contrast to earlier work using the SDK model to 

study polyethylene systems and processes.40-42 

The system was initially heated from 10 K to 350 K over the course of 5 ns 

(simulation length: 1,000,000 time steps) under constant volume conditions. The 

heating process was achieved by ramping the set point of the chain thermostat as 

internally implemented in LAMMPSError! Bookmark not defined. via the fix NVT command. 

The final configuration at 350K (77°C) was then annealed at a series of different 

temperatures both below and at the melt temperature (211°C) for a further 3,000,000 

time steps and the last 50 configurations taken at 20ps intervals were used for 

analysis. Above the melt (>211°C), the 77°C configuration was first annealed at 

212°C for 2,000,000 time steps, and then annealed for a longer time at 227°C for 

6,000,000  time steps to simulate the melt phase. The final configuration generated 



from the previous run, annealed at 227°C, was extended for a further 2,000,000 time 

steps at 227°C, 277°C and 327°C and the last 50 configurations taken at 20ps 

intervals were then used for analysis. 

The P2 value of each polymer chain bead (segment) was calculated according to 

P2(i)=(3<cos2α>-1)/2, where  α represents the angle between the backbone of the ith 

polymer bead and the backbone of a neighbouring bead. The angular brackets 

indicate averaging over all of the neighbouring beads within 6.1 Å of the ith bead 

excluding the ith bead itself and its immediate intramolecular neighbours (i.e., its 

bonded neighbours). Note that 6.1 Å corresponds to the approximate location of the 

second minimum in the bead-bead radial distribution functions for simulated 

monolayers considered in this study. The backbone direction of each bead was 

estimated using the vector connecting its intramolecular neighbouring beads (i.e., 

bonded neighbours) except for the beads at the end beads of the chain for which 

bond vectors were used instead. P2 values of 1.0, 0, and -0.5 indicate that a polymer 

segment is parallel, randomly oriented, and perpendicular to its neighbouring 

segments, respectively. 

The tilt-perpendicular transition was not probed in this study since the T-P transition 

relies on fine details not present in the current representation; the SDK CG beads of 

the alkane chains (3 CH2 groups) are larger than the longitudinal shear associated 

with the tilted phase (1-2 CH2 groups), and the SDK model approximates graphene 

using a cubic representation. 

ACKNOWLEDGMENT 

We are grateful to Professor Michael L. Klein at Temple University for providing the 

resources and support for the Molecular Dynamics Simulation work, and helpful 

discussions in manuscript preparation. We are most obliged to Drs. Gerald Brooke 

and Shahid Mohammed of University of Durham for providing the long alkane 

compounds. This work used the ARCHER UK National Supercomputing Service 

(http://www.archer.ac.uk).The authors acknowledge funding from EPSRC (EP-

P002250, EP-T003294), the 111 Project 2.0 of China (BP2018008), and from NSFC 

(grant 21674099). 

 

 



References 

 
1 S. Chandrasekhar, Liquid Crystals (Cambridge University Press, Cambridge, 1992). 
2 P. J. Flory and A. Vrij, J. Am. Chem. Soc. 85, 3548 (1963). 
3 H. G. Zachmann, Z. Naturforschg. 19a, 1397 (1964). 
4 H. Baur, Colloid & Polymer Sci. 256, 833 (1978). 
5 B. Wunderlich, Macromolecular Physics (Academic Press, New York, 1976-1980). 
6 Y.Tanabe, G. R. Strobl, and E. W. Fisher, Polymer 27, 1147 (1986). 
7 H. E.Bair, R. Salovey, and T. W. Huseby, Polymer 8, 9 (1967). 
8 G. Ungar, J. Stejny, A. Keller, I. Bidd, and M. C. Whiting, Science 229, 386 (1985). 
9 G. M. Brookes, S. Burnett, S. Mohammed, D. Proctor, and M. C. Whiting, J. Chem. Soc. - 
Perkin Transactions 1, 1635 (1996). 
10 K. S. Lee and G. Wegner, Makromol. Chem.-Rapid Comm. 6, 203 (1985). 
11 S. J. Organ, G. Ungar, and A. Keller, Macromolecules 22, 1995 (1989). 
12 G. Ungar and X. B. Zeng, Chemical Reviews 101, 4157 (2002). 
13 G. Ungar, E. G. R. Putra, D. S. M. de Silva, M. A. Shcherbina, A. J. Waddon, Adv. Polym. 
Sci. 180, 45 (2005). 
14 R. B. Zhang, W. S. Fall, K. Wm. Hall, G. A. Gehring, X. B. Zeng and G. Ungar, Phys. Rev. 
Lett. 
15 J. P. Rabe and S. Buchholz, Phys. Rev. Lett. 66, 2096 (1991). 
16 J. P. Rabe and S. Buchholz, Science 253, 424 (1991). 
17 L. Askadskaya and J. P. Rabe, Phys. Rev. Lett. 69, 1395 (1992). 
18 K. Morishige, Y. Takami, and Y. Yokota, Phys. Rev. B48, 8277 (1993). 
19 K. W. Herwig, B. Matthies, and H. Taub, Phys. Rev. Lett. 75, 3154 (1995). 
20 F. Y. Hansen, K. W. Herwig, B. Matthies, and H. Taub, Phys. Rev. Lett. 83, 2362 (1999). 
21 A. J. Bourque ang G. C. Rutledge, Eur. Polym. J. 104, 64 (2018). 
22 A. Diama, B. Matthies, K. W. Herwig, F. Y. Hansen, L. Criswell, H. Mo, M. Bai, and H. 
Taub, J. Chem. Phys. 131, 084707 (2009). 
23 A. -K. Löhmann, T. Henze, and T. Thurn-Albrecht, PNAS 111, 17368 (2014). 
24 S. N. Magonov and N. A. Yerina, Langmuir 19, 500 (2003). 
25 S. N. Magonov, N. A. Yerina, G. Ungar, D. H. Reneker, and D. A. Ivanov, Macromolecules 
36, 5637 (2003). 
26 A. Tracz and G. Ungar, Macromolecules 38, 4962 (2005). 
27 I. L. Hay, A. Keller, J. Mater. Sci. 1, 41 (1966). 
28 X. B. Zeng and G. Ungar, Polymer 39, 4523 (1998). 
29 M. G. Broadhurst, J. Res. Natl. Bur. Stand. 66A, 241 (1962). 
30 W. Piesczek, G. R. Strobl, and K. Malzahn, Acta Cryst. B30, 1278 (1974). 
31 G. Zerbi, R. Magni, M. Gussoni, K. Holland-Moritz, A. Bigotto, and S. Dirlikov, J. Chem. 
Phys. 75, 3175 (1981). 
32 J. -P. Gorce, S. J. Spells, X. B. Zeng, and G. Ungar, J. Phys. Chem. B108, 3130 (2004). 
33 X. B. Zeng, G. Ungar, S. J. Spells, G. M. Brooke, C. Farren, and A. Harden, Phys. Rev. 
Lett. 90, 155508 (2003). 
34 D. S. M. de Silva, X. B. Zeng, G. Ungar, and S. J. Spells, Macromolecules 35, 7730 (2002). 
35 D. S. M. de Silva, X. B. Zeng, G. Ungar, and S. J. Spells, J. Macromol. Sci. –Phys. B42, 
915, (2003). 
36 N. Mullin and J. K. Hobbs, Phys. Rev. Lett. 107, 197801(2011). 
37 W. Shinoda, R. DeVane, and M. L. Klein, Mol. Simul. 33, 27 (2007). 
38 R. DeVane, M. L. Klein, C. –c. Chiu, S. O. Nielsen, W. Shinoda, and P. B. Moore, J. Phys. 
Chem. B114, 6386 (2010). 



 
39 C. -c. Chiu, R. DeVane, M. L.  Klein, W. Shinoda, P. B. Moore, and S. O. Nielsen, J. Phys. 
Chem. B114, 6394 (2010). 
40 K. Wm. Hall, T. W. Sirk, M. L. Klein, W. Shinoda, J. Chem. Phys. 150, 244901 (2019). 
41 K. Wm. Hall, T. W. Sirk, S. Percec, M. L. Klein, and W. Shinoda, J. Chem. Phys. 151, 
144901 (2019). 
42 K. Wm. Hall, S. Percec, and M. L. Klein, J. Chem. Phys. 150, 114901 (2019). 
43 P. Yi, C. R. Locker, and G. C. Rutledge, Macromolecules 46, 4723 (2013). 
44 T. Yamamoto, J. Chem. Phys. 115, 8675 (2001). 
45 C. Liu and M. Muthukumar, J. Chem. Phys. 109, 2536 (1998). 
46 A. Stukowski, Modelling and Simulation in Materials Science and Engineering 18, 015012 
(2009). 
47 C. M. Guttman and E. A. DiMarzio, Macromolecules 15, 525 (1982). 
48 S. Balijepalli and G. C. Rutledge, Macromol. Symp. 133, 71 (1998). 
49 X. B. Zeng and G. Ungar, Macromolecules 34, 6945 (2001). 
50 D. C. Prevorsek, P. J. Harget, R. K. Sharma, and A. C. Reimschuessel, Journal of 
Macromolecular Science B: Physics 8, 127 (1973). 
51 G. Ungar, X. B. Zeng, G. M. Brooke, and S. Mohammed, Macromolecules 31, 1875 
(1998). 
52 S. Plimpton, J. Comp. Phys. 117, 1 (1995). 
53 S. Nosé, Mol. Phys. 52, 255 (1984). 
54 W. G. Hoover, Phys. Rev. A 31, 1695 (1985). 
55 G. J. Martyna, M. L. Klein, and M. Tuckerman, J. Chem. Phys. 97, 2635 (1992). 
56 W. C. Swope, H. C. Andersen, P. H. Berens, and K. R. Wilson, J. Chem. Phys. 76, 637 
(1982). 



6.3. PUBLISHED ARTICLE 4

Bibliography

[1] G. Ungar, J. Stejny, A. Keller, I. Bidd, and M. Whiting. Science, 229(4711):386–389,

1985.

[2] X. Zeng and G. Ungar. Polymer, 39(19):4523–4533, 1998.

[3] G. Ungar and X.-b. Zeng. Chemical reviews, 101(12):4157–4188, 2001.

[4] X. Zeng and G. Ungar. Macromolecules, 34(20):6945–6954, 2001.

[5] S. N. Magonov, N. A. Yerina, G. Ungar, D. H. Reneker, and D. A. Ivanov.

Macromolecules, 36(15):5637–5649, 2003.

[6] A. Tracz and G. Ungar. Macromolecules, 38(12):4962–4965, 2005.

[7] H. G. Zachmann. Zeitschrift für Naturforschung A, 19(12):1397–1403, 1964.

[8] W. Shinoda, R. DeVane, and M. L. Klein. Molecular Simulation, 33(1-2):27–36, 2007.

[9] K. W. Hall, T. W. Sirk, M. L. Klein, and W. Shinoda. The Journal of Chemical

Physics, 150(24):244901, 2019.

118 CHAPTER 6. ULTRALONG N-ALKANES ADSORBED ON GRAPHITE



Chapter 7

Conclusions and Future Work

A variety of soft self-assembled systems, including LC’s formed from compounds with

novel shapes and the melting-crystallisation processes in polymeric systems have been

studied using theory and simulation working closely alongside experimental colleagues.

The primary aim set out in Section 1.0.1 has been met by improving the understanding

of complex LC phases, which have remained relatively untouched until now, by directly

tackling specific aspects of their phase behaviour. A tight feedback loop between

experimental and theoretical colleagues alike has accelerated progress in understanding

these systems. In the same way that models on different length scales can be used

to inform each other so too can experimental and theoretical colleagues through joint

research studies. Techniques such as mean field theory, Monte Carlo and molecular

dynamics simulation were employed in order to gain molecular level insights into the

morphology of these systems and test and refine theoretical models which quantitatively

describe the important processes. The results have provided a theoretical understanding

of soft self-assembled systems and in some cases point to interesting results yet to be

uncovered in experiment aswell as confirm existing ones. Section 7.1 provides a summary
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of the chapters in this thesis and future work will be discussed in Section 7.2.

7.1 Conclusions

A new type of phase transition between two columnar phases of the same hexagonal

symmetry, self-assembled from taper-shaped minidendrons was reported in Chapter 3.

A clear first-order drop in the lattice constant was seen experimentally on heating, which

suggested a sudden reduction in the number of molecules comprising the column. It was

proposed that an integer number of minidendrons self-assemble to form discs which

then stack into columns and this number was calculated from experimental data. Next,

the transition was described quantitatively in terms of the most significant energetic

contributions responsible for forming the columns. This was achieved by likening the

self-assembled column to a 1d spin chain in magnetic systems in an external field, where

the individual spins are replaced by discs of 3 or 4 molecules. Since 1d spin chain could

not produce a first-order transition, small mean field terms were added to approximate

the surrounding columns. The energetic terms in the model, such as the free energy

of the terminal chains were calculated using simulation by employing a coarse-grained

representation. Calculated parameters were then fed into the theory which was then

solved self-consistently and small adjustments were made to better fit the experimental

data. The characteristic transition shape seen in experiment was successfully reproduced

and the model demonstrated that the transition was being driven by the ever increasing

entropy of the terminal chains. As the terminal chains gain sufficient entropy at high

temperatures, the free energy may overcome that of the Coulomb interactions holding

the supramolecular discs together and molecules are suddenly forced out. At this point

the attractive interactions between discs with an equal number of molecules is lost and

destabilises the column which compounds this effect and a first-order transition ensues.
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The results were published in [1], see Section 3.2.

Further experimental results now show similar transitions in compounds with longer

terminal chains and heavier ions, namely 12K+ and 14Na+. In Section 3.3 the model is

extended to make a prediction of the behaviour of these compounds by including phonon

vibrations to account for heavier ions as well as longer chains with mixed results.

In Chapter 4 an unusual transition between two chessboard tilings in cross-shaped

bolaamphiphiles was reported. The molecule comprised of a rod-like π-conjugated

core with glycerol groups at either end of the rod and two flexible and incompatible

chains attached either side of its centre. The molecules self-assembled to form a

square array with the rod-like cores forming the walls and the flexible chains filling

the nano-compartments. An order-disorder transition was seen between a two-colour

chessboard at low temperatures, where the side chains segregate forming chemically

different cells to a single-colour mixed phase at high temperature. Previous studies

had already probed the ordering phenomena of an hexagonal tiling formed by these

molecules using MC simulation. The same model was applied to this system in 3d

and it was recognised that the system was exactly analogous to the 3d Ising Model

under Kawasaki spin flip dynamics, where spin flips in the original magnetic system

are replaced by 180◦ rotations of the molecules around their backbone axis. Since the

degrees of freedom and dimensionality are identical to the Ising Model, universal scaling

relationships were tested. When compared with experimental data it was found that the

finite sized MC simulations were in closer agreement with the experiment and that the

3d Ising exponents γ and ν did not agree with experiment. This suggested that large

scale fluctuations of the local two-colour patches were kinetically restricted above the

transition in experiment. In a spin model flipping molecules at the boundary between

local two-colour patches has no energy barrier but in reality there is always some energy

involved in exchanging the side groups of the molecules. The results were published in
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[2] see Section 4.2.

The crystallisation behaviour of i-PP at large undercoolings was studied in Chapter

5. Specifically the metastable form of i-PP was found to accompany the formation of

the more ordered α-phase form at very large undercoolings. It was suggested in [3]

that the more rapid formation of the mesophase may significantly reduce the rate of

crystallisation when competing with the α-phase form, this is thought to be another

example of self-poisoning in polymers. A 1d theory was devised to test this hypothesis

by modelling the growth of the more stable α form in the vicinity where the mesophase is

unstable and demonstrate its growth is diminished as the temperature of the mesophase

is reached. Using a solid-on-solid model, incoming mesophase chains were allowed to

attach to the growing α-phase crystal front and either desorb or convert to the more

stable α-phase form. This rate of conversion was significantly reduced for an α-phase

stem covered by mesophase chains, α-phase chains were allowed to backward convert

to mesophase chains in this model by similar means. Semi-quantitative agreement was

found with the experimental data in [3] and provided clear proof of the viability of

self-poisoning occurring in i-PP. Both growth rate peaks however were much narrower

than those of the experiment and so neighbouring interactions were introduced in order to

broaden the peaks and better fit the experimental data by flattening the α-phase growth

in the high temperature region. A line of 1d interacting growth stems was modelled

using MC simulation and a neighbouring interaction scheme devised to adjust the 1d

growth rate according to the neighbouring configuration at a given stem. The 2d model

successfully reproduced the 1d model results and provided visual confirmation of the

poisoning process. However the introduction of neighbouring interactions did not have

the desired effect of broadening the growth over a wider temperature range and pointed

to two important model modifications necessary to improve the quantitative fit of the

experimental data. Firstly the fixed crystal width should be temperature-dependent,
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such that the optimum crystal width is stable at each temperature and secondly that

direct attachment of α-phase chains is required to allow the growth of the α-phase to

proceed above the melting temperature of the metastable mesophase.

Chapter 6 addressed the commercially important phenomenon of polymer melting and

the concept of pre-melting first predicted by Zachmann in the 1960’s. Ultra-long

n-alkanes from C60H122 to C390H782 were studied as monolayers adsorbed on graphite

by high resolution AFM and were found to melt from their ends inward. This continued

until over half the molecular length had disordered before the whole monolayer melted

well above the bulk melting temperature. It was surprising that an essentially 2d melt

should remain crystalline up to 80K above its bulk melting temperature. In collaboration

with Dr Kyle Hall from Temple University, MD simulation was employed to study the

monolayers using a coarse-grained representation of the alkane chains and graphite

substrate in order to provide insights at a molecular level. Pre-melting was observed

at all temperatures below the experimentally determined melt temperature and the

results matched closely the experimentally observed AFM images. It was found that this

behaviour resulted from the reduced overcrowding at the interface between the crystalline

and melt portions and the much reduced entropy of a quasi-2d melt. Snapshots from the

simulations captured this process in action where chains left the surface of the graphite

and climbed over one-another to alleviate the overcrowding problem. This is the main

reason why pre-melting is not observed in 3d. The results have been submitted for

publication [4], see Section 6.2.

7.2 Future Work

In Chapter 3 the model devised for 12Na+ (Sodium - C12H25) provided a remarkably

accurate description of the experimentally observed transition and captured some of the
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important characteristics in 14Na+ (Sodium - C14H29) and 12K+ (Potassium - C12H25)

but further experimental data is required to draw any significant conclusions [5]. In

particular a more accurate determination of the transition temperatures and d-spacings

for compounds with heavier ions is desirable since this data is crucial for determining

the number of molecules in a disc from the volume of the unit cell. Accurate data

for 12K+ would allow for a model fit to be performed and the fitted parameters could

provide insights into why the model does not provide a good fit for 12K. Speculatively

this could result from a slightly larger d-spacing in 12K+ resulting from larger ions and

weaker inter-disc interactions. Recalculating these parameters with a revised d-spacing

could resolve this. Vibrations are clearly important for the larger ions, it may be

useful to perform additional calculations taking into account discs above and below.

It was noticed that the discs prefer an offset 45 degree stacking, which places an O

ion from neighbouring discs directly above/below the metal ion, this would significantly

enhance the favourability of vibrations. Studying longer chains would also be interesting

with different core sizes for larger ions such as Rb or Cs. Ribbon phases have also

been discovered in compounds with 2 instead of 3 chains attached which show several

transitions between rectangular and hexagonal columnar phases with oblate cores [6].

This would require considering different core configurations with n > 4 molecules in

a disc as well as further simulations of the end chains in restricted geometries with

θ < 90. The model would also have to be extended to introduce further states for n > 4.

Studying the 3d cubic phases at higher temperatures would also be desirable.

Chapter 4 provided insights into how kinematic effects are important in highly dynamic

liquid crystals. In particular the importance of the energy barrier involved when flipping

a molecule in reality when compared to that in an MC simulation. It may be interesting

to insert an energy barrier in flipping a molecule in an MC simulation to study the

effect on the ordering phenomena and its effect on domain size. The model could also
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be extended to other tilings such as triangular and kagome tilings or even the recently

discovered snub-square tiling [7]. A snub-square tiling consists of triangular and square

cells, see Figure 7.1, it is not possible on this lattice for the chains to fully segregate into

their respective nano-compartments. The snub-square tiling could be another example

of frustration in liquid crystals [7].

C_Summary/constance.pdf

Figure 7.1: Electron density map showing the suggested structure of the frustrated
p4gm phase (left), blue, yellow and green circles represent glycerol groups, carbosilane
chains and semi-perfluorinated chains respectively. Tiling pattern and unit cell (right),
reproduced with permission from [7].

In Chapter 5 the possibility of self-poisoning occurring in i-PP at large undercooling was

investigated and clear evidence was found which supported this using a 1d solid-on-solid

growth model. The introduction of neighbouring interactions pointed to some necessary

model improvements in order to achieve an improved quantitative fit to the experimental

data. Firstly studying the effect of a temperature-dependent stem width to allow the

most stable stem width to grow at the optimum temperature. This could be achieved

by varying the surface energy terms, with a small linear dependence on temperature for

example, in order to see how the double peak structure is smoothed out. In addition,

the direct attachment of α-phase stems needs to be introduced, in order to broaden the

high temperature region of the growth curves, allowing for α-phase growth to proceed

above the melting temperature of the metastable mesophase. This should provide a
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much improved quantitative fit to the experimental data in [3].

C3_Poisoning/Alamo.png

Figure 7.2: Growth rate of high molar mass polyethylenes with bromine atoms
substituted on every 21st carbon site along the chain, the poisoning minimum is seen at
64◦C (337K) and the glass transition temperature is around -77◦C (195K) which is at
least 140K below the growth minimum observed. Alongside is an example schematic of
the extended chain form blocking the herringbone crystal structure. Reproduced with
permission from [8].

Finally a recent study has revealed a similar growth minimum in high molar mass

polyethylenes where bromines are substituted periodically along the chain in regular

intervals [8]. Two different phases are observed, the ordered extended chain crystal and

an additional zig-zag (herringbone) form where the bromine atoms sit at the apex of the

saw-tooth structure, which forms at higher temperatures than the extended chain form,

see Figure 7.2. This system is interesting because it provides a much cleaner system

to study due to the much reduced temperature of the glass transition. For example

in [3] the glass transition occurs at around 250K which is within 70K of the observed

poisoning temperature but in [8] the poisoning temperature appears at around 337K

which is nearly 142K above the glass transition at 195K. In fact a theoretical study of

this system could provide even stronger evidence of self-poisoning in polymers than that

performed in Chapter 5.
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C_Summary/Tilted_to_perpendicular_transition.jpg

Figure 7.3: AFM image taken at the tilt to perpendicular transition reproduced from
[4], yellow/white areas indicate soft amorphous regions.

In Chapter 6 MD simulations captured pre-melting in action and explained why extended

pre-melting is observed in 2d-monolayers and not in bulk. One key characteristic

of the simulation not reproduced by the simulation was the correct structure of the

perpendicular form because it was unstable, instead chains were tilted inside the lamellae.

There are two possible reasons for this, the first is that the coarse-grained nature of

the model requires that the end beads have slightly larger VdW interactions than the

central beads and accommodating them may facilitate the tilt. More likely though the

coarse-grained graphite is responsible due to its lesser 4-fold symmetry compared to

the true 6-fold symmetry of graphite, it is known that the close match between the

bond length in alkanes and the graphite lattice is crucial to stabilising the lamellae.

Overcoming this problem requires either re-parameterising the coarse-grained model or

more likely performing smaller all atomistic simulations. In particular gauche bonds

between methylene units in the coarse-grained representation used in Chapter 6 have

been lost. The origin of the tilt to perpendicular transition, as depicted in Figure 7.3, is

still not clear and simulating it could provide some insight into what causes it to form. If

the perpendicular form could be stabilised then it may be possible to study the transition
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but large timescales would be necessary because of the significant rearrangement of the

chains when moving between both forms. This is no more prominent that in Figure

7.3 where it can be seen that above the transition (165◦C) the number of lamellae

has reduced from 14 to 13. The large timescales required and the all atomistic detail

likely required to study this transition renders it a difficult problem to tackle but it is not

impossible. Further calculations on the existing coarse-grained system, such as swapping

out the substrate for silica or diamond or varying the graphite interaction could show the

importance of graphite as a substrate to facilitate pre-melting. By reducing the graphite

interaction the chains will melt at a lower temperature since Tc ∝ ∆U
∆S . This due to their

increased ability to gain entropy by leaving the surface, ∆S which is much larger than

energy lost in order to do so ∆U when the attraction to graphite is weaker. Swapping

out the substate for another less strongly interacting material would likely have the

same effect and if the symmetry of the underlying substrate is different the pre-melting

behaviour may be lost altogether. Studying the interaction on a diamond substrate

however could have have the opposite effect since the C-C bond length is identical to

the C-C bond length in n-alkanes.

Further experiments on mixed alkanes of different lengths i.e. C120H242 mixed with

C390H782 show crystalline C120242 monolayers sitting on top of the C390H782 layer as it

melts [9]. The C120242 monolayer melts around 20K above the bulk melting temperature

but still below that when adsorbed as a monolayer on graphite. This could be studied in

two ways, by performing simulations with additional shorter alkanes sitting on top of the

pure C390H782 monolayers studied previously or by weakening the graphene interaction

to something akin to the interaction between the chains themselves. Wishbone shaped

alkanes with a single short-stubbed branch sitting in the central portion of the chain

have also been synthesised, this prevents the extended form crystallising and would also

be an interesting system to study.
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