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Abstract

Presented in this thesis are the results from a measurement of the mass of the Higgs
Boson in the H → ZZ∗ → 4ℓ (ℓ = e, µ) channel using ATLAS data from pp collisions
at a centre of mass energy of 13 TeV corresponding to an integrated luminosity of
139 fb−1. This measurement uses a Double-sided Crystal Ball function as an analytic
signal model, incorporating per-event uncertainties as estimated using a quantile
regression neural network. The mass of the Higgs boson is determined to be 124.92 ±
0.19 (stat.) +0.09

−0.06 (syst.) GeV, in line with the previous LHC Run 1 combined result
from the ATLAS and CMS collaborations of 125.09 ± 0.21 (stat.) ± 0.11 (syst.) GeV
and the previous ATLAS measurement, which used 36 fb−1 of 13 TeV pp collision data,
of 124.97 ± 0.18 (stat.) ± 0.20 (syst.) GeV.

Also presented are results from a method to validate the ATLAS photon energy
calibration procedure by calibrating electrons from Z → ee events as photons. This
technique is also used to calibrate unconverted photons as converted and vice versa to
investigate the effect of misidentifying photon conversions. From this it is found that
misidentifying all unconverted photons as converted photons which leave either one or
two tracks in the transition radiation tracker (single/double TRT converted photons)
leads to an η-independent bias in calibrated energy of approximately 1%. It is also
found that misidentifying all single/double TRT converted photons as unconverted
leads to a smaller bias, which is around 1% in the pseudorapidity region 0.8 ≤ |η| <
1.37.

Results from the application of shift and width adjustments to simulated electron
shower shapes to correct for mismodelling are presented and a new method for per-
forming such corrections using a Gaussian convolution technique is demonstrated. This
new method is found to reduce the amount of over-correction in the application of
corrections to electron shower shapes.
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Chapter 1

Introduction

Electroweak symmetry breaking and the Higgs mechanism were proposed in 1964 as a
method by which the W and Z bosons of the Standard Model (SM) could acquire mass
[1, 2, 3]. In doing so, this predicted the existence of a boson which came to be known
as the Higgs Boson. The Large Hadron Collider (LHC), currently the largest particle
collider in operation, was built in order to search for this boson by colliding protons at
energies up to 14 TeV. In 2012, the ATLAS and CMS experiments, using data from
LHC collisions, successfully verified the existence of the Higgs Boson [4, 5]. Following
the verification of its existence, work has since moved to measuring its properties to
determine whether it is exactly the boson predicted by the Standard Model.

Presented here are studies to determine one of these properties, the mass, mH, using
data from the ATLAS experiment. Whilst the mass is a free parameter in the SM, it
is nonetheless an important parameter to measure. The reason for this is that other
parameters such as the branching ratio of various decay modes depend on the mass, a
dependence which is specified by the SM. So, by measuring the mass along with other
parameters, the SM can be tested.

Measuring mH requires the decay products to be reconstructed accurately. For this
reason, the decay of a Higgs Boson to a pair of Z bosons which themselves decay to
either electrons or muons (denoted H → ZZ∗ → 4ℓ), is particularly suited to such a
measurement. Whilst the branching ratio to this decay mode is considerably lower
than that of dominant decay modes, this decay is particularly suited for two reasons.
Firstly, the decay products (electrons and muons) are precisely reconstructed by the
ATLAS detector. Secondly, the signal is a sharp peak atop a smooth background,
allowing precise measurement of the Higgs Boson properties.

The previous measurement of the mass of the Higgs boson by ATLAS in the
H → ZZ∗ → 4ℓ channel used proton-proton collision data collected during the LHC
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early Run 2 data taking period in 2015 and 2016, corresponding to an integrated
luminosity of 36.1 fb−1 and a centre of mass energy of 13 TeV. The mass of the Higgs
boson was determined to be 124.79 ± 0.37 GeV [6]. This measurement was obtained
using a per-event response signal model which describes the individual lepton energy
and momentum responses by the weighted sum of Gaussians (described in Section 5.7).
A measurement using ATLAS early Run 2 data was also performed in the H → γγ

channel, for which an analytic signal model was used. The result from this measurement
was 124.93 ± 0.40 GeV. The current most precise measurement of the mass of the
Higgs boson from ATLAS, using results from both the H → ZZ∗ → 4ℓ and H → γγ

channels from full Run 1 and early Run 2 data is 124.97 ± 0.24 GeV [6]. CMS also
measured the mass in the H → ZZ∗ → 4ℓ channel using data collected during early
Run 2, corresponding to an integrated luminosity of 35.9 fb−1. This returned a value of
125.26± 0.21 GeV [7], in agreement with those determined by ATLAS. The current most
precise measurement of the mass comes from the combination of the results from CMS
using data collected during LHC Run 1 and early Run 2 from both the H → ZZ∗ → 4ℓ

and H → γγ channels. The result of this is mH = 125.38± 0.14 GeV [8].
For the measurement of mH using the full ATLAS LHC Run 2 dataset, a new

signal model is used, the results from which are presented here. The ATLAS full
Run 2 dataset contains data from 13 TeV pp collisions corresponding to an integrated
luminosity of 139 fb−1 collected between 2015-2018. This new method aims to describe
the four-lepton invariant mass distribution using an analytic function. This method
is less computationally intensive than the per-event response approach and allows
additional parameters of interest to be added more easily than in the case of a template
method.

Chapter 2 provides an overview of the theoretical background for the work presented
here, describing each of the fundamental forces and showing the need for electroweak
symmetry breaking and the Higgs mechanism and how this predicts the existence of
the Higgs boson.

Chapter 3 describes the experimental apparatus used to collect the data for all the
results presented. Each of the subsystems of the ATLAS detector are described and a
brief overview of the ATLAS trigger system is provided.

Chapter 4 describes how electrons and photons are reconstructed and calibrated
in the detector. Shown also are results from a study by the author to verify the
procedure for the calibration of photon energy and an investigation into the effect of
misidentifying photon conversions. The procedure to identify electrons is also described,
as well as results from the application of corrections to account for the mismodelling
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of electron shower shapes in the ATLAS calorimeters as performed by the author.
Preliminary results from the development by the author of a new method to determine
such corrections using a method of Gaussian convolution are also presented.

Chapter 5 gives an overview of the ATLAS measurement of the mass of the
Higgs boson in the H → ZZ∗ → 4ℓ channel using ATLAS data from early Run 2
corresponding to an integrated luminosity of 36 fb−1 from pp collisions at a centre of
mass energy of 13 TeV.

Chapter 6 describes the most recent measurement of the Higgs boson mass in the
H → ZZ∗ → 4ℓ channel using the full ATLAS Run 2 dataset corresponding to an
integrated luminosity of 139 fb−1 from pp collisions at a centre of mass energy of
13 TeV to which the author made significant contributions. For this measurement,
an analytic description of the signal lineshape is used in the form of a Double-sided
Crystal Ball function. Also incorporated into this is a per-event resolution, calculated
using machine learning techniques.

Chapter 7 details the results from this mass measurement, providing both expected
and observed results and Chapter 8 summarises all the work presented.





Chapter 2

Theory

This chapter gives a brief overview of the Standard Model of particle physics (SM) and
draws particular attention to the Higgs mechanism and its predictions. The content
here is based upon references [9], [10], [11] and [12].

The SM is a quantum field theory which describes all fundamental particles and
their interactions via the strong, weak and electromagnetic forces. So far, it has
been very successful in its predictions which have been verified experimentally. 2012
saw the experimental verification of the Higgs Boson, which was until then, the only
fundamental particle predicted by the SM that had not been observed [4, 5].

Each of the three fundamental interactions described by the SM will be introduced
individually, as well as the unification of the electromagnetic and weak forces into a
single electroweak force and the Higgs mechanism.

2.1 Particle content of the Standard Model

The particles of the standard model can be classified into two distinct classes depending
on their intrinsic angular momentum or spin. These are bosons which, in units of ~,
have integer spin and fermions with half-integer spin. All Standard Model bosons are
listed in Table 2.1.

The fermions are subdivided into quarks and leptons. The quarks are the only
fermions that interact via the strong force and are further subdivided into the “up
type” and “down type”, which have charges of +2

3
e and −1

3
e respectively. As well as

interacting via the strong force, all quarks additionally interact via both the weak and
electromagnetic forces. The leptons are subdivided into the charged leptons and the
neutrinos. The charged leptons interact both electromagnetically and weakly, whereas
the neutrinos only interact weakly. Each of these lowest subdivisions of fermions
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Name Symbol Spin (~) Charge (e) Mass GeV
Photon γ 1 0 0
Gluon g 1 0 0

W boson W± 1 ±1 80.379± 0.012
Z boson Z 1 0 91.1876± 0.0021

Higgs boson H 0 0 125.10± 0.14

Table 2.1 A list of all of the standard model bosons [13].

Quarks
Type Name Symbol Spin (~) Charge (e) Mass MeV

Up-type
Up quark u 1/2 +2/3 2.16+0.49

−0.26

Charm quark c 1/2 +2/3 (1.270± 0.20)× 103

Top quark t 1/2 +2/3 (172.9± 0.4)× 103

Down-type
Down quark d 1/2 −1/3 4.67+0.48

−0.17

Strange quark s 1/2 −1/3 93+11
−5

Bottom quark b 1/2 −1/3 (4.18+0.03
−0.02)× 103

Leptons
Type Name Symbol Spin (~) Charge (e) Mass MeV

Charged
leptons

Electron e 1/2 −1 0.511

Muon µ 1/2 −1 105.66

Tau τ 1/2 −1 1776.86± 0.12

Neutrinos
Electron neutrino νe 1/2 0 < 1.1× 10−6

Muon neutrino νµ 1/2 0 < 0.19

Tau neutrino ντ 1/2 0 < 18.2

Table 2.2 A list of all the Standard model fermions. All fermions have an intrinsic
spin of 1/2 and are differentiated from one another by their charges, masses and
their interactions with the three forces [13, 14]. Note that the values for the neutrino
masses are direct limits, stronger limits are achieved from indirect measurements
neutrino oscillation measurements. Also note that in the case of the neutrinos, the
mass eigenstates are different from the flavour eigenstates.

contains three particles, which differ only by their mass. These are referred to as the
generations, the first generation referring to the lightest fermion in the subdivision and
the third generation referring to the heaviest. All the standard model fermions are
summarised in Table 2.2.
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2.2 Quantum electrodynamics (QED)

Quantum electrodynamics (QED) is a quantum field theory, formed from the Abelian
U(1)Q group, that provides a description of the electromagnetic interaction. This
interaction affects all charged particles, i.e. all quarks, the charged leptons e, µ and τ
as well as the W± bosons. The dynamics of particles and their corresponding fields
will be described in the context of Lagrangians. The Lagrangian of a discrete system
is given by

L = T − V, (2.1)

where T and V are the kinetic and potential energies of all the particles in the system.
When describing the dynamics of fields, it is necessary to use Lagrangian densities, L,
which are related to the discrete form by

L =

∫
Ld3x, (2.2)

where d3x is a volume element. For convenience, Lagrangian densities from here on
will be referred to simply as Lagrangians.

The motion of a free, spin-half particle in the absence of an external field is described
by the Dirac equation, for which the corresponding Lagrangian is

LDirac = ψ̄(iγµ∂µ −m)ψ, (2.3)

where ψ is the Dirac spinor for the particle and ψ̄ is the corresponding adjoint spinor,
γµ are the Dirac gamma matrices and m is the mass of the particle. It is easy to see
that 2.3 is invariant under U(1) global phase transformations of the form

ψ(x) → ψ′(x) = eiαψ(x), (2.4)

where α is a real constant. Applying local phase transformations of the form

ψ(x) → ψ′(x) = eiα(x)ψ(x), (2.5)

to Equation 2.3 yields the Lagrangian

L′
Dirac = LDirac − ψ̄γµ(∂µα(x))ψ. (2.6)
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Thus, the Dirac Lagrangian is not invariant under local U(1) phase transformations.
This can be fixed by replacing the derivative ∂µ with a covariant derivative

Dµ ≡ ∂µ − ieAµ, (2.7)

where e is the charge of the particle and Aµ is a vector field that transforms as

Aµ → A′
µ = Aµ +

1

e
∂µα(x). (2.8)

Thus the field Aµ couples to a Dirac particle of charge −e. This is the photon field
of QED. The Dirac Lagrangian is now invariant under local phase transformations.
However, kinetic energy and mass terms must be added if this is to represent a real
field. Adding these to the Lagrangian gives

L = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν +
1

2
m2

AAµA
µ, (2.9)

where F µν = ∂µAν − ∂νAµ is known as the field strength tensor and mA is the mass of
the photon. Under local phase transformations of the form given in Equation 2.5, the
first term of Equation 2.9 has already been made invariant, the second is also invariant,
however the third term is not. For this Lagrangian to be invariant under U(1) local
phase transformations, it is required that mA = 0. As the photon is observed to be
massless, this is not a problem. The QED Lagrangian is therefore

LQED = ψ̄(iγµ∂µ −m)ψ + eψ̄γµψAµ −
1

4
FµνF

µν . (2.10)

2.3 Quantum chromodynamics (QCD)

Quantum chromodynamics (QCD) describes the strong interaction between quarks
and gluons and is based on the non-Abelian SU(3)C symmetry group. The description
will follow the same as that used for QED, but using SU(3) symmetries in the place of
U(1) due to the fact in QCD there are three colour charges as opposed to the single
charge of QED. The free Lagrangian for quarks is

Lfree = q̄j(iγ
µ∂µ −m)qj for j = 1, 2, 3 , (2.11)
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where each qj is the spinor field for a colour j. In the case of SU(3) symmetries, the
Lagrangian is required to be invariant under transformations of the type

q(x) → eiαk(x)Tkq(x) for k = 1, 2, ..., 8 , (2.12)

where αk(x) are the parameters of the group and Tk are a set of traceless, linearly
independent, 3× 3 matrices. As previously, a covariant derivative is introduced

Dµ = ∂µ + igTkG
k
µ, (2.13)

where g is the colour charge and Gk
µ is the gluon field for colour k. In order that local

gauge invariance is satisfied, Gk
µ must transform as

Gk
µ → G′k

µ = Gk
µ − ∂µαk − gfijkαiG

j
µ, (2.14)

where fijk are the structure constants of the group defined by the commutator

[Ti, Tj] = ifijkTk. (2.15)

The field strength tensor for QCD takes the form

Gµν
i = ∂µGν

i − ∂νGµ
i − gfijkG

µ
jG

ν
k. (2.16)

The final term in Equation 2.16 is required by gauge invariance and accounts for gluon
self interaction, i.e. requiring gauge invariance implies that gluons must self-interact,
which is observed to be true in nature. Adding the kinetic energy term from the field
strength tensor to Equation 2.11 gives the QCD Lagrangian

LQCD = q̄(iγµ∂µ −m)q − g(q̄γµTiq)G
i
µ −

1

4
Gi

µνG
µν
i . (2.17)

Note that a term to account for the gluon mass can also be added as in Equation 2.9,
but as previously, requiring gauge invariance implies that the gluon must be massless.

2.4 The weak interaction

The weak interaction is based on the non-Abelian SU(2)L symmetry group, with the
L denoting that the corresponding vector field couples only to the left-handed chiral
fermions and right-handed chiral antifermions. The left handed fermions are placed in
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weak-isospin, IW = 1
2
, doublets(

νe

e−

)
L

,

(
νµ

µ−

)
L

,

(
ντ

τ−

)
L

,

(
u

d′

)
L

,

(
c

s′

)
L

,

(
t

b′

)
L

, (2.18)

where the quark states denoted q′ refer to the weak eigenstates of the respective quarks.
These eigenstates are mixtures of the mass eigenstates, with the mixing specified by
the CKM matrix. The upper field of each doublet corresponds to the third component
of weak-isospin, I3W = +1/2 and the lower to I3W = −1/2. The right-handed fermions
are placed in weak-isospin singlets with IW = 0

e−R, µ
−
R, τ

−
R , dR, uR, sR, cR, bR, tR. (2.19)

The same procedure as in Section 2.3 can be followed using the SU(2) symmetry
producing 3 gauge fields, W 1

µ , W 2
µ and W 3

µ . This can be used to obtain the locally
gauge invariant Lagrangian for the weak interaction

Lweak = ψ̄(iγµ∂µ −m)ψ − gW (ψ̄Tiψ)W
i
µ −

1

4
W i

µνW
µν
i , (2.20)

where i = 1, 2, 3, gW is a constant, Ti are a set of 2× 2, linearly independent, traceless
matrices and

W µν
i = ∂µW ν

i − ∂νW µ
i − gεijkW

µ
j W

ν
k , (2.21)

where εijk is the Levi-Civita tensor. As before, adding a mass term to the Lagrangian
would violate the local gauge symmetry. However, this poses a problem as the bosons
corresponding to the weak interaction are known to be massive.

2.5 Spontaneous symmetry breaking and the Higgs
mechanism

The problem of the masses of the weak bosons is solved by a process known as
spontaneous symmetry breaking, the process by which massless particles can obtain
mass. To demonstrate this using a simple example, consider a real scalar field, φ with
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a Lagrangian

L =
1

2
(∂µφ)(∂

µφ)− V (φ), (2.22)

V (φ) =
1

2
µ2φ2 +

1

4
λφ4, (2.23)

where µ and λ are the mass and self interaction terms respectively. In the nominal

Fig. 2.1 The potential of Equation 2.23 for the cases µ2 > 0 (left) and µ2 < 0 (right).

case where µ2 > 0, the potential is the shape given in Figure 2.1 (left), i.e. a scalar
boson with mass µ. In the case where µ2 < 0, the minimum of the potential is no
longer at φ = 0 as shown in Figure 2.1 (right). There are now two possible vacuum
states given by φ = ±v, spontaneously breaking the symmetry of the Lagrangian. The
quantity v is known as the vacuum expectation value, and it is trivial to deduce that
v =

√
−µ2/λ. The potential can now be expanded about one of the minima. Choosing

φ = +v, a scalar field η is introduced

φ(x) = v + η(x). (2.24)

The Lagrangian of Equation 2.22 therefore becomes

L =
1

2
(∂µη)(∂

µη)− λv2η2 − λvη3 − 1

4
λη4 +

1

4
λv4. (2.25)

The second term accounts for the mass of the boson associated with this field and
the third and fourth terms, its self interaction. Thus a massive scalar field has been
generated by the process of spontaneous symmetry breaking. To generalise to the case
of a complex scalar field, now consider a complex scalar field of the form

φ =
1√
2
(φ1 + iφ2), (2.26)
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which is described by the U(1) globally gauge invariant Lagrangian

L = (∂µφ)
∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2. (2.27)

The same procedure as above for the case µ2 < 0 can be performed here by expanding
about the point φ1 = v, φ2 by making the substitutions φ1(x) = η(x) + v and
φ2(x) = ξ(x). The field can therefore be expressed as

φ(x) =
1√
2
(v + η(x) + iξ(x)). (2.28)

Substituting this into the Lagrangian of Equation 2.27 yields

L =
1

2
(∂µη)(∂

µη) +
1

2
(∂µξ)(∂

µξ) + λν2η2 − Vint(η, ξ), (2.29)

where Vint(η, ξ) contains all the interaction terms. This represents two scalar fields,
one massive, η, with a mass of v

√
2λ and one massless, ξ. Note that this Lagrangian is

not invariant under a local phase transformation of the type given in Equation 2.5. As
in the case of QED, a covariant derivative, Dµ, is introduced, defined as

Dµ = ∂µ − ieAµ, (2.30)

where the gauge field Aµ transforms as

Aµ → A′
µ = Aµ +

1

e
∂µα. (2.31)

Inserting these definitions into Equation 2.29 and adding the kinetic energy term for
the field Aµ yields

L =
1

2
(∂µη)(∂

µη)− λv2η2︸ ︷︷ ︸
massive η boson

+
1

2
(∂µξ)(∂

µξ)︸ ︷︷ ︸
massless ξ boson

− 1

4
FµνF

µν +
1

2
e2v2AµA

µ︸ ︷︷ ︸
massive gauge boson

−Vint(η, ξ)−evAµ∂
µξ.

(2.32)
Thus, from adding a scalar field with a spontaneously broken symmetry, the boson
corresponding to the gauge field Aµ can have a mass without breaking local gauge
invariance. In doing so, a massive η boson and a massless ξ boson, known as a Goldstone
boson have been created. The final term in Equation 2.32, describing the interaction
between the gauge field and the Goldstone boson is unphysical. This term can be
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removed by making the gauge transformation

Aµ → A′
µ = Aµ +

1

ev
∂µξ. (2.33)

Applying this change to Equation 2.32 and expanding the interaction terms results in
the Lagrangian

L =
1

2
(∂µη)(∂

µη)− λv2η2︸ ︷︷ ︸
massive η boson

− 1

4
FµνF

µν +
1

2
e2v2AµA

µ︸ ︷︷ ︸
massive gauge boson

− e2vAµA
µη +

1

2
e2AµA

µη2︸ ︷︷ ︸
A-η interactions

−λvη3 − 1

4
λη4︸ ︷︷ ︸

η self interaction

.
(2.34)

Note that this result is the equivalent of taking Equation 2.28 to be φ = 1√
2
(v + η(x)).

To summarise, by introducing a complex scalar field with a spontaneously broken
symmetry that couples to a locally gauge invariant field, Aµ, the mass for the gauge
boson is generated along with a massive boson for the scalar field, η. These bosons
have masses of ev and

√
2λv respectively. This is known as the Higgs mechanism, with

the massive boson, η, being analogous to the Higgs boson.

2.6 Electroweak symmetry breaking in the Standard
Model

To generate mass terms for the bosons of the weak interaction, the symmetry U(1)Y
must first be introduced. This is the U(1)Q symmetry of QED, replacing charge Q
with the quantity Y known as the weak hypercharge. This is defined as

Y = 2(Q− I3W ). (2.35)

This symmetry has a corresponding field Bµ which behaves in an analogous way to the
Aµ field of QED. The Standard Model Higgs boson is generated by the breaking of
the U(1)Y × SU(2)L symmetry, known as the electroweak symmetry, in the manner
described in the previous section. The entire procedure for the U(1)Y × SU(2)L case
will not be shown in the same detail given above, but a summary is as follows. A
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doublet of complex scalar fields is introduced

Φ =

(
φ+

φ0

)
, (2.36)

the Lagrangian for this field is given by

L = (∂µΦ)†(∂µΦ)− V (Φ), (2.37)

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2. (2.38)

Φ is expanded about the vacuum expectation value, v as

Φ =
1√
2

(
0

v +H(x)

)
, (2.39)

where H(x) is a real scalar field, namely the Standard Model Higgs field. The covariant
derivative for the U(1)Y × SU(2)L symmetry is

Dµ = ∂µ + igWTkW
k
µ + ig′

Y

2
Bµ. (2.40)

Expanding the kinetic term of Equation 2.37 yields

|DµΦ|2 =
1

2
(∂µH)2+

1

8
g2W (v+H)2

∣∣W 1
µ + iW 2

µ

∣∣2+ 1

8
(v+H)2

∣∣gWW 3
µ − g′Bµ

∣∣2 . (2.41)

From this, the mass terms are mixtures of W i
µ and Bµ and thus the W i

µ and Bµ do not
correspond to the physical fields. These are obtained through the linear combinations

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ), (2.42)

Zµ =
W 3

µgW − g′Bµ√
g2W + g′2

(2.43)

and

Aµ =
W 3

µgW + g′Bµ√
g2W + g′2

, (2.44)

where W±
µ and Zµ are the fields giving rise to the massive W and Z bosons respectively

and Aµ is the massless photon field of QED.
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From expanding the terms of Equation 2.41, the masses of the bosons can be
identified as

mW± =
1

2
gWv,

mZ =
1

2
v
√
g2W + g′2,

mA = 0,

mH = v
√
2λ.

(2.45)

The Higgs mechanism applied to the U(1)Y × SU(2)L symmetry successfully generates
masses for the W and Z bosons as well as leaving the photon massless. It also predicts
the existence of a massive scalar boson, known as the Higgs boson, the existence of
which was verified by the ATLAS and CMS collaborations in 2012 [4, 5].

As well as generating the masses of the gauge bosons, the Higgs mechanism is also
able to generate the masses of the fermions via the addition of Yukawa terms to the
relevant Lagrangians. As with the cases of the gauge bosons, adding a term

−mψ̄ψ = −m(ψ̄RψL + ψ̄LψR), (2.46)

to a Lagrangian violates the local gauge invariance. To account for this, a gauge
invariant term is introduced, which is for the case of the SU(2) e-νe doublet

Le = −Ge

[
(ν̄e ē)L

(
φ+

φ0

)
eR + ēR(φ

+∗ φ0∗)

(
νe

e

)
L

]
, (2.47)

where Ge is a constant known as a Yukawa coupling constant. Using the choice of
Higgs potential given in Equation 2.39, Equation 2.47 becomes

Le = −Ge√
2
v(ēLeR + ēReL)−

Ge√
2
(ēLeR + ēReL)H, (2.48)

from which the electron mass can be identified as

me =
Gev√
2
. (2.49)

Thus the Higgs mechanism can also generate masses for the fermions. It is also
noteworthy from the second term of Equation 2.48, that the strength of the coupling
between the Higgs field and the electron field is in direct proportion to the mass of the
electron. This same procedure can be repeated to also generate masses for the quarks.



16 Theory

It should also be noted in Equation 2.45 thatmH, being the only mass which depends
on λ, is a free parameter in the Standard Model. However, whilst a measurement of mH

is not a direct test of SM predictions, the production cross-sections of the Higgs boson,
as well as its branching ratios to various decay modes depend on mH. So by measuring
mass of the Higgs boson, as well as its production cross sections and branching ratios,
a test of the SM can be performed.

2.7 Production of Higgs bosons in hadronic collisions

In a hadronic collider, such as the LHC, the production of Higgs bosons must be
initiated by interactions between quarks or gluons. As mentioned previously, the Higgs
boson couples more strongly to more massive particles, so dominant production modes
will involve heavier particles. The four most dominant production modes for Standard
Model Higgs bosons are as follows

Gluon-gluon fusion (ggF) Whilst the gluon, being massless, does not directly in-
teract with the Higgs boson, two gluons can interact via a virtual top quark loop,
with the massive top quarks sharing a vertex with a Higgs boson, as shown in
Figure 2.2a. This is the dominant production mode. Higgs boson production via
this process is an order of magnitude more common than the next most dominant
production mode.

Vector boson fusion (VBF) This is the next most dominant production mode,
occurring when two W or Z bosons are radiated by quarks in a collision and
then fuse to create a Higgs, shown in Figure 2.2b.

Vector boson associated production (VH) A pair of quarks can fuse to create a
W or Z boson, which can then radiate a Higgs boson, Figure 2.2c.

tt̄H and bb̄H production Similarly to the V H case, top and bottom quark pairs can
also radiate a Higgs boson, see Figure 2.2e

tH production This is the rarest production mode considered, shown in Figure 2.2d.
This occurs when a single top quark radiates a Higgs boson. It is an extremely
rare process, occurring 100 times less often than ggF.

The cross sections for each production mode in pp collisions for a centre of mass
energy of

√
s = 13 TeV are shown in Figure 2.3. These are calculated using parton

distribution functions and perturbative calculations on the strong and electroweak
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couplings. NLO refers to these calculations being next to leading order, NNLO next
to next to leading order and N3LO being one order higher NNLO. As shown, the ggF
process (denoted pp→ H here) is far more common than the next most common mode,
VBF (denoted pp→ qqH).

t

H
t

t

(a) Gluon-gluon fusion (ggF)

H

q

W±/Z

q q′

q′

W∓/Z

(b) Vector boson fusion (VBF)

W±/Z

q

q′

H

W±/Z

(c) Vector boson associated production
(VH)

q

q′

b

H

t

W

(d) tH production

H

t/b

t/b

t/b

(e) tt̄H/bb̄H production

Fig. 2.2 The dominant processes for Higgs boson production in proton-proton collisions.
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Fig. 2.3 Higgs boson production cross section vs mH for pp collisions with a centre of
mass energy of 13 TeV. [15]

2.8 Four-lepton decays of Higgs bosons

Due to the Higgs coupling to mass, it will favour decays via heavier particles, provided
the combined mass of the decay products is < mH. Figure 2.4 shows the branching
ratio for the leading decay modes of the Higgs vs its mass. Note that the decays to the
massless photons and gluons are allowed as these can happen via top quark loops, i.e.
the reverse of Figure 2.2a. Also note that decays to heavy gauge bosons are allowed
despite the fact that mH < 2mW , 2mZ as one of the W ’s or Z’s is produced off-shell.
Clearly, the most probable decay mode is H → bb̄. However, this is not the easiest
channel to use for performing a mass measurement for two reasons. Firstly b quarks
produced hadronise, radiating gluons, which themselves generate more hadrons creating
hadronic “jets” which are difficult to resolve accurately in a detector. Secondly, this
process has a large background from W+ jets and top quark processes. The next most
dominant decay mode is H → W+W−. Whilst the W ’s can decay without producing
quarks, leptonic decays of W ’s produce neutrinos, which escape the detector without
detection. The decay H → τ+τ− is also unsuitable, as τ ’s have a lifetime of ∼ 10−13
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Fig. 2.4 SM Higgs boson branching ratio of various decay modes vs mH. [15]

they decay before interacting with the detector, producing neutrinos as well as jets
in most instances. The only remaining decay modes in order of branching ratio at
mH = 125 GeV are H → ZZ, H → γγ, H → Zγ and H → µµ. As Z bosons can decay
into electron/muon pairs, these can all produce final states containing only photons,
muons and electrons which are well reconstructed by ATLAS. The latter two however
are unsuitable as these decays are very rare, have a large background and to date have
not been observed. Although the branching ratio of the Higgs decay to two Z bosons
is much larger than that of the decay to two photons, the branching ratio for the decay
to two Z’s where these then decay to either electrons or muons is around 0.1 that of
H → γγ. Although, this decay is relatively rare, it has a small background associated
with it, which makes it a suitable channel for which to perform a measurement of mH.
The Feynman diagram for this decay is shown in Figure 2.5. H → γγ can also be used
to perform a mass measurement. Although the number of events expected is larger
than that of H → ZZ∗ → 4ℓ, the background contribution is larger and photons are
less precisely resolved in ATLAS than muons. For this reason, the H → ZZ∗ → 4ℓ

channel provides the most precise measurement of mH.
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Fig. 2.5 The Feynman diagram for the Higgs decay to four leptons (H → ZZ∗ → 4ℓ)
(for l = e, µ). The “∗” indicates the off-shell Z.



Chapter 3

The Large Hadron Collider and the
ATLAS experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at the European Organisation for Nuclear Research
(CERN) is currently the largest particle accelerator in operation. The primary purpose
for its construction was the discovery of the Higgs boson, which was achieved in 2012.
It is currently being used to study the Higgs boson as well as conduct precision tests
on the SM and search for new physics. It is a circular collider, designed to collide
bunches of 1011 protons 40 million times per second at centre of mass energies up to√
s = 14 TeV and an instantaneous luminosity of 1034 cm−2 s−1 [16]. At four points

around the circumference of the LHC, the protons are collided. The ATLAS experiment
is located at one of these points and is the experiment used to collect the data presented
here.

3.2 The ATLAS detector

The ATLAS experiment is a general purpose detector optimised to detect previously
unseen particles directly and perform precision tests on the Standard Model [17].
ATLAS uses a cylindrical coordinate system, with the nominal interaction point as the
origin with the z direction being that of the beam-pipe. The x− y is transverse to the
z axis, the x axis points from the interaction point to the centre of the LHC ring and
y axis points upwards. The azimuthal angle, φ, is measured around the beam axis and
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Fig. 3.1 Cutaway diagram of the ATLAS detector. [17]

the polar angle, θ, is measured from the beam axis. Pseudorapidity, η, is defined as

η = − ln tan
θ

2
. (3.1)

The angular separation between two objects is given by

∆R =
√
∆η2 +∆φ2, (3.2)

where ∆η and ∆φ are the differences in η and φ between the two objects. The detector
is constructed in a concentric fashion with the LHC beam-pipe in the centre, providing
full coverage in the azimuthal φ direction and in the pseudorapidity range |η| < 2.5. A
diagram of the detector is shown in Figure 3.1. The innermost component, surrounding
the beam-pipe, is the tracker system, used to measure the transverse momenta (pT) of
charged particles by tracking their path in a 2 T solenoidal magnetic field. Surrounding
this are the electromagnetic (EM) and hadronic calorimeters. The former is used to
measure the energies of electrons and photons and the latter, the energy of hadrons.
The outermost component is the muon system, used to determine the transverse
momenta of muons by tracking their paths in a toroidal magnetic field. ATLAS also
relies on a trigger system to select, in real time, events of interest.

3.2.1 Inner detector

As shown in Figure 3.2, the ATLAS tracking system is composed of three components.
As with the other parts of the detector, these are arranged in a concentric fashion.
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Fig. 3.2 Diagram showing the elements of ATLAS tracking system. [18]

From inside to outside, these are the silicon pixel trackers (pixel), silicon microstrip
trackers (SCT) and transition radiation trackers (TRT). The pixel consists of sensors of
size 50×400 µm2 and the SCT of stereo pairs of silicon microstrips, with one microstrip
in each pair parallel to the beam-pipe and the other at an angle of 40 mrad. These two
components provide the highest resolution tracking information in the range |η| < 2.5.
The TRT consists of straw tubes filled with a gaseous Xe/CO2/O2 mixture and provide
tracking information in r − φ space within a pseudorapidity coverage of |η| < 2.0. A
track in this range with pT > 0.5 GeV will cross a minimum of 36 straws, the exception
being in the region 0.8 < |η| < 1.0 where the minimum number of straws crossed can
be as low as 22. These components are ordered by the granularity they provide with
the pixel detector providing the highest. This ordering reflects the fact that the density
of particle tracks is higher nearer the interaction point, thus a higher granularity is
required. The inner dector is immersed in a 2 T solenoidal magnetic field, deflecting
the charged particles, allowing their transverse momentum to be measured from the
curvature of their tracks.
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3.2.2 Calorimetry

Electromagnetic showers and calorimetry

To measure the energies of electrons and photons at GeV scales, their behaviour must
be understood at the sub-MeV scale. The measurement of electron/photon energies
is performed by measuring the products of electromagnetic showers (EM showers).
In the case of electrons, the process of showering starts with the electron interacting
with the nuclei of the detector material and radiating a photon in a process known
as Bremsstrahlung [19]. For photons, an interaction with a nucleus can cause the
photon to produce an electron-positron pair in a process known as pair production.
Subsequent electrons (photons) produced then proceed to radiate photons (pair produce)
themselves causing a “cascade” of electrons and photons. A diagram of the beginning

Fig. 3.3 Schematic diagram of an electromagnetic shower initiated by an electron. The
incident electron radiates a Bremsstrahlung photon, which itself creates an electron
positron pair through the process of pair production. Note that each of these vertices
is initiated by the exchange of a photon with an atom of the detector material, which
is not shown.

of an electromagnetic shower from an electron is shown in Figure 3.3. The processes of
Bremsstrahlung and pair production are the dominant ways in which electrons and
photons respectively interact with the detector material at high energies. At lower
energies, electrons may also interact with the detector via ionisation (Figure 3.4a).
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The critical energy at which Bremsstrahlung and ionisation occur at an equal rate is
given by

ϵc =
610 MeV
Z + 1.24

, (3.3)

where Z is the atomic number of the material [19]. The dominant process by which
photons interact at low energies is the photoelectric effect (Figure 3.4b) and by Compton
scattering at intermediate energies (Figure 3.4c). The cross sections in lead for each of

(a) Ionisation (b) The photoelectric effect (c) Compton scattering

Fig. 3.4 The three dominant processes by which electrons and photons lose energy at
medium to low energies (/ 10 MeV).

these processes vs photon energy are shown in Figure 3.5. Here, the photoelectric effect
is the dominant process up to approximately 1 MeV, where Compton scattering becomes
dominant. Above these energies, pair production dominates. It is also important to
note that the angular distribution for the former two processes is approximately
isotropic, whereas that of pair production is highly directional. This has consequences
in the design of calorimeters as these low energy particles are the ones which cause
the signal in the detector. As these happen isotropically, structures other than the
traditional “sandwich” can be used. As a shower progresses through a material it
will tend to spread laterally. At the start of an electron shower, this will be due to
multiple scattering of electrons, as these will move away from the shower axis. Near
the end of the shower in the lower energy regime, this will tend to be due to the
isotropic nature of the processes producing lower energy electrons and photons. The
longitudinal depth a shower penetrates and its lateral spread depend on the material
in which the showering occurs. For convenience, these are parameterised in terms of
two approximately material-independent quantities. These are the radiation length
(X0), which describes the longitudinal depth of the shower, and the Molière radius
(ρM), which describes the lateral spread of the shower. X0 is the distance over which
an electron will on average lose 1− e−1 of its original energy. ρM is proportional to
the ratio of X0 with the critical energy. ρM scales with A/Z, therefore its value does
not change significantly between different materials. However, X0 scales with A/Z2, so
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Fig. 3.5 The cross sections for each of the processes that contribute to photon scattering
vs incident photon energy. The dominant process at low energies is the photoelectric
effect, the cross section for which is denoted τ here. The Compton effect dominates
at energies of ∼ 1 MeV, the cross section for which is denoted σINCOH . Above these
energies, pair production from interactions with the atomic nuclei dominates, κn. The
cross sections for sub-leading processes of Rayleigh scattering (σCOH), pair production
from atomic electron interaction (κe) and nuclear photoabsorption (σPH.N) are also
shown along with the total cross section from experiment (σTOT). [20]
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has some material dependence. The parameterisation of showers in terms of X0 also
has some dependence on the energy of the initial photon/electron. Figure 3.6a shows
the differences between the longitudinal shower profiles in lead, iron and aluminium.
It takes more radiation lengths to contain an electron shower in a lead absorber than
an iron or aluminium one. Whilst it takes more radiation lengths of lead to contain
an electron shower than that of iron, it should be noted that this corresponds to a
smaller volume of lead, as the radiation length of lead is less than half that of iron [13].

(a)

(b)

Fig. 3.6 The longitudinal difference between electron initiated showers in different
materials (a) and photon and electron initiated showers in tin (b). The fraction of initial
energy deposited per X0 is shown for a 10 GeV electron in lead, iron and aluminium
absorbers (a) and per 0.5 X0 for 10 GeV photons and electrons in a tin absorber (b).
These were both calculated from Monte Carlo simulations. [19, 21]
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Showers initiated by photons and electrons develop differently from one another due
to the fact that electrons tend to radiate photons sooner than a photon tends to pair
produce. As Figure 3.6b shows, showers initiated by photons tend to deposit more of
their energy further into the absorber than those initiated by electrons.

ATLAS electromagnetic calorimeter

The ATLAS electromagnetic calorimeter contains 22 X0 of lead absorber [22], which
from Figure 3.6a will absorb approximately 99% of the energy deposited by a 10 GeV
electron. As discussed previously, the amount contained will be lower for photons
as well as for higher energy electrons. However, as Figure 3.6a shows, extending
the calorimeter further outward results in diminishing returns for each additional
radiation length of lead, so these losses are accounted for in the calibration (discussed
in Section 4.2).

The ATLAS electromagnetic calorimeter system is a sampling calorimeter, meaning
the absorber and active layers are distinct. A lead absorber is used along with an active
layer of liquid argon (LAr). To detect a signal, copper electrodes are located in the
middle of the LAr active layers with a high voltage system generating an electric field of
around 1 kV/mm between the absorbers and electrodes [23]. The low energy electrons
from the processes described above drift the gap and generate a signal. A diagram of
the layout of the ATLAS calorimeters is shown in Figure 3.7. An “accordion” geometry
is used for the calorimeter, as shown in Figure 3.8, as this provides full φ coverage with
no gaps [24]. The LAr barrel calorimeter covers the range |η| < 1.475 and the two
end-cap LAr calorimeters cover 1.375 < |η| < 3.2. The barrel and endcap components
are housed in separate cryostats. Additionally, in the region |η| < 1.8, a pre-sampler is
used to correct for losses upstream. This correction is performed by considering the
amount of energy deposited in the pre-sampler relative to the rest of the calorimeter.
A larger deposit in the pre-sampler indicates that a larger amount of energy has been
deposited upstream, so a larger correction must be applied to the calibrated energy. In
the region 1.2 < |η| < 1.6 there is a cryostat scintillator to correct for energy losses
from the outside of the barrel cryostat. As im the case of the pre-sampler, a larger
deposit implies a larger correction to the calibrated energy. A diagram of a segment of
the LAr barrel calorimeter is shown in Figure 3.8. It is divided into three layers, the
innermost having the finest granularity in η and the outermost having the lowest. As
the second layer contains ∼ 2.5 times more radiation lengths of lead than the other two
layers combined, most of the energy deposition by electrons and photons happens here.
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Fig. 3.7 A diagram of the layout of the ATLAS calorimeters. [17]
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Fig. 3.8 A diagram of one of the barrel modules of the ATLAS electromagnetic
calorimeter. [17]

Hadronic calorimeters

The hadronic calorimeters consist of a tile barrel calorimeter which covers the region
|η| < 1.0, a tile extended barrel calorimeter covering 0.8 < |η| < 1.7, a LAr hadronic
end-cap calorimeter (HEC) covering 1.5 < |η| < 3.2 and a forward LAr end-cap (FCAL)



30 The Large Hadron Collider and the ATLAS experiment

which covers 3.1 < |η| < 4.9. Their layout is shown in Figure 3.7. The tile calorimeters
are both sampling calorimeters using a steel absorber and scintillating tiles as the active
component. The HEC uses a copper absorber and a LAr active medium. The FCAL
consists of three absorption layers, the innermost of which uses a copper absorber,
optimised for EM interactions, the other two using a tungsten absorber, optimised for
hadronic interactions with all three layers using LAr as the active component.

3.2.3 Muon system

Fig. 3.9 A cutaway diagram of the ATLAS muon system. [17]

A diagram of the ATLAS muon system is shown in Figure 3.9. The magnetic field
for the system is provided by a set of superconducting toroidal magnets in the region
|η| < 1.4, by a set of end-cap toroid magnets for 1.6 < |η| < 2.7 and by a combination
of the two for 1.4 < |η| < 1.6. Muon detection is provided by four separate systems.
These are: monitored drift tubes (MDT) which cover |η| < 2.7, cathode strip chambers
(CSC) for 2.0 < |η| < 2.7, resistive plate chambers (RPC) for |η| < 1.05 and thin gap
chambers (TGC) for 1.05 < |η| < 2.7.

3.2.4 Trigger system

The event rate in ATLAS is ∼40 MHz, but it is not possible to record all events, so
this must be reduced to a manageable rate. ATLAS uses a three-level trigger system
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to select events of interest [25]. These are the Level-1 (L1), Level-2 (L2) and event
filter. The first is a hardware-based triggering system and latter two are collectively
referred to as the High-Level Trigger (HLT).

The majority of the reduction is performed by the L1, which reduces the event rate
down to 100 kHz [26]. It does this by searching for high-pT objects from collisions, i.e.
photons, electrons, high-pT jets, high-pT muons, hadronically-decaying τ ’s and events
with a large missing transverse momentum (Emiss

T ). At this stage, the full detector
granularity is not used. The location of each of the identified objects in η − φ space is
used to determine regions of interest (RoIs), which are used at the next stage.

The L2 uses the full detector granularity, along with the RoI information, to
select the events of potential interest. Events which pass the L2 are processed by the
event filter, which performs its selections offline. At this stage, the entire event is
reconstructed in order to make selections. The L2 and event filter collectively reduce
the event rate down to 1 kHz. All of the events passing this stage are permanently
stored at the CERN computing facilities.





Chapter 4

Electron and photon reconstruction
and calibration

This chapter describes the ATLAS electron and photon reconstruction and calibration
procedures as well as work by the author on a cross check to the photon calibration
procedure and a study to investigate the effect of misidentifying photon conversions.

The ATLAS electron identification procedure is also described and work by the
author in the correction of electron shower shapes is presented. An additional study
by the author to correction the shower shapes using a method of Gaussian convolution
is also described.

4.1 Electron and photon reconstruction

In ATLAS, a reconstructed electron is defined as an EM calorimeter cluster matched
to an inner detector track. In the reconstruction of photons, it is necessary to define
two types of object, depending on whether the photon converts to an electron-positron
pair before reaching the calorimeter. These two different cases are known as converted
and unconverted photons. The definition of a converted photon is an EM calorimeter
cluster matched to a conversion vertex in the tracker and an unconverted photon as an
EM calorimeter cluster not matched to a track or conversion vertex.

The reconstruction algorithm for electrons and photons proceeds in a three step
process, namely:

1. Identify calorimeter clusters.

2. Reconstruct inner detector tracks.
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3. Match tracks to clusters.

4.1.1 EM cluster reconstruction

Clusters are reconstructed in both the EM and hadronic calorimeters using a system of
dynamically-sized topological clusters, abbreviated topoclusters [27]. These are formed
using a 4-2-0 algorithm. That is, to begin forming a cluster, a seed is needed. This is a
cell of the calorimeter for which

∣∣ζEM
cell

∣∣ ≥ 4, where ζEM
cell is the cell significance. This is

defined as

ζEM
cell =

EEM
cell

σEM
noise, cell

, (4.1)

where EEM
cell is the energy of a given cell at the EM scale and σEM

noise, cell is the expected
cell noise. This expected noise accounts for electronic noise and an effect referred to as
pile-up [28]. The latter refers to two effects. The first is in-time pile-up which is caused
by multiple proton interactions in the same bunch crossing. The second is out-of-time
pile-up which is caused by signals from other bunch crossings occurring shortly before
or after the collision of interest, affecting the signal during the time for which the
components of the detector are sensitive. This seed cell must not be in either the first
layer of the EM calorimeter or the pre-sampler. All the cells neighbouring the seed cell
are then added to this protocluster if they have

∣∣ζEM
cell

∣∣ ≥ 2. This process then proceeds
in an iterative fashion, with each cell added to the protocluster becoming a seed for the
next iteration. If two protoclusters share a cell, they are merged. When all the cells
satisfying this requirement have been added, all cells neighbouring the protocluster
are added, without a significance requirement. Clusters containing at least two local
maxima are then split into separate clusters. The definition of a local maximum is a
cell for which EEM

cell > 500 MeV and has at least four neighbours, none of which has a
larger EEM

cell [29].
The EM cluster reconstruction proceeds by first applying a pre-selection to select

the relevant topoclusters. This is done by first defining the EM energy of a cluster to
be the energy deposited in the cells of the EM calorimeter. For clusters in the region
1.37 < |η| < 1.63, the energy deposited in the pre-sampler and the cryostat scintillator
is also added. From this, the electromagnetic fraction fEM is defined as the ratio of the
EM energy of a cluster to its total energy. Clusters are selected if they have fEM > 0.5.
This removes approximately 60% of clusters caused by pile-up without removing any
signal clusters. The selected clusters are referred to as EM topoclusters.
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4.1.2 Track reconstruction

Charged particles on traversing the layers of the tracker produce “hits”, which are the
smallest building blocks of a track. In each layer of the silicon components of the
tracker (pixel and SCT), these hits are used to form 3D space-point measurements,
from which tracks can be reconstructed. Once sets of space points have been formed,
the next step is to perform pattern recognition whereby track candidates are identified
using a pion hypothesis energy loss model. If this fails, the hypothesis is modified to
allow for up to 30% energy loss due to Bremsstrahlung. These track candidates are
fitted and in any for which the fit fails with sufficiently small η separation between
track and EM cluster, a fit under the electron hypothesis is attempted. This fit allows
for more energy loss from Bremsstrahlung. An ambiguity resolution is performed to
limit the number of tracks which share space points [30]. Tracks are ranked according
to their score, which is calculated using measures of track quality. After ambiguity
resolution, track candidates failing basic quality criteria are rejected. These criteria
set requirements on the transverse momentum and |η| of a track, namely pT > 400
MeV and |η| < 2.5, as well as the number of space-points and number of space points
which are shared between two tracks [30]. The fit for resulting track candidates is then
extended to the TRT.

4.1.3 Track-cluster matching

Electron candidates are formed by the matching of tracks with clusters. The fitted tracks
are extrapolated from their perigees1 to the second layer of the EM calorimeter. A track
with reconstructed charge q is matched to a cluster where the difference between the
azimuthal angles of the track and cluster satisfy −0.10 < q(φtrack − φcluster) < 0.05 [31]
and the pseudorapidity difference satisfies |ηtrack − ηcluster| < 0.05. The asymmetric φ
requirement is to account for possible Bremsstrahlung radiation by electrons, which
can be missed by tracks. If multiple tracks are matched, they are ranked with those
having hits in the pixel detector ranking higher than those with hits in only the SCT
and TRT. Those with a smaller ∆R, as defined in Equation 3.2, rank higher unless
∆R < 0.01. The highest ranked track is used to reconstruct candidate electrons. If the
track has at least 4 hits in the pixel and SCT layers and no vertex from a γ conversion,
it is classified as an electron candidate. If the track has no pixel hits and an associated
vertex consistent with a conversion in either the SCT or TRT layers, it is classified as

1The perigee of a track is defined as the point on a track of closest approach to the interaction
point.
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a converted photon candidate and if the cluster has no matched track it is classified as
an unconverted photon candidate.

4.1.4 Supercluster formation

EM topoclusters from the same electron/photon are collected into a single superclus-
ter [27]. This process allows energy from Bremsstrahlung and secondary EM showers to
be accounted for. The process works by starting from a seed EM topocluster, to which
satellite topoclusters are added. This group of clusters, the seed along with satellites,
is referred to as a supercluster. To select seeds, the EM topoclusters are sorted by
descending transverse energy, ET, with each cluster being checked individually against
criteria. These criteria are that the cluster must not have already been assigned to
another supercluster, it must have ET > 1 GeV in the case of electrons or ET > 1.5

GeV in the case of photons and, for electrons, the matched track must have at least 4
silicon hits (pixel or SCT). Topoclusters are added to the supercluster if they are within
a 3× 5 cell window around the energy weighted barycentre of the seed cluster, which
corresponds to a distance of 0.075× 0.125 in ∆η ×∆φ space. These topoclusters tend
to be caused by secondary EM showers. In the case of electrons, topoclusters are also
added if they fall with a 5× 12 cell window, corresponding to ∆η×∆φ = 0.125× 0.300.
This ensures that radiated Bremsstrahlung photons are also added to the supercluster.
In the case of converted photons with silicon hits, an electron topocluster is added if
the track matched to it shares the same conversion vertex as the seed.

The same track matching procedure as previously is applied to the superclusters,
which creates the objects used for analysis.

4.2 Electron-photon calibration

After reconstruction, the energy deposited by an electron or photon is accurately
measured. However, this is not necessarily the energy of the original electron/photon.
For this reason, the deposited energy must be calibrated to that of the original
electron/photon.

4.2.1 Overview of calibration procedure

The calibration of the energy of the original electron/photon in an event begins from
the measured energy of the cluster, Eraw. Events are simulated using Monte Carlo
samples (MC). The calibration procedure is trained on the MC and applied to data,
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Fig. 4.1 Flowchart showing an overview of the electron and photon calibration proce-
dure. [32]

with some additional corrections applied solely to data or MC. A schematic of the
calibration procedure is shown in Figure 4.1. A summary of each step is as follows:

1. Training of MC-based e/γ calibration

The purpose of this step is to train a multivariate analysis (MVA) technique to
convert from Eraw to the “true” energy of the original electron/photon. The MVA
is intended to correct for losses upstream and downstream of the calorimeter
and energy deposited in neighbouring cells in the calorimeter which were not
included in the cluster [23, 27, 32]. The MVA of choice is a boosted decision tree
(BDT) [33], with one tree trained for each of the objects electrons, unconverted
photons and converted photons in intervals of η and ET. MC samples of single
particle showers with no pile-up are used to train each BDT. The variables used
as input are Eraw, the energy deposited in the pre-sampler (E0), the ratio of the
energy deposited in the first and second layers of the electromagnetic calorimeter
(E1/2), the η of the impact point in the calorimeter and the η − φ distance
of the closest calorimeter cell from this point. The impact point is defined as
the energy-weighted barycentre of the cells in the cluster. Additionally in the
case of converted photon candidates, the following variables are also added to
the BDT: the estimated radius of conversion in the transverse plane and track
properties. Objects for which 1.4 ≤ |η| < 1.6 must traverse between 5 - 10X0 of
material before reaching an active layer of the calorimeter. To account for this,
for all objects in the region 1.4 < |η| < 1.6, the energy deposited in the cryostat
scintillator (E4) is also added.

2. Longitudinal layer intercalibration
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This correction is only applied to data, and is intended to account for the residual
difference between data and MC. For this step two calibrations need to be
performed. The first is the relative calibration of the first and second layer of the
calorimeter and the second is the energy scale of the pre-sampler.

The relative calibration of the first and second layer is performed using muon
deposits in the EM calorimeter from Z → µµ decays. To do this, an |η| dependent
correction is applied to the energy deposited in the second layer of the EM
calorimeter, E2, of the form Ecorr

2 = E2α1/2. The correction factor α1/2 is given
by

α1/2 =

〈
E1/2

〉data〈
E1/2

〉MC , (4.2)

where ⟨E1/2⟩ is the ratio of the most probable values (MPVs) of the energy
deposited in the first and second layers of the calorimeter [32]. The value of α1/2

is calculated using two methods. The first is an analytic fit to the E1 and E2

distributions in data and MC using the convolution of a Landau function with a
Gaussian. The purpose of the former function is to model the energy deposit and
the latter, to model the electronic noise. The second method uses a truncated
mean, whereby the mean of each distribution is calculated over a window which
excludes the tails. The value of α1/2 is taken to be the mean of the value obtained
from both approaches, with the difference being the systematic uncertainty.

The pre-sampler energy scale (αps) is defined as the ratio of the deposited energy
in the pre-sampler vs η in data and MC using electrons from decays of W and Z
bosons. This must be corrected for mismodelling of passive material, which is
applied as

αps =
Edata

0 (η)

Ecorr
0 (η)

=
Edata

0 (η)

EMC
0 (η)

× 1

1 + A(η)

(
Edata

1/2
(η)−1

EMC
1/2

(η)b1/2(η)
− 1

) , (4.3)

where Edata
0 (η), EMC

0 (η) and Ecorr
0 (η) are the measured energies deposited in the

pre-sampler vs η for data, MC and corrected MC respectively. The denominator
of the rightmost term is the correction for material mismodelling. Here b1/2(η)
is the ratio of E1/2 in data and MC for unconverted photons and A(η) is the
correlation between E0 and E1/2 when varying the amount of passive material
upstream from the pre-sampler.

3. MC-based e/γ energy calibration
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At this step, the calibration derived in step 1 is applied to the data and MC.

4. Uniformity corrections

Applied only to data, this is to correct for the fact that the detector response is
not perfectly uniform vs φ in some η − φ regions. There are two effects which
cause this. Firstly, in some LAr gaps short circuits can occur, for which reason
the high voltage across the gap is set to a non-nominal value. Secondly, some
energy is lost between barrel calorimeter modules. Due to the effect of gravity,
this is greater for φ > 0. Once these corrections have been applied, a validation is
performed by verifying that the invariant mass distribution from Z → ee events
is uniform vs φ in the η − φ regions which have been corrected.

5. Z → ee resolution smearing and Z → ee scale calibration

The two final corrections to be made are corrections to the energy scale for data
and corrections to the energy resolution for MC. These are performed separately
for different η regions, which will be denoted i. The difference between the energy
scale in data and MC in a region i is denoted αi. The correction to the energy
scale is applied as

Edata, corr =
Edata

1 + αi

, (4.4)

where Edata and Edata, corr are the uncorrected and corrected energies from data
respectively. In Z → ee events, the invariant mass from data with one electron
in η region i and the second in the region j, mdata

ij , is corrected as

mdata, corr
ij =

mdata
ij

1 + αij

, (4.5)

where αij is at first order approximated as

αij =
1

2
(αi + αj) . (4.6)

The correction to the resolution is applied as(σE
E

)MC, corr
=
(σE
E

)MC
⊕ ci, (4.7)
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where ci is the constant energy resolution correction for an η region i and ⊕ is a
quadrature sum. In a similar manner to before, the mass resolution is therefore(σm

m

)MC, corr

ij
=
(σm
m

)MC

ij
⊕ cij, (4.8)

with
cij =

1

2
(ci ⊕ cj) . (4.9)

Two methods are used to determine the corrections αij and cij. The primary
method is to optimise the agreement between data and MC by minimising the χ2

between histograms of the invariant mass distributions of Z → ee for data and
MC in each i, j category. A simultaneous fit is then used to determine the values
of αi and ci. The second method used is to fit the sum of three Gaussians to
the distribution in each category. The differences between the fitted means and
widths in data and MC are used to determine each of αi and ci. The first method
is used to determine the value of the corrections and the difference between the
two methods, the systematic uncertainty.

6. J/ψ → ee Z → ℓℓγ data-driven scale validation

Effects such as the mismodelling of material or shower shapes could cause the
calibration to be incorrect. To verify the accuracy of the calibration, two cross
checks are used. The first is to perform the entire calibration using electrons
from J/ψ → ee decays. As the J/ψ is much lighter than the Z, the electrons
resulting from the decay will be much lower energy, allowing an independent
cross check. From this procedure, values of residual energy scale differences, ∆αi,
are computed. These are defined as the difference between the two values of
αi derived by each method. If these are consistent with ∆αi = 0 for all i, the
calibration is correct.

The second cross check verifies that the calibration is also valid for photons. The
energy scale calibration is performed again, using Z → ℓℓγ events and residual
energy scale differences are calculated. This is done separately for each of ℓ = e, µ

and converted and unconverted photons. As before, if ∆αi = 0 for all i, the
calibration is correct.



4.2 Electron-photon calibration 41

4.2.2 Further checks on the photon calibration procedure

Accurate calibration of photons is necessary for measurements of the Higgs boson
properties in the H → γγ channel, as the final state is composed entirely of photons,
and in the H → ZZ∗ → 4ℓ channel, as final state radiation photons can be emitted.
In the case of H → γγ measurements, accurate calibration of photons is particularly
important as measurements are systematic uncertainty dominated [6]. The impact
of the systematic uncertainty arising from the photon energy scale calibration on the
measurement of mH was 0.21-0.36% in the early Run 2 ATLAS measurement [34].

For electrons, energy scale calibration is performed using the Z → ee resonance as
this peak has little background and the mass of the Z boson is precisely known. No
such diphoton resonance exists, so the scale corrections for electrons and photons are
assumed to be the same. As mentioned above, ATLAS uses Z → ℓℓγ decays to validate
the photon calibration. The development of a further check on the photon calibration
procedure is presented here. Note that the number of events used in samples used in
this study is relatively low as the work is intended as a proof-of-concept.

To perform this check, electrons from Z → ee events are “transformed” into
unconverted photons by calibrating them as such and the consistency between data and
MC as well as real and transformed photons is verified. These checks are performed
using data and MC Z → ee samples from 13 TeV pp collisions corresponding to an
integrated luminosity of 81 fb−1. The following selections are then applied to these
samples.

• Single lepton triggers

• Medium identification requirements (for an explanation of identification require-
ments in the case of electrons , see section 4.3)

• ET > 25 GeV

• Exactly one topocluster

Next the data and MC electrons are recalibrated as unconverted photons. These
photons from transformed electrons will be referred to as transformed photons or γTR.
The data/MC difference is compared using the variable (⟨Ee/Eraw⟩MC−⟨Ee/Eraw⟩data)−
(⟨EγTR/Eraw⟩MC−⟨EγTR/Eraw⟩data), where ⟨Ee/Eraw⟩MC is the average value of the ratio
of the calibrated electron energy to the raw energy reconstructed in the EM calorimeter
for MC, ⟨Ee/Eraw⟩data is that of data and ⟨EγTR/Eraw⟩MC and ⟨EγTR/Eraw⟩data are the
same ratios for transformed photons for MC and data respectively. Distributions of
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Fig. 4.2 (⟨Ee/Eraw⟩MC − ⟨Ee/Eraw⟩data) − (⟨EγTR/Eraw⟩MC − ⟨EγTR/Eraw⟩data) vs (a)
fraction recovered energy in the EM calorimeter deposited in the pre-sampler, E0/Etot,
(b) ratio of energy deposited in the first layer of the EM calorimeter to the second
layer, E1/E2, (c) |η| and (d) ratio of the energy deposited in the 3×3 cells centred at
the cluster to the deposit in 3×7, Rφ. The choice of y-axis scale here is to allow the
same scale to be used as in Figure 4.4.

(⟨Ee/Eraw⟩MC − ⟨Ee/Eraw⟩data)− (⟨EγTR/Eraw⟩MC − ⟨EγTR/Eraw⟩data) vs shower shape
variables are shown in Figure 4.2. Here, the agreement between data and MC is good,
so the calibration procedure is consistent between photons and electrons.

The next check is to verify the consistency between real photons and transformed
photons. For this test, only the most photon-like electrons from Z → ee MC events are
selected. To select these electrons, they are compared to photons from single photon
MC. The selection used here is exactly one unconverted photon with ET > 25 GeV
satisfying strict identification requirements in each event. The same Z → ee selections
as in the previous test are used. Before transforming the photons, additional selections
are applied to the electrons from Z → ee and the real photons using kinematic and
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(a) ET (b) Rφ

(c) E0/Etot

Fig. 4.3 Distributions of kinematic and shower shape variables for electrons from
Z → ee MC and photons from single photon MC. All figures show Z → ee with
selections of single lepton triggers, exactly two electrons satisfying medium identi-
fication requirements, with both having ET > 25 GeV and exactly one topocluster
and photon selections of a single unconverted photon with ET > 25 GeV satisfying
strict identification criteria. Figures (b) and (c) have the additional requirement of
ET < 50 GeV for both electrons and photons. In each figure, the filled region is the
distribution for electrons and the empty circles are that of the photons.

shower shape variables. Figure 4.3a shows the ET distributions of the Z → ee electrons
and real photons. The electrons tend to have ET < 50 GeV whereas photons have no
dependence. As photons outside the energy range of the Z → ee electrons are not
of interest, photons and electrons with ET < 50 GeV are selected. This selection is
applied, the distributions of shower spread in the φ direction (Rφ) and the ratio of
the energy deposited in the pre-sampler (E0/Etot) of the photons and electrons are
compared as shown in Figures 4.3b and 4.3c respectively. Figure 4.3b shows that
electromagnetic showers from photons tend to have a smaller spread in the φ direction
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than electrons, so an additional selection is applied to the electrons requiring that
Rφ ≥ 0.95. Figure 4.3c shows that photons tend to deposit a smaller fraction of their
energy in the pre-sampler than electrons. So, electrons with E0/Etot < 0.1 are selected.
Now that a selection of photon-like electrons has been obtained, the remaining electrons
from Z → ee are transformed to photons and the energy correction is verified. To verify

(a) E0/Etot (b) E1/E2

(c) Rφ
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Fig. 4.4 The difference the mean ratio of calibrated to raw energy between transformed
and real photons, ⟨EγTR/Eraw⟩Z→ee−⟨Eγ/Eraw⟩single−γ , vs shower shape variables. The
variation for each variable is shown in four bins of |η|.

this correction, the difference in the mean ratio of calibrated to raw energy between
transformed and real photons, ⟨EγTR/Eraw⟩Z→ee − ⟨Eγ/Eraw⟩single−γ , is investigated vs
shower shape variables. Figure 4.4 shows the results of this. These are consistent with
the expected value of 0, so the calibration procedure is working as expected.
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4.2.3 Investigating the effect of misidentifying photon conver-
sions

Each unconverted (converted) photon reconstructed by ATLAS has a chance to be
misidentified as converted (unconverted). The following is an investigation into the
effect on the calibrated photon energy of misidentifying unconverted photons as photons
which convert in the TRT and vice versa. There are two possibilities for a photon that
converts in the TRT, that is it will leave either one or two tracks. In the latter case,
both the electron and positron produced in the conversion leave a track in the TRT
and leave clusters in the calorimeter. These are referred to as double TRT converted
photons. In the case of those leaving one track, either the electron or positron produced
may be of very low transverse momentum and will therefore not be detected. These
are referred to as single TRT converted photons. This misidentification can lead to a
bias in the energy calibration as tracks and clusters which do not belong to a particular
photon can be added to the photon object.

First the effect of misidentifying unconverted photons as single or double TRT
converted photons is investigated. For this, single photon MC is used, selecting events
with exactly one unconverted photon with ET > 25 GeV satisfying strict identification
criteria. Half of the remaining photons are transformed into single TRT converted
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Fig. 4.5 Behaviour of Etransformed
γ /Eraw − Eoriginal

γ /Eraw, where Eraw is the uncalibrated
(raw) energy of the photon, Eoriginal refers to the calibrated energy of MC unconverted
photons and Etransformed

γ to that of the corresponding photon transformed to either a
single or double TRT converted photon with 50% probability. (a) Shows the distribution
and (b) shows the behaviour vs |η|.

photons and the other half to double TRT converted. To determine the extent of the mis-
calibration this would cause, the difference between the ratios of the calibrated to raw
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Fig. 4.6 Behaviour of Etransformed
γ /Eraw − Eoriginal

γ /Eraw, where Eraw is the uncalibrated
(raw) energy of the photon, Eoriginal refers to the calibrated energy of the MC sin-
gle/double TRT converted photon and Etransformed

γ to that of the corresponding photon
transformed to an unconverted photon. (a) Shows the distribution and (b) shows the
behaviour vs |η|.

energies for the transformed and original photon sets, Etransformed
γ /Eraw −Eoriginal

γ /Eraw

are determined. The distribution of this is shown in Figure 4.5a and the behaviour vs
|η| in Figure 4.5b. These show that incorrectly reconstructing all unconverted photons
as single or double TRT converted would result in a bias in energy calibration of
∼ +1%, independent of η. That is, an unconverted photon misidentified as converted
will on average have a calibrated energy ∼ 1% larger than its “true” energy. It should
be noted the the effect on the ATLAS calibration is expected to be much smaller than
this figure. To quantify the impact of such a misidentification on the ATLAS photon
calibration, the misidentification rate of unconverted photons as single/double TRT
converted photons would need to be calculated.

A similar test is also performed to check the bias resulting from incorrectly re-
constructing single and double TRT converted photons as unconverted photons. As
previously, a single photon MC sample is used with the requirement that the photons
pass strict identification requirements and have ET > 25 GeV. The remaining photons
must be either single or double TRT converted and all of these are transformed to
unconverted.

The distribution of Etransformed
γ /Eraw − Eoriginal

γ /Eraw, where Eoriginal
γ is now the cal-

ibrated energy of the initially single/double converted TRT photon and Etransformed
γ

is the calibrated energy of the transformed unconverted photon, is shown in Fig-
ure 4.6a. The bias in energy calibration from performing this transformation is < 1%.
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Etransformed
γ /Eraw −Eoriginal

γ /Eraw vs |η| is shown in Figure 4.6b. This shows that bias is
η dependent, with the largest bias of ∼ −1% occurring in the region 0.8 ≤ |η| < 1.37.

4.3 Electron identification

The purpose of electron identification is to reduce contamination in data samples
of electrons from secondary decays, referred to as non-prompt electrons, and other
objects misidentified as electrons. The strictness of these requirements can be chosen
depending on the requirements of an analysis. This is done by providing a series of
operating points which relate to sets of selections. These are, in order of increasing
purity and rejection of “true” electrons, referred to as very loose, loose, medium and
tight.

4.3.1 Likelihood discriminant

Accurate electron identification requires a good separation between prompt signal
electrons with those originating from background processes. These background non-
prompt electrons include misidentified hadrons, electrons from photon conversions and
non-isolated electrons from decays of heavy flavour hadrons.

Electrons are separated from background using a likelihood-based discriminant.
The likelihood for signal (background) is given by

LS(B)(xi) =
n∏

i=1

PS(B),i(xi), (4.10)

where PS(B),i(xi) is value of the the signal (background) PDF for the variable i of
value xi [31]. A list of variables used can be found in Table 4.1. Correlations between
variables are neglected. For each electron candidate, a discriminant is defined as

dL =
LS

LS + LB

, (4.11)

where LS and LB are the likelihoods for the signal and background respectively, as
given by Equation 4.10. This discriminant gives a sharp peak at 1 for signal and 0 for
background. As operating points need to be determined precisely, such behaviour is
undesirable as it would require fine binning of the discriminant distribution in order to
achieve this. To broaden the distribution of dL, it is transformed by an inverse sigmoid
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Name Description Correction
Shift Width

d0 Transverse impact parameter, the distance from the track to
the beam spot at closest approach.

dsignificance
0 Significance of the transverse impact parameter = |d0/σ(d0)|,

where σ(d0) is the uncertainty on d0.
X

∆η1 ∆η between cluster in first layer of the EM calorimeter and
extrapolated track.

X X

∆φres ∆φ between the cluster in the second layer of the EM calorime-
ter and the momentum-rescaled track, extrapolated from the
perigee, multiplied by the charge.

X X

∆p/p Momentum lost by the track between the perigee and the last
measurement point divided by the momentum at perigee.

X

Eratio The difference of the energy deposited in the maximum de-
posit and that of a secondary maximum divided by the sum
of the two energies.

X

f1 Fraction of energy deposited in the first layer of the EM
calorimeter to total energy deposited in the EM calorimeter.

X X

f3 Fraction of energy deposited in the third layer of the EM
calorimeter to total energy deposited in the EM calorimeter.

X X

Rη Ratio of the energy deposited in the 3×7 cells centred at the
cluster to the deposit in 7×7.

X

Rφ Ratio of the energy deposited in the 3×3 cells centred at the
cluster to the deposit in 3×7.

X

Rhad Hadronic leakage: ratio of ET deposited in the hadronic
calorimeter to ET of the EM cluster. Used for electrons
outside the calorimeter transition region.

X X

Rhad1 Hadronic leakage: ratio of ET deposited in the first later of
the hadronic calorimeter to ET of the EM cluster. Used only
for electrons inside the calorimeter transition region.

wη2

Lateral shower width:√
(
∑

Eiη2i )/(
∑

Ei)− ((
∑

Eiηi)/
∑

Ei)2, where Ei and ηi

are the energy deposited and pseudorapidity of cell i, taken
only in a 3×5 cell window, centred on the cluster.

X

Table 4.1 Variables used in the training of the likelihood discriminant. Variables
defined in e.g. “3×3 cells” refer to the cells of the second layer of the electromagnetic
calorimeter in ∆η ×∆φ space in steps of 0.025. The two rightmost columns indicate
whether shift or width corrections are applied to the PDF of the variables to correct
for shower shape mis-modelling.
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function as
d′L = −τ−1 ln(d−1

L − 1), (4.12)

where τ takes a value of 15 [35].
To train the likelihood, accurate signal-background separation is required over

a wide ET range. For this training, electrons from J/ψ → ee decays are used for
ET < 15 GeV and from Z → ee decays for ET ≥ 15 GeV. Backgrounds considered are
multijet production, top quark production and electroweak processes. All of these are
simulated using MC.

To study electrons in an event, a tag and probe method is used whereby one of the
electrons, the tag, is required to satisfy strict selections and the second, the probe, is
studied. The tight selections on the tag allow a low-background sample to be selected
and the loose selections on the probe ensure that the studied sample of electrons is
unbiased. J/ψ → ee events are required to have two reconstructed electron candidates
with ET > 4.5 GeV falling within |η| < 2.47 with the event passing dielectron triggers
and having a dielectron invariant mass between 1 and 6 GeV. At least one of the
electron candidates (the tag) must pass the tight likelihood threshold and not fall in
the calorimeter transition region 1.37 < |η| < 1.52. The remaining electron candidate
serves as the probe. In the case that both electrons satisfy the strict tag requirements,
both electrons serve as probes. Z → ee events are required to have two reconstructed
electron candidates with |η| < 2.47 with at least one of these satisfying single electron
triggers. The invariant mass of the two electron candidates must be within 15 GeV of
the Z boson mass. The tag electron must be the electron candidate which satisfied the
triggers, not fall within the calorimeter transition region 1.37 < |η| < 1.52 and have
ET > 27 GeV. In the case that both satisfy the strict tag requirements, both electrons
serve as probes.

ET bin boundaries [GeV]
J/ψ → ee Z → ee

4.5 7 10 15 15 20 25 30 35 40 45 80 150 ∞
Table 4.2 Bin boundaries in ET used for electron identification. For the lower ET bins
(ET ≤ 15 GeV), J/ψ → ee events are used and Z → ee for the higher ET (> 15 GeV).

|η| bin boundaries
0.00 0.60 0.80 1.15 1.37 1.52 1.81 2.01 2.37 2.47

Table 4.3 Bin boundaries in |η| used for electron identification.



50 Electron and photon reconstruction and calibration

4.3.2 Shower shape corrections

The shapes of electromagnetic showers are poorly modelled in ATLAS, the reason
for which is presently unknown. The effect of this mis-modelling is that some of the
distributions of shower shape variables differ between MC simulations and data. To
correct for this, the MC distributions of signal shower shape variables are corrected to
match the data by the transforming of their histograms. To account for the possibility
of the mis-modelling not being uniform across ET and η, the correction is derived
separately in bins of ET and |η|. The binning used is shown in Tables 4.2 and 4.3.
Before any correction is applied, the distributions of each variable are smoothed using
a method of kernel density estimation (KDE) in order to remove fluctuations [36]. Two
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Fig. 4.7 Corrections applied to the variable Rhad for 4 ≤ ET < 7 GeV the bin (a) 0.00
≤ |η| < 0.60, (b) 0.60 ≤ |η| < 0.80 and (c) 0.80 ≤ |η| < 1.15. The data and MC used
correspond to J/ψ → ee decay events. This variable requires a relatively large width
correction and a small shift.

corrections can be applied to each smoothed histogram. The first is a width correction,
which is done by calculating the full width at half maximum (FWHM) of the simulation
and data. The ratio of these is taken and the MC histogram is smeared by this fraction.
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In the case where FWHMMC > FWHMdata, no correction is applied. The second
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Fig. 4.8 Corrections applied to the variable f3 for 7 ≤ ET < 10 GeV left to right in the
bin (a) 0.80 ≤ |η| < 1.15, (b) 1.52 ≤ |η| < 1.81 and (c) 1.81 ≤ |η| < 2.01. The data
and MC used correspond to J/ψ → ee decay events. This variable requires a minor
shift and width correction.

correction is a shift. This is done by shifting the MC histogram bin-by-bin and using
a χ2 fit to find the optimal shift. Table 4.1 shows which variables have a shift and
width correction applied. The Figures 4.7-4.9 demonstrate the effect of corrections in
three different cases. The first of these cases, Figure 4.7, shows the corrections to the
Rhad variable in three bins for 4 ≤ ET < 7, J/ψ → ee. Rhad requires a large width
correction, with the correction factor being between 1.4 and 1.5 in the cases shown.
The corrected distribution matches the data very closely. The second case shown in
Figure 4.8 is the correction in three 7 ≤ ET < 10 bins for the variable f3 for J/ψ → ee.
This variable requires a larger shift correction than Rhad, but a much smaller width
correction. As before, post correction, the MC matches the data well. The final case
shown in Figure 4.9 is also for the variable f3, for Z → ee in three 30 ≤ ET < 40 bins.
As with the previous case, a small width correction and a shift correction are required.
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Fig. 4.9 Corrections applied to the variable f3 for 30 ≤ ET < 40 GeV in the bin (a) 0.00
≤ |η| < 0.60, (b) 0.60 ≤ |η| < 0.80 and (c) 1.81 ≤ |η| < 2.01. The data and MC used
are from Z → ee decays. This variable requires a minor shift and width correction.

The shift here in each case is ∼0.002 with width corrections of < 1.13. As in the
previous cases, the corrected MC provides a good description of the data. Figure 4.10
shows the variation in correction factor for the variable f3 vs |η| and ET. This variable
shows a dependence on both |η| and ET for the optimal correction.

To define the operating points, the desired performance is expressed in terms of
target efficiencies. In the tuning of these operating points, electron ID efficiency is
used, defined as the proportion of reconstructed electron candidates which pass the ID
requirements,

εid =
Nid

Nreco
, (4.13)

where Nreco is the number of electron candidates which are reconstructed and Nid is
the number which are both reconstructed and identified.
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Fig. 4.10 Variation in corrections vs |η| and ET for f3 from J/ψ → ee decays. Shown in
(a) and (b) are the variation in shift and width correction vs ET for 0.60 ≤ |η| < 0.80
respectively and (c) and (d) shift and width correction vs |η| for 7 ≤ ET < 10 GeV
respectively.
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Each operating point is tuned by choosing a selection on d′L which meets a particular
pre-defined target efficiency. This is performed separately in bins of η and ET, with
each bin having a different target efficiency. In addition to a selection on d′L, for the
Loose, Medium and Tight operating points, the track of the candidate electron must
have at least two hits in the pixel layer with at least 7 total in the pixel and SCT.
Additionally, Medium and Tight also require that one of the hits be in the innermost
pixel layer.
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Fig. 4.11 Electron ID efficiency (εid) vs ET (left) and η (right) for the Loose, Medium
and Tight operating points [27]. The comparison with expected efficiencies from MC
are also shown.

The resulting distributions of εid vs ET and η for the Loose, Medium and Tight
operating points are shown in Figure 4.11. εid increases smoothly with increasing ET,
with the exception of the low ET regions. This is caused by the correction method
working better at higher ET, leading to the efficiency in this region being larger than
intended.

4.3.3 Improvements to shower-shape corrections

One of the limitations with the method of using FWHM to calculate the width
adjustment for histogram is in the case of noisy or bimodal distributions. Here, the
calculation of the FWHM is more difficult and can lead to cases of overcorrection.
Another case causing overcorrection, is that in some cases, a width and shift correction
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is not sufficient to fully correct for the mismodelling. Presented here is a method
developed to solve these problems.

As the probability distribution of the sum of two or more independent random
variables is the convolution of their individual distributions, the shift and width
adjustments described previously can be viewed as a convolution with a Gaussian. So
the probability density function of the corrected MC distribution becomes

MCcorrected(x) =

∫
MC(t)G(µ, σ;x− t)dt, (4.14)

where MC(t) is the uncorrected MC PDF and G(µ, σ;x− t) is a Gaussian with a mean
of µ and width of σ. The parameters of this Gaussian control the adjustments, i.e. µ
controls the shift and σ controls the width. For the case where no width adjustment is
required, σ → 0 so G(x− t) → δ(x− t) and in the case where no shift is required, µ is
fixed at 0. As previously, the MC(t) and the data are taken in the form of smoothed
histograms. The convolution is fitted to the data using a binned maximum likelihood
fit with the µ and σ parameters of the Gaussian floating. Width corrections are applied
if the RMS of the data is greater than 1.01 times that of the MC and shift corrections
are applied if the difference between the maxima of MC and data exceeds the bin
width. To reduce the effect of the statistical fluctuations in the tails when correcting
each variable, a threshold number of events is set at both the low and high ends of the
distribution to define the window in which the correction is performed. Two examples
of the convolution method showing better performance than the shift and FWHM
method are shown in Figures 4.12 and 4.13. In both of these cases, the shifting and
widening of the variables is insufficient to fully correct the MC, so the shift and FWHM
method tends to over-correct the width of the distribution. The convolution method
however tends not to over-correct, and the correction here serves as a better description
of the data.

This method, whilst not yet used in any published ATLAS results, is being used
to correct for mismodelling of the calorimeter energy distribution in the isolation of
photons.
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Fig. 4.12 Comparison of the two correction methods shown for the distribution of f3
in the 15 ≤ ET < 20, 0.60 ≤ |η| < 0.80 bin. These are the shift and FWHM method
(left) and the convolution method (right).
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Chapter 5

Standard Model Higgs boson mass
measurement in H → 4ℓ at 36.1 fb−1

5.1 Overview

This chapter describes the mass measurement of the Higgs boson in the H → ZZ∗ → 4ℓ

channel (ℓ = µ, e) using ATLAS data corresponding to an integrated luminosity of
36.1 fb−1 from pp collisions at a 13 TeV centre of mass energy collected during LHC
early Run 2.

Whilst the mass of the Higgs boson is a free parameter in the standard model, other
parameters such as the Higgs boson production cross section and branching ratios
depend on this value. So a measurement of the mass along with other properties of
the Higgs boson can serve as a test of the standard model.

The strategy is to select events which contain two pairs of same-flavour, opposite-
sign electrons (e) or muons (µ) and build a model of the four-lepton invariant mass
distribution (m4ℓ) which can be compared to the data to measure the mass of the
Higgs boson (mH). As the decay products are electrons and muons, four different final
states are possible, namely four muons (4µ), four electrons (4e), two muons and two
electrons (2µ2e) and two electrons and two muons (2e2µ), with the difference between
these last two being that in the former case, the Z producing the two muons is on shell
and that producing the two electrons is off-shell and vice versa in the case of the latter.
Each of these final states will be referred to as a channel. The second categorisation
is done with use of a BDT designed to distinguish between signal and background
events using the kinematics of the four-lepton system. Each of the defined categories is
treated separately, with a signal and background model being built independently in
each. The resolution of m4ℓ is improved using two methods. The first is to account
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for final state radiation (FSR) and the second comes from considering the fact that
one of the Z bosons in the decay is usually produced on-shell, allowing its mass to be
constrained to the true Z lineshape.

The background is described using a template method. That is, simulated distribu-
tions are used and smoothed to create a smooth non-parametric probability density
function (PDF) to describe the shape of the background.

The signal model is created using MC simulations of the m4ℓ signal distribution at
several discrete values of mH from which, a continuous model of the m4ℓ distribution
can be built vs mH. In the previous Run 1 analysis, the signal model was built in
a similar manner to the background model [37]: that is, smoothed templates were
created at several discrete values of mH, which were interpolated to create a continuous
picture of m4ℓ vs mH. In this analysis, the template signal model is replaced with a
per-event response model, which builds a description of m4ℓ by considering the energy
and momentum responses of the leptons in an event. One key advantage of such a
model is that it accounts for the per-event uncertainties on an individual measurement
of m4ℓ.

5.2 Simulation of events

In order to build a model of the signal m4ℓ lineshape vs mH, the decay of Higgs bosons
to four leptons is simulated using Monte Carlo (MC) at various different, discrete values
of mH from different production modes. These MC samples generated for different
values of mH are referred to as mass points.

The production modes considered are gluon-gluon fusion (ggF), vector boson fusion
(VBF), vector boson associated production (VH) and tt̄H production. Each of these is
discussed in Section 2.7. MC samples for ggF and VBF are used to create the signal
model, generated at mass points between 120 and 130 GeV. MC samples for other
production modes are calculated only for the 125 GeV mass point and are used only
for validation purposes.

The signal yield is estimated by considering the Higgs production cross section, the
branching ratio for four-lepton decay and detector acceptance.

The backgrounds to the mass measurement can be divided into two categories,
namely irreducible and reducible. The former is the more important and refers to
events with four prompt leptons which pass event selection but do not originate from
the decay of a Higgs boson, whilst the latter refers to events which pass event selection,
but in which not all leptons are prompt. These misidentified leptons can originate from
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secondary decays of hadrons in jets or the hadrons themselves can be misidentified as
leptons.

The contributions to the irreducible background are ZZ∗ production, tt̄+Z, ZZZ,
WWZ and WZZ, which are all simulated using MC. These last three are collectively
referred to as V V V . ZZ∗ production is simulated by two MC samples separately for
the production modes of quark fusion and gluon fusion which are abbreviated qqZZ
and ggZZ respectively. The yield of each process is estimated using the MC.

The contributions to reducible background considered are Z + jets, WZ and tt̄,
the yields for which are estimated using data-driven techniques in dedicated control
regions [38].

5.3 Object requirements and event selection

Events are required to contain two same-flavour opposite-sign dilepton pairs (either
electrons or muons). The requirements on these objects are summarised below.

5.3.1 Muons

Muons are required to fall in the acceptance range of the Muon System (MS),
|η|< 2.7 [39]. The reconstruction of muons begins from reconstructing tracks from hits
in the MS. These are extrapolated to the inner detector and any inner detector track
falling within a cone of the extrapolated track is matched to the muon object. These
tracks are fitted, accounting for energy loss in the calorimeters. Muons falling outside
the full coverage of the inner detector (2.5 ≤ |η| < 2.7) are reconstructed using only
information from the MS, which can be matched to inner detector tracklets with only
silicon hits, should these exist.

Loose identification requirements are used. Minimum hit requirements are set for
muons with reconstructed inner detector tracks. For those outside the inner detector
coverage, a minimum requirement of hits in the MDT and CSC components is used.
Muon candidates with low quality tracks, missing measurements or poor agreement
between MS and inner detector tracks are rejected. Muons are required to be isolated in
both the calorimeter and inner detector. Muons are also required to have pT > 5 GeV
and in the case of events with four muons, at least three must have associated inner
detector tracks, i.e. |η|< 2.5. All muons are required to have have transverse impact
parameter |d0| < 1 mm, to reduce contamination from cosmic rays.
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5.3.2 Electrons

The electron reconstruction, calibration and identification procedures are described in
Chapter 4. However, note that in this analysis, an older method for clustering is used
that relies on a sliding window approach rather than superclusters [32]. The Loose
identification operating point is used, which rejects the most poorly reconstructed
electrons. Electrons are also required to be isolated in both track and calorimeter and
have ET > 7 GeV.

5.3.3 Event selection

The four leptons in an event, referred to as a quadruplet, are required to pass single-
lepton, dilepton and trilepton triggers [6] and have a longitudinal impact parameter
with respect to the beam spot |z0 sin θ| < 0.5 mm [38]. The leptons are ranked by
decreasing pT, the highest, second highest and third highest pT leptons are required to
satisfy pT > 20, 15 and 10 GeV respectively.

The same-flavour, opposite-sign dilepton pair with invariant mass closest to the
mass of the Z boson is referred to as the leading pair, with an invariant mass of m12.
The remaining pair of leptons have an invariant mass of m34 and are referred to as
the subleading pair. Additional selections are placed upon the values of m12 and m34,
namely 50 < m12 < 106 GeV and mthreshold < m34 < 115 GeV. mthreshold depends on
m4ℓ, which takes a value of 12 GeV for m4ℓ < 140 and 50 GeV for m4ℓ > 190 GeV, rising
linearly in between. It is also required that all same flavour leptons in a quadruplet
are separated by ∆R > 0.1 and opposite flavour leptons by ∆R > 0.2. A summary of
the event selection is shown in Table 5.1.

Leptons and jets
Muons: pT > 5 GeV, |η| < 2.7
Electrons: pT > 7 GeV, |η| < 2.47
Jets: pT > 30 GeV, |y| < 4.4
Jet–lepton overlap removal: ∆R(jet, `) > 0.1 (0.2) for muons (electrons)

Lepton selection and pairing
Lepton kinematics: pT > 20, 15, 10 GeV
Leading pair (m12): SFOS lepton pair with smallest |mZ −m``|
Subleading pair (m34): remaining SFOS lepton pair with smallest |mZ −m``|

Event selection (at most one quadruplet per channel)
Mass requirements: 50 GeV< m12 < 106 GeV and 12 GeV < m34 < 115 GeV
Lepton separation: ∆R(`i, `j) > 0.1 (0.2) for same- (different-)flavour leptons
J/ψ veto: m(`i, `j) > 5 GeV for all SFOS lepton pairs
Mass window: 115 GeV < m4` < 130 GeV

Table 5.1 Summary of the event selection for the measurement of mH at 36 fb−1. [38]
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Channel Higgs
(mH = 125 GeV) ZZ∗ Other

backgrounds
Total

expected Observed

4µ 20.1 ± 1.6 9.8 ± 0.8 1.3 ± 0.3 31.2 ± 1.8 33
4e 10.6 ± 1.0 4.4 ± 0.4 1.3 ± 0.2 16.3 ± 1.1 16

2e2µ 14.2 ± 1.1 7.1 ± 0.5 1.0 ± 0.2 22.3 ± 1.2 32
2µ2e 10.8 ± 1.0 4.6 ± 0.5 1.4 ± 0.3 16.8 ± 1.1 21

Inclusive 56 ± 4 25.9 ± 2.0 5.0 ± 0.7 87 ± 5 102
Table 5.2 Expected and observed yields for events within 115 < m4ℓ < 130 GeV using
ATLAS early Run 2 data. The expected yields for signal are calculated assuming
mH = 125. [38]

The expected and observed event yields in the region 115 < m4ℓ < 130 GeV are
shown in Table 5.2. The 4µ and 4e yields are very close to those expected, whilst a
small excess of 2e2µ and 2µ2e events is observed. The total expected and observed
yields agree to within 1.3 standard deviations.

5.4 Improvements to m4ℓ resolution

The resolution on m4ℓ is improved using two approaches. Firstly, the recovery of final
state radiation (FSR) photons. These are photons emitted in the decay of Z bosons.
Including these leads to a more accurate reconstruction of the original Z boson and
therefore improves the m4ℓ resolution.

FSR photons are divided into two categories: collinear and noncollinear. Collinear
photons are defined as having ∆Rcluster,µ ≤ 0.15, where ∆Rcluster,µ is the ∆R between
the lepton and the photon cluster, and have ET > 1.5 GeV. They must also be
associated with a muon only as, due to the tight ∆R requirement, such photons
radiated in Z → ee decays would be included in the electron cluster. Noncollinear
photons can be associated with either an electron or a muon, have ∆Rcluster,µ > 0.15,
ET > 10 GeV, and also must be isolated and satisfy tight identification criteria (see
Section 4.3 for an explanation of identification in the case of electrons).

A maximum of one FSR photon is used per event with a preference for collinear [40].
If more than one collinear or noncollinear photon is recovered, only that with the
highest ET is used.

The second contribution to the improvement in m4ℓ is the use of a Z mass con-
straint. As the leading lepton pair originates predominately from resonant Z decays, a
constrained kinematic fit is used to constrain m12 to the Z lineshape. This works by
considering the probability that a generated Z boson has a true mass mtrue

Z , given it
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is reconstructed as m12. This is proportional to the probability to produce such a Z
boson at this mass multiplied by the resolution function, i.e.

p(mtrue
Z |m12, σm12) ∝ p(m12|mtrue

Z , σm12)BW (mtrue
Z |mZ ,ΓZ), (5.1)

where the first term on the RHS is probability to observe a value of m12 given that the
Z boson has a true mass of mtrue

Z with a measurement uncertainty of σm12 . The second
term comes from the fact that the true lineshape of the Z boson decay is a relativistic
Breit-Wigner function with mZ as the Z pole mass and ΓZ being the decay width [41,
42]. The constraint m12 = mtrue

Z is then applied and a maximum likelihood fit is used
to maximise 5.1 by changing the lepton momenta.

In the following sections, m4ℓ shall refer to the four-lepton invariant mass after the
application of FSR recovery and the Z mass constraint.

5.5 Category definitions

The mass measurement is performed in the range 110 < m4ℓ < 135 GeV. Events are
placed exclusively into 16 categories based on the four channels (4µ, 4e, 2µ2e and 2e2µ)
and the event’s score from a BDT. This BDT, which will be referred to as BDTZZ , is
used to discriminate between signal and background based on the event’s kinematics.
It is trained using ggF MC (all mass points) for signal and ZZ∗ MC for background.
The inputs to this are the pT and pseudorapidity of the four lepton system, p4ℓT and η4ℓT

respectively, and a kinematic discriminant, KD(ZZ∗), which uses the matrix elements
from the SM production of ggF and ZZ∗. Although this discriminant requires mH as
an input, it does not bias the mass measurement. The output of BDTZZ is between -1
and 1, with -1 corresponding to most background-like and 1 corresponding to most
signal-like. The 16 categories are defined by sub-dividing each of the four channels
into four evenly-sized BDTZZ score bins. These bins are (-1,-0.5), (-0.5,0), (0,0.5) and
(0.5,1). Separate signal and background models are created in each category with each
of these models being fitted simultaneously to data to determine mH.

5.6 Background model

The shapes of the both the reducible and irreducible backgrounds are determined
separately in each analysis category. To produce a PDF of the background, the m4ℓ
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distributions from each MC sample for each process are smoothed using a technique of
kernel density estimation (KDE smoothing) [36].

Kernel density estimation is a form of non-parametric description of a distribution.
Most generally, a set of data points ti is estimated by a PDF composed of the sum of
kernel functions K as

f̂0(x) =
1

nh

n∑
i=1

K

(
x− ti
h

)
, (5.2)

where n is the number of data points and h is known as the bandwidth of the kernels. A
common choice of kernel is a Gaussian, which is used in this analysis. A demonstration
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Fig. 5.1 Examples of KDE smoothing for the case of fixed-size kernels (a) and adaptive
(b).

of this type of smoothing is shown in Figure 5.1a. To improve the estimate of the
underlying distribution in regions where the data are fewer, it is desirable for the
kernels to adapt. For this reason, the fixed-sized kernels of width h are replaced with
variable width kernels with width

hi = ρ
h√
f̂0(ti)

, (5.3)
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where f̂0(ti) is that from Equation 5.2 and ρ is a constant referred to as the smoothing
parameter. The adaptive description of the distribution is given by

f̂1(x) =
1

n

n∑
i=1

1

hi
K

(
x− ti
hi

)
. (5.4)

An example of this type of smoothing is shown in Figure 5.1b.
Each of the components of the background is smoothed individually using this

technique of adaptive KDE smoothing with Gaussian kernels.

5.7 Signal model

5.7.1 Per-event response method

The signal model used, known as the per-event response method, constructs the PDF of
the signal lineshape from considering the individual energy responses of each lepton in
each event. One key advantage of this approach over other methods, such as template
fit methods (see Section 5.7.2), is that in per-event methods, events which are better
measured have a greater impact on the fit. The lepton energy response is defined as

xi =
Ereco

i − Etruth
i

Etruth
i

, (5.5)

where Etruth
i and Ereco

i are respectively the true and reconstructed energies of lepton i
in an event [41]. This is considered to be a random variable distributed as P (xi). By
convolving the P (xi) for each of the four leptons in an event, the PDF P (mreco

4ℓ −mtruth
4ℓ ),

where mreco
4ℓ and mtruth

4ℓ are the reconstructed and true values of m4ℓ, can be determined.
It is desirable for this PDF to be analytical for ease of calculation, so for this reason,
P (xi) are modelled as the weighted sum of three Gaussians. The shape of these
is determined by fitting to the simulated energy response distributions of electrons
and muons separately in bins of leading/sub-leading Z, |η| and pT. P (mreco

4ℓ −mtruth
4ℓ )

therefore is the sum of 34 = 81 Gaussians. Such a large number of Gaussians per event
would be very computationally intensive, so the number is reduced using a system of
Gaussian mixture reduction. To do this, a “distance” between any two Gaussians in
the mixture is defined. The distance between any two Gaussians i and j is given by

Dij = (µi − µj)
2

(
1

σ2
i

+
1

σ2
j

)
+
σ2
i

σ2
j

+
σ2
j

σ2
i

, (5.6)
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where µi and µj denote the means of Gaussians i and j respectively and σi and σj are
their standard deviations. This quantity is known as the Kullback-Leibler distance for
two Gaussians [41]. The pair of Gaussians with the smallest Dij is found and replaced
with a single Gaussian. The weight of this new Gaussian is given by

w′ = wi + wj, (5.7)

where wi and wj are the weights of the original Gaussian. The mean and variance are
given by

µ′ =
wiµi + wjµj

wi + wj

(5.8)

and

σ′2 =
wiσ

2
i + wjσ

2
j

wi + wj

+
wiwj

(wi + wj)2
(µi − µj)

2 (5.9)

respectively. This process preserves the mean and variance of the original 81 Gaussian
distribution, but not higher moments. Figure 5.2 shows a visualisation of the procedure
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Fig. 5.2 A visualisation of the Gaussian mixture reduction procedure. [41]
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on an MC event. By this procedure, the number of Gaussians per-event is reduced to
4. The reason for this number is that four Gaussians is the minimum number required
to sufficiently describe an event. Using 3 Gaussians, clear discrepancies are seen and
using 5 sees little improvement.

The distribution P (mreco
4ℓ − mtruth

4ℓ ) is related to the observed m4ℓ distribution,
P (mreco

4ℓ ), by the convolution

P (mreco
4ℓ ) = P (mreco

4ℓ −mtruth
4ℓ ) ∗ P (mtruth

4ℓ ), (5.10)

where P (mtruth
4ℓ ) is the distribution of the “true” values of m4ℓ (i.e. without detector

smearing). This is modelled as a Breit-Wigner distribution as

P (mtruth
4ℓ ) = BW (mtruth

4ℓ ;mH ,ΓH), (5.11)

where ΓH is the natural width of the Higgs boson. As ΓH 1 MeV and the width of
the reconstructed Higgs peak is 1 GeV, this is in practice a convolution with a delta
function [43]. The model is not sensitive to the value of ΓH and so it is not a free
parameter in the fit. Using this, Equation 5.10 can be fitted to the distribution of
P (mreco

4ℓ ) from data to determine mH.

5.7.2 Template method

A method of creating unbinned templates of the m4ℓ distribution is used as a cross
check to the above. This method was used as the primary method in the ATLAS
mH measurement at 25 fb−1 [37]. In contrast to the per-event method, here the
distribution of P (mreco

4ℓ ) vs mH is determined directly (rather than by using lepton
response distributions), which is done by the KDE smoothing of the m4ℓ distribution
of MC signal samples at various different simulated Higgs boson masses. In order to
obtain a continuous model of m4ℓ vs mH, the templates at each mass are interpolated
using a B-spline interpolation. Figure 5.3 shows this interpolation in the 4µ channel.
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Fig. 5.3 Example of the morphing of template m4ℓ distributions in the 4µ channel. [41]

5.8 Results

The value of mH is calculated by performing a simultaneous fit to the data across all
16 analysis categories. From this, the mass of the Higgs boson is determined to be

mH = 124.79± 0.36 (stat.)± 0.05 (syst.) GeV,

The dominant sources of systematic uncertainty here arise from the electron energy
scale uncertainty and the muon momentum scale uncertainty. The projection of the fit
across all 16 categories as well as the likelihood profiles for the four decay channels are
shown in Figure 5.4.

This in agreement the measurement of mH in the H → ZZ∗ → 4ℓ from CMS over
the same data taking period of 125.26± 0.25 (stat.)± 0.08 (syst.) GeV.
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Fig. 5.4 Results for the Higgs boson mass measurement at 36 fb−1 in the H → 4ℓ
channel. Left, the projection of the fit from all 16 categories and right, the profile
likelihood of the fit to each channel. [6]

The other channel using which a mass measurement can be performed is theH → γγ

channel. Whilst having more signal events than H → ZZ∗ → 4ℓ, two of the drawbacks
are that the systematic uncertainties are larger and the proportion of background is
higher. The ATLAS measurement in this channel using data collected during LHC
early Run 2 is

mH = 124.93± 0.21 (stat.)± 0.34 (syst.) GeV,

which is in good agreement with the H → ZZ∗ → 4ℓ measurement [6].
The ATLAS H → ZZ∗ → 4ℓ and H → γγ results from early Run 2 are combined

to give
mH = 124.86± 0.18 (stat.)± 0.20 (syst.) GeV,

in agreement with the ATLAS combined LHC Run 1 result of 125.38± 0.37 (stat.)±
0.18 (syst.) GeV [6].

The ATLAS combined Run 1 and Run 2 results are combined into a single mea-
surement. The result of this combination is

mH = 124.97± 0.16 (stat.)± 0.18 (syst.) GeV,

which is in good agreement with the combination of ATLAS and CMS results from
Run 1 of 125.09± 0.16 (stat.)± 0.18 (syst.) GeV [37, 44, 45]. The comparison of these
results is shown in Figure 5.5.
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Fig. 5.5 Combination of ATLAS Run 1 and early Run 2 measurements of mH in the
H → ZZ∗ → 4ℓ and H → γγ channels. This is compared to the combined ATLAS +
CMS result from Run 1, with which good agreement is seen. [6]





Chapter 6

Standard model Higgs Boson mass
measurement in H → 4ℓ at 139 fb−1

This chapter details the standard model Higgs boson mass measurement in the
H → ZZ∗ → 4ℓ channel using the ATLAS full LHC Run 2 dataset, corresponding to
an integrated luminosity of 139 fb−1 from pp collisions at a centre of mass energy of
13 TeV. It contains significant contributions by the author.

6.1 Analysis strategy

For this measurement, the per-event response method described in the previous chapter
is replaced by an analytic model incorporating per-event errors [46]. Whilst the
previously used per-event response model provides an excellent description of the
detector response per event, it is computationally intensive, increasingly so with
increasing numbers of events. Unlike the per-event response method, which begins
with a description of each lepton in an event from which a PDF of m4ℓ is built, an
analytic model attempts to construct a PDF to describe the average lepton, without
considering the underlying lepton kinematics. A Double-sided Crystal Ball (DCB)
PDF (see Section 6.2.1) is used to model the m4ℓ spectrum. The σ parameter, which
corresponds to the width of the DCB, represents the average resolution of an event.
To account for varying event resolution, a DCB is fitted conditional to σ, with the
per-event value of σ being calculated using machine learning techniques (Section 6.2.2).
The benefits of an analytic model are that it is computationally less intensive than a
per-event response method whilst extensions to incorporate additional observables (e.g.
BDT discriminant and per-event error) are much easier than in the case of a template
method.
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The event selection remains largely unchanged from Section 5.3, but the range of
the fit has been expanded to 105 < m4ℓ < 160 GeV. This allows the normalisation of
the background using side-bands (Section 6.4), which are defined as 105 < m4ℓ < 115
and 130 < m4ℓ < 160. Other changes are that all leptons are required to be separated
by ∆R > 0.1, whereas previously, the requirement was stricter for opposite-sign leptons.
The muon isolation is also updated to use variables which perform better at higher
pile-up. The Z mass constraint and FSR recovery procedures remain unchanged.

6.2 Signal model

All simulated MC samples are updated to take into account the increase in pile-up
at the LHC. As previously, the ggF and VBF signal production modes are simulated
at several different values of mH for use in building the signal model. Other signal
processes are used for validation of the signal model and determining expected event
yields. New for this analysis, Higgs boson production in association with: a single top
quark (tH), a single top quark and a W boson (tWH) and a pair of bottom quarks
(bb̄H) are also simulated. A list of all signal samples used is shown in Table 6.1.

6.2.1 Analytic parameterisation

The analytic signal model is fitted to the MC using an unbinned-maximum likelihood
fit [47]. This method is used as information is not lost in binning of the data and
parameters of interest tend to be Gaussian distributed in the asymptotic limit [48].
Suppose a PDF, P , with a vector of parameters a is chosen to fit data points xi. The
expression for the likelihood is given by

L(xi) =
n∏
i

P (xi; a), (6.1)

where n is the number of data points, i.e. the number of observed events. The optimal
values of the parameters, a, are those which maximise L. The likelihood is implemented
using RooFit [49]. The normalisation is incorporated into the likelihood fit with a
Poisson term for the number of events observed

L(xi) = e−NN
n

n!

n∏
i

P (xi; a), (6.2)
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Production mode mH [GeV] NMC Nexpt

ggF

123.0 174542 151.1
124.0 1079046 166.8
124.5 1093500 175.7
125.0 1534376 186.1
125.5 1127239 195.7
126.0 1103111 206.0
127.0 196927 227.3

VBF

123.0 364626 13.6
124.0 648136 15.2
125.0 1925600 17.0
125.5 644594 17.9
126.0 3773226 18.8
127.0 469416 20.9

W+H

124.0 44661 2.64
124.5 45911 2.80
125.0 73787 2.94
125.5 46360 3.02
126.0 47424 3.20

W−H

124.0 50313 1.90
124.5 50612 1.96
125.0 81700 2.05
125.5 52051 2.18
126.0 52700 2.25

ZH

124.0 52753 3.05
124.5 53484 3.21
125.0 162699 3.36
125.5 54346 3.51
126.0 54883 3.66

ggZH 125.0 137630 0.61
tt̄H, tt̄→ all hadronic 125.0 152823 0.75
tt̄H, tt̄→ semi-leptonic 125.0 187536 0.78
tt̄H, tt̄→ dilepton 125.0 127423 0.22

tH 125.0 50932 0.29
tWH 125.0 25011 0.06
bb̄H 125.0 34859 2.06
bb̄H 125.0 213601 -0.16

Table 6.1 A list of all the simulated signal processes. MC simulations for the two leading
processes, ggF and VBF are simulated at several different mass points as these are
used for building the model. The sub-leading processes are only used in validation of
the model and determining the expected event yield. NMC is the number of unweighted
MC events which pass selection and Nexpt is the expected number of events at 139 fb−1

in the 105 < m4ℓ < 160 GeV range.
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where N is the expected number of events. For computational reasons, this is usually
expressed in the equivalent logarithmic form

lnL(xi) =
n∑
i

lnP (xi; a) + n lnN −N + constant, (6.3)

which is referred to as the log likelihood.

Choice of PDF

The PDF used is a Double-sided Crystal Ball function (DCB) [50, 51, 52]. This is
a function with a Gaussian core and two independent power-law tails. The function
defined as

P (m4ℓ) = DCB (m4ℓ;µ, σ, αlow, nlow, αhigh, nhigh)

=



(
nlow
αlow

)nlow·e−
α2
low
2 ·

(
nlow
αlow

− αlow − m4ℓ−µ
σ

)−nlow
,
(
m4ℓ−µ

σ

)
< −αlow

G (m4ℓ;µ, σ), −αlow <
(
m4ℓ−µ

σ

)
< αhigh(

nhigh
α2

)nhigh · e−
α2
high
2 ·

(
nhigh
αhigh

− αhigh +
m4ℓ−µ

σ

)−nhigh
, else

,

(6.4)
where G is a Gaussian with a peak position µ and standard deviation σ. nlow and nhigh

are the exponents of the low and high tails respectively and αlow and αhigh describe
where the low and high power law tails begin respectively.

A second function is also investigated, the sum of a Crystal Ball function (CB)
with a single power law lower tail and a Gaussian, denoted collectively as CBG. The
function is

P (m4ℓ) = fCB · CB(m4ℓ;µ, σCB, α, n) + (1− fCB) ·G(m4ℓ;µ+∆µ, σG), (6.5)

where µ is position of the peak of the CB, ∆µ is the difference between the positions of
the peaks of the Gaussian and the CB, fCB is the relative fraction of the CB, σCB and
σG are the widths of the CB and Gaussian respectively, n is the exponent of the power
law tail of the Crystal Ball and α describes where this tail begins. Both functions are
fitted separately to each of the four channels, 4µ, 4e, 2µ2e and 2e2µ. To determine the
quality of the fits, χ2 per degree of freedom is used. To do this, the MC and the fitted
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Fig. 6.1 Fits of DCB (left column) and CBG (right column) models to Monte Carlo
simulations for mH = 125 GeV, ggF production mode in each channel shown in a linear
scale. The DCB model fits better in all channels.
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Fig. 6.2 Fits of DCB (left column) and CBG (right column) models to Monte Carlo
simulations for mH = 125 GeV, ggF production mode in each channel shown in a log
scale. The DCB model fits better in all channels.
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function must be plotted in a binned manner and the value of χ2 is given by

χ2 =
N∑
i

(Oi − Ei)
2

σ2
i

, (6.6)

where Oi and Ei are the observed and expected (fitted) number of events in a bin i, σi
is the uncertainty on Oi and N is the number of bins. The number of bins is chosen
to be 200 and σ2

i is calculated using a sum of weights squared method. Figures 6.1
and 6.2 show a comparison of the CBG and DCB models when fitted to H → 4ℓ MC
for mH = 125 GeV, ggF production mode in each channel, using unbinned maximum
likelihood fitting with the χ2/nd.o.f. shown. The DCB model is a better fit for the MC
than the CBG model in each channel. Although the values of χ2/nd.o.f. are still poor,
this is mainly due to the tails not fitting as well as the core. This however has little
effect on the mass measurement as the parameter which affects the measurement of
mH the most is µ, which is not affected by the tails. As the DCB fits better in each
channel, it is the model used in this analysis.

Choice of fit range

One of the challenges of fitting Double-sided Crystal Ball functions is the instability
of the tail parameters nlow, nhigh, αlow and αhigh. That is, a small fluctuation in the
dataset can cause a large change in one of these four parameters. Whilst this instability
is impossible to avoid completely, its effect can be reduced by the choice of fit range1.

The low tail parameters and high tail parameters are investigated separately. A
fit is performed to each of the four channels in the m4ℓ range 110 < m4ℓ < 135 GeV
to the ggF mH = 125 GeV mass point. This is taken to be the nominal case. First,
the high tail parameters αhigh and nhigh are investigated. To do this, another fit is
performed with the fitting window changed to 110 < m4ℓ < 136 GeV. The parameters
of the DCB are initially set to their nominal values and allowed to float. This process
is repeated, each time increasing the size of the window by 1 GeV up to 150 GeV.
Values of the parameters αhigh and nhigh are shown vs the upper limit of the window,
xmax in Figure 6.3. The nhigh and αhigh parameters stabilise as the window is enlarged.

The same test is performed for the nlow and αlow. For this, the window is started
at the nominal size and the lower bound is reduced in 1 GeV steps until 100 GeV is
reached. The result of this is shown in Figure 6.4. As with the upper limit of the

1Whilst data events in the range 105 < m4ℓ < 160 GeV are used to determine mH, this need not
necessarily correspond to the range used to calibrate the signal model.
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Fig. 6.3 Left: αhigh vs xmax and right: nhigh vs xmax for each channel. The αhigh and
nhigh parameters tend to reach more stable values with increasing xmax.
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fit window, the fit stabilises as the window is enlarged. For these reasons, a window
100 < m4ℓ < 150 GeV is used to calibrate the signal model.

Construction of the model

The general strategy is to build models at discrete values of mH, using the MC samples
simulating H → 4ℓ events at several different mass points. This is used to build a
continuous analytic description of the m4ℓ spectrum vs mH, which is fitted to the data.
However, first a simple test is performed to verify the functionality of the DCB model
as a method to determine mH.

This simple test is done by randomly sampling the MC dataset for themH = 125 GeV

ggF mass point in the 4µ channel. From doing this, two equal sized MC datasets are
created, which are referred to as the calibration and validation sets. Next a DCB is
fitted to the calibration set with all parameters floating. For a test of the closure, the
peak of the DCB, µ, is parametrised in terms of mH as a simple offset, namely

mmeasured
H = µ+∆µ, (6.7)

where mmeasured
H is the measured value of mH, ∆µ is the difference between the value of

µ and the true mass, mtrue
H in the calibration set. The model is validated by fitting

the same DCB as in the previous step to the validation set. In this fit, only the µ
parameter is allowed to float. ∆µ, and all other parameters are fixed to their values
from the calibration set. Equation 6.7 is then used to calculate a value of mmeasured

H .
These fits are shown in Figure 6.5.

This procedure is repeated for each of the other three channels. A combined result
is also produced by fitting simultaneously across all four channels. A summary of the
results from this is shown in Figure 6.6.

The combined fit shows closure, so the simple model is valid for the case where
mH = 125 GeV. However, parametrising as in Equation 6.7 assumes that mH and µ

follow a linear relationship with a slope of exactly 1. Figure 6.7 shows the variation in
fitted µ vs mH in each channel. From this it is clear that µ has a very strong linear
relationship with mH, but the slope is < 1, so a simple offset is inexact. Clearly, a
linear parameterisation of mH with µ is needed. The following linear parameterisation
is used:

µ = aµ(mH − 125) + bµ + 125, (6.8)

where aµ is the gradient of the slope and bµ is the offset. The 125 terms are to reduce
the impact of the error in aµ on µ. The approach used to implement this linear
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Fig. 6.5 Validation of the DCB parameterisation on each channel, shown in a linear
and a log scale. The DCB is fitted to the second set with µ floating and all other
parameters fixed. From these fits, Equation 6.7 is used to estimate mH.
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Fig. 6.7 Fitted µ vs true mH from fitting a DCB model to MC mass points in the range
123 to 127 GeV for each channel. The µ parameter shows a strong linear relationship
with mH; however, the slope is not exactly 1 in each case.
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Fig. 6.9 Bias in mH measurement in 4µ channel from varying each parameter of the
model by ±1σ, where σ is its uncertainty. Starting from the nominal model, one
parameter is increased by +1σ from its nominal value, the model is fitted to the mtrue

H
= 125 GeV MC set and the value of mmeasured

H is plotted. This process is repeated for
the +1σ case and for each parameter in the model. The value of mmeasured

H from the
nominal model is shown as well as its uncertainty.

parameterisation into the model is to simultaneously fit one DCB to each mass point,
each having common values of aµ and bµ. As Figure 6.8 shows, the nlow, αlow and σ

parameters of the DCB in the 4µ channel show little dependence on mH. It is also of
note that the points on these graphs fluctuate a large amount, with the mH = 125.5
GeV being a particularly large outlier. For this reason, they are taken to be constant
vs mH. However, the parameters of the high tail show some dependence. Whilst it is
possible to parametrise these parameters linearly, it is undesirable to do so, due to
their instability. To investigate whether they can be kept constant with mH, the effect
of a systematic variation in these parameters is studied. Using the nominal model,
one of the parameters is increased by the value of its uncertainty (+1σ), the model is
fitted to the ggF MC simulation for mH = 125 GeV and a value of mH is recovered.
This process is repeated for the case where the parameter is changed by −1σ from its
nominal value and for each other parameter of the model. The results from this test in
the 4µ channel are shown in Figure 6.9. From this, the nhigh and αhigh parameters have
very little effect on the value of mH and so can be parametrised as constant vs mH.

As in the previous analysis, to improve signal and background separation, a BDT
is used. This will be referred to, as before, as BDTZZ . BDTZZ is used to further
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subdivide the channels, which defines the analysis categories. BDTZZ inputs remain
unchanged from those used in the previous analysis; however, the BDT has been
retrained using updated MC simulations. The training is done on the 4ℓ and 2ℓ2ℓ′ cases
separately, using ggF MC for signal (all mass points) and qqZZ and ggZZ background
samples in the window 115 < m4ℓ < 130 GeV. As in the previous analysis, events are
divided into bins depending on their BDT score. To determine the best binning, the
significance of a BDT bin is first defined. As the background is well understood, the
asymptotic formula for the median expected significance is used, given by

zi =
√

2((Si +Bi) ln(1 + Si/Bi)− Si), (6.9)

where Si and Bi are the number of signal and background events in bin i respectively [53].
The total significance, z, is given by the quadrature sum over all bins. The value of z
is investigated for several different numbers of bins. As a starting point, the values of
z are first calculated for an even binning, then a hill-climbing algorithm is used to find
optimal bin boundaries which maximise the value of z [54]. The values of z vs number
of bins for the even and optimised cases are shown in Figure 6.10. As shown, there
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Fig. 6.10 Optimisation of the BDT binning, showing the values of bin significance, z
vs number of bins for the even binning (blue) and optimised binning (red) cases.

is little improvement in z after reaching four bins. It is also clear from Figure 6.10
that the optimisation brings little benefit. For this reason, as in the previous analysis,
four evenly-sized BDTZZ bins are used. The bins are referred to in increasing order of
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signal purity as BDT bins 1, 2, 3 and 4. The four BDT bins and the four channels
define the 16 categories used in the analysis.

The distributions of m4ℓ for the signal ggF production mode in each BDT bin are
shown in Figure 6.11. This shows that events in the more signal-like BDT bins will tend
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Fig. 6.11 Distributions of m4ℓ in each of the four BDTZZ bins in each channel for signal
ggF. The mean of the distribution tends to be closer to mH and the RMS lower for the
more signal-like bins.

to have m4ℓ closer to mH. As the RMS for the more signal-like BDT bins is also lower,
it is also the case that events with a higher BDTZZ score tend to be better-measured.
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As the m4ℓ distributions are a different shape in each of the categories, a model is
built in each category independently. Once the 16 models have been built, they can be
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Fig. 6.12 Calibration plots for the analytic model in the 4µ channel, BDT bin 4.

fitted to the data simultaneously, sharing mH. This model, which provides an analytic
description of m4ℓ in the 16 categories will be referred to as the analytic model.

To create the parametrisations for the analytic model, MC for the mass points
123, 124, 125.5, 126 and 127 GeV for the ggF and VBF production modes are used.
Note that the 125 GeV mass point is not used here, as it is reserved for validation.
One of these fits is performed per category, simultaneously across mass points with all
parameters floating. The results of each of these fits in the 4µ BDT bin 4 category are
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shown in Figure 6.12. Whilst the χ2/nd.o.f. values here are worse than in Figure 6.1,
this does not have any significant impact on the mass measurement. The reason for
the worsening is due to the additional constraint that the value of each tail parameter
is the same across each mass point, so the tails do not fit as well causing a worsening
of fit quality. As stated previously, the core of the distribution has the greater effect
on the mass measurement, so this worsening of fit quality is not of concern.

A validation fit is then performed using the same procedure as before, mH floating
and all other parameters fixed, per category, to the 125 GeV mass point. Additionally,
a simultaneous fit is also performed across all categories to produce a combined result.
Figure 6.13 shows the results from these fits.

The combined measurement indicates closure in the fit, so the model is valid at the
full MC statistics.
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µ2e2

2eµ2

4e
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1 = 13 TeV, 139 fbs

l 4→ ZZ*→H

Fig. 6.13 Values of mmeasured
H from each category as well as one from a combined fit

across all 16 categories. The fits show good closure. Uncertainty bands in this plot
reflect the expected statistics, rather than the number of generated MC events.
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Validation on expected statistics

Around 200 signal events are expected using the ATLAS full Run 2 dataset, so the
model must also be tested with these statistics. Two methods are used to generate MC
sets of this size. The first is to select a Poisson distributed number of events from the
H → 4ℓ ggF, VBF and V H MC samples for mH = 125 GeV with replacement. The
mean number of events drawn here is that expected for the H → 4ℓ process in each of
the production modes at an integrated luminosity of 139 fb−1. This will be referred
to as bootstrapped MC. The second is to use the PDF derived from the calibration
step, from which a Poisson-distributed number of events of mean expected at 139 fb−1,
are drawn. This is referred to as toy data. The validation procedure for both the toy
data and bootstrapped MC is the same as in the full statistics case. This process of
bootstrapping an MC sample or drawing toy data and performing a validation fit is
repeated 10,000 to 100,000 times to generate a distribution of expected mH values.

The bias and the goodness of the uncertainty calibration are determined through the
use of pull distributions [55]. Suppose that a randomly distributed Gaussian variable x
has a mean value of µ and a standard deviation of σ, the pull is defined as

p =
x− µ

σ
. (6.10)

Clearly, as x is Gaussian distributed, p will also be Gaussian distributed with a mean
of 0 and a width of 1. The mean being displaced from 0 indicates a bias in the model
and a width greater (less) than 1 indicates that errors have been underestimated
(overestimated). The pull of mH is defined as

mpull
H =

mmeasured
H −mtrue

H

σmH

, (6.11)

where σmH
is the uncertainty in mmeasured

H , calculated from the covariance matrix from
the fit. 100,000 bootstrapped MC datasets are created and the signal model fitted to
them. From this, the value of mpull

H is extracted, the distribution of which is shown in
Figure 6.14a. As the mean of the fitted Gaussian is less than 0, there is a small bias in
the negative direction and, as the width is greater than 1, the uncertainties have been
underestimated. To investigate the cause of the bias, toy datasets are generated from
the model to check its self-consistency. The model is then fitted to these toy datasets
using the same procedure as before and the resulting pull distribution is shown in
Figure 6.14b. As the mean is consistent with 0 and the width with 1, this indicates
that the bias is caused by the model not perfectly describing the MC. To determine
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Fig. 6.14 Pull distributions for mpull
H from fitting the model for mtrue

H = 125 GeV to
(a) bootstrapped MC and (b) toy data generated from the model. In both cases, all
parameters other than mH are fixed. In each case a Gaussian is fitted to the distribution.
The distribution from toys shows no bias and good calibration of uncertainties and the
bootstrapped shows a small negative bias and some underestimation of uncertainties.

impact of this bias on the measurement of mH, the distribution of mmeasured
H is also

produced. Figure 6.15a shows the distribution of mmeasured
H , which has a bias of 3 MeV.

The expected uncertainty distribution is shown in Figure 6.15b, with the most probable
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Fig. 6.15 Results for bootstrapped MC using the ggF, VBF and V H production modes.
Shown are (a) Distribution of mmeasured

H and (b) distribution of the uncertainties in
mmeasured

H from fitting the model for mtrue
H = 125 GeV 10,000 times to bootstrapped

MC. All parameters other than mH are fixed. A Gaussian fit is added to (a) with an
expected mean of 125 GeV. The plot shows a negative bias in line with Figure 6.14.
(b) shows that the most probable uncertainty in mmeasured

H is 153 MeV with the mean
uncertainty being 155 MeV.
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uncertainty in mmeasured
H being 153 MeV. To ensure the chosen parameterisation is valid

for other mass points, models are built for different values of mtrue
H . As before the

“true” mass point to be used for validation is omitted in the calibration of each model,
i.e. in the case where mtrue

H = 124 GeV, only the 123, 125, 125.5, 126 and 127 GeV
mass points are used2. The same procedure of validation is then used as before. The
results from the the distributions of mmeasured

H for the mass points 124, 125.5 and 126
are shown in Figure 6.16. The distributions show the expected value of mH, with biases
of up to 5 MeV. The results of Figures 6.15 and 6.16 are summarised in Table 6.2.
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Fig. 6.16 Distributions of mmeasured
H from validating the models for mtrue

H = 124, 125.5
and 126 GeV on bootstrapped MC for their respective mass points. Each show a bias
of up to 5 MeV.

2Note that in the case of mtrue
H = 125.5 GeV, as no V H sample is available, those from mtrue

H = 125
GeV are used, adjusting m4ℓ and production cross sections to those expected at mtrue

H = 125.5 GeV.
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mtrue
H [GeV] Mean of mmeasured

H
[GeV]

Uncertainty in mean
of mmeasured

H [GeV]
Bias in mmeasured

H
[GeV]

124 123.997 0.002 0.003
125 124.997 0.002 0.003

125.5 125.505 0.002 0.005
126 125.998 0.002 0.002

Table 6.2 Summary of results of Figures 6.15 and 6.16. Means, uncertainties and biases
of the distributions of mmeasured

H from fitting the model for various different values of
mtrue

H 10,000 times.

Whilst some biases are seen in the validation at expected statistics, this is very
small in comparison with the expected statistical uncertainty and can therefore be
added as a systematic uncertainty.

6.2.2 Conditional parameterisation using per-event errors

The analytic model can be generalised to account for a per-event resolution. To make
this change, the σ parameter for the DCB is replaced with a per-event resolution, σi,
where i is the event number. The DCB thus becomes

P (m4ℓ|σi) = DCB(m4ℓ, σi;µ, αlow, nlow, αhigh, nhigh), (6.12)

and Equation 6.1 becomes

L(xi) =
N∏
i

P (m4ℓ|σi). (6.13)

To obtain per-event uncertainties on m4ℓ (σi), the most obvious strategy would be to
propagate uncertainties on the lepton energy and momentum. However, this tends
to underestimate lepton uncertainty by around 10%-20%. In the previous analysis,
this was solved by using Gaussian mixtures. As previously mentioned, this is very
computationally intensive, especially given the increased number of events. The method
employed is to estimate the σi for each event using a machine learning approach, namely
a Quantile Regression Neural Network (QRNN) [56]. Most generally, a QRNN is used
to predict the quantile of a target distribution. A QRNN is trained for each final state,
on all the ggF MC mass points as training/testing sets using the Tensorflow library
and Keras API [57, 58]. This targets the resolution on m4ℓ, |m4ℓ −mtrue

4ℓ |, where mtrue
4ℓ

is the true value of m4ℓ (i.e. without detector smearing). A typical choice of target
quantile is 68% as this corresponds to 1σ of a Gaussian distribution. However, as a
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DCB is being fitted to the m4ℓ distribution, the choice of the quantile which would
have σi correspond to the width of the DCB is expected to be less than 68% due to the
DCB’s power law tails. At first, the 68% quantile is targeted. In order to determine
the correct target quantile, the substitution σi → SF · σi is made in Equation 6.12,
where SF is a scale factor determined from fitting a DCB to ggF MC. Next, networks
are trained targeting quantiles from 56% to 68% in 1% steps and the network for which
SF is closest to 1 is chosen.

This model will be referred to as the per-event resolution or PER model. The PER
model is built in the same 16 categories as previously defined and is fitted using an
unbinned maximum likelihood fit, replacing the parameter σ with the product SF · σi,
where SF is a scale factor determined from the fit. These fits are shown in the 4µ BDT
4 category in Figure 6.17.
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Fig. 6.17 Calibration plots for the PER model in the 4µ channel, BDT bin 4.
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6.3 Background model

In addition to the qqZZ and ggZZ components to the irreducible ZZ∗ background
used in the previous analysis, an electroweak ZZ∗ component is added (EW ZZ).
Previously, tt̄+ Z and V V V production were considered for the sub-leading irreducible
backgrounds. This is updated to include several more backgrounds from single top and
tt̄ in association with other objects. These are collectively referred to as tXX. A list
of all background MC samples is shown in Table 6.3. It should be noted that, from the
Nexpt column, most of the contributions to the background are negligible.

6.3.1 Background modelling

As in the previous analysis, background shapes are modelled through the smoothing
of the MC using a method of adaptive KDE smoothing with Gaussian kernels [36].
The smoothing is configured through the use of the smoothing parameter, ρ. Smaller
values of ρ conserve more features but are more susceptible to statistical fluctuations,
whereas larger values of ρ tend to smooth over fluctuations better but do not preserve
features of the distribution as well. A demonstration of the effect of varying ρ is shown
in Figure 6.18 for three values of ρ. The values of ρ are chosen for each category and
each process individually, with the best value being determined by eye. In order to
enhance the MC statistics in the region around the Higgs peak, a qqZZ MC sample
with greater statistics, filtered in the range 100 < m4ℓ < 150 GeV, is used. As the range
of the fit extends in the positive direction beyond the coverage of the filtered sample,
an additional sample is used to cover this region. This sample, however, does not have
as high MC statistics. This large difference in statistics can lead to the smoothed shape
not being a good description of the MC in the region where the two samples overlap.
To solve this problem, two approaches to smoothing were investigated. The first is to
smooth each sample individually and sum the two smoothed shapes. The second is to
combine the MC samples and produce a single smoothed shape. A comparison of these
two methods is shown in Figure 6.19. The approach of smoothing the components
individually (red) tends to produce the more accurate description, so this approach is
used.

6.4 Signal and background normalisation

As the m4ℓ range has been expanded for this analysis, the sidebands, which have
relatively few signal events, can be used to obtain the background normalisation from
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Process m4ℓ range filter [GeV] NMC Nexpt

qqZZ
100-150 2001443 254.9
Inclusive 2357387 52.0

High 1885864 0.42

ggZZ
0-130 10009 2.95

Inclusive 366184 11.2
EW ZZ None 107716 1.31

tt̄µµ
100-150 226494 3.32
Inclusive 25821 0.95

tt̄ee
100-150 179057 2.61
Inclusive 21539 0.67

tt̄W None 1020 0.09
None 106 0.03

tt̄WW
None 3173 0.006
None 19 0.04

tt̄WZ None 14157 0.02
tt̄ZZ None 42589 0.02
tt̄γ None 46 0.86
tt̄Zγ None 11850 0.02

tllq
None 6197 0.22
None 1908 0.07

tWZ
None 1692 0.89
None 42410 0.002

ttt̄
None 41 0
None 1193 0.004

tt̄tt̄
None 1061 0.03
None 59 0.003

WWZ → 4ℓ2ν None 6869 0.76
WZZ → 5ℓν None 38699 0.15
ZZZ → 6ℓ None 54851 0.03
ZZZ → 4ℓ2ν None 26228 0.08

Table 6.3 A list of all the simulated background processes. For the backgrounds qqZZ,
ggZZ, tt̄µµ and tt̄ee, multiple samples are used with a filter on m4ℓ applied. This is
so MC samples with enhanced statistics in a desired range can be generated. Overlap
between such samples is accounted for by the weighting of events. NMC is the number
of unweighted MC events which pass selection and Nexpt is the expected number of
events at 139 fb−1 in the 105 < m4ℓ < 160 GeV range.
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(a) ρ = 1.0

110 120 130 140 150 160
m4l_constrained

0

0.1

0.2

0.3

0.4

0.5

0.6

A
.U

.

qqZZ

m4l_ggF_4mu_13TeV

(b) ρ = 2.0

110 120 130 140 150 160
m4l_constrained

0

0.1

0.2

0.3

0.4

0.5

0.6

A
.U

.

qqZZ

m4l_ggF_4mu_13TeV

(c) ρ = 3.4

Fig. 6.18 Demonstration of the effect of varying the smoothing parameter, ρ, on the
m4ℓ distribution in the 4µ channel for the qqZZ background, shown for values of
ρ = 1, 2, 3.4. In the case of ρ = 1 (a), nearly all features are preserved but the shape is
susceptible to fluctuations. In the case of ρ = 3.4 (c), these fluctuations are smoothed
over, but some of the shape is lost in doing so. Note that the sharp drop around m4ℓ

≈ 150 GeV is not physical, and is caused by the filtering of events.
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Fig. 6.19 Comparison of different techniques to smooth the two MC samples for qqZZ
in the 4µ channel. The first, filtered, sample covers the range 100-150 providing greater
MC statistics here. The second, the inclusive sample, covers all other parts of the m4ℓ

spectrum. The first approach is to smooth each component individually (red) and the
second is to smooth the components together (blue).

data. The expected yields of qqZZ and ggZZ are estimated from MC and the expected
number of background events per category is denoted N exp, bkg

ij , where i and j are the
channel and BDT bin respectively. One normalisation is used per BDT bin, so the
number of background events in a BDT bin j is parametrised as

Nobs, bkg
ij = νbkg

j ·N exp, bkg
ij , (6.14)

where Nobs, bkg
ij is the observed number of background events in a category ij and νbkg

j

is the relative normalisation for BDT bin j, determined from the fit to data.
The yields for the EW ZZ, tXX and V V V processes are estimated from MC and

their relative normalisations are fixed to 1. The yields of the reducible backgrounds are
determined from dedicated data control regions [38] and their relative normalisations
are also fixed to 1.
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For the signal, previously the expected number of signal events was determined
from branching ratio, cross section, luminosity and detector acceptance. As with the
irreducible background, this is replaced with expected events being determined from
MC, using the mass point mH = 125 GeV. The signal is normalised in the same manner
as the ZZ∗ background: that is, the yield for all signal processes is determined from
MC and their relative normalisations in BDT bin j, νsig

j , are given by

Nobs, sig
ij = νsig

j ·N exp, sig
ij , (6.15)

where Nobs, sig
ij is the observed number of signal events in a category ij and N exp, sig

ij is
determined from MC.

6.5 Systematic uncertainties

The systematic uncertainties considered broadly fall into two categories: normalisation,
which affects the number of expected events, and shape, which affects the shape of the
m4ℓ distribution. To implement these into the model, each MC sample is modified to
reflect the up and down variations for each systematic. The approach to implementing
these variations in the case of normalisation systematics is to adjust the weighting of
events in the MC simulations to reflect the up and down variations. In the case of
shape systematics, two new sets of MC samples are generated for both the up and
down variations for each systematic for each process simulated. In both of these cases,
the up and down simulations are used to derive two new models for that systematic
uncertainty. These up and down models as well as the nominal model are interpolated
with a normalised nuisance parameter, θ.

In the case of the signal model, a new DCB is fitted to each of the up and down
MC samples for each systematic. For this fit, only the bµ and SF parameters (or σ for
the model without per-event resolution) are allowed to float and all other parameters
are fixed to their nominal values. The systematic variation on model parameter, a is
related to the normalised nuisance parameter, θ, by the relation

θ(a) =
a− anom∣∣aup/down − anom

∣∣ , (6.16)

where anom is the nominal value of a and aup/down are the up and down variations of
the parameter a. As the value of aup is not necessarily the same as the value of adown,
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in practice, θ(a) is a piecewise function containing two sub functions for the cases of
a > anom and a < anom.

Thus, a value of θ = 0 corresponds to the nominal model and a value θ = 1 would
correspond to the up model. The nuisance parameter is added to the likelihood as a
Gaussian constraint, so the likelihood for a PDF with a single parameter a becomes

L(xi) =
n∏
i

P (xi; a)G(θ(a); 0, 1), (6.17)

where G is a Gaussian PDF of mean 0 and width 1. To generalise this process for
an arbitrary number of systematics, the value of the parameter a will depend on a
vector of nuisance parameters, θ, via some continuous function f(θ). To determine the
parameters of f , the values for each nuisance parameter, whilst keeping all others at
0, are determined using the method above. To determine the value of a for all values
of θ, a method of piecewise-linear interpolation is used. For each systematic, another
Gaussian is added to the likelihood which depends solely on the nuisance parameter
corresponding to that systematic.

For the background model, smoothed templates are created for each up and down
variation and are interpolated using moment morphing [59], with the morphing con-
trolled by the parameters θ.

In total, 74 sources of shape systematic relating to electron energy scale and resolu-
tion and 5 from muon momentum scale and resolution are considered. Distributions of
m4ℓ for the signal for the dominant electron systematic, the electron energy scale, are
shown in Figure 6.20. This systematic tends to cause a shift in m4ℓ which increases the
mean of the distribution by approximately 50 MeV in the 4e case. The bµ parameter
of the model in the 4e channel is shifted by a similar amount, whilst the change to
SF/σ is relatively small. Similarly, the dominant systematic affecting muons, the muon
momentum scale, tends to cause a shift to the m4ℓ distribution. As Figure 6.21 shows,
the shift in the 4µ channel is ∼ 100 MeV and the width changes by an amount <
10 MeV. As muons tend to have a better m4ℓ resolution than electrons, this is the
dominant systematic in the measurement.

Normalisation systematics accounted for include the relative amounts of ggF and
VBF signal events. As the kinematics of a VBF event differ slightly from those of a
ggF event, inaccurate estimation of the relative amounts of the two processes can lead
to a bias. The uncertainties on the cross sections of ggF and VBF are used to estimate
this. The effect on the value of σ is approximately 1 MeV, while the effect on bµ is
< 1 MeV.
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Fig. 6.20 Systematic variations of m4ℓ distributions for the signal model of the electron
energy scale systematic in each channel and inclusive of all channels.
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Fig. 6.21 Systematic variations of m4ℓ distributions for the signal model of the muon
momentum scale systematic in each channel and inclusive of all channels.
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Other systematics considered include two biases. The larger of the two is the bias
found when fitting to bootstrapped MC. This causes a bias in the measurement of 3
MeV (see Table 6.2).

The second is the bias due to the estimator. To investigate this bias, a DCB is
created with the parameters µ = 0, σ = 1, αlow = αhigh = 1, nlow = 1.2 and nhigh = 10.
These are chosen as they are similar to the values expected for the 4µ channel. From
this simple model, a toy dataset is generated with a Poisson distributed number of
events of mean 100. The model is then fitted back to the dataset with µ floating and
all other parameters fixed to their original values. The pull of µ is calculated and the
procedure of generating a toy dataset and fitting to this is repeated 107 times. The
distribution of the pull is then plotted and compared to the expected distribution
(Gaussian with mean of 0 and width of 1). The distribution is shown in Figure 6.22.
The mean of the fitted Gaussian is −0.0081 ± 0.0003, i.e. 25 standard deviations
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Fig. 6.22 Pull of µ from fitting a DCB to a toy dataset generated from that same DCB
with µ floating and all other parameters fixed. A Gaussian fit to the distribution is
also shown. The parameters of this Gaussian show a bias in the negative direction.

from the expected mean of 0. It should however be noted that, in general, maximum
likelihood estimators are biased with a bias proportional 1/nevts [47], where nevts is
the number of events. To check that this is indeed the case, the bias is studied as a
function of number of events to see if this pattern holds true. The same procedure as
detailed above is repeated with various numbers of toy events between 50 and 1000.
The variation in bias with number of events is shown in Figure 6.23 along with a fit of
the form a+ b/nevts (with both a and b measured in GeV). If the distribution behaves
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Fig. 6.23 Mean of the fitted Gaussian to the distribution of pulls on µ from fitting
a DCB to toy data with µ floating, against number of events. The bias is expected
to be proportional to 1/nevts, so a function of the form a+ b/nevts is fitted, with the
expectation that a = 0, where both a and b are measured in GeV. It is found that
a < 0, so the bias is not proportional to 1/nevts.

as expected, then a = 0. However, from the fit a = (−3.01 ± 0.43) × 10−3, which
is not consistent with expectation. This indicates that the estimator bias decreases
more slowly than expected. To check that this is due to the estimator rather than the
implementation of the function, the same test is performed using a CB with parameters
µ = 0, σ = 1, α = 1 and n = 1.2. The test of fitting to a toy dataset of 200 events using
a CB with 106 iterations returns a mean of −0.0240± 0.0010. The bias in fitting a CB
to toy data is also investigated when different parameters are floating/fixed, shown in
Figure 6.24. Having σ floating moves the bias to the positive direction. Additionally
setting α free increases the bias further. A fit of the form a× nb

evts is also shown. As
b ≈ 0.5 This indicates that the bias rather than being ∝ 1/nevts is closer to ∝ 1/

√
nevts.

To estimate the size of the expected bias in the measurement of mH, a similar test
to the above is performed using the calibrated analytic DCB model. Toy datasets are
generated from the model in each of the 16 categories and the model is fit to these, with
mH as the sole free parameter. This process is repeated 10,000 times. The distribution
of measured mH values from this is shown in Figure 6.25 with a Gaussian fit applied.
As the mean of the fitted Gaussian is 124.999 ± 0.002 (the true value being 125), the
estimator bias is taken to be 1± 2 MeV.
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Fig. 6.24 Bias from pulls of µ of a CB fit to toy data generated from the same CB,
against number of events. The different sets of points correspond to different parameters
of the CB floating/fixed. The closed circles are for the case of only µ floating (with all
parameters fixed), open triangles for µ and σ floating and open circles for µ, σ and α
floating. A fit of the form a× nb

evts is also shown.

From these studies, it is expected that the muon momentum scale will be the
most important systematic uncertainty with the electron energy scale the second most
important. Smaller contributions are expected to be seen from the electron and muon
resolution and other systematics also having a very small impact.
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Fig. 6.25 Distribution of mH values from fitting the calibrated analytic model to toy
data generated from the model. This shows that the bias due to the estimator is 0
within uncertainty.



Chapter 7

Results of the Higgs boson mass
measurement at 139 fb−1

The measurement of mH is performed using a profile likelihood ratio maximisation [60,
53]. The profile likelihood is defined as

λ(mH) =
L(mH,

ˆ̂
θ(mH))

L(m̂H, θ̂)
, (7.1)

where the denominator is the unconditional maximised likelihood, i.e. θ̂ and m̂H are
the maximum likelihood estimates of mH and nuisance parameters θ. In the numerator
is the conditional maximised likelihood; here ˆ̂θ are the values of θ which maximise L for
a given mH. This is transformed, for convenience, to the negative log profile likelihood
ratio, −2 lnλ. The best estimate of mH is that which minimises −2 lnλ. These fits
are performed with mH, the four signal relative normalisations, νsig

j , the four ZZ∗

background relative normalisations, νbkg
j , and all nuisance parameters floating. The

resulting uncertainty on mH will correspond to the total uncertainty. To determine only
the statistical uncertainty, the same fit is performed, but with all nuisance parameters,
θ, fixed to 0.

7.1 Expected results

7.1.1 PER model

Two tests on the PER model are performed, one by fitting to the full MC statistics and
the second by fitting to bootstrapped MC. For the fitting to the full MC statistics, five
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such fits are performed. The first four are combined fits per channel, simultaneously
across each of the four BDT bins, with the other being a combined fit across all 16
categories. The results from this are shown in Figure 7.1a. The fit to bootstrapped
MC is performed in the same manner as that performed on the signal model. The
resulting distribution of mH is shown in Figure 7.1b along with a Gaussian fit. The
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Fig. 7.1 Expected results for the PER model (a) results from fits to the full MC
statistics and (b) distribution of mH from fitting to bootstrapped MC with a Gaussian
fit.

model closes with an expected total uncertainty of 196 MeV in the fit to full MC and
193 MeV in fits to bootstrapped MC. Shown in Figure 7.2 is the expected systematic
ranking for the PER model. As in the previous analysis, muon momentum scale and
electron energy scale uncertainties are the dominant systematics. None is significantly
pulled or constrained.

7.1.2 Model without per-event resolution

The same procedure described above is performed for the model without per-event
resolution. From these tests, the model closes with an expected total uncertainty of
199 MeV in the fit to full MC and 196 MeV in fits to bootstrapped MC. Shown in
Figure 7.4 is the expected systematic ranking for the model without accounting for
per-event resolution. As expected, the muon momentum scale and the electron energy
scale are the dominant systematics. No systematics are significantly pulled with respect
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Fig. 7.2 Expected systematic ranking for the PER model. The red and blue bars indicate
the prefit and postfit effects of a particular systematic on the uncertainty respectively
(top x-axis). The black points indicate the amount by which the corresponding nuisance
parameter is pulled from its nominal value (bottom x-axis).
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Fig. 7.3 Expected results for the model without accounting for per-event resolution (a)
results from fits to the full MC statistics and (b) distribution of mH from fitting to
bootstrapped MC with a Gaussian fit.
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Fig. 7.4 Expected systematic ranking for the model without accounting for per-event
resolution.

to their nominal value with the exception of the BDT shape uncertainty in the 2e2µ

BDT bin 2 category.

7.1.3 Compatibility between models

In order to verify that the addition of per-event uncertainties does not bias the model,
it is fitted twice to the same sets of bootstrapped MC with and without accounting for
per-event resolution. The difference in the value of mH returned is investigated. The
results from this are shown in Figure 7.5a. Accounting for per-event resolution, on
average, returns the same result as when not accounting for it with a spread of 45 MeV,
so the addition of per-event resolution does not bias the model. Shown in Figure 7.5b
is the distribution in differences in uncertainty between the two cases when fitting to
the same set of bootstrapped MC. On average, accounting for per-event resolution
improves the uncertainty on mH by 4 MeV, with a spread of 5 MeV.

7.2 Observed results

Table 7.1 shows the expected and observed yields for each of the channels around the
Higgs boson peak, 115 < m4ℓ < 130 GeV. Slightly more 2e2µ and slightly fewer 4e
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(a) (b)

Fig. 7.5 Compatibility between the model with and without per-event resolution.
(a) shows the difference in measured mH between when fitting to the same sets of
bootstrapped MC. As the peak is centred on 0, no bias is observed with a standard
deviation of 45 MeV. (b) shows the difference in uncertainty between the same sets
of bootstrapped MC. On average, the accounting for per-event resolution improves
uncertainty estimation by 4 MeV with a standard deviation of 5 MeV.

Channel Higgs
(mH = 125 GeV) ZZ∗ Other

backgrounds
Total

expected Observed

4µ 78 ± 5 38.0 ± 2.1 2.85 ± 0.18 119 ± 5 115
4e 35.3 ± 2.6 15.0 ± 1.5 2.91 ± 0.33 53.2 ± 3.1 42

2e2µ 53.0 ± 3.1 26.1 ± 1.4 2.98 ± 0.19 82.0 ± 3.4 96
2µ2e 40.1 ± 2.9 17.3 ± 1.3 3.6 ± 0.5 61.0 ± 3.2 57

Inclusive 206 ± 13 96 ± 6 12.2 ± 1.0 315 ± 14 310
Table 7.1 Expected and observed yields for events within 115 < m4ℓ < 130 GeV. The
expected yields for signal are calculated assuming mH = 125 GeV. [61]

events are seen than expected, whilst the observed numbers of 4µ and 2µ2e agree very
closely with those expected. The total number of expected events is within 1 standard
deviation of that observed. Note that the uncertainties do not add in quadrature as
the systematic uncertainties between samples are highly correlated.

The distributions m4ℓ and σi from ATLAS 139 fb−1 data are compared with their
predicted shapes from MC in Figure 7.6. Both predicted distributions are in agreement
with those observed from data. As data and MC are in agreement, the model can be
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Fig. 7.6 Distributions of the m4ℓ spectrum (left) and σi (right). The filled regions
represent the expected distributions from MC simulation and the black points rep-
resent the observed distributions from data. In both cases, the MC and data are in
agreement. [46]

fitted to the data.

7.2.1 PER model

Fitting the PER model to the data yields the result

mH = 124.92± 0.19 (stat.) +0.09
−0.06 (syst.) GeV,

which is in agreement with previous measurements by both ATLAS and CMS [6, 7, 45].
A projection of the fit across all 16 categories is shown in Figure 7.7. The results and
profile likelihood scans from each channel are shown in Figure 7.8. The measurements
from each channel are observed to be consistent with one another.

The observed statistical uncertainty of 187 MeV is 10 MeV higher than expected.
The reason for this upward fluctuation can be seen in Table 7.2, which shows the
relative normalisations. Slightly more background and less signal is seen than is
expected, which will have the effect of increasing the uncertainty on mH. From these
numbers, the total signal and background normalisations are found to be 0.99 ± 0.08
and 1.09 ± 0.07 respectively. This small under-fluctuation is in agreement with the
expected and observed numbers of events in Table 7.1, as the number of observed
events is 0.98 of that expected. This also compares well with the observed global signal
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Fig. 7.7 Projection of the PER fitted across all 16 categories. The black points represent
the ATLAS 139 fb−1 data, the red line, the fit, and the shaded region, the background
model. [46]
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BDT bin Relative
normalisation

Signal
1 0.35+0.51

−0.47

2 0.82+0.23
−0.21

3 0.86± 0.12
4 1.30+0.15

−0.14

Background
1 1.08+0.12

−0.1

2 1.06+0.14
−0.13

3 1.14+0.14
−0.13

4 1.09+0.23
−0.21

Table 7.2 Normalisations for signal and background for the PER model. A small excess
of background and small under-fluctuation of signal are observed.
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Fig. 7.9 Observed systematic ranking for the PER model.
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strength in the ATLAS analysis of Higgs boson cross sections in H → ZZ∗ → 4ℓ of
1.01± 0.11 [62]. The observed ranking of systematic uncertainties for the PER model
is shown in Figure 7.9. This compares well with the expected ranking (Figure 7.2) as
the two dominant systematics in both cases are the muon momentum scale and the
electron energy scale.

7.2.2 Model without per-event resolution

Fitting the model without accounting for per-event resolution to the data yields the
result

mH = 124.97± 0.20 (stat.) +0.09
−0.07 (syst.) GeV,

which is 51 MeV above that when accounting for per-event resolution. From Figure 7.5a,
a 1σ difference between fitting the same data to the model with and without per-event
resolution is 45 MeV, so the two values agree with a two-sided p-value of 26%. Taking
the difference between the two uncertainties and using Figure 7.5b, they are found to
be in agreement with a one-sided p-value of 17%. Figure 7.10 shows the distributions of
uncertainties expected for the model when accounting for per-event resolution (black)
and when not accounting for per-event resolution (blue). Also shown by the dashed
vertical line are the observed uncertainties. The observed uncertainty for the PER
model is found to be in agreement with that expected with a one-sided p-value of 29%.
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Chapter 8

Conclusion

A new method to check the photon calibration procedure by transforming electrons
from Z → ee decays into photons has been developed. From this it was found that the
photon calibration procedure is performing as expected.

By transforming unconverted photons to single/double TRT converted and vice
versa, the effect on the calibration of photon energy from misidentifying unconverted
photons as single/double TRT converted and vice versa was investigated. It is found
that misidentifying an unconverted photon as a single/double TRT converted leads to
a 1% bias in photon energy calibration, independent of pseudorapidity. The reverse
effect is found to be smaller, leading to a bias of -1% in the pseudorapidity region
0.8 ≤ |η| < 1.37. To determine the extent of the mis-calibration caused by this effect
would require knowledge of the mis-identification rates.

To correct for the mismodelling of electromagnetic shower shapes in the ATLAS
calorimeter, a new set of corrections to simulated electron showers has been determined.
These corrections are used to improve the electron identification selections, which
are a set of selections designed to remove “fake” electrons from data samples. A
“fake” electron refers to either an electron from a hadronic decay or any other object
misidentified as an electron. The selections were improved by updating the shift and
width corrections to shower shape variables in simulated events. The corrections were
determined from comparing simulated shower shapes to those observed in data for
samples of J/ψ → ee and Z → ee decays. These corrections have been used in ATLAS
publications.

A new system for applying shower-shape corrections by convolving the simulated
distributions with a Gaussian has also been developed. This is found to over-correct
in fewer cases than the method of shift and width corrections. Corrections using this
method have not yet been used in publication.
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An analytic description of the m4ℓ spectrum from H → ZZ∗ → 4ℓ events has been
developed to measure the mass of the Higgs boson, using a Double-sided Crystal Ball
model. A per-event description of the uncertainty is added to this model, using a
Quantile-Regression Neural Network to determine the per-event uncertainty. When
fitted to ATLAS 139 fb−1 data, the mass of the Higgs boson is determined to be

mH = 124.92± 0.19 (stat.) +0.09
−0.06 (syst.) GeV.

This is in line with previous measurements by the ATLAS and CMS collaborations and
represents the most precise measurement by ATLAS to date. It is also in agreement with
the most recent CMS combination of mH = 125.38± 0.11 (stat.) ± 0.09 (syst.) GeV to
within two standard deviations [8].

The most recent ATLAS measurement of the Higgs boson cross section times
branching ratio for the H → ZZ∗ decay was 1.34 ± 0.12 pb, in agreement with the
standard model prediction of 1.33±0.08 pb [62]. For this measurement, mH = 125 GeV
was assumed. As this mass is within the uncertainty of the measured mass in H →
ZZ∗ → 4ℓ and, from Figures 2.3 and 2.4, the Higgs boson branching ratio to ZZ∗ and
cross sections change very little between mH = 124.92 GeV and mH = 125 GeV, this
measurement is compatible with the measured value of mH.
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