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Abstract

This thesis primarily concerns the use of nuclear magnetic resonance (NMR) spectroscopy to study enzyme dynamics. Recent improvements in NMR and other biophysical methods have allowed the detailed study of protein dynamics, and have led to much speculation as to their involvement in the catalytic prowess of enzymes. β-Phosphoglucomutase (βPGM) is a phosphoryl transfer enzyme, and must therefore bring one of the slowest chemical reactions in nature onto a biologically-relevant timescale. As well as being exceptionally proficient catalysts, phosphate transfer enzymes are useful objects of study through the use of metal fluorides and ground-state and transition-state analogues which allow for the capture of conformations which relate to various stages along the reaction coordinate. Together then, βPGM and metal fluorides allow for a critical analysis of the role of enzyme dynamics in catalysis.

Formation of the transition state analogue (TSA) complex of βPGM captured by using MgF$_3^-$ ions to mimic the transferring phosphate allows the study of both protein & TSA NMR signals. It is demonstrated that there are two conformational exchange processes occurring on the catalytic timescale: one which is coincident in rate to catalysis and therefore likely plays a role in catalytic turnover by βPGM, and another which is implicated in the folding stability of the protein. These processes are characterised in detail, and attempts to perturb them by mutation are made. The role of dynamics occurring on a faster timescale in βPGM is also explored.

It is concluded that in βPGM and all other enzymes, dynamics on the timescales most amenable to study by NMR (ms–µs and ns–ps timescales) are not directly involved in the chemical step. Instead they may be involved in allowing the enzyme to traverse the complex energy landscape from substrate to product, a role of equal importance.
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1 Introduction and Literature Review

1.1 Introduction

$\beta$-Phosphoglucomutase catalyses the interchange of $\beta$-Glucose-1-Phosphate and $\beta$-Glucose-6-Phosphate; it is a phosphoryl transfer enzyme. Phosphoryl transfer underpins the regulation of chemical processes within the cell, yet it is extraordinarily slow without the presence of an enzyme catalyst. The mechanism by which enzymes are able to accelerate phosphate transfer reactions — or indeed any other biological reaction — remains poorly understood. Improvements in biophysical techniques have led to great interest in enzyme dynamics, and much speculations as to their potential role in catalysis. Nuclear magnetic resonance (NMR) is proving to be an extremely powerful technique, providing detailed information on the nature of protein dynamics on a wide range of timescales.

The work described herein centres around the use of NMR to study the dynamics of $\beta$-Phosphoglucomutase and how the dynamics may relate to its function as a phosphoryl transfer enzyme. This literature review first discusses the current theories as to the mechanism of function of enzymes, critically addresses the literature concerning the potential role of enzyme dynamics in catalysis, introduces the system under study and finally details the methods used throughout this thesis.

1.2 Enzyme Catalysis

1.2.1 Substrate Specificity of Enzymes

A conceptually useful way of explaining the high substrate specificity of enzymes has been the “lock and key” model, which was proposed by Emil Fischer in 1894[1]. It states that the enzyme and substrate are complementary in three-dimensional shape to one another, in much the same way that a key is designed to have complementary grooves and notches to the locks it opens. This model is depicted in Figure 1.

![Figure 1: Diagram of the “lock and key” hypothesis, whereby the enzyme and substrate are exactly complementary in shape.](image_url)

As the nature of enzyme catalysis was further studied, it was soon realised that the
“lock and key” model was too simplistic to be true. It was found that some enzymes have no activity against molecules which are identical to their native substrate but for the absence of a few atoms, e.g., a purine ring[2]. In addition, for many reactions it is necessary to exclude water, something that is not easily visualised if the substrate is designed to sit beautifully on top of its catalyst in aqueous solution.

To allow for these observations, in 1958 it was proposed that the free enzyme is not entirely complementary to its substrate, but is able to use the energy derived from binding its substrate to drive a conformational change, the result of which is complementarity between the molecules. Put differently, this model says that the free enzyme does not properly “fit” its substrate, but that binding of the substrate induces the enzyme to fit. As such, this model is called the “induced fit” model[3], and is represented in Figure 2.

The conformational change implicit in the induced fit model allows for water exclusion, for the enzyme to bring substrates together, and for the correct arrangement of all the catalytic groups to allow the chemistry to occur. The necessity for the substrate to induce a structural change in the enzyme also explains why, for example, it is possible to discriminate between the amino acids isoleucine and valine (which has one fewer methyl group but is otherwise identical in structure) during protein synthesis.

The “induced fit” model was conceived from theoretical work on protein synthesis before it was realised that the ribosome catalyses the synthesis of proteins — a discovery that completely revolutionised the understanding of this process — and it is therefore a credit to the model that it still persists today. However, one of its conditions is that the “active” conformation of the enzyme is found only after substrate binding; that the “active” conformation should not be present in the absence of the substrate. In the last 15 years, advances in biophysical methods have allowed studies which have shown that, in many cases, this condition is not met. Instead it is frequently found that a low population of free enzyme in a conformation similar to that when its substrate is bound exists in solution, and that the enzymes frequently fluctuate between “open”
(substrate free) and “closed” (substrate bound) conformations[4, 5, 6].

Instead of inducing a new conformation in the enzyme then, substrate binding just results in the shift of this equilibrium, such that the vast majority of the enzyme is in the “closed” conformation in the presence of ligand. It can therefore be said that the substrate is “selecting” the “closed” conformation to which it has greater affinity out of the conformations that already exist in solution. This model, proposed in 1995 to explain the kinetics of peptide binding to antibodies[7] — and first applied to the binding of enzymes to their substrates in 1999[8] — has since become known as the “conformational selection” model[9].

There have been many arguments over whether “induced fit” or “conformational selection” better represents particular scenarios, and more recently a hybrid model has been proposed[10]. In this model, a conformation of the enzyme which resembles the substrate-bound conformation already exists in solution, but when the substrate is actually added it induces further changes in the enzyme. This is likely to be nearer the truth in many cases, with pure “induced fit” and pure “conformational selection” occupying extreme ends of the spectrum of possibilities.

1.2.2 Free Energy in Enzyme Catalysis

All chemical reactions involve the reconfiguration of bonding electronic orbitals, where certain configurations are more stable than others. Transition between the stable configurations of the substrate and product during a chemical reaction will transiently sample an intermediate electronic configuration which is unstable. This is known as the transition state (TS) of the reaction, and the stable substrate and/or products are known as ground states (GSs). The relative amounts of Gibbs free energy (G) between the ground state(s) and the transition state determines the rate of reaction. Gibbs free energy is a measure of the amount of energy that can be transferred in a thermodynamic system; an unstable chemical which readily reacts is more capable of transferring energy than a highly stable unreactive chemical, and as such it has higher free energy.

By definition the transition state is an unstable entity, which therefore has high free energy. To proceed along the reaction coordinate from the substrate to the transition state there must therefore be an input of free energy, which is referred to as the “energy barrier”, or activation energy (ΔG‡), of a reaction. For reactions which occur rapidly this barrier is low, and so can be overcome by the thermal energy of the substrate(s). For other reactions, few substrates have sufficient thermal energy to pass over the energy barrier and the conversion of substrates to products is therefore slow.

The central paradigm that underpins most of modern enzyme catalytic theory was first postulated by Linus Pauling in 1948. He proposed that enzymes are not complementary to the ground state (as suggested by the models designed to explain the high substrate specificity of enzymes) but in fact complementary to the structure of the
transition state[11]. This would result in favourable interactions between the transition state and the enzyme, partially offsetting the activation energy through a decrease in the free energy of the TS. As such more substrate molecules would have sufficient thermal energy to overcome the energy barrier. Therefore, by selectively stabilising the transition state of a reaction, an enzyme is able to significantly increase the rate of reaction. This is depicted in the free energy diagram in Figure 3.

![Free energy diagram showing the reduction in the activation energy (ΔG‡) for a catalysed reaction (red) compared to the reaction proceeding uncatalysed (blue). The substrate, product, and transition states are represented by S, P, and the symbol ‡. It can be seen that by stabilising the transition state of a reaction — thereby lowering its free energy — the activation energy for the reaction is much lower. A larger proportion of substrates will therefore possess the thermal energy necessary to pass over the barrier and react.](image)

Pauling’s “transition state theory” was validated experimentally in 1986 from the study of so-called “catalytic antibodies”. Antibodies are selected to bind to particular ligands, stabilising them in the process. Antibodies raised against transition state analogues (TSAs), which are stable chemicals which have a similar structure to the transition state, should therefore be capable of stabilising the transition state of a reaction and provide catalysis[12]. It was found that such antibodies are indeed capable of catalysing the reaction which corresponds to the TSA against which they were raised[13], although the rate enhancement is often much less than the corresponding enzyme[14].

1.2.3 Free Energy in Enzyme Conformation

Whilst 1-dimensional free energy plots such as that shown in Figure 3 are useful for illustration, they are a gross oversimplification. The “reaction coordinate” could refer to one of many parameters: electronic distributions, bond orders, angles between substrates, etc. In reality, there are many parameters which affect the transition from one molecule to another, and as such the free energy “landscape” is highly dimensional. Transition state theory dictates that in enzyme-catalysed reactions, the height of the energy barrier is dependent on the specific interactions formed between the enzyme and the transition state and therefore depends on the conformation of the enzyme.
The idea of free energy landscapes can also be applied to the conformational states of enzymes. Contrary to the static images provided by X-ray diffraction, proteins are highly mobile on a wide range of timescales, through bond vector fluctuations on the ns–ps timescale to large-scale domain reorientations on the ms–μs timescale[15]. These dynamics give rise to a range of conformational substates which can be occupied by the enzyme, which may differ in hydrogen bonding lengths, stacking of hydrophobic rings, ionic interactions, etc. Some conformational substates may have more favourable interactions between residues than others, and as such have lower free energy. The various conformations adopted by enzymes (and the interchange between them) can be therefore be thought of as a protein sampling “conformational space” on a free energy landscape[16].

Language such as “conformational space” and “free energy landscapes” has proved particularly useful for the field of protein folding[17], where unfolded proteins are seen to sample conformational space as they progress downhill on the free energy landscape (often referred to as a “folding funnel”) until they arrive at the global minimum which represents the folded state with the lowest free energy[18]. Exactly analogous to discussion of chemical reactions, the rate at which this occurs depends on the height of the energy barriers that must be overcome during the folding process.

Although for simplicity the folding funnel models tend to assume that there is a single global minimum — a single conformational state that the folded protein adopts — of course this is not true. There may be many conformational substates of a folded enzyme with similar free energies, and hence there may be many local free energy minima, or “wells” in the free energy surface, with individual transition states between each of them. Often the energy barriers between conformers are low compared to the thermal energy in the system and so various conformational substates of folded proteins exist in equilibria. These equilibria can be easily perturbed by changes in conditions like substrate binding, but also things such as temperature, pH, pressure, etc[19].

The “conformational selection” model — despite being easily understood by a simple change in the equilibrium position between two states — was the result of applying the free energy landscape approach to ligand binding[8]. The model is a useful advance on the “induced fit” model as it emphasises that folded enzymes cannot be thought of as static machines that go through discrete structural changes during catalysis. Instead enzymes are seen as soft, highly dynamic molecules which sample conformational space. On ligand binding, the relative free energies of the conformational substates is altered: those conformations which have favourable interactions with the ligand (i.e., more closely resemble a “closed” conformation) will be stabilised, and therefore more populated. This is represented in Figure 4.

1.2.4 Summary of General Catalytic Theory

*Substrate Destabilisation/Strain.* This theory represents the other side of the coin to transition state stabilisation, that \( \Delta G^\ddagger \) can be decreased not only by decreasing the
Figure 4: Conformation Selection model expressed as energy landscapes before and after ligand binding. Prior to binding, those conformational substates which are “open” have lower free energy than those which more closely resemble the “closed”, ligand-bound form. It can be seen that transitions between substates of the open-like or closed-like conformations (A & C) is fast due to the small barriers between them, but transition from an open-like to a closed-like conformation has a large activation energy (B) and as such is slow. On ligand binding, the closed-like conformations have lower free energy, and so have higher population than the open-like structures.

free energy of the transition state but also by increasing the free energy of the ground states via substrate strain or destabilisation[20]. By imposing strain, the ground state can be made to adopt a more transition state-like conformation, which makes the transition between states less unfavourable[21].

The X-ray crystal structure of apo hen egg-white lysozyme was used to model the substrate binding site which showed that the substrate did not perfectly fit in the active site cleft[22]. It was only if the conformation of the fourth sugar ring was distorted from its ground-state “chair” shape towards a strained “half-chair” shape could the peptidoglycan backbone be modelled into the active site. The previously proposed carbonium ion intermediate of the reaction adopted a “half-chair” conformation, so by straining the substrate to more closely match this, the reconfiguration required for the formation of the intermediate is less, as shown in Figure 5[23]. Substrate-bound crystal structures have since revealed that the role of strain in lysozyme is more subtle: the sugar is distorted to facilitate nucleophilic attack at the C1 atom, rather than to force a more TS-like conformation in the substrate[24].

Figure 5: Substrate strain in the “old” mechanism of Lysozyme. For clarity only the sugar ring which occupies the “D” site in the Lysozyme active site is shown in both cases. The “D” ring of the substrate peptidoglycan molecule occupies the stable “chair” conformation, whilst the transition state of the reaction was proposed to be a carbonium ion in a less stable “half-chair” conformation.
Computational studies have suggested that enzymes are too flexible to impose significant strain on the substrate, and hence the contribution of strain energy to lowering the activation energy is low\(^\text{[25]}\). However, the diversity of conformations adopted by ligands bound to different enzymes demonstrates that substrate conformation can indeed be dictated by enzymes\(^\text{[26]}\), and substrate strain has been invoked in more recent studies\(^\text{[27, 28]}\).

**Electrostatic Preorganisation.** This theory suggests that the charge distribution of the TS is stabilised relative to the substrate by permanent dipoles and hydrogen bonding networks within the active site\(^\text{[25]}\). The crystal structure of hen egg-white lysozyme was again used as a model for this idea as there is an aspartate residue 3 Å away from the C1 atom of the sugar ring that was proposed to form a positively charged carbonium ion in the transition state. It has since been shown that catalysis by this enzyme proceeds not through a carbonium ion as previously proposed but through a covalent intermediate\(^\text{[24]}\), though examples of the contribution of electrostatics to catalysis by enzymes are ubiquitous\(^\text{[29]}\).

Although water — being a dipolar solvent — is also able to stabilise ionic charges, enzymes are suggested to be able to achieve higher stabilisation for two reasons. Firstly, the active site is predicted to have a lower dielectric constant than free solution, so the strength of electrostatic forces is larger\(^\text{[30]}\). Secondly, formation of an ordered solvation shell around charged molecules by water requires a decrease in degrees of freedom, and hence is entropically unfavourable. In proteins however, the dipoles and hydrogen bond donors/acceptors are already preorganised (an entropic cost paid for during the folding process), and therefore this cost is reduced\(^\text{[31]}\).

**Desolvation.** For many chemical reactions, it has been found that reactions progress much faster in other solvents, such as ethanol, rather than water\(^\text{[32]}\), and that solution reactions are often much slower than the equivalent reaction in the gas phase\(^\text{[33]}\). It has been proposed that similar effects could occur in enzymes where the environment of the active site differs from that of free solution. Recent evidence suggests that the reason enzymes show proportionally higher affinity for the transition states rather than the substrates of reactions is not solely due to stabilisation of the TS; also a significant effect comes from the fact that formation of the TS in bulk water requires reorganisation of water molecules which is unfavourable\(^\text{[34]}\). The active site is proposed as an environment in which the TS is shielded from the ‘retarding’ effects of bulk solvent, and as such the role of desolvation can be seen as a subset of electrostatic stabilisation. It has been suggested that this effect would be better described as “solvent substitution”\(^\text{[35]}\), as the substrates are effectively “solvated” by active site hydrogen bond donors and acceptors.

**Low Barrier Hydrogen Bonds.** Normal hydrogen bonds involve a bond between the hydrogen and the hydrogen bond donor which is essentially covalent, and an electrostatic interaction between the hydrogen and the hydrogen bond acceptor. Low barrier
hydrogen bonds (LBHBs) are hydrogen bonds with high enthalpy, where the donor–acceptor distance is shorter and the character of the hydrogen–acceptor bond is much more covalent in character[36]. As a result, the energy barrier between the states corresponding to the hydrogen being proximal to either donor or acceptor is low, and the average position of the hydrogen is equally spaced from both, as shown in Figure 6[37]. Such bonds are common between molecules in organic solvents, and have been shown to occur in proteins[38].

![Figure 6: Low barrier hydrogen bonds represented as free energy profiles. The free energy profiles represent the energetic barrier to changes in bond lengths[40]. The horizontal dotted lines on the energy profiles represent the zero-point energy for a hydrogen atom. In usual hydrogen bonds (A), the hydrogen is covalently attached to the hydrogen bond acceptor and electrostatically interacting with the acceptor. In LBHBs (B), the donor–acceptor distance is shorter and the energy barrier between “ground state” positions of the hydrogen is lower, and on average it resides equally spaced between donor and acceptor.]

The role of LBHBs in enzymes is proposed to be that the degree of LBHB formation may change throughout the reaction coordinate and therefore provide a mechanism for preferential transition state stabilisation[39]. It has also been suggested that LBHB formation could alter the pKₐ of acid/base catalysts to make this process more efficient (see Section 1.2.5)[40]. However, it has been suggested that LBHBs would result in an increase in the solvation of the transition state which would disfavour its formation[41].

Substrate Entropic Effects. Enzymes bind substrates such that the correct chemical groups are positioned for reaction. The bringing of substrates together (approximation) accelerates the rate of reaction by increasing the “effective concentration” of the substrates to each other. This can be thought of as the loss of translational entropy from the substrates. The “effective concentration” of a substrate (calculated by comparing analogous inter- and intra-molecular reactions) can be very large, far exceeding 55 M[42]. This can be ascribed to favourable alignment of the necessary chemical groups in the intra-molecular case, i.e., when the reactants are tethered to one another, as often there is only a small fraction of the surface of molecules over which the reaction
This idea has been referred to as “orbital steering,” and represents the loss of both translational and rotational components of substrate entropy, as is shown in Figure 7.

It has been suggested that the binding event may also serve to lower the activation entropy of the reaction itself. However, quantum mechanical simulations have found that the formation of the transition state does not require the loss of many degrees of freedom (i.e., it is not strongly immobilised within the enzyme active site), implying that the activation entropy is not a significant determinant of catalytic rate.

Near-Attack Conformations. Near-Attack Conformation (NAC) theory follows from discussion of substrate entropy effects, and suggests that the activation barrier of reactions can be partitioned into two independent components: the energy required to bring the substrates within Van der Waals distance and the correct orientation, and the energy required for the chemistry to occur to form the TS. Rather than the loss of substrate entropy driving the reaction as discussed above, the formation of an NAC—a conformation where all the appropriate chemical groups are aligned and positioned for reaction—is a sufficiently rare event in solution that the energy barrier to do so is comparable with the activation energy of the reaction itself. This was supported by molecular dynamics studies on chorismate mutase which showed that the enzyme exhibits little transition state stabilisation and therefore the rate enhancement must be purely a result of the formation of an NAC. Subsequent studies seem to contradict this observation though, stating the energy required to form NACs is probably low, and attributing the effects to electrostatic stabilisation instead.

![Figure 7: Diagrams to demonstrate substrate entropy effects and “orbital steering”](image)

The circles reflect molecules and the black shaded parts show the surface area on the molecule over which the reaction can occur. In free solution (A), the two molecules are unlikely to collide into each other with the correct geometry. When bound to the enzyme (B), their translational entropy is lost and so the “effective concentration” of the reactants is 55 M, leading to a rate enhancement. If the enzyme also optimises the geometry of the substrates by loss of the rotational entropy components (C) there is a further rate enhancement which is proportional to the fraction of surface area which is available for the reaction on both substrates. The enzyme-substrate complex shown in C could be referred to as a near-attack conformation.

1.2.5 Direct Participation of Enzymes in Chemical Steps

All the above theories describe molecular mechanisms by which the size of the activation energy of a reaction can be decreased. In certain cases, enzymes can also
accelerate the rate of reaction by either providing alternative mechanisms that are not available in free solution, or by favouring the existing chemical mechanism by participating directly in the chemistry of the reaction.

In covalent catalysis, an intermediate which is covalently linked to the enzyme is formed, and as such an alternative energy barrier that may have lower activation energy but is not available in the uncatalysed case can be traversed[51]. However, it is not always clear why it is advantageous for the enzyme to form an intermediate rather than catalyse the reaction in a single step[42]. In addition, only a small subset of enzyme reactions are found to form covalently-linked intermediates[43]. Covalent catalysis cannot therefore be seen as a general effect, and does not describe the reduction in the height of the relevant activation barrier.

More ubiquitous is general acid/base catalysis. Acid catalysis describes the protonation of substrate by the enzyme, this makes the substrate more electrophilic and therefore more susceptible to nucleophilic attack. This often coincides with base catalysis whereby the removal of a proton from the attacking group makes it a more effective nucleophile. This is referred to as concerted acid-base catalysis[37]. Acid/base catalysis requires that the general acid/base should be able to occupy both protonated and deprotonated forms with little difference in free energy, and therefore histidine residues are commonly used as acid/base catalysts in enzyme reactions. This is because the pKₐ of the histidine N⁺ atom is close to neutral and can be “tuned” as necessary by the local environment in the active site[51]. Acid/base catalysis also enables the enzyme to avoid highly-unstable charged intermediates along the reaction coordinate[42]. Electrophiles can also be made more susceptible to nucleophilic attack by the removal of electron density by nearby metal ions[52]. The effect of acid/base catalysis on the rate of reaction is considered to be significant.

1.2.6 Need of Further Study

Despite decades of research, elucidation of the underlying mechanisms of enzyme catalysis is complicated by many issues. In many cases the mechanism of an enzyme-catalysed reaction differs from the mechanism of reaction in free solution, making direct comparison and calculation of the “enhancement factor” of an enzyme impossible[42]. In addition, the entropic and enthalpic processes involved are often impossible to measure within the microenvironment of the enzyme active site, or even in free solution[53]. Therefore, there is much debate as to how much the various chemical and environmental differences between enzymatic and uncatalysed reactions contribute to the rate difference, based on direct experimental evidence as well as quantum mechanical and molecular dynamical calculations[54]. Despite strong evidence against many of the historical theories described above, Koshland & Neet calculated in 1968 that the predicted effect of all of the theories summed together still falls short of accounting for the rate enhancement achieved by some enzymes[43]. Despite several decades of research conducted since, it is still agreed that this mystery is far from solved[55].
1.2.7 An Introduction to Enzyme Dynamics

Historically, it has been common to describe the dynamic properties of a protein as entirely separate from its structure, and as such at this point it is useful to outline exactly what is meant by “dynamics”. Protein dynamics can be described as any way in which the atomic coordinates of a protein vary with respect to time. Any conformation change by a protein — however large or small — can be referred to as protein dynamics. It is therefore an extremely broad term which describes small-scale random uncoordinated atomic fluctuations, as well as concerted large-scale events such as interdomain movement. It has been suggested that large-scale concerted motions are the result of many faster uncoordinated motions which are occurring co-incidentally\[56\]. As the constituent faster fluctuations are uncoupled and only occur simultaneously by chance, large-scale motions are rare events and occur on slower timescales, necessitating separate methods of study.

Energy landscapes are another helpful way to visualise the difference between fast and slow timescale motions. Fast timescale motions (e.g., thermal fluctuations of backbone amide bond vectors) involve the interchange of protein conformers which are only slightly different in structure from each other, and therefore likely have similar free energy. As the structural rearrangements necessary to change between similar conformations are only very small, the activation energy of these transitions are low, and hence these fluctuations occur very frequently. Interdomain motions and other large-scale structural rearrangements, on the other hand, reflect the interchange between protein conformations which are significantly different from one another. Because of this, the interchanging conformers likely have different total free energy, and there is likely to be a large free energy barrier between them due to the number of non-covalent interactions which must first be broken before they can be formed in a different configuration. As a result of this, the interchange between, e.g., enzyme molecules which are opened and closed around a hinge region, is slow\[57\].

Often for discussion of a hinge opening or closing event, it is useful to only imagine two distinct protein conformations: that of the open and closed states. However, in the open state for example, there are a whole range of conformational substates which, though all being more similar to the “open” conformation consensus than a “closed” state, all differ from one another. In order to represent the true state of protein dynamics in a free energy diagram, this hierarchy of motions must be taken into account. The free energy diagrams in Figure 4 on Page 6 are something of an approximation of this idea, although in reality there is much more heterogeneity in the free energy of the conformational substates and the energy barriers separating them.

Protein dynamics have been described by some as a mechanism by which proteins are able to sample conformation space on their energy landscape; that dynamics are an intrinsic property of proteins designed to allow them to jump between alternative conformational states\[58\]. This discussion can be unhelpful as it divorces protein dy-
namics from the energy landscape on which they are determined. It is more useful to
to think of protein dynamics as the result of the energy landscape: if there are two min-
ima in free energy which are the result of two distinct protein conformations, providing
the energy barrier between them is low enough, they will interchange due to thermal
fluctuations. Protein dynamics (like protein ground-state structure) are a result of the
conformational energy landscape, not the other way around[59].

As with the other enzyme catalytic theory (as discussed in Section 1.2.4), the desire
is to characterise how the enzyme alters the free energy over the reaction coordinate
to accelerate the rate of reactions. This can be done by observing the free energy of
different states along the catalysed reaction coordinate. The window into the variation
in enzyme conformation as it cycles through free, substrate-bound and product-bound
states provided by x-ray diffraction and other methods has been extremely useful in
this regard but this view is too simplistic, as there are likely to be a great many
other steps involved in the catalytic cycle that may not be amenable to study due to
being relatively rare conformations. Stated differently: there are likely to be many
other conformational states adopted by the enzyme–substrate and enzyme–product
complexes which are of catalytic importance but cannot be sampled by these methods
which rely on the study of the ground state. The measurement of enzyme dynamics can
be seen as a method by which the free energy landscape can be explored experimentally
in a way that cannot be achieved merely by the study of ground states.

The improvement in biophysical techniques over the last 20 years has enabled
atomic resolution studies of protein dynamics, and the studies of enzyme dynamics
have led many to speculate about their role in catalysis. In some cases enzyme dy-
namics are proposed to couple directly to the chemical step[60], and in other studies
dynamics are seen as a means for the protein to change between the various conforma-
tions present in the catalytic cycle[61]. As these ideas have vastly different consequences
and rely on motions on different timescales, they are now discussed separately.

1.2.8 Roles for Fast-Timescale Dynamics in Enzyme Catalysis

As the chemical step necessarily involves the fluctuations of relative atomic po-
sitions, it has been suggested that protein dynamics on the same timescale as the
bond vibrations in bond-breaking and bond-forming steps (ps–fs timescale) may cou-
ple to crossing of the energy barrier for catalysis[62]. Hydride transfer steps are often
used as examples, but these will be discussed separately due to the specific quantum-
mechanical nature of the reaction. For such fast vibrations to play a role in catalysis,
they would need to be directional, and therefore can be defined as non-Boltzmann
coherent motions. If protein motions are linked to passage over the barrier, and the
character of the transition state is determined by the exact position of the barrier that
is traversed during the reaction, then protein motions should determine the character
of the transition state.

This is a difficult hypothesis to test due to the extremely short lifetime of the
transition state. However, it is possible to characterise the transition state by studying the extent to which bonds in the substrate which are absent in the product are broken, and the extent to which new bonds are formed at the mid-point of the reaction, by measuring Kinetic Isotope Effects (KIEs). To take an example, suppose a C–H bond was broken during a reaction, and that some of this bond-breaking process occurs by the transition state. The bond would increase in length during passage from the substrate to the TS (according to the relationship between bond order and interatomic distance), and this increase in bond length requires energy. The zero-point energy of a deuterium atom (²H, or D) is lower than that of a hydrogen atom (¹H), which means that if the substrate is isotopically labelled such that it is instead a C–D bond which is broken during the reaction, this process will be slower, as the input of energy required to form the TS will be larger.

How much slower the chemistry proceeds when this example hydrogen atom is substituted for deuterium gives a measure of the extent to which this example C–H bond is broken at the mid-point of reaction. This can also be done for heavier atoms (substituting ¹²C for ¹³C, ¹⁴N for ¹⁵N, ¹⁶O for ¹⁸O, ³¹P for ³³P, etc.), and by systematically measuring KIEs at every position in the substrate, one can infer bond orders in the transition state[63]. A proof of principle for this technique has been provided by the use of KIEs measured on human and bovine Purine Nucleoside Phosphorylases (PNPs) to design transition state analogues which bind with extremely high (picomolar) affinity to their cognate enzymes[64]. Despite extremely high homology of the enzymes, their KIEs — and therefore transition states — differ. This is reflected in the relative affinities of the TSAs designed based on the KIE data for their cognate enzyme rather than the homologue.

More striking is that a chimeric enzyme (in which 3 residues distal from the active site of the human PNP are replaced with their bovine PNP equivalents) has a transition state which differs from the two parent enzymes[65]. It is therefore suggested that protein motions on the bond-vibration timescale are subtly altered by this mutation, and these dynamics are coupled to passage over the energy barrier, and thereby the structure of the transition state. It has been suggested that proteins may be evolved to display the particular dynamics which are necessary for barrier crossing. It has even been suggested that collisions of water molecules on the surface of the enzyme is channelled through the protein and coupled to catalysis-promoting motions in the active site[66].

This view of fast protein dynamics is that the enzyme undergoes a fast stochastic search of the free energy landscape until, by chance, all the necessary motions are coincident, pushing the substrate(s) along the reaction coordinate[67]. It has also been suggested that similar motions may have a more predetermined role in pushing the substrate(s) over the barrier by increasing the likelihood of conversion of the TS into product(s), rather than dropping back down the energy barrier to reform the substrate(s)[68]. The likelihood of the high-energy TS decaying into the product(s)
rather than the substrate(s) is called the Transmission Coefficient ($\kappa$), and is represented in Figure 8.
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**Figure 8:** Representation of the transmission coefficient, $\kappa$, which is related to the number of times the barrier must be crossed before the product is generated. In the trajectory shown in red, two barrier crossings are ultimately unproductive, whereas the trajectory in blue generates the product but only after three barrier crossings.

Theoretical calculations recently demonstrated that increasing the overall kinetic energy of every vibrational mode of the cis-trans proline isomerase Cyclophilin A (CypA) gives no increase in reaction rate; increasing the kinetic energy of specific vibrational modes however does yield an increase in catalytic rate, arguably through change in $\kappa$ since the directionality is so crucial[66]. Experimental evidence for this idea is lacking however, and even in the extreme case of a reaction with a low transition coefficient, the increase in the rate of reaction which could be achieved by an increase in $\kappa$ is very small compared to the rate acceleration achieved by enzymes.

Another interesting example of the role of fast timescale dynamics in catalysis — although distinct from conventional “over the barrier” reactions — is that of hydride-transfer enzymes which operate by a quantum tunnelling mechanism[69], as represented in Figure 9. The rate of these reactions is more strongly dependent on the shape (particularly the width) of the energy barrier rather than its height. A high-pressure kinetic study of the enzyme Morphinone Reductase has shown that compression of the energy barrier by reduction in physical separation between the hydrogen donor and acceptor sites leads to an increase in enzymatic rate[70].

The unusual temperature-dependence of the large kinetic isotope effects (KIEs) of many of these enzymes imply that the reaction is dependent on “rate-promoting vibrations” [72], which may serve to compress the reaction barrier in a similar way to high pressure. Alternatively, enzyme motions may sample conformational space in order to find configurations with degenerate quantum states which allow tunneling[15]. Although a topic of interest, it is believed that tunnelling only applies to species of very
Figure 9: The role of barrier width and kinetic isotope effects in quantum tunnelling reactions. The free energy profile represents that for a hydride transfer reaction, where the left-hand well represents the hydrogen atom attached to the hydride donor molecule, and the right-hand well represents the products where the hydrogen atom is attached to the acceptor molecule. The x-axis represents the hydride position and the width between the wells therefore directly corresponds to the hydride donor–acceptor distance. The lines labelled \(^1\text{H} \& \ ^2\text{H}\) represent the zero-point energy of a hydride & deuteride respectively. The green arrow shows a “classical” over-the-barrier trajectory, whilst the red and blue trajectories represent quantum tunnelling for \(^1\text{H}\) and \(^2\text{H}\) atoms. The origin of the large KIE can be seen if the barrier width at which \(^2\text{H}\) can tunnel must be smaller than that for a \(^1\text{H}\) atom\(^71\). As the reaction rate for a tunnelling reaction depends on the width of the barrier, the rate can be increased if the substrates are pushed together by the enzyme.

low mass, and it is currently unclear as to whether or not the promotion of quantum tunnelling by enzymes would actually result in rate enhancement as a similar process is likely to occur in solution\(^41\).

Although there is much evidence that fast protein dynamics are in some way linked to enzyme catalysis, it has been suggested by simulations that similar motions on the ps–fs timescale occur both in enzyme active sites and in free solution and even if a coupling between protein motions and barrier crossing exists, it is not a source of rate acceleration in enzymes\(^41\). Regardless of the role of individual fast motions, the sum of these disordered motions contributes to the overall conformational entropy (and therefore thermodynamics) of the system. Changes in the conformational entropy in proteins have been shown to play a role in the affinity of proteins for their ligands, and has also been suggested to contribute to the energetics of enzyme catalysis\(^73\).

Nuclear Magnetic Resonance (NMR) studies have found that unlike the protein backbone, amino acid side-chain groups in proteins are often highly disordered. Study of changes in dynamics between proteins in an apo and ligand-bound state have shown that changes in overall conformational entropy make a significant contribution to ligand affinity. Interestingly, some proteins show increased side-chain and/or main chain entropy on ligand binding\(^74\), whilst others have shown decreases\(^75\), and in many cases the response from regions of the protein proximal to the ligand binding site and those further away are opposite\(^76\). These observations suggest compensation of
entropy between regions and a fine-tuning of the overall ligand affinity.

Changes in conformational entropy have been of particular interest in the study of the origins of binding energy. Despite large differences in binding enthalpy, for hydrophobic and hydrophilic ligands alike it has been shown that changes in conformational entropy between free and bound states make a significant contribution to the free energy of binding[74, 77]. A study on the carbohydrate domain of Galectin-3 demonstrated that the increase in conformational entropy on ligand binding is of the same order as the enthalpy of ligand binding. The role of conformational entropy in catalysis has also been speculated. As with ligand binding, changes in the conformational entropy of an enzyme may potentially play a stabilising role for enthalpically-unfavourable transitions during the catalytic cycle[73].

1.2.9 Roles for Slow-Timescale Dynamics in Enzyme Catalysis

_E. coli_ Dihydrofolate reductase (DHFR) has been extensively used a model system to study the contributions of enzyme dynamics to catalysis[78]. It uses nicotinamide adenine dinucleotide phosphate (NADPH) to reduce dihydrofolate (DHF) to tetrahydrofolate (THF), which is a necessary cofactor in the production of nucleotides. DHFR shows large conformational changes between the Michaelis complex (NADPH and DHF bound) and the product complex (NADP\(^+\) and THF bound), indicating that dynamics are necessary for flux through the reaction coordinate. Recently, a “dynamic knockout” of this enzyme was described whereby a N23PP/S148A mutant shows similar structural properties to the WT enzyme but a complete loss of active site ms–\(\mu\)s dynamics in the modelled Michaelis complex[60]. As this is coincident with a reduction in the hydride transfer rate of the mutant enzyme, it was proposed that the dynamics are necessary for the chemical step itself; that ms–\(\mu\)s dynamics are somehow coupled to the chemistry.

This study is only the latest in a series that assert that enzyme ms–\(\mu\)s dynamics can be directly coupled to the chemical step, although this has been the subject of intense debate[79]. This recent high-profile DHFR study therefore stimulated two major counter-studies. The first counter-study demonstrated that although protein dynamics are affected by the viscosity of the solvent, the chemical step is not, and is therefore not influenced by ms–\(\mu\)s dynamics[80]. The second rebuttal shows that despite the similar ground-state structure of the double mutant reported, the free energy landscapes of the WT and double-mutant DHFR are sufficiently different to ascribe the decrease in catalytic rate in the mutant to perturbation of active site electrostatics[59]. In contrast to fast timescale motions, it is generally agreed that there is no evidence for a mechanism of coupling between slow timescale enzyme dynamics and vibrations within the transition state during catalysis[81].

Despite its controversial conclusions, this DHFR study is not isolated in its observations. Mutagenesis experiments have frequently found that it is possible to mutate certain residues which lie far from the active site such that the enzyme is no longer
active yet the fold and active site geometry is maintained[82, 83, 84], and often this is coincident with a change in enzyme dynamics on the ms–μs timescale[85]. The complex effect of mutations which lie far apart from each other on the catalytic turnover rate has also been cited as evidence for dynamic contributions[86]. The problem with many such studies is that they often describe “dynamic mutants” of enzymes, where dynamics only (not structure) is affected by the mutation. These studies tend to ignore the fact that as the protein is sampling another conformation, it is not necessary to be able to rationalise the structural relationship between amino acids based on the ground-state structure visible from x-ray diffraction.

A more useful way to describe “dynamic mutants” is that although the ground-state structure is not affected by the mutation, the structure of another conformational species — with which the ground-state conformation interchanges during the dynamics — is affected. The result of this can be that the higher energy conformational species is destabilised, and therefore the population of this conformational species is decreased, such that the interchange can no longer be detected by experimental methods. As such, what appears to be a mutation which solely affects “enzyme dynamics”, can actually be rationalised based on structural perturbation, as shown in Figure 10.

![Figure 10: Structural rationale behind “dynamic mutations”: if a mutation destabilises a higher energy conformer (B) by structural perturbation then although the ground state structure (A) is not affected, the interchange between the ground state and the higher energy conformer will be affected due to changes in the height of the energy barrier between them. Although this is often expressed as a mutation causing perturbation in dynamics and not structure, clearly dynamics and structure cannot be separated in this way. In this case, as the larger arrow in the case of the mutant demonstrates, the rate of conversion between low-energy and high-energy conformers would be much slower than the WT protein.](image)

Such observations which cannot be rationalised on the basis of ground-state structures have been explained by the idea of coupled networks of amino acids in proteins which are involved in conformational changes, i.e., they interact in higher-energy conformations. It has been suggested that such networks are responsible for maintaining the appropriate dynamic motions responsible for catalysis[87]. To identify networks
of interacting amino acids involved in maintaining enzyme dynamics, there has been interest in the use of statistical coupling analyses to assess evolutionary coupling between amino acids that may be relevant to dynamics[88], and QM/MM simulations on DHFR have provided support for the idea of coupled networks of amino acids, even explaining the long-range effects of some mutations[89].

Studies of enzyme dynamics which show co-incident rates of conformational change and enzyme catalytic turnover rates have provided some insight[90, 91, 92] as to the true role of ms–µs dynamics. In the case of Adenylate Kinase (Adk), which catalyses the reversible conversion of ATP + AMP to two ADP molecules, opening of the nucleotide-binding lid (intimately linked with product release) was found to be rate limiting in both the mesophilic (E. coli) and hyperthermophilic (Aquifex aeolicus) enzymes[91]. Another example is provided by Cyclophilin A (CypA). Being a prolyl cis-trans isomerase, this enzyme is required to move around its substrate during the reaction. Whether unliganded or bound to model peptides, the enzyme undergoes ms–µs dynamics which match the rate of catalysis[90].

Both of these studies suggest that the limit of the catalytic rate is not the chemical step, but the ability for the enzyme to move around its substrate(s) and/or product(s). It may even be possible to accelerate protein dynamics by mutation such that the catalytic turnover rate is raised. Although this view of ms–µs dynamics may imply they are a hindrance to catalysis, both Adk and CypA are clearly evolved for their functions. Dynamics on the ms–µs timescale occur in Adk particularly in the nucleotide-binding lids which must open to enable product-release, and CypA is adapted such that the conformations of the enzyme required to bind the cis- & trans- form of the substrate have similar free energy, enabling bidirectional exchange between them. It has even been shown that non-native contacts exist which stabilise the transition state between ground states, therefore bringing the conformational exchange on to a biologically-relevant timescale[93].

This idea of matching of ms–µs dynamics to function is well illustrated by another study of DHFR. Although the co-incidence of rate constants is not convincing given the range of conditions under which the various kinetics and dynamics measurements have been carried out, it is suggested that DHFR has evolved to facilitate the flux of substrates and products through the catalytic cycle[92]. There are 5 distinct complexes that form during the catalytic cycle of DHFR which feature many of the possible combinations of substrates and products. The presence of the 2 products (NADP+ and THF) bound to DHFR stimulates the release of NADP+, but THF remains bound to DHFR until a molecule of reduced NADPH has been replaced, after which it dissociates and is replaced by DHF, forming the Michaelis complex once again and allowing the reaction to proceed. 15N relaxation dispersion measurements have been done on all the possible intermediates (or in the case of the Michaelis complex, a model of the intermediate), and show that at each stage in the catalytic cycle, the conformational dynamics vary such that there is a “minor” conformer which resembles the “major”
conformer of either the preceding or following step[94]. The dynamics are therefore seen as promoting substrate recruitment and product release at each stage, in a manner which could be described as stepwise conformational selection.

These examples, as well as others, demonstrate that the role of an enzyme extends far beyond merely reduction of $\Delta G^\ddagger$, and that the interchange between conformational states with similar free energy is required for binding and chaperoning the substrate(s) along the reaction coordinate, before finally releasing product(s)[81]. It has been suggested that the free energy landscape of an enzyme is evolved such that each of the conformational changes which must occur during the catalytic cycle involve crossing of similarly sized barriers, such that no single exchange process represents a catalytic “bottleneck”[95]. Additionally it has been suggested that the necessity for enzyme to be stably folded puts a limit on their dynamic capabilities, which may explain why conformational exchange steps have been found to be the rate-limiting step in catalysis[56]. Stated differently, if an enzyme has high thermal stability (low free energy), it will require a large input of free energy to occupy a higher-energy conformation. This theory could potentially explain why the variation in the enzyme-catalysed rates of reaction is so much smaller than the variation in the rates of uncatalysed reactions.

1.3 Phosphoryl Transfer and $\beta$-Phosphoglucomutase

1.3.1 Cellular Role and Importance

Phosphoryl transfer has widespread and important roles in cellular metabolism and signalling and is a fundamental mechanism of control in biochemistry. Phosphoester bonds are extremely stable due to strong ionic repulsion of any potential nucleophile, necessitating an enzyme for their addition or removal. As such they make very effective molecular switches and phosphates are commonly used to modify proteins or metabolites. Phosphates can significantly alter the conformational free energy landscape of a protein such that it can be either activated or inactivated by phosphorylation due to their negative charge and ability to form hydrogen bonds[29]. Indeed, “kinase cascades” in which an upstream kinase phosphorylates its target kinase, thereby activating it and allowing it to phosphorylate and activate its downstream kinase target form an important part of many fundamental signalling pathways. Furthermore, the dephosphorylation of the so-called “energy currency” of the cell — Adenosine Triphosphate (ATP) — is used as an energy input for a wide range of cellular processes, and dephosphorylation of metabolites can be used to drive unfavourable reactions to proceed.

Although the targets of phosphorylation are numerous, kinases and phosphatases acting on other proteins alone are estimated to comprise 2% of the eukaryotic genome [96], and a third of all cellular proteins are estimated to be phosphorylated at any given time. Unsurprisingly given their fundamental role in cell biochemistry, the actions of kinases and phosphatases are implicated in the formation of many diseases and they are commonly targetted in drug screens. The disease most commonly as-
sociated with phosphotransfer enzymes is cancer as phosphorylation governs many of the “checkpoints” in the cell division cycle[29], although kinases and phosphatases are drug targets for a wide range of conditions[97].

1.3.2 Chemical Mechanism of Phosphoryl Transfer

It has previously been discussed that most enzyme catalytic events occur on a similar timescale, whereas uncatalysed reactions span several orders of magnitude in timescale. It is therefore argued that the most proficient catalysts are those enzymes which catalyse the reactions which occur slowest in free solution, as the rate enhancement — the difference between the uncatalysed and catalysed rates — is largest. To this end, phosphoryl transfer is a useful model to study enzyme catalysis as the hydrolysis of phosphate monoesters has a half-time on the order of $10^{12}$ years. Phosphate transfer enzymes must therefore achieve a rate enhancement on the order of $10^{21}$ to bring phosphoryl transfer onto a biologically-relevant timescale, in fact it is the largest enhancement factor so far identified[98]. It is therefore reasonable to expect that enzymes which catalyse these reactions make use of many of the available strategies that have evolved for rate enhancement by enzymes.

As was mentioned earlier, the primary reason for the high stability of phosphate monoesters is due to anionic repulsion of the incoming nucleophile which disfavours nucleophilic attack[99]. The electrostatics of the active site of phosphoryl transfer enzymes are therefore likely to play an important role in catalysis, and indeed the active site pockets tend to feature positively charged residues and metal ions such as $\text{Mg}^{2+}$, $\text{Mn}^{2+}$, $\text{Ca}^{2+}$, $\text{Co}^{3+}$, $\text{Zn}^{+}$ or a combination[100, 101]. Additionally, acidic residues in the active site often provide base catalysis on the attacking nucleophile.

The use of double isotopic labelling allowed the production of chiral $[^{16}\text{O},^{17}\text{O},^{18}\text{O}]$ phosphate[102] whose stereochemistry could be followed either by Mass Spectrometry [103] or $^{31}\text{P}$ NMR[104]. In all cases, phosphoryl transfer is found to occur with an inversion of stereochemistry, whereby the phosphorus atom passes through the equatorial oxygen atoms becoming planar at the mid-point of reaction. Phosphoryl transfer occurs through “in-line” nucleophilic attack, whereby the attacking nucleophile atom, phosphorus atom, and leaving group atom are all precisely linear[99] along the vector of phosphate migration from donor to acceptor molecule, as shown in Figure 11. Substrate approximation and orbital steering (NACs) therefore likely play a role in the enzyme catalysis of phosphoryl transfer.

The order of events in a phosphate transfer step dictates the nature of the transition state, and therefore the nature of its stabilisation by enzymes. The elimination of the leaving group may precede the attack of the nucleophile, i.e., the reaction may occur through an $S_N^1$ “dissociative” or “loose” mechanism where the transition state is a metaphosphate ion which is trivalent at phosphorus. Alternatively, nucleophilic attack may occur before leaving group dissociation in an $S_N^2$-type “associative” or “tight” mechanism, yielding a phosphorane transition state which is pentacoordinate.
Figure 11: Example of phosphate transfer process showing: A. the substrates, B. the electron transfer steps which occur during the nucleophilic substitution mechanism, C. the transition state, D. the products. It can be seen that the transfer of the phosphate proceeds through in-line transfer with an inversion of stereochemistry. Note that the bonding and charge distributions in the transition state represent that of a dissociative phosphate transfer mechanism. The donor/acceptor oxygen atoms are referred to as the “bridging” oxygens, or the “apical” oxygens, whereas the oxygen atoms which transfer with the phosphorus atom are referred to as “non-bridging” oxygens, or the “equatorial” oxygens.

If the phosphoryl transfer mechanism is dissociative (S_N1-like), then the rate of reaction depends on the ability of the leaving group to accept electrons from the dissociating phosphorus atom. Deprotonation of ionisable groups depends on the ability of the group to accept electrons from their attached hydrogen atom, thereby forming a hydrogen ion (proton, H^+). As such, the ability of the leaving group to accept electrons from the dissociating phosphorus atom is reported in the pK_a of the leaving group.
Figure 12: The transition states for dissociative and associative mechanisms of phosphate transfer. In the extreme dissociative case, the bond order between the phosphorus atom and the non-bridging oxygens is $7/3$, and the bond order between the phosphorus atom and the bridging oxygens is 0. In the extreme associative case, the bond order between the phosphorus and all oxygen atoms is 1. In accordance with the differences in bond orders in the two mechanisms, the bond lengths are also different. The mechanisms also differ in charge distribution, with all negative charge accumulating on the non-bridging oxygens in the associative case, and negative charge also being localised to the bridging oxygens in the dissociative mechanism.

Alternatively, if the phosphate transfer step occurs through an associative (S$_N$2-like) mechanism, then the rate of reaction is dependent on the pK$_a$ of the attacking nucleophile, which reports on its ability to donate electrons to phosphorus. This is called the Brønsted relationship.

Other experimental parameters which are often used to determine the character of the transition state (as discussed earlier in Section 1.2.8) are KIEs. If the “bridging oxygen” of a phosphate, i.e., that which links the phosphorus atom and the leaving group is substituted for $^{18}$O, the average length of the P–O bond will decrease, due to lower zero-point energy of the heavier isotope of oxygen. As such, the increase in the length of this bond required to break it will require more energy, and will therefore occur slower. Therefore, if the KIE of substituting the bridging oxygens for $^{18}$O is large, this demonstrates that the leaving group is largely eliminated in the transition state, which is therefore dissociative in nature.

It is also possible to label the non-bridging oxygens with $^{18}$O and measure KIEs. If the transition state is dissociative in character with a trivalent phosphorus atom, then the bonds between the phosphorus atom and the non-bridging oxygen atoms will have some double-bond character, and will therefore be shorter. This is actually favoured by the heavier isotope of oxygen, and as such “inverse KIEs” would be measured for such a transition state, with the reaction occurring faster with the $^{18}$O-substituted substrate. Conversely, if the $^{18}$O KIE for the bridging oxygens is low but the non-bridging oxygens is not inverse, then the transition state is associative in character.
In non-enzyme-catalysed hydrolysis of phosphate monoesters, the dependence of the reaction rate on the pK$_a$ of the leaving group, but not on that of the nucleophile, along with the large KIEs resulting from $^{18}$O-labelling of the bridging oxygen are consistent with a reaction mechanism that is dissociative in character\[106, 105\]. There is, however, no evidence of the formation of a metaphosphate intermediate: instead a metaphosphate-like species is expected to correspond to the transition state of the reaction in solution\[106\].

As was mentioned earlier, there is no reason to assume that the reaction mechanism in solution will be the same as that which occurs in the enzyme-catalysed case. It has been suggested by quantum mechanical simulation that the activation barrier for either dissociative or associative mechanism is comparable in height\[107\], such that an enzyme could easily select an associative pathway. There has been the suggestion that the positively charged active sites of phosphoryl transfer enzymes may be better at stabilising associative, phosphorane-like, transition states as this mechanism increases the negative charge on the non-bridging oxygens\[108, 105\]. As such, there is great interest in investigating whether the enzymatic mechanism of phosphoryl transfer is associative or dissociative in character. Unfortunately, this is much more difficult than establishing the behaviour in the solution.

Establishing the Brønsted relationships for the nucleophile and/or leaving group relies on being able to use a variety of molecules with differing pK$_a$s, and is impossible in enzymes which show high substrate specificity. The analysis of KIEs for the non-bridging oxygen atoms is also clouded by changes in ionisation of the phosphate during catalysis\[109\]. As such the mechanism of enzymatic phosphoryl transfer remains unsolved, and what data is available suggests that different enzymes use different mechanisms, with some reflecting the dissociative character of the solution mechanism and others forming more associative transition states\[106\].

### 1.3.3 Metal Fluorides as TSAs of Phosphoryl Transfer

For any enzyme-catalysed reaction, the nature of transition state analogues and the interactions formed in complexes with their cognate enzymes can give information on the way in which the reaction proceeds. Transition state analogues of phosphoryl transfer enzymes have potential value in being able to discriminate between associative and dissociative mechanisms, which differ in terms of bond order and charge distribution of the transition state\[110\].

It has been known for many years that F$^-$ ions can inhibit the activity of phosphoryl transfer enzymes\[111\], and that G-proteins become activated in the presence of F$^-$ ions\[112\]. It was subsequently shown that the mechanism of F$^-$ ions is metal-dependent with Al$^{3+}$ ions being the common metal\[113\], forming AlF$_x$ ions which mimic the $\gamma$ phosphate when bound to G-proteins, thereby activating them\[114\]. It was shown by X-ray crystallography that AlF$_4^-$ ions form octahedral complexes, and thereby mimic the geometry of the transferring phosphate ion during hydrolysis and not the ground-
state GTP molecule[115].

Structures of TSAs of phosphate-transferring enzymes with AlF₃ ions bound are ubiquitous in the Protein Data Bank (PDB), although there is some ambiguity over the coordination of the Al³⁺ ion. In some crystal structures an octahedral AlF₄⁻ ion is reported, in others a trigonal bipyramidal AlF₃₀ ion. As has been discussed previously, the conservation of charge is highly important in the active sites of phosphoryl transfer enzymes, and so ambiguity of the charge on a transition state mimic is unusual. It was noticed that the crystal structures which contained neutral AlF₃ ions were formed at high pH values[110], at which Al³⁺ ions are known to precipitate out of solution as Al(OH)₃[116].

The ability of F⁻ ions to activate G-proteins had previously been shown to be dependent on the concentration of Mg²⁺ ions[117], and inclusion of the Al³⁺-chelator deferoxamine to crystallisation buffer demonstrated that it is indeed possible to form MgF₃⁻ TSAs of phosphoryl transfer in the absence of Al³⁺ ions[118]. It is therefore suggested that many if not all of the reported AlF₃-bound protein structures in the PDB solved at high pH are in fact MgF₃⁻-based TSA structures instead. Unlike AlF₄⁻ ions, MgF₃⁻ ions are both isoelectric and isosteric with a transferring PO₃⁻ moiety, and are therefore better transition state mimics, as shown in Figure 13. The fact that AlF₄⁻ ions bind to phosphate transfer enzymes as TSAs at all demonstrates that much of the stabilisation of the transition state of the reaction arises from electrostatic rather than steric effects.

Although MgF₃⁻ ions are a truer mimic of the transferring phosphate than AlF₄⁻ ions, AlF₄⁻ TSA complexes tend to dominate over MgF₃⁻ TSA complexes. The concentration of Al³⁺ ions required to form a AlF₄⁻ TSA complex is much lower than the concentration of Mg²⁺ ions required to form a MgF₃⁻ TSA, and aqueous F⁻ ions have the ability to leach Al³⁺ ions from glass. The reason for the seemingly poorer affinity of MgF₃⁻ ions is that the formation constant for MgF₃⁻ ions in aqueous solution is very low, meaning that they are only present at extremely low concentrations. It is proposed that the precise environment of a phosphate transfer enzyme active site is required for its formation, and that the complex ion assembles on-enzyme[119].

As well as geometry and overall charge, another important consideration in the validity of these TSAs for the phosphoryl entity they are designed to mimic is the bond lengths. The bond lengths from phosphorus to the non-bridging (equatorial) oxygens in a ground-state tetrahedral phosphate are 1.6 Å. The Al–F bonds in an AlF₄⁻ moiety are 1.7 Å, and the Mg–F bond lengths in a MgF₃⁻ moiety are even longer, at 1.9 Å. The P–O bond lengths for a phosphate mid-flight depend on the character of the transition state: an associative mechanism would result in longer P–O bonds, whereas a dissociative mechanism would yield P–O bonds which are more double-bond-like in character, and therefore shorter[105].

The fact that phosphoryl transfer enzymes bind these metal fluoride ions whose
Figure 13: MgF$_3^-$ and AlF$_4^-$ ions as TSAs of phosphoryl transfer. It can be seen that although both MgF$_3^-$ and AlF$_4^-$ ions are isoelectric with the transferring phosphate, only MgF$_3^-$ ions are isosteric, and are therefore truer transition states. Note that a dissociative mechanism is assumed in this diagram.

metal–fluoride bond lengths are longer than that of a ground state phosphate P–O bond may be evidence that the enzymatic mechanism of phosphoryl transfer is more associative than its solution counterpart. This is also supported by the bond lengths between the metal and the leaving group oxygen in the crystal structures solved of metal fluoride TSA complexes so far. In all cases, the bonds are relatively short, implying high degree of bond formation between the bridging oxygens and the phosphorus at the transition state, i.e., an associative mechanism generating a phosphorane-like transition state. Although it is of course the case that any structures of these TSA complexes will be the product of the ground-state energies of the analogue rather than the true transition state, it is particularly striking in a crystal structure of a MgF$_3^-$ TSA complex of the enzyme Phosphoglycerate Kinase (PGK) that the O–Mg–O bonds appear distorted from linearity, suggesting that the enzyme is forcing the donor and acceptor oxygens closer together than the Mg–O bond lengths will allow, and hence distoring the MgF$_3^-$ moiety\cite{120}.

In addition to AlF$_4^-$ and MgF$_3^-$ complexes, there have been reports of scandium fluoride (ScF$_3^-$) and gallium fluoride (GaF$_3^-$) transition state analogue complexes of phosphoryl transfer enzymes\cite{121}. Metal fluorides — specifically trifluoroberyllate (BeF$_3^-$) anions — can also be used to mimic ground state complexes: as beryllium cannot access 3d orbitals, BeF$_3^-$ ions have obligate tetrahedral geometry which mimics ground state phosphate ions\cite{122}. As a result, BeF$_3^-$ ions have been used as tools
to form mimics of phosphorylated proteins, which often then change into an “active” conformation[123], or the γ phosphate of ATP or GTP in a similar way to that which was first proposed for the activity of AlF$_4^-$ ions for G-proteins[124].

Although metal fluoride analogues have been primarily used in structural studies by X-ray crystallography, the introduction of $^{19}$F nuclei into the active sites of phosphate transfer enzymes makes $^{19}$F NMR an extremely powerful tool for the study of GSA and TSA complexes. $^{19}$F is a spin-$\frac{1}{2}$ nucleus with 100% natural abundance. It is an extremely sensitive nucleus, only slightly less sensitive than $^1$H ($\gamma_F/\gamma_H = 0.941$). It also has a chemical shift range of nearly 1000 ppm[125], far exceeding that of $^1$H, which is only 15 ppm. As a result, $^{19}$F δs are extremely sensitive to their environment, providing excellent probes for surrounding electron and proton densities, and therefore electrostatics in the active site.

### 1.3.4 β-Phosphoglucomutase

β-Phosphoglucomutase (βPGM), shown in Figure 14, is a member of the Haloalkanoic Acid Dehalogenase (HAD) superfamily taken from *Lactococcus lactis*. βPGM interconverts β-Glucose-1-Phosphate (βG1P) and β-Glucose-6-Phosphate (βG6P) via a β-Glucose-1,6-Bisphosphate (βG16BP) intermediate. This interconversion is an important process which links glycolysis to synthesis/breakdown of exopolysaccharides[126], and also forms part of the maltose degradation pathway[127]. Although most members of the HAD superfamily act as hydrolases, βPGM is unusual in that it functions as a mutase, forming a stable phosphoenzyme intermediate allowing subsequent transfer of the phosphate group to an acceptor hexose sugar[128]. It is a 24 kDa protein consisting of 2 domains: the core domain (residues 1–14 & 93–221) and the cap domain (residues 15–92), which move relative to each other about a hinge region to enclose the substrate within the active site.

![Figure 14: Image of apo βPGM showing the core (white) and cap (blue) domains. The active site is located at the domain interface, and displayed by the aspartate residue which becomes phosphorylated (D8), which is coloured red. This image was made using the co-ordinate set with PDB code 2WHE.](image-url)
The catalytic cycle of βPGM is best considered with the phospho-βPGM as a starting point, and although βPGM can catalyse the conversion of βG1P and βG6P in either direction, for illustration the βG1P → βG6P direction is considered, and illustrated in Figure 15. βPGM is phosphorylated at conserved residue D8 which acts as a phosphate donor to βG1P, forming the bisphosphate intermediate. The 1′ phosphate is then removed by the enzyme, regenerating the phospho-βPGM and forming βG6P. In kinetic analyses, the βG16BP intermediate has been shown to be required for the activation (phosphorylation) of βPGM[129], although the cellular source of bisphosphate is unknown. In principle the enzyme could also be phosphorylated (albeit at a slower rate) by βG1P in vivo[130].

The apparent symmetry of the active site residues in crystal structures of βPGM
initially gave rise to speculation that the enzyme has two regions capable of catalysing phosphoryl transfer at the 1′ and 6′ positions respectively[128]. This has since been found to be false by kinetic analysis which demonstrates that, in the βG1P → βG6P direction, the formation of βG6P is dependent on the concentration of βG16BP[129]. Therefore, after generation of βG16BP this intermediate is released by βPGM, allowing it to bind in an alternative conformation which presents the 1′ phosphate to the phosphate acceptor residue D8, to which it is transferred. It has since been shown by x-ray crystallography by Dr. Matt Bowler that βG1P and βG6P do indeed bind to βPGM in different conformations.

Much of the detail of the catalytic mechanism of βPGM has come from crystal structures with various ligands bound, mimicking various points in the catalytic cycle. βPGM is proposed to use acid-base catalysis by another conserved active site aspartate residue — D10 — to activate the nucleophile to enable phosphoryl transfer. Against the background of two essential acidic residues in the active site (D8 & D10), βPGM retains a net positive charge in the active site by the presence of K145 and — in line with many phosphoryl transfer enzymes — a catalytic Mg2+ ion. Glucose phosphates are coordinated by residues both from the cap and core domains, and as such substrate binding is linked to active site closure.

Closure of the active site around its substrate requires rearrangement of the hinge regions between the two domains, which in turn disrupts a hydrogen bonding network between residues in the hinge and the side chain of the base catalyst D10[130]. It is seen that in open, unliganded structures of βPGM, D10 points away from the active site and towards the hinge. On closure, D10 rotates into the active site where it can promote catalysis. In this way, substrate binding is directly linked to a conformational change that is essential for catalysis. This means that unlike other members of the HAD family which function as phosphatases, the acid-base catalyst is not available to activate water molecules when βPGM is phosphorylated, which results in a slow rate of hydrolysis of the phospho-enzyme, around 0.05 s\(^{-1}\)[130]. This conformational switch is vital in the function of βPGM as a mutase, and not as a phosphatase, i.e., its ability to discriminate between water and βG1P/βG6P as a phosphate acceptor.

As with all enzymatic phosphoryl transfer reactions, the character of the transition state is the subject of intense discussion. A crystal structure of βPGM was solved which seemed to contain a pentacoordinate phosphorane species in the active site, strongly suggesting that the reaction mechanism was associative in character[131]. However, a crystal structure recorded at cryogenic temperature represents the conformation at a global energy minimum, and the proposed phosphorane species would represent the transition state of the reaction; despite the network of strong hydrogen bonds proposed to stabilise the structure[132], this remains an inherently unstable species. Given the crystallisation conditions used in the study, which included NH\(_4\)F and MgCl\(_2\), it was suggested that the electron density attributed to a phosphorane species in the crystal structure of βPGM was instead the result of an MgF\(_3^-\) transition state analogue[133].
Although this re-assignment of the electron density was rebutted repeatedly[134, 135, 136], there is overwhelming evidence from crystallography, solution-state NMR, and computational studies that it is correct. $^{19}$F NMR experiments performed under the same conditions used by Lahiri and co-workers unambiguously demonstrate the presence of three non-exchanging protein bound F$^-$ ions, which have been assigned as occupying the positions of the oxygen atoms in the proposed phosphorane structure by transfer NOE methods[119]. Quantum mechanical simulations also demonstrate that an MgF$_3$ species would be stable in the active site, but the proposed phosphorane would not[137, 108]. It has even been shown by re-analysis of the electron density recorded in the original study that it is more consistent with an MgF$_3$ entity than a phosphorane[138, 139]. It is also likely that a previously published structure which was described as phosphorylated $\beta$PGM[128] is more likely to be the result of an AlF$_4$-bound species instead[138].

As well as giving insight into the nature of the mechanism of catalysis by phosphoryl transfer enzymes, these metal fluoride complexes allow for the use of $^{19}$F NMR to probe the metal fluoride moieties. It has been shown that there are many orthogonal measurements which can be made which give access to extremely sensitive information about the geometry, electrostatics, and hydrogen bonding arrangements of the active site through measurements of chemical shifts, solvent-induced isotope shifts (SIISs), and J-couplings[138]. As such the use of metal fluorides opens up new methods to study the active site in detail in the solution-state, and the variety of metal fluorides available allows a detailed description of the structural and dynamical changes during the catalytic cycle of $\beta$PGM.

1.4 NMR in the Study of Protein Dynamics

1.4.1 Introduction to NMR

Nuclear Magnetic Resonance (NMR) is the phenomenon which results from the property of nuclear spin; when nuclei which possess spin are held in a magnetic field they begin to precess. This precession can be detected by the application of radiofrequency pulses and is measured by NMR spectroscopy. Since its discovery in 1945[140, 141] NMR has proved a useful tool with a wide variety of applications. NMR in structural biology is an extremely powerful technique with which it is possible to determine protein structure and also observe time-dependent phenomena such as dynamics, molecular binding events, and catalysis.

All nuclei with a non-zero spin number (I) possess nuclear spin, and can therefore be detected by NMR. The nuclei typically studied in solution are spin-$\frac{1}{2}$ which possess two spin states (commonly referred to as “spin-up” and “spin-down”). Examples of such nuclei are $^1$H, $^{13}$C, $^{15}$N, $^{19}$F, and $^{31}$P. In a magnetic field there is a slight excess of nuclei in the “spin-up” state compared to the “spin-down” state, and the size of this polarisation depends on the gyromagnetic ratio ($\gamma$) of the nucleus, as well as the strength of the external magnetic field, $B_0$. Nuclei which have a non-spherical charge
distribution have a coupling to the surrounding electronic field gradient, and as a result of this there are many more non-equivalent spin states that they can occupy. Such a nucleus is the deuteron (\(^2\text{H}\)) which — being a spin-1 nucleus — has three spin states it can occupy. As in the “spin-up” and “spin-down” case of spin-\(1/2\) nuclei, these spin states are not equivalent in energy which gives rise to polarisation.

Although NMR-active nuclei precess in a magnetic field, they precess out of phase with each other, resulting in no net magnetisation and no observable signal. In order to observe an NMR signal, radiofrequency (RF) pulses applied perpendicular to the external magnetic field is used to force precession of all like spins to become in phase, which then induces a current in the surrounding detection coil. The rate at which spins precess depends on their \(\gamma\), the \(B_0\) field, and also their chemical shift (\(\delta\)). The chemical shift arises because of the ability for surrounding electrons to shield nuclei from the static \(B_0\) field. As a result, the external field that is experienced by the nucleus, and therefore its precession frequency, is dependent on the electron density which surrounds it. As a result, the chemical shift (\(\delta\)) is an extremely useful parameter which reports on the chemical environment of the nucleus under study.

1.4.2 NMR to Study Proteins

By bacterial expression of protein in the presence of labelled nitrogen and carbon sources, it is possible to produce uniformly labelled proteins in which NMR signals originating from many atomic positions in the backbone (\(^1\text{H}\text{N}\), \(^1\text{H}\alpha\), \(^{15}\text{N}\), \(^{13}\text{C}'\), \(^{13}\text{C}\alpha\)) and also the side-chains of amino acids can be studied\[142\]. However the number of distinct chemical environments — resulting from, e.g., different hydrogen bonding — makes signal overlap a significant problem, and the assignment of these signals to their position in the protein difficult. The feasibility of protein NMR studies was greatly improved by the development of heteronuclear multi-dimensional NMR. This allows for correlation of \(\delta\)s from one nucleus to that of their neighbour. For example, in the ubiquitous \(^1\text{H}–^{15}\text{N}\) Heteronuclear Single Quantum Correlation (HSQC) experiment, a two-dimensional spectrum with \(^1\text{H}\ \delta\) on one axis and \(^{15}\text{N}\ \delta\) on the other is generated[143].

\(^1\text{H}–^{15}\text{N}\) HSQC spectroscopy is extremely useful for the study of \(^{15}\text{N}\)-labelled proteins, as most amino acids yield a single signal from their backbone amide group. The exceptions to this are Proline residues, which due to their cyclic side chain lack an amide proton and therefore produce no signal, and also amino acids which have side-chain amides, guanidinium or indole groups, which produce two signals. There is also a multitude of 3D experiments which allow for the correlation of \(^1\text{H}\) and \(^{15}\text{N}\) \(\delta\)s with those from \(^{13}\text{C}'\), \(^{13}\text{C}\alpha\), and/or \(^{13}\text{C}\beta\) sites. In addition, it is possible to study aliphatic side-chains by the use of \(^1\text{H}–^{13}\text{C}\) correlation spectroscopy.

\(^{15}\text{N}\) and \(^{13}\text{C}\) \(\delta\)s provide information on backbone and side-chain dihedral angles and therefore give structural constraints. Therefore, by measuring chemical shifts at each of these sites, it is possible to calculate protein structures. For high-resolution
structure calculations, the chemical shifts are often used in concert with values of the Nuclear Overhauser Effect (NOE, discussed later) which gives distance restraints, and also Residual Dipolar Couplings (RDCs, not discussed in this thesis) which give long-range angular restraints. Using NMR it is possible to solve protein structures in solution to a resolution which is comparable to X-ray diffraction of protein crystals.

1.4.3 Introduction to Relaxation

When nuclei are pulsed in order to generate transverse magnetisation which can be detected, two separate effects occur: the polarisation, i.e., slight excess in “spin-up” spins, is abolished; secondly, the precession of all like nuclei is brought into phase. After the RF field is switched off, both of these effects reverse with time. The restoration of the polarisation is referred to as longitudinal relaxation as it concerns the bulk magnetisation along the axis of the external field. It occurs with rate constant $R_1$. The dephasing of precessing spins is referred to as transverse relaxation and causes NMR signals to decay with rate constant $R_2$. In order to restore equilibrium polarisation, nuclei must interchange between spin states, a process that necessarily causes dephasing of like spins. Therefore, $R_2$ is at least as fast as $R_1$, and in the case of proteins, it is much faster.

The $^{15}\text{N}$–{$^1\text{H}$} Heteronuclear NOE (hetNOE) measurement consists of saturating the $^1\text{H}$ signals, i.e., pulsing them repeatedly such that polarisation is lost but there is no transverse magnetisation, and observing the effects on the polarisation of the $^{15}\text{N}$ nuclei. The restoration of the equilibrium $^1\text{H}$ polarisation through changes between spin states can occur through the simultaneous changes in the spin states of the adjacent $^{15}\text{N}$ nuclei.

Because the precession frequency of a nucleus is directly related to the differences in energy between its spin states, the processes that give rise to $R_1$ and $R_2$ relaxation and also the NOE depend on local fluctuations in the magnetic field on the timescale of the precession frequency of the nucleus under study: the ns–ps timescale. Fluctuations in the magnetic field experienced by a nucleus can result from various effects. One such effect is chemical shift anisotropy (CSA) which is the result of non-spherical distribution of electrons around the nucleus, the result of which is that the chemical shift of a nucleus depends on the orientation of the surrounding electrons with respect to the external field.

Another source of fluctuation is dipole-dipole effects (DD): because the local magnetic field of one nucleus is influenced by the direction of polarisation of another, a change in relative orientation of these two nuclei is another source of fluctuation. For nuclei with spin number $I > 1/2$, fluctuations in the relative orientation of the nucleus with the surrounding electric field gradient (to which it is coupled) are another source of relaxation, called quadrupolar relaxation. Finally, dephasing of spins giving rise to transverse relaxation can also result from chemical exchange phenomena in which a nucleus is alternating between 2 or more environments with different preces-
sion frequencies. Relaxation due to exchange (R_{ex}) is useful as it provides a method of quantifying exchange processes occurring on a slower timescale to nuclear precession (the s−µs timescale), but it complicates analysis of fast-timescale dynamics.

1.4.4 Relaxation Measurements for Fast Timescale Dynamics

Although there is a wide range of choice between spin systems in proteins whose relaxation could be studied, analysis of relaxation data becomes more difficult as there are more contributions to the relaxation process. Backbone amide $^{15}$N relaxation is dominated by DD interactions with the $^1$H$^N$ nucleus and the CSA of the $^{15}$N nucleus in the N−H bond, and can therefore be treated as an isolated two-spin system. This greatly simplifies the interpretation of $^{15}$N relaxation rates and as a result, the study of fast-timescale protein backbone dynamics is routinely done on $^{15}$N relaxation[144].

Although cross-correlated relaxation processes can cloud the analysis of $^{13}$C relaxation data, the measurement of $^{13}$C$^′$−$^{13}$C$^\alpha$ dipolar relaxation — which is dependent on fluctuations in the C$^′$−C$^\alpha$ bond vector — allows the detection of motion perpendicular to that measured by $^{15}$N relaxation, and these methods therefore complement each other. Discrepancies between order parameters derived from $^{15}$N and $^{13}$C$^′$ relaxation have been used to infer local anisotropic motion, e.g., rotation of an α-helix about its axis[145]. Although potentially useful, the study of $^{13}$C$^′$ relaxation is relatively rare and is not discussed in this thesis.

To quantify dynamics in the N−H bond vector, the $^{15}$N R$_1$ and R$_2$ rates as well as the hetNOE are measured at at least 2 different field strengths. As the precession frequencies of the nuclei under study specify the exact timescale of motions to which these rates are sensitive, the same relaxation measurements at different field strengths inform on different dynamics. The variation in a bond vector with time due to dynamics can be described by a correlation function, the Fourier transform of which is called a spectral density function. The values of spectral density at the frequencies which correspond to the energies required for the processes which cause relaxation can be used to calculate the relaxation rates, as shown in Figure 16.

The most routinely studied probe for the measurement of side-chain dynamics has been $^2$H relaxation in CH$_2$D methyl groups. Because the relaxation of the $^2$H nucleus is dominated by the quadrupolar interaction, other effects can be ignored and so the analysis of this data is much simpler than $^{13}$C relaxation of CHD$_2$ methyl groups which was the previously preferred method[146]. $^2$H relaxation is dominated by variation in the orientation of electric field gradient with respect to the $^2$H nucleus, and therefore $B_0$. As the $^2$H is quadrupolar, possessing three spin states, there is greater opportunity for changes in spin state, and therefore more relaxation measurements that can be performed: a total of five. Two of these are analogous to the R$_1$ and R$_2$ measurements performed on spin-$1/2$ nuclei[146], but the other three are more complicated[147]. Unlike the case of $^{15}$N relaxation as shown in Figure 16, $^2$H relaxation is dominated by the quadrupolar interaction and is relatively insensitive to DD interactions. It is therefore
\[ R_1 = \left( \frac{d^2}{4} \right) \left[ J(\omega_H - \omega_X) + 3J(\omega_H + \omega_X) + c^2J(\omega_X) \right] \]
\[ R_2 = \left( \frac{d^2}{8} \right) \left[ 4J(0) + J(\omega_H - \omega_X) + 3J(\omega_X) + 6J(\omega_H + \omega_X) \right] + \left( \frac{c^2}{6} \right) \left[ 4J(0) + 3J(\omega_X) \right] + R_{ex} \]
\[ NOE = 1 + \left( \frac{d^2}{4R_1} \right) \left( \frac{\gamma_X}{\gamma_H} \right) \left[ 6J(\omega_H + \omega_X) - J(\omega_H - \omega_X) \right] \]

where:
- \( d \) = \( \left( \frac{\langle r^3_{XH} \rangle}{8\pi^2} \right) \mu_0 h \gamma_H \gamma_X \)
- \( c = \omega_X \Delta \sigma / \sqrt{3} \)
- \( \mu_0 \) is the permeability of free space
- \( h \) is Planck’s constant
- \( \gamma_H \) & \( \gamma_X \) are the gyromagnetic ratios of \(^1\)H and X (e.g., \(^{13}\)C or \(^{15}\)N), respectively
- \( \omega_H \) & \( \omega_X \) are the Larmor frequencies of \(^1\)H and X spins, respectively
- \( r_{XH} \) is the X-H bond length
- \( \Delta \sigma \) is the chemical shift anisotropy of the X spin

Figure 16: \( R_1 \), \( R_2 \), and NOE expressed in terms of spectral density functions[140].

not sensitive to the spectral density at frequencies corresponding to any other spins, and only sensitive to spectral density at \( J(0), J(\omega_D) \), and \( J(2\omega_D) \)[147].

1.4.5 Model Free Analysis

Molecular tumbling in solution is a source of relaxation of both \(^{15}\)N and \(^2\)H nuclei, as it provides a mechanism for variation in bond vectors with respect to \( B_0 \). As a result, for the analysis of both backbone and side-chain dynamics it is necessary to have a detailed description of the rotational motion of the molecule of interest, so that the contribution to the relaxation rates from brownian diffusion in solution can be separated from the contributions of more interesting intramolecular dynamics. There have been many ways proposed to do this, and the most frequently used is the “Model-Free” formalism[148, 149].

Analysis of relaxation data involves the fitting of “correlation times”, which are a measure of the way in which the direction of a vector (e.g., an amide bond) changes with time. Importantly, it is not necessary to impose an explicit model on the nature of the motion to fit a correlation time. In analyses of relaxation data using the “Model-Free” formalism, two correlation times are fitted: one which refers to variation in a vector by rotational diffusion of the molecule (\( \tau_m \)), and the other which refers to internal motion, i.e., dynamics, of that vector (\( \tau_e \)). A third parameter — the “generalised order parameter” (\( S^2 \)) — specifies to what extent the relaxation of the probe nucleus can be explained solely by rigid-body diffusion in solution. It is therefore a measure of flexibility, with a value of 1 indicating no internal dynamics, and a value of 0 indicating that its motion is completely independent of diffusion in solution.

Spectral density functions can be expressed using these three parameters (as shown in Eqn. 1 of Figure 17), allowing them to be directly related to experimental relaxation rates. The Model-Free analysis was later extended to allow for deconvolution of internal
motions on two timescales[150], as shown in Eqn. 2 of Figure 17. This features order parameters and correlation times for a faster ($S_f^2$ and $\tau_f$ respectively) and slower ($S_s^2$ and $\tau_s$ respectively) internal motion.

\[
J(\omega) = 2 \left[ \frac{S^2.m \tau_m}{1 + (\omega.\tau_m)^2} + \frac{(1 - S^2).\tau}{1 + (\omega.\tau)^2} \right]
\]

(1)

\[
J(\omega) = 2 \left[ \frac{S^2.m \tau_m}{1 + (\omega.\tau_m)^2} + \frac{(1 - S_f^2).\tau_f'}{1 + (\omega.\tau_f')^2} + \frac{(S_f^2 - S^2).\tau_s'}{1 + (\omega.\tau_s')^2} \right]
\]

(2)

where:

$\tau^{-1} = \tau_m^{-1} + \tau_e^{-1}$

$\tau_f'^{-1} = \tau_m^{-1} + \tau_f^{-1}$

$\tau_s'^{-1} = \tau_m^{-1} + \tau_s^{-1}$

Figure 17: Spectral density function expressed in terms of the Model Free parameters (1), and extended Model Free parameters (2)[148, 150].

Although by using the equations in Figures 16 & 17 it is possible to calculate theoretical relaxation rates from Model Free parameter values, complex fitting procedures must be employed to calculate the parameter values from measured relaxation rates due to the non-linear relationship between the spectral density functions and the Model Free parameters. This is discussed further in Section 2.10.5.

1.4.6 Calculation of Conformational Entropy

The order parameter which is fit during Model Free analysis is effectively a measure of the amplitude of the internal motion on which it reports. As such it describes the angular distributions of the bond vector under study (e.g., N–H bond). This can be related to a partition function which describes the energy of all the substates of a particular bond, and this can in turn be used to calculate the conformational entropy at that position. Although it is not necessary to impose a model of the internal motion in order to fit order parameters for each residue from relaxation data, it is necessary to impose a model of the nature of the internal motion in order to calculate the conformational entropy from the fitted order parameters.

Despite the linearity of the values of the partition function with respect to $S^2$ for values below 0.5 (regardless of the chosen model), the total energy summed over an entire protein is inherently dependent on the model of diffusion used in the calculation[151]. Furthermore, inherent in the entropy calculation is an assumption that all motions present are uncorrelated, and motions on a timescale which are not accessible by NMR relaxation (s–ns and ps–fs) which also contribute to the overall conformational entropy are ignored. Although the absolute value of the conformational entropy may not be accurate, it is possible to make qualitative comparisons between proteins, or between different states of a protein providing the same model of internal motion has been used.
1.4.7 Relaxation Measurements for Slow Timescale Dynamics

“Slow timescale” refers to anything slower than the precession frequency of a nucleus. There are a variety of techniques available to study dynamics in different time windows, although the $\mu$s–ns timescale is difficult to study by solution-state NMR with the only insights coming from fitting $S^2$ values from measurements of RDCs[152]. Dynamics occurring on the minutes-seconds timescale can be studied by hydrogen exchange experiments whereby the protein of interest is solubilised in deuterated buffer and the rate at which the $^1$H–$^{15}$N HSQC signals disappear is followed[153]. These rates are used to calculate “protection factors”: the extent to which the hydrogen bonding of an amide prevents solvent access, and therefore preventing the exchange of the $^{15}$N–$^1$H spin pair for the undetected $^{15}$N–$^2$H spin pair. Those residues with low protection factors undergo dynamics which open up the hydrogen bond and enable the amide proton to exchange to a deuteron.

For events on the s–ms timescale, both sets of resonances are often visible in the spectra and exchange spectroscopy (EXSY) methods can be used. 1D and 2D methods have been used to follow reaction kinetics and chemical exchange processes[154, 155] and $^1$H–$^{15}$N HSQC-based pulse programs can also be used to monitor protein conformational exchange. Frequently they are referred to as ZZ-exchange experiments[156] as the exchange of $I_z S_z$ magnetisation is monitored. If there is chemical exchange during the mixing time (after the $^{15}$N frequency labelling period), the $^{15}$N $\delta$ of one conformational state is correlated to the $^1$H $\delta$ of another state, producing a cross peak. The rate at which the cross peaks build up depends on the exchange rate between the two species. This method is useful but in large systems signal overlap is a severe problem[157].

For events on the ms–$\mu$s timescale, there are two experiments which quantify the dependence on the $R_{\text{ex}}$ component of the $R_2$ — or, indeed, $R_{1\rho}$ — relaxation rate on the strength of the applied magnetic field, the $B_1$ field. The Relaxation Dispersion experiment[158] uses Carr–Purcell–Meiboom–Gill (CPMG) spin-echo pulse sequences to average out the differences in precession frequencies between the spins of interest in the conformational states which are exchanging. If there are few spin-echo pulses during the fixed relaxation period, the effects of the chemical exchange are most pronounced and the effective $R_2$ is high; if there are many spin-echo pulses then the effective $R_2$ is low, reflecting only phenomena on the ns–ps timescale, as discussed earlier.

The off-resonance $R_{1\rho}$ experiment[159] uses spin-locking to average the effects of chemical exchange during a fixed relaxation period. If the applied spin-lock field is relatively weak, then exchange is a significant component on the $R_{1\rho}$ relaxation rate; if the applied field is strong then the effects of exchange are averaged better, leading to smaller $R_{\text{ex}}$ components. As the spin-lock is off-resonance from the spin whose exchange is studied, there is a residual $B_0$ component to the spin-lock field which this enables measurements at higher applied field strengths than the dispersion experiment.
which is limited by the rate at which 180° pulses can be applied to the spins under study. The off-resonance $R_{1\rho}$ experiment can therefore be used to study faster exchange processes than the dispersion experiment, although it is less commonly used[156].

The power of the relaxation dispersion and off-resonance $R_{1\rho}$ methods lies in the fact that the $R_{\text{ex}}$ component of the relaxation rates depends on many experimentally useful parameters: the populations of the exchanging states, the rate of the exchange between them, and the difference in resonant frequency of the nucleus under study in the different states. As such, data acquired using these methods can give a picture of the thermodynamics, kinetics, and structure of the “minor”, often referred to as the “invisible” or “hidden”, conformational state[160].

As is the case with the fast-timescale dynamics, the most common nucleus to study relaxation dispersion of is $^{15}\text{N}$, although it is possible to study $^1\text{H}_N$, $^{13}\text{C'}$, $^{13}\text{C}_\alpha$, and $^1\text{H}_\alpha$ sites[161] in order to measure all the $\delta$s necessary for a structure calculation of the “invisible” state[162]. This can be supplemented with relaxation dispersion measurements performed in partial alignment media which allow for the measurement of RDCs[163] and residual chemical shift anisotropies (RCSAs)[164]. This approach was first applied to a folding intermediate of the SH3 domain from the Fyn tyrosine kinase: despite the intermediate being present at approx. 1% in solution and therefore being inaccessible by traditional structural determination methods, it was possible to solve the structure and compare it to the natively folded structure[165].
2 Materials and Methods

2.1 Reagents and Recipes

2.1.1 Source

Chemical reagents including those for bacterial growth media were purchased from Sigma-Aldrich, Fisher Scientific, or Melford. Reagents for making and running SDS-PAGE gels were purchased from Bio-Rad. Chromatography resins were purchased from GE Healthcare. The kits for Site-Directed Mutagenesis and Plasmid Minipreps were purchased from Agilent Technologies and Qiagen respectively. Primers for Site-Directed Mutagenesis were purchased from Eurofins Scientific. Competent cells were originally purchased from Invitrogen or Novagen. Isotopically labelled chemicals were purchased from Goss Scientific Instruments Ltd. or from Cambridge Isotope Laboratories Inc. directly. Milli-Q grade deionised water was supplied by a Sartorius Arium 611VF Ultrapure Water System.

2.1.2 Bacterial Growth Media

Luria-Bertani agar (LB agar) was made as follows:
- 10 g/l Tryptone
- 5 g/l Yeast Extract
- 10 g/l NaCl
- 15 g/l Bacto-Agar

The pH was adjusted to 7.0 before sterilisation by autoclave.

Luria-Bertani (LB) media was made as follows:
- 10 g/l Tryptone
- 5 g/l Yeast Extract
- 10 g/l NaCl

The pH was adjusted to 7.0 before sterilisation by autoclave.

M9 minimal media was made as follows:
- 6 g/l Na$_2$HPO$_4$
- 3 g/l KH$_2$PO$_4$
- 0.5 g/l NaCl

The pH was adjusted to 7.4 before sterilisation by autoclave. After autoclaving, the following was added to each 1 l of media:
- 1 ml 1 M MgSO$_4$ (autoclaved)
- 100 µl 1 M CaCl$_2$ (autoclaved)
- 650 µl Trace Elements (autoclaved, below)
- 100 µl 10 mg/ml Thiamine (filter-sterilised)
- 2 ml 50% (w/v) ($^{15}$NH$_4$)$_2$SO$_4$ (filter-sterilised)
- Carbon Source (filter-sterilised, see Table 1)

In the cases where D$_2$O was used in the growth media, the media was filter-sterilised.
Table 1: The carbon source and percentage of D$_2$O used in M9 minimal media for different isotope labelling schemes.

<table>
<thead>
<tr>
<th>Labelling Scheme</th>
<th>Carbon Source added per litre of M9 media</th>
<th>D$_2$O content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{15}$N</td>
<td>15 ml 20% (w/v) unlabelled Glucose</td>
<td>0%</td>
</tr>
<tr>
<td>$^{15}$N &amp; $^{13}$C</td>
<td>10 ml 20% (w/v) Uniformly $^{13}$C-labelled Glucose</td>
<td>0%</td>
</tr>
<tr>
<td>$^{15}$N &amp; $^2$H</td>
<td>10 ml 20% (w/v) Uniformly $^2$H-labelled Glucose</td>
<td>100%</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C &amp; $^2$H</td>
<td>10 ml 20% (w/v) Uniformly $^{13}$C- &amp; $^2$H-labelled Glucose</td>
<td>100%</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C &amp; 60% $^2$H</td>
<td>10 ml 30% (w/v) Uniformly $^{13}$C-labelled Acetate</td>
<td>60%</td>
</tr>
</tbody>
</table>

rather than autoclaved to avoid exchange. In high levels of D$_2$O, all additives to the media were made up in D$_2$O and filter sterilised to prevent dilution, with the exception of Trace Elements. pD was adjusted to 7.4 by use of the equation $pD = measured\ pH + 0.4$. For the 60% D$_2$O growth, the deuteration needed to be as random as possible, and therefore Acetate was used as the carbon source as it is more effectively scrambled by the Krebs Cycle.

Trace Elements was made up by dissolving the following in 80 ml of Milli-Q water:

- 550 mg CaCl$_2$.2H$_2$O
- 220 mg ZnSO$_4$.7H$_2$O
- 140 mg MnSO$_4$.H$_2$O
- 45 mg CoCl$_2$.6H$_2$O
- 40 mg CuSO$_4$.5H$_2$O
- 40 mg H$_3$BO$_3$
- 26 mg Na$_2$MoO$_4$.2H$_2$O
- 26 mg KI

The pH was adjusted with acetic acid to pH 8.0 before adding:

- 500 mg EDTA

The pH was re-adjusted with acetic acid to pH 8.0 before adding:

- 375 mg FeSO$_4$.7H$_2$O

The solution was then made up to 100 ml and sterilised by autoclave.

### 2.1.3 Solutions and Buffers

RF1 solution was made as follows:

- 160 mM KCl
- 50 mM MnCl$_2$.4H$_2$O
- 30 mM K–Acetate
- 10 mM CaCl$_2$.2H$_2$O
- 15% (v/v) Glycerol

The pH was adjusted to 5.8 with Acetic Acid before the solution was filter-sterilised.

RF2 solution was made as follows:
• 2% (v/v) 0.5 M MOPS Buffer pH 6.8 (filter-sterilised)
• 20 mM KCl
• 75 mM CaCl₂
• 15% (v/v) Glycerol
The pH was adjusted to 5.8 with NaOH before the solution was filter-sterilised.

βPGM K–HEPES Buffer was made as follows:
• 50 mM HEPES
• 5 mM MgCl₂
• 2 mM NaN₃
The pH was adjusted to 7.2 before the solution was filter-sterilised.

βPGM K–HEPES Buffer w/ Salt was made as follows:
• 50 mM HEPES
• 5 mM MgCl₂
• 2 mM NaN₃
• 1 M NaCl
The pH was adjusted to 7.2 with KOH before the solution was filter-sterilised.

βPGM Tris–HCl Buffer was made as follows:
• 10 mM Tris
• 5 mM MgCl₂
• 2 mM NaN₃
The pH was adjusted to 8.0 with HCl before the solution was filter-sterilised.

4X SDS-PAGE Stacking Gel Buffer was made as follows:
• 0.5 M Tris
• 0.4% (w/v) SDS
The pH was adjusted to 6.8 with HCl before the solution was filter-sterilised.

4X SDS-PAGE Resolving Gel Buffer was made as follows:
• 1.5 M Tris
• 0.4% (w/v) SDS
The pH was adjusted to 8.8 with HCl before the solution was filter-sterilised.

SDS-PAGE Stacking Gel (4.5% BisAcrylamide) was made as follows:
• 2.5 ml 4X SDS-PAGE Stacking Gel Buffer
• 1.125 ml 40% (w/v) BisAcrylamide (37.5:1)
This solution was then diluted to 10 ml before adding:
• 110 µl 10% (w/v) Ammonium Persulphate (APS) (filter-sterilised)
• 11 µl Tetramethylethylenediamine (TEMED)
The solution was thoroughly mixed before pouring into the gel apparatus to set.

SDS-PAGE Resolving Gel (16% BisAcrylamide) was made as follows:
• 2.5 ml 4X SDS-PAGE Resolving Gel Buffer
• 4 ml 40% (w/v) BisAcrylamide (37.5:1)

This solution was then diluted to 10 ml before adding:
• 100 µl 10% (w/v) Ammonium Persulphate (APS) (filter-sterilised)
• 10 µl Tetramethylethylenediamine (TEMED)

The solution was thoroughly mixed before pouring into the gel apparatus to set.

SDS-PAGE Running Buffer was made as follows:
• 25 mM Tris
• 250 mM Glycine
• 0.1% (w/v) SDS

The pH was adjusted to 8.3 with HCl before the solution was filter-sterilised.

2X SDS-PAGE Loading Buffer was made as follows:
• 100 mM Tris
• 200 mM DTT
• 4% (w/v) SDS
• 0.2% (w/v) Bromophenol Blue
• 20% (v/v) Glycerol

The pH was adjusted to 6.8 with HCl before the solution was filter-sterilised.

Gel stain and destain were made as follows:
• 10% (v/v) Acetic Acid
• 45% (v/v) Methanol
• 45% (v/v) Milli-Q Water
• 0.25% (w/v) Coomassie Brilliant Blue R250 (stain only)

2.2 Basic Techniques and Equipment

2.2.1 UV/Vis Absorbance Spectrophotometry

Readings of Optical Density at 600 nm (OD$_{600}$) were used to assess cell density of bacterial culture and measurements taken using WPA Lightwave S2000 UV/Vis spectrophotometer, with the sample contained in 1 cm path length plastic cuvettes. Sterile media (either LB or M9 media depending on the culture) was used to provide reference absorbance. As absorbance is a measurement derived from the difference in transmission between the reference and the sample, particularly high or low transmission by the sample leads to erroneous absorbance readings. Therefore, if necessary, the culture being measured was diluted appropriately such that the absorbance reading fell into the range 0.1–1.0.

The absorbance of UV light at 280 nm (A$_{280}$) is used to measure protein concentration, for the benefits of relatively high sensitivity and little interference from signals originating from other molecules present in the sample, such as buffer molecules. Absorbance at this wavelength is due to the presence of hydrophobic amino acid side
chains in the protein. This method is more accurate than the Bradford assay which measures protein concentration by binding of the chromophore Coomassie Blue which binds to certain amino acids better than others, therefore skewing the results based on primary sequence.

As this method is so sensitive, 5 µl of protein sample was typically added to 500 µl of buffer (which was first used to measure the background absorbance of the buffer) in a quartz cuvette with a path length of 1 cm. The A_{280} was then measured using a Varian Cary 50 Bio UV/Vis spectrophotometer, the value converted into the concentration of βPGM by use of the Beer–Lambert law, which is shown in Figure 18. WT βPGM has an extinction coefficient (ε) of 19440 l/mol/cm.

\[ A = \epsilon cl \]

where:
\( A \) is absorbance
\( \epsilon \) is the extinction coefficient (l/mol/cm)
\( c \) is the concentration (mol/l)
\( l \) is the path length (cm)

Figure 18: Beer–Lambert law for determining protein concentration.

### 2.2.2 Centrifugation

A variety of centrifuges were used, depending on the volume and nature of the sample. For spinning cells out of culture, the culture was transferred into 500 ml plastic pots and centrifuged using a Beckman Avanti J-25I centrifuge fitted with a JLA-10,500 rotor. The cells were spun at 10 krpm for 20 mins at 4 °C. As this produced cell pellets in each of the containers (12 pellets for cultures of > 4 l), all of the cells were then resuspended in a smaller (< 50 ml) volume. They were then centrifuged at 9 krpm at room temperature (set to 21 °C) for 20 mins using a Sigma 3–15 Centrifuge to produce a single pellet.

Following sonication of the cells, the smaller volume and requirement for pelleting of small cell fragments led to the use of a Beckman Avanti J-25I centrifuge fitted with a JA-25,50 rotor. The solution was centrifuged at 24.5 krpm for 20 mins at 4 °C. For other applications where the volume is less than 50 ml but the required centrifugal force was lower (e.g., protein concentration and buffer exchange), a Heraeus Labofuge 400R Centrifuge which was capable of a maximum speed of 4.5 krpm was used, refrigerated to 4 °C. Protein concentration and buffer exchange were achieved by the use of 20 ml Sartorius VivaSpin columns. Spin columns with a 10 kDa molecular weight cut-off were used to ensure that βPGM (24 kDa) could not pass through the membrane during concentration. Buffer exchange consisted of repeated steps of concentration, then dilution into the new buffer, until the extent of the old buffer was reduced to less
than 0.1%.

Finally, samples smaller than 1 ml were centrifuged using an Eppendorf Minispin Centrifuge, typically run at 13 krpm for 1 min. This centrifuge was transferred into a fridge when required.

2.2.3 SDS-PAGE

Polyacrylamide Gel Electrophoresis in the presence of Sodium Dodecyl Sulphate (SDS-PAGE) was used to assess expression levels and monitor purity of βPGM during purification, and was carried out by use of Bio-Rad Mini-Protean II equipment. Gels were made in-house using the gel-forming apparatus and recipes described in Section 2.1.3. The resolving gel layer was poured first, and covered with a layer of isopropanol to ensure a uniform transition between the gel layers. Once this had set, the isopropanol was removed, and the stacking gel was poured. A comb was immediately inserted to create wells for sample insertion. Once both layers were set, the gel was removed from the casting apparatus and any extraneous polyacrylamide removed before wrapping the gel in lab roll. This was then saturated with SDS-PAGE running buffer before being wrapped inside tin foil and left in the fridge. Although 1 day was sufficient to ensure complete polymerisation, under these conditions the lifetime of the gels was in excess of 1 month.

Samples were prepared for SDS-PAGE by mixing 10 µl of sample with 10 µl of 2X SDS-PAGE loading buffer and boiling at 95 °C for 10 mins to ensure denaturation. A prepared gel was removed from the fridge and inserted into the gel tank before being immersed in SDS-PAGE running buffer. The comb was removed to reveal 15 wells of approx. 20 µl capacity, but to ensure no transfer between wells, only 15 µl of sample was ever loaded. The 2 outermost lanes were never used as they can run unevenly, and 1 lane was reserved for 6 µl of pre-stained molecular weight markers (see Table 2), meaning that a maximum of 12 samples were run on each gel.

The gels were run for 5 mins at 50 V to ensure maximal stacking of the protein being entering the resolving gel, giving maximum resolution. After this, the gels were run at 180 V for 45–60 mins, until the layer of Bromophenol Blue from the loading buffer had reached the bottom. At this point, the gels were removed from the tank, and gently shaken in Stain for 1 hour, before being transferred into Destain and left shaking overnight. It was often necessary to exchange the Destain for fresh Destain the following morning and leave for another few hours to ensure complete destaining of the gel. The Destain was recycled by passing through activated charcoal to remove the Bromophenol blue.

Scans of gels was made using an Epson DX3800 Printer/Scanner and the Epson Scan software.
### Protein Molecular Weight Markers

<table>
<thead>
<tr>
<th>Protein</th>
<th>Mr (kDa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Myosin</td>
<td>194.9</td>
</tr>
<tr>
<td>β-Galactosidase</td>
<td>104.3</td>
</tr>
<tr>
<td>Bovine Serum Albumin</td>
<td>59.3</td>
</tr>
<tr>
<td>Ovalbumin</td>
<td>41.9</td>
</tr>
<tr>
<td>Carbonic Anhydrase</td>
<td>27.9</td>
</tr>
<tr>
<td>Soybean Trypsin Inhibitor</td>
<td>20.8</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>15.3</td>
</tr>
<tr>
<td>Aprotinin</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 2: Molecular weight markers used for SDS-PAGE.

### 2.3 DNA Manipulation

#### 2.3.1 DNA Purification and Sequencing

Plasmid DNA was purified using the QIAprep Spin Miniprep Kit (Qiagen), following the manufacturer’s instructions. A 5 ml overnight culture of transformed XL1-Blue cells (see Sections 2.4.2 & 2.4.3) was grown from which to purify the plasmid. The plasmid was eluted in Milli-Q water, rather than the Elution Buffer provided with the kit, to prevent inhibition of subsequent sequencing reactions. For 5 ml of overnight cell culture, 100 µl of typically 100 ng/µl plasmid DNA could be purified.

After plasmid miniprep, the sequence of the plasmid was verified by DNA sequencing, in both 5’ and 3’ directions. For each direction, 10 µl of plasmid were sent to the Genetics Core Facility at the Medical School, University of Sheffield. The plasmids were sequenced using T7 promoter and terminator primers by the dye-terminator sequencing method, using an ABI 3730 Capillary Sequencer. The sequence data was analysed using the software FinchTV (Geospiza).

#### 2.3.2 Site-Directed Mutagenesis

Site-Directed Mutagenesis (SDM) works by using the Polymerase Chain Reaction (PCR) using primers which contain a deliberate mismatch, causing any resultant plasmids to contain that mutation. Primer design is based on the need for the primer to anneal to the template DNA at relatively high temperatures (therefore needing 40–60% G–C base pairs and sufficient base pairs for a relatively strong interaction), whilst having as little ability to form secondary structures as possible. For annealing it is particularly important that the 1–2 base pairs at either end are either G or C nucleotides. All primers were designed using PrimerX (www.bioinformatics.org/primerx/index.htm), had their propensity to form secondary structures calculated by OligoCalc (www.basic.northwestern.edu/biotools/oligocalc.html), and their melting temperatures calculated by the Poland server (www.biophys.uni-duesseldorf.de/local/POLAND/poland.html).

SDM was performing using the QuikChange II SDM kit (Stratagene) with Progene Thermal Cycler (Techne) PCR apparatus. 2.5 ng of each primer (5’ & 3’) and 1 ng of the template plasmid were added to the reaction mixture, and 14 cycles of annealing, extension and melting — rather than the recommended 12 — carried out. Following
completion of the reaction and degradation of the methylated template strand (as per manufacturer’s instructions), the newly-mutagenized plasmid was used to transform some competent XL1-Blue cells (see Sections 2.4.2 & 2.4.3) which were then cultured and used for purification of the plasmid, after which the sequence was determined to confirm success of the mutagenesis (see Section 2.3.1).

2.4 Bacterial Culture

2.4.1 βPGM Plasmid

The gene for *Lactococcus lactis* β-Phosphoglucomutase is contained within the pET-22b(+) vector (shown in Figure 19), cloned in by use of the NdeI and XhoI restrictions sites as described previously[119]. The plasmid features the β-lactamase gene, which confers resistance to Ampicillin which is therefore used to select transformants by adding 100 µg/ml to all growth media. The transcription of the βPGM gene is under the control of the T7 promoter, and is activated by the addition of Isopropyl-β-Thiogalactoside (IPTG) to the growth media. The plasmid also contains a C-terminal His tag sequence, as well as a Pectate Lyase B (pelB) leader sequence to enable transfer of the transcribed protein into the periplasmic space. As the inserted gene contains a Stop codon, and because of the choice of restriction sites used to insert the βPGM gene in to the plasmid, neither of these features are used.

![pET-22b(+) Vector Map (Novagen), showing the location of restriction sites and coding regions.](image)

2.4.2 Production of Chemically Competent Cells

The cells used for production of βPGM were *Escherichia coli* BL21 (DE3) cells, which have been optimised for protein expression. *Escherichia coli* XL1-Blue cells were used to prepare plasmid for sequencing or subsequent transformations, as these have
lower germline mutation rates, preserving the sequence of the plasmid. In both cases, a sterile loop was used to scrape the current frozen glycerol stock of cells, and streaked across an LB Agar plate with no antibiotics, with contamination prevented by aseptic technique. The plate culture was incubated at 37 °C overnight.

The following day, a single colony from this plate was used to incubate 50 ml of LB media the following morning, which was then shaken at 200 rpm at 37 °C, until the OD$_{600}$ reached 0.3, using sterile LB media for reference absorbance. The cells were then incubated on ice for 10–15 mins, then centrifuged at 4.5 krpm for 20 mins at 4 °C. The supernatant was discarded, and the cells resuspended in 16.6 ml ($\frac{1}{3}$rd original volume) of chilled RF1 solution, before incubating on ice for 15 mins. The cells were then again centrifuged at 4.5 krpm for 20 mins at 4 °C, the supernatant discarded and the cells resuspended in 4.1 ml ($\frac{1}{12}$th original volume) of chilled RF2 solution, and incubated again on ice for 15 mins. The cells were then divided into 200 µl aliquots and stored at −80 °C.

2.4.3 Transformation of Competent Cells

Cells were transformed using the heat-shock method. For each plasmid with which the cells were to be transformed, as well as another for a negative control, a 200 µl aliquot of chemically competent cells were removed from the −80 °C freezer and thawed on ice. Typically, 1 µl of 100 ng/µl plasmid DNA was added to the cells, which were then incubated on ice for 30 mins. After this time, the cells were heat-shocked at 42 °C for 90 secs before being returned to the ice for 3 mins. 0.35 ml of LB media (preheated to 37 °C) was then added to each aliquot of cells, which were then incubated at 37 °C for 1 hour.

Various volumes of each of the cells (typically 1, 10, and 100 µl) were then spread onto LB agar plates containing Ampicillin for selection of transformants. The plates were then sealed and incubated at 37 °C. As no plasmid was added to one aliquot of cells, a lack of colonies on this plate was always confirmed in the morning as a negative control to check that the antibiotic was active.

2.4.4 Bacterial Expression of Unlabelled WT βPGM

Following successful transformation of BL21 (DE3) cells, a single transformant was picked from the plates and used to inoculate a starter culture (75 ml) of LB media containing Ampicillin. This was shaken at 200 rpm overnight at 37 °C. These cultures grew to an OD$_{600}$ of 4–6. The next day, enough of this culture was used to inoculate large scale cultures (2–5 l of LB media with Ampcillin, divided into 750 ml fractions in 2 l baffled conical flasks to aid aeration) such that the starting OD$_{600}$ was 0.05. These flasks were shaken at 200 rpm at 37 °C until the OD$_{600}$ reached 0.6, which represents mid-log growth phase for the bacterial cells. This increase in cell density represents 3.5 doubling periods, but with the initial lag phase after inoculation, typically took 3–4 hours. Due to slight variation in the growth rates of the cultures in different
flasks, each was monitored individually. When the OD$_{600}$ reached 0.6, 1 mM IPTG was added to induce expression of βPGM. The flasks were then shaken at 200 rpm at 25 °C overnight.

Following overnight expression, the cells were transferred into 500 ml centrifuge pots and spun at 10 krpm for 20 mins at 4 °C. The supernatant was then discarded, and all the cell pellets resuspended in small amounts of media, which were then pooled into a 50 ml Falcon tube. This was centrifuged at 9 krpm at room temperature before the supernatant was discarded, the cell pellet dried, and then frozen at −20 °C.

2.4.5 Bacterial Expression of Isotopically-Labelled WT βPGM

For simple $^{15}$N-labelled βPGM, the protocol is exactly as above expect for the use of M9 minimal media (containing a source of $^{15}$N, but unlabelled glucose as detailed in Table 1) for the expression of βPGM. LB media was still used for the overnight starter culture with which to inoculate the large-scale growth for reasons of simplicity. For the production of βPGM which was also $^{13}$C-labelled, there was an additional step of a second small-scale starter culture of M9 minimal media with all the isotope labels present prior to the large-scale culture. This was to ensure that the incorporation of $^{13}$C into βPGM was as high as possible, which is important as $^{13}$C NMR often consists of $^{13}$C–$^{13}$C magnetisation transfer steps whereby adjacent carbon nuclei must be labelled.

For the expression of perdeuterated proteins, it is necessary to condition the bacterial cells to growth in heavy water prior to expression. This is a tedious process as the immediate transfer of bacteria from 100% H$_2$O media to 100% D$_2$O media results in cell death. Instead, following the LB media starter culture, the cells were transferred into M9 minimal media containing 100% H$_2$O and no isotopic labelling. This was to allow the bacteria to adjust to growing on glucose as the sole carbon source before exposing them to the additional stress of growing in heavy water. Following successful overnight growth, a small-scale growth of M9 minimal media containing 90% D$_2$O but no other isotopic labelled was carried out. The next day, a small-scale growth of M9 media containing 100% D$_2$O and all the isotopically labelled nitrogen and/or carbon sources was innoculated and grown overnight. Finally, this was used to innoculate the large-scale M9 media for expression.

The fractional deuteration growth using acetate as the carbon source (see Table 1) provided another challenge. In this case, the metabolic strain induced by transfer to acetate as the sole carbon source dictated the need for an additional conditioning step, whereby a starter culture of M9 media using acetate as the carbon source but lacking any isotopic labelling or D$_2$O was carried out. This was then used to innoculate a second M9 media starter culture where all isotopic labels including 60% D$_2$O were present. The final OD$_{600}$ readings suggested that the acclimatisation to acetate took longer than the acclimatisation to 90% D$_2$O from 0%.
In all cases, small-scale growths were shaken at 200 rpm overnight at 37 °C. In contrast to the use of relatively large (>5 ml) volumes of starter cultures required to inoculate the large-scale media for protein expression, much smaller volumes (0.1 ml) of starter culture was used to inoculate the next starter culture in the series to reduce carry-over of unlabelled carbon sources and/or H$_2$O. The large scale growths were carried out as before: starting OD$_{600}$ of 0.05, induction with 1 mM IPTG at OD$_{600}$ = 0.6, and expression at 25 °C.

The presence of acetate and/or D$_2$O in the media significantly slowed bacterial growth: the fractional deuteration growth took 12 hours for the cell density to reach OD$_{600}$ of 0.6 (the doubling time was approximately 3 hours), and therefore the expression time at 25 °C was increased to 24 hours. Post-hoc expression tests confirmed this strategy to be effective, with amounts of soluble βPGM reaching a plateau at this time. The expression time of other perdeuterated growths was also increased depending on the doubling time of the bacteria prior to induction.

2.5 βPGM Purification

2.5.1 Cell Lysis

The frozen cell pellet was thawed and thoroughly resuspended in approx. 40 ml K–HEPES buffer (See Section 2.1.3). To this was added small amounts of DNase, RNase, and Protease Inhibitor Cocktail tablets (Roche) to facilitate purification and prevent proteolytic degradation of βPGM. The Protease Inhibitor tablets used were the EDTA-free variety: although many proteases require metal ions and are therefore inhibited by EDTA, βPGM has a catalytic Mg$^{2+}$ ion which could be unintentionally removed. The cells were broken open by sonication using a Soniprep 150 (MSE). As sonication creates a lot of heat which may denature βPGM, the cells were placed in icy water (which has greater thermal conductivity than ice alone) and sonicated in 5 cycles of 20 secs, separated by 1 min to allow for cooling.

Following this, the cells were centrifuged at 24.5 krpm at 4 °C for 20 mins. The supernatant which contained soluble βPGM was carefully separated from the pellet which contains cell fragments, insoluble proteins, and lipids. It was then filtered through a 0.2 μm filter to remove any small aggregated proteins or remaining cell fragments which may prove problematic for subsequent chromatography. As much as possible the supernatant was kept on ice to prevent proteolysis.

2.5.2 Anion Exchange Chromatography

βPGM has a theoretical pI (pH at which it would have exactly zero net charge) of 4.84, meaning that in contrast to many of the contaminating proteins in the cell lysate, at pH 7.2 it has significant negative charge. Anion exchange is therefore an efficient purification method as most of the contaminating proteins will not bind to the positively charged resin at neutral pH. For this step, a weakly-charged resin was used — a DEAE–Sepharose column (approx. 25 mm diameter, 70 mm length) — run using
an Äktaprice Plus which monitors the elution of proteins and DNA by measurement of UV absorbance. This column was equilibrated with 5–10 column volumes (150–300 ml) of K–HEPES buffer at 5 ml/min before the cell lysate added at a reduced flow rate of 3 ml/min to aid binding. The column was then washed with another 5–10 column volumes of K–HEPES buffer at 3 ml/min to remove any non-specifically binding contaminants from the column.

Following this rinsing step, a salt gradient was used to elute bound proteins according to their pI. This was accomplished by setting up a gradient between the K–HEPES buffer which contains no NaCl, and the K–HEPES buffer with 1M NaCl (Section 2.1.3). The gradient was run for 10 column volumes (300 ml), with an end point of 50% K–HEPES buffer with Salt, i.e., 0.5 M NaCl. 5 ml fractions were collected during the gradient. βPGM eluted at 0.18–0.20 M NaCl, typically across 75 ml. The success of this purification and the fractions containing βPGM were assessed by SDS-PAGE (Section 2.2.3), after which all other elutions collected during chromatography were discarded. Fractions which contained high concentrations of βPGM in comparison to other proteins present were pooled together and concentrated by use of a Vivaspin column, spun at 4.5 krpm at 4 °C.

### 2.5.3 Size Exclusion Chromatography

A pre-packed 350 ml Superdex G75 column (again run by an Äktaprice Plus system) was then used to separate βPGM from contaminants by molecular weight. The resolution of size exclusion chromatography depends to an extent on the volume of sample loaded. The βPGM liberated from the anion exchange purification step was therefore highly concentrated, typically to over 60 mg/ml, to allow small volumes (<1 ml) to be added to the column at a time. Unlike in the anion exchange chromatography, the success of gel filtration relies on the uniform flow of material down the column, and so the column was therefore equilibrated with buffer with a high solute concentration to reduce the affinity of proteins for the beads: 2X the included volume in de-gassed K–HEPES buffer containing 1M NaCl was pumped through the column at 1.5 ml/min.

A 40–60 mg aliquot of impure βPGM was then loaded onto the column, and buffer continued to be run at 1.5 ml/min. If a larger quantity of material was loaded onto the column then uniform flow of the material (and therefore separation) was impaired. It was not uncommon to need to run the column several times in order to purify all the material resulting from a large-scale expression of βPGM. Fractions were collected in 2 ml, which were again analysed by SDS-PAGE (Section 2.2.3). All fractions containing pure βPGM were pooled and concentrated by VivaSpin.

### 2.5.4 Buffer Exchange and Storage

Small charged ions or molecules diffuse in solution and therefore generate magnetic fields. This is a major source of noise in NMR, and as such the concentration of unwanted solutes (e.g., NaCl) is kept as low as possible. As the size exclusion chro-
matography step was done in the presence of 1 M NaCl, it was necessary to perform a buffer exchange of the protein immediately afterwards, whereby all of the K–HEPES buffer containing high salt is exchanged for buffer with no salt, either K–HEPES buffer or Tris–HCl buffer, depending on the desired pH of the sample (see Section 2.2.2).

Once the βPGM was more than 95% pure as determined by SDS-PAGE and successfully exchanged into the required buffer, its concentration was measured by A280. βPGM is extremely soluble, but to avoid any potential problems with aggregation resulting from very high concentrations it was often diluted to exactly 2 mM (50 mg/ml) before being frozen at −20 °C.

2.6 Circular Dichroism Spectroscopy

All measurements were done on a Jasco J-810 spectropolarimeter at standard sensitivity, employing a quartz cuvette with a path length of 0.2 mm. A scanning rate of 20 nm/min and integration time of 2 secs — giving 1 measurements per 2/3rd of a nm — were used. For the high-quality GuHCl-free spectra the spectrum was measured between 190–300 nm and averaged over 8 scans, for the denaturation study, only the 200–240 nm region was measured for 4 scans.

Due to the high absorption of far-UV light by HEPES buffer, but also the desire not to introduce phosphate ions or ions which may mimic phosphates (e.g., sulphates) into the βPGM samples, prior to circular dichroism (CD), βPGM was buffer exchanged into 10 mM Tris–HCl, pH 8.0 (see Figure 2.1.3). Tris does not strongly absorb far UV light but Cl− ions do, hence the lower buffer concentration than used for NMR experiments.

50 µM βPGM was used for the unfolding study, as it was found that at wavelengths above 210 nm, reducing the concentration of βPGM or the buffer components resulted in no change in ellipticity or photomultiplier voltage. For good-quality CD spectra below these wavelengths in the absence of GuHCl, it was necessary to use 10 µM βPGM in 1 mM Tris–HCl (obtained by diluting the 10 mM Tris–HCl buffer ten-fold). Samples of Myoglobin and Lysozyme (whose CD spectra have been published) were made to validate the spectra recorded under these conditions.

2.7 NMR Samples

2.7.1 Sample Preparation

Unless stated otherwise, all NMR data was recorded using 15N-labelled βPGM at a concentration of 1 mM in a 300 µl sample contained in a Shigemi tube. Shigemi tubes are designed to eliminate the step between the aqueous solution and the tube glass, and to eliminate the solution meniscus. These design features reduce sample convection and improve the homogeneity of the magnetic field, thereby improving data quality. 5% D2O was in all samples included for the lock. The various complexes of βPGM were formed by the addition of specific ligands into the solutions. For all samples containing F− ions it is necessary to add 2 mM of the Al3+-chelator Deferoxamine to prevent
formation of the βPGM-AlF$_4^-$-βG6P TSA complex due to the F$^-$-dependent leaching of Al$^{3+}$ ions from the NMR tube glass[119]. The apo βPGM samples were simply 1 mM βPGM and 5% D$_2$O within the standard HEPES buffer (see Section 2.1.3), and therefore contained the following:

- 1 mM $^{15}$N-labelled βPGM
- 50 mM K–HEPES, pH 7.2
- 5 mM MgCl$_2$
- 2 mM NaN$_3$
- 5% D$_2$O

For study of the βPGM mutants, unlabelled protein was used.

The βPGM-MgF$_3^-$-βG6P TSA complex samples consisted of the following:

- 1 mM $^{15}$N-labelled βPGM
- 50 mM K–HEPES, pH 7.2
- 5 mM MgCl$_2$
- 2 mM NaN$_3$
- 10 mM NaF
- 10 mM G6P
- 2 mM Deferoxamine
- 5% D$_2$O

Deviations from this are as follows. For the $^{15}$N R$_1$, R$_2$, and heteronuclear NOE measurements, 1 mM βPGM which was labelled both with $^{15}$N & $^2$H was used. For the $^{19}$F NMR of the WT enzyme, 2 mM of unlabelled βPGM in 100% D$_2$O buffer (pD 7.2) was used. For $^{19}$F NMR of the βPGM mutants, unlabelled protein was used.

Mutant βPGM-BeF$_3^-$-βG6P GSA complex samples were exactly as described for the MgF$_3^-$ complex samples except for the addition of 3 mM BeCl$_2$. Mutant βPGM-AlF$_4^-$-βG6P TSA complex samples were as described for the MgF$_3^-$ complex but with the 2 mM Deferoxamine replaced with 2 mM AlCl$_3$.

The addition of metal chlorides as well as sugar phosphates lowered the pH value of the samples, which was then re-adjusted to 7.2 by addition of small amounts of concentrated (typically 2 M) KOH.

### 2.7.2 Sample Longevity

$^{31}$P NMR studies allowed the signals of α & β anomers of glucose-6-phosphate (present at a ratio of approximately 40:60 in solution) to be studied. After a few days, a few extra resonances develop: some of them presumably other sugar-6-phosphates due to their $^{31}$P δs, and another assigned as inorganic phosphate (P$_i$) by the addition of phosphate buffer to one of the samples. $^{31}$P spectra acquired at different time periods are shown in Figure 20.

The sugar-phosphate signals visible in the $^{31}$P spectra were assigned by natural-abundance $^1$H-$^{13}$C HSQC as originating from mannose-6-phosphate (M6P; both α &
\(\beta\) anomers are present in solution like G6P) and fructose-6-phosphate (F6P). These assignments were confirmed by \(^{31}\text{P}\) NMR, which also showed that F6P accumulates first. Supporting \(^1\text{H}\)-\(^{13}\text{C}\) HSQC and \(^{31}\text{P}\) spectra are shown in Figures 21 & 22. The accumulation of the sugar-phosphate peaks was found to correlate with the concentration of \(\beta\text{PGM}\) stock added to the sample, however the activity persisted in SEC fractions from which \(\beta\text{PGM}\) was absent. The conversion of G6P to F6P was therefore ascribed to contaminating Phosphoglucose Isomerase (PGI) present in the protein prep, and the production of M6P was thought to be F6P-dependent. This was proven by the addition of a cis-enediol transition state analogue complex for the PGI reaction — 5-phospho-D-arabinoate (5PAA)[166] — which prevented the occurrence of both F6P and M6P \(^{31}\text{P}\) resonances, as shown in Figure 22.

Because of this contaminating activity, the protocol for \(\beta\text{PGM}\) purification was altered. \(E.\ coi\) PGI is a much bigger enzyme than \(\beta\text{PGM}\), a homodimer of 62 kDa subunits, which suggests that it should elute from the gel filtration column in a smaller volume than \(\beta\text{PGM}\). Its failure to do so implies that its passage through the column is retarded due to non-specific binding to the dextran beads. Prior to the identification of PGI as a contaminant, gel filtration was routinely done in 0 M NaCl. Performing the purification in 1 M NaCl was found to significantly delay the accumulation of M6P and F6P in \(\beta\text{PGM-MgF}_3^-/\beta\text{G6P}\) TSA complex samples, and all data shown in this thesis (except the \(^{31}\text{P}\) spectra shown in this section) were acquired from \(\beta\text{PGM}\) samples which had been purified with this new protocol.

Although it is important to remove any time-dependence from samples, even after the production of M6P and F6P from G6P had reached equilibrium \(\beta\text{G6P}\) was still the dominant species in solution. Furthermore, no evidence that M6P or F6P could
Figure 21: $^1$H–$^{13}$C HSQC spectra for assigning sugar phosphate signals. On the left is a spectrum from a week-old $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex sample, with minor aberrations from incomplete water suppression at the bottom, and truncation artefacts from the buffer peaks at the top. On the right is an overlay of spectra acquired from samples of G6P (red), M6P (green), and F6P (blue), all in the absence of $\beta$PGM. These spectra have been individually scaled to better match the spectrum on the left, and it can be seen the agreement is excellent. The only peak which is unaccounted for occurs at a $^{13}$C $\delta$ of 71 ppm. The origin of this peak is still unknown.

Figure 22: $^{31}$P spectra for assigning sugar phosphate signals. From top-bottom: a $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex sample after 72 hours showing the presence of M6P and F6P, a $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex sample after 20 hours in the presence of 5PAA showing only G6P signals demonstrating the inhibition of PGI activity, a sample of M6P, and finally a sample of F6P. These spectra confirm the identity of the $^{31}$P resonances seen in the $\beta$PGM samples as originating from M6P and F6P. Note the peaks do not exactly align due to small differences in pH between samples.
bind to βPGM has been seen by NMR. The presence of very small amounts of PGI even after gel filtration in higher NaCl concentrations was therefore little more than a nuisance. More of a concern was the slower dephosphorylation of βG6P into glucose and inorganic phosphate (P_i): this reaction goes to completion, effectively removing βG6P from the sample, leading to a loss of the βPGM-MgF_3−-βG6P TSA complex. The rate at which this occurred, though varied between samples, showed no dependence on the concentration of protein stock added to the sample and so is likely not the result of contaminating enzymes in the protein prep.

Instead this dephosphorylation activity was attributed to contaminating azide-resistant microbes present in the samples. This also explained the slow proteolysis of βPGM which could be seen by _1H–_15N HSQC, even in the presence of protease inhibitors. Great effort was spent attempting to prevent these activities, by filtering the NMR samples immediately before transferring to thoroughly cleaned NMR tubes, and by the addition of a range of antiseptics, antibiotics, and antifungals. The use of antibiotics had some success with inhibiting bacterial growth on plates inoculated with old NMR samples, but this couldn’t be replicated in NMR samples, suggesting that there are a range of bacteria present even in samples that have been made as carefully as possible. The dephosphorylation and proteolysis activities remains in βPGM samples, and so to avoid any impact of this on any measured results, none of the data presented in this thesis was acquired from samples which were more than a fortnight old.

2.8 NMR Data Acquisition

2.8.1 Instruments

NMR data was collected at a range of field strengths on a range of instruments. All ^31P spectra, the natural abundance ^1H–^13C HSQCs, and the lower-field apo βPGM ^15N relaxation data were collected on a Bruker Avance 500 MHz spectrometer (operating at 202.5 MHz for ^31P) equipped with either a 5 mm BBO Multinuclear Observe probe tuned to ^31P, or a 5 mm ^1H–^13C/^15N TXI probe. The ^19F spectra were recorded on a Bruker Avance 500 MHz spectrometer (operating at 470.4 MHz for ^19F) equipped with a 5 mm ^1H/^19F/^2H–^13C/^15N QXI probe. The lower-field βPGM-MgF_3−-βG6P TSA complex ^15N relaxation and relaxation dispersion data were collected on a Bruker Avance 600 MHz magnet equipped with a 5 mm ^1H–^13C/^15N/^2H CPTXI cryoprobe. The high-field ^15N relaxation and relaxation dispersion data sets (for both apo βPGM and βPGM-MgF_3−-βG6P TSA complex samples) were recorded on a Bruker Avance 800 MHz spectrometer equipped with a 5 mm ^1H–^13C/^15N/^2H PATXI probe. The higher-field ^15N relaxation dispersion data set of the βPGM-MgF_3−-βG6P TSA complex was recorded at the SONNMRLSF facility in Utrecht, The Netherlands on a 900 MHz Bruker Avance spectrometer equipped with a 5 mm ^1H–^13C/^15N/^2H CPTCI cryoprobe.
2.8.2 Temperature Calibration

As the temperature reported by each spectrometer is inaccurate and slowly drifts with time, temperature calibrations were done immediately prior to the acquisition of each dataset. This was done using fresh samples of neat methanol-d$_4$, by a method which exploits the temperature-dependence of residual protonated hydroxyl groups due to intermolecular hydrogen bonding[167]. The chemical shift difference between the OH and CD$_2$H resonances is input into a quadratic equation to calculate the actual temperature of the sample chamber, by use of the equation shown in Figure 23. The use of highly perdeuterated methanol dilutes the number of $^1$H spins in the sample, which eliminates problems with radiation damping on cryoprobes.

After any change in the requested temperature (however small), the methanol-d$_4$ sample was left to equilibrate in the probe for at least 10 mins before a spectrum was acquired, although it was actually found to equilibrate much faster than this. The requested temperature was adjusted until the calibrated temperature was within 0.1 K of the appropriate temperature.

$$T = 419.1381 - 16.7467 \times \Delta\delta^2 - 52.5130 \times \Delta\delta$$

where:
- $T$ is the calibrated temperature (K)
- $\Delta\delta$ is the measured chemical shift difference (ppm)

Figure 23: Formula for temperature calibration of NMR spectrometers

2.8.3 1D $^1$H Spectroscopy

1D $^1$H spectra were used throughout the study of $\beta$PGM to assess the condition of the sample and the conditions on the magnet, e.g., shimming, temperature, etc. All $^1$H spectra were recorded using pulse programs which employ presaturation of the water signal for solvent suppression. The pulse programs also feature Hahn-echo refocusing to assist with digital removing of the residual water signal during data processing, necessitating the removal of the first 32 points in the FID during processing. In the case of unlabelled $\beta$PGM samples, the pulse program $\text{_1dpe}$ was used, otherwise the analogous pulse program featuring broadband $^{15}$N decoupling — $\text{_1dpef3dec2}$ — was used. Typically 128 scans of 8192 points (4096 complex pairs) were recorded with a spectral width of 25 ppm, centred on the water signal at 4.70 ppm. This resulted in an acquisition time of 273 ms. The inter-scan delay was typically 1 s. To avoid RF heating of the cryoprobes, the number of pairs (and hence acquisition time) for datasets recorded at 600 and 900 MHz was halved in the cases where $^{15}$N decoupling was used. A typical 1D $^1$H spectrum of the $\beta$PGM-MgF$_3$-$\beta$G6P TSA complex is shown in Figure 24.
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Figure 24: Typical 1D $^1$H spectrum of the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex recorded at 800 MHz. The peaks running off the top of the scale are those from small molecules, e.g., $^1$H resonances from buffer molecules. The peaks between 11.5 and 6 ppm come from $^1$H nuclei attached to electron-withdrawing nitrogen or oxygen atoms, whereas all peaks upfield of 4.5 ppm are from carbon-bound protons. Some peaks from methyl protons occur upfield of 0 ppm due to ring-current effects of nearby aromatic side-chains, and can be used as an indicator for folding. The sharp peak at 5.2 ppm is from the anomeric proton of $\beta$G6P and was used as an indicator for how much $\beta$G6P had been lost from the sample (see Section 2.7.2). A representative $^1$H–$^{15}$N HSQC spectrum of this complex is shown in Figure 26.

2.8.4 1D $^{31}$P Spectroscopy

All $^{31}$P spectra were recorded simply with a 90° pulse–acquire type “pulse program” zg. Typically 2048 transients of 4096 complex pairs were recorded with a spectral width of 50 ppm, centred at −10 ppm. The acquisition time was 403 ms, and the inter-scan delay was 1 s. All $^{31}$P $\delta$s were referenced using an internal standard of 85% phosphoric acid sealed in a glass capillary (0 ppm). Due to the absence of z-gradients in the broadband probe used to detect $^{31}$P, all shimming was done manually.

2.8.5 1D $^{19}$F Spectroscopy

As with $^{31}$P NMR, simple 1D $^{19}$F spectra were recorded with the zg “pulse program”. Owing to poor signal:noise, typically 32768 transients of 16384 complex pairs were recorded with a spectral width of 200 ppm, centred at −140 ppm. The acquisition time was 174 ms, and the inter-scan delay 1 s. Presumably due to the materials used to construct the probe, there is a large, broad solid-state signal present in all $^{19}$F spectra. Attempts at removing it by the use of Hahn-echo refocusing as is done for $^1$H NMR were unsuccessful, as the signal itself refocuses. Instead it is necessary to delete the first few (30–100) points after which the signal has relaxed away, and reconstruct the beginning of the FID by backwards linear prediction. This is incompatible with digital data acquisition and so the FIDs are recorded in analogue mode, and as such the digital filters cannot be used. All $^{19}$F spectra are therefore recorded with a very large spectral width of 200 ppm to avoid folding the noise let through from the ana-
logue filter, which has a minimum width of 200 ppm. Backwards linear prediction also introduces significant first-order phasing and baselining errors into the spectra, and so careful processing is required to minimise these artefacts.

2.8.6 $^{19}$F SEXSY Spectroscopy

The selective exchange spectroscopy (SEXSY) method[168, 169] was used to assess the exchange rate between major and minor conformations of the MgF$_3^-$ moiety in the $\beta$PGM-MgF$_3^-\cdot\beta$G6P TSA complex. SEXSY is identical to the 1D Nuclear Overhauser Effect SpectroscopY (NOESY) method whereby a selective 180° pulse is used to transfer the magnetisation of a single resonance to $-z$, before a mixing time, and then acquisition[170]. If there is exchange during the mixing time, molecules with inverted spins begin to cancel out the uninverted spins in the other exchanging species, giving rise to a loss of signal intensity of the other exchanging species resonance. The extent of the modulation in signal intensity is proportional to the mixing time and the exchange rate.

It is possible to measure the interconversion rate by traditional EXchange SpectroscopY (EXSY) methods[171] because the system is in slow exchange, i.e., resonances from both conformations are clearly visible in the spectra. Due to sensitivity limitations and the very large spectral width required in the indirect dimension due to the large signal dispersion, preliminary testing of $^{19}$F–$^{19}$F 2D-EXSY experiments by Dr. Nicola Baxter did not yield satisfactory results, necessitating the use of the one-dimensional method.

The major F$_c$ peak was chosen as the target for inversion. A significant cause of spin–spin relaxation of $^{19}$F resonances at 500 MHz is the dipolar interaction[172], and with the largest dipoles being $^1$H nuclei, the linewidth of the $^{19}$F resonances correlates strongly with the surrounding proton density[138]. The F$_c$ resonances are therefore the most intense in the spectrum due to having fewer hydrogen bond partners than F$_a$ and F$_b$. Isolation of the major F$_c$ peak in the spectrum also allowed for total specificity in inversion.

To reduce spectral artefacts (particularly important as the minor F$_c$ resonance is nearby), F$_c$ was inverted by an adiabatic Hyperbolic Secant pulse[173], the parameters of which were optimised in the ShapeTool in TopSpin 2.0. It was necessary to reduce the length of the pulse as much as possible to reduce the amount of exchange that could occur during this time. The Hyperbolic Secant pulse was therefore truncated such that a 1.5 ms pulse resulted in complete inversion of the F$_c$ resonance, but that the minor F$_c$ peak which is 2.5 kHz away was unperturbed. The response of the pulse used in the experiments is shown in Figure 25.

$^{19}$F SEXSY spectra were recorded with the pulse program hd_1dexsy, measuring 16384 scans of 16384 complex pairs were recorded with a spectral width of 200 ppm, centred at $-140$ ppm. The acquisition time was 174 ms, and the inter-scan delay 2
Figure 25: $^{19}$F SEXSY spectrum of the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex with a mixing time of 3 $\mu$s, showing the response of the Hyperbolic Secant pulse used for inversion. The red line represents the final position on the z-axis of magnetisation at different frequencies immediately after the pulse. As can be seen, the major $F_c$ peak is inverted, but the minor $F_c$ resonance (and all those further away) is unaffected by the pulse.

s. The Hyperbolic Secant pulse had a pulse length of 1.5 ms, a $B_{1\text{(max)}}$ of 2020 Hz, and was centred on the major $F_c$ resonance, which occurs at $-159.86$ ppm at 298 K in 100% D$_2$O solvent. The mixing times used for each temperature were optimised to best sample the decay in intensity of the $F_{c(\text{minor})}$ peak to fit the exchange rate, which was highly temperature-dependent. The mixing times at each temperature were as follows:

- 303 K: 3 $\mu$s, 1 ms, 2 ms, 4 ms, 7 ms, 12 ms.
- 298 K: 3 $\mu$s, 1 ms, 2 ms, 4 ms, 7 ms, 12 ms.
- 293 K: 3 $\mu$s, 2 ms, 4 ms, 8 ms, 15 ms, 26 ms.
- 288 K: 3 $\mu$s, 4 ms, 8 ms, 16 ms, 30 ms, 60 ms.
- 283 K: 3 $\mu$s, 8 ms, 16 ms, 32 ms, 65 ms, 125 ms.

### 2.8.7 2D $^1$H–$^{13}$C Correlation Spectroscopy

Natural abundance $^1$H–$^{13}$C heteronuclear single-quantum coherence (HSQC) spectra to identify the contaminating sugar phosphates in the $\beta$PGM samples (see Section 2.7.2) were recorded using the hsqcetgp pulse program. 32 scans of 512 complex pairs in $^1$H were each recorded for 200 complex pairs in $^{13}$C. The $^1$H dimension had a spectral width of 13 ppm, centred on the water signal at 4.70 ppm. The $^{13}$C dimension had a spectral width of 60 ppm to avoid folding signals from the buffer over the signals from the sugar phosphates; the spectra were recorded at a $^{13}$C carrier frequency offset of 80 ppm. The acquisition time for each scan was 77 ms, and the inter-scan delay 1.5 s. The coupling constant $^1J_{HC}$ of 145 Hz was used during the INEPT transfers. The pulse program uses z-gradients to select for coherence transfer and suppress the water signal[174].

### 2.8.8 2D $^1$H–$^{15}$N Correlation Spectroscopy

All of the $^{15}$N relaxation and relaxation dispersion experiments were acquired as 2D $^1$H–$^{15}$N HSQC-type spectra. An HSQC recorded at 900 MHz on the $\beta$PGM-MgF$_3$–-
βG6P TSA complex is shown in Figure 26.

Figure 26: Example $^1$H–$^{15}$N HSQC of the βPGM-MgF$_3$−βG6P TSA complex, recorded at 900 MHz. It can be seen that signal dispersion is good, and signal overlap — which reduced further with TROSY-detection and/or perdeuteration — is minimal. The βPGM-MgF$_3$−βG6P TSA complex gives a characteristic signal from the amide of K117, which is the most downfield signal in both $^1$H and $^{15}$N dimensions due to hydrogen bonding to the phosphate of βG6P.

$^1$H–$^{15}$N HSQC$s$ were run using the hsqcetfpf3gpsi pulse program, which also uses gradient-selection for water suppression. In the case of the βPGM-MgF$_3$−βG6P TSA complex relaxation (R$_1$, R$_2$, heteronuclear NOE) series spectra which were recorded as transverse relaxation optimised spectroscopy (TROSY)-detected experiments, $^1$H–$^{15}$N TROSYs were instead run to monitor the state of the sample. For TROSY spectra on the 800 MHz spectrometer, the trosyetf3gpsi pulse program was used which again uses gradient-selection for water suppression. On the 600 MHz spectrometer however, the high Q-factor of the cryoprobe causes radiation damping, so better results were gained by the use of the trosyf3gpphsi19 pulse sequence which uses the WATERGATE[175] (water suppresion by gradient-tailored excitation) method for solvent suppression. In all cases the coupling constant $^1$J$_{HN}$ for INEPT magnetisation transfer was set to 90 Hz.
TROSY-detection consists of selecting the J-coupling singlet for which the spin states of $^1$H and $^{15}$N are such that $^{15}$N relaxation due to dipolar coupling with the amide proton and chemical shift anisotropy (CSA) cancel each other to a certain extent. The result of this is that the $^{15}$N $R_2$ is slower, and as a result the linewidths of the peaks (and therefore the resolution in the indirect dimension) is improved. To increase the resolution in the direct dimension also, the $\beta$PGM-$\text{MgF}_3^-$$^-\beta\text{G6P}$ TSA complex relaxation measurements were performed on $^2$H,$^{15}$N-labelled $\beta$PGM. As the primary source of relaxation of the amide protons is the dipolar interaction with the H$^\alpha$ nuclei, the $R_2$ of the $^1$HN is also decreased with perdeuteration.

For the HSQC spectra 8–24 scans (depending on the required sensitivity) of 1024 complex pairs in $^1$H were recorded for each of the 100 complex pairs in $^{15}$N. The $^1$H dimension had a spectral width of 17 ppm, centred on the water signal at 4.70 ppm. The $^{15}$N dimension had a spectral width of 35 ppm, centred at 120.5 ppm. The acquisition time for each scan was in the range of 76–114 ms depending on the field strength, and the inter-scan delay was set to 1 s. In the TROSY spectra, 200 complex pairs in $^{15}$N were collected rather than 100, to take advantage of the superior resolution offered by the slower $^{15}$N transverse relaxation of the TROSY operators. Experimental set up was otherwise identical to that of the HSQC spectra.

For yielding similar sensitivity between spectrometers, it was found that 32 scans per increment at 500 MHz yielded approximately similar (slightly higher) signal:noise to 16 scans at 800 MHz. In contrast, spectra acquired on the 600 MHz spectrometer fitted with the cryoprobe with half the number of scans used at 800 MHz yielded significantly better sensitivity than those acquired at 800 MHz with a room-temperature probe.

### 2.8.9 $^{15}$N $R_1$ and $R_2$ spectroscopy

All $^{15}$N relaxation and relaxation dispersion experiments were recorded as $^1$H–$^{15}$N correlation spectra with acquisition parameters as described above, except the interscan delay was increased to 2.5 s. The pulse programs used for the HSQC-type $^{15}$N $R_1$ and $R_2$ measurements were written in-house by Dr. Maya Pandya. They feature pre-saturation, gradient selection and WATERGATE sequences for water suppression. Prior to the $^{15}$N frequency labelling period there is a relaxation block of variable length during which the $^{15}$N magnetisation is either longitudinal ($R_1$) or transverse ($R_2$). The $R_1$ measurements consists of transferring the $^{15}$N magnetisation to the $-z$ axis and monitoring the rate at which the bulk magnetisation returns to equilibrium along $+z$, although the phase cycling is such that the end point after infinite relaxation is zero recorded signal. The $R_2$ experiment measures the rate at which coherence is lost from like spins in the xy plane. It is necessary to employ $^{15}$N Carr Purcell Meiboom Gill (CPMG) pulsing (a sequence of 180° $^{15}$N pulses) to quench any contribution from ms–µs exchange to the transverse relaxation rate ($R_2$), which is referred to as $R_{ex}$. For this work a CPMG field strength ($\nu_{\text{CPMG}}$) of approximately 500 Hz was used.

Due to the continued pulsing at $^{15}$N radio frequencies, the sample is heated by an ex-
tent that is dependent on the length of the relaxation block. Therefore to avoid system-
atic errors, both $R_1$ and $R_2$ pulse programs use Duty-Cycle Heating Compensation[176]
which is a method by which the amount of RF heating is kept constant throughout the
relaxation series, independent of the relaxation block length. This is done by keeping
the total relaxation block the same length, but changing the way that it is partitioned
between the true relaxation block when $^{15}N$ is transverse and the duty-cycle compen-
sation block which is located after each FID has been recorded and before the interscan
delay. For example, in the case where the $^{15}N$ coherences are only allowed to relax for
a short time, there is a long duty-cycle compensation block before the next scan, and
vice versa. RF heating also affects the probe, and as such $^{15}N$ 90° pulses were 45 $\mu$s as
a minimum ($B_1 = 5555$ Hz), although in many cases due to the age of the amplifiers
and probes the $^{15}N$ 90° pulse length at maximum power was already longer than this.
This is true for all spectrometers except the 900 MHz at the SONNMRLSF facility in
Utrecht, The Netherlands: to avoid damaging the high-field cryoprobe it was necessary
to use $^{15}N$ 90° pulses of 80 $\mu$s.

Another peculiarity of the $R_2$ pulse program is that because of the number of $^{15}N$
180° pulses employed, the data are extremely sensitive to off-resonance effects. This
means that the calibrated $^{15}N$ pulse length needs careful optimisation, and that over a
$^{15}N$ spectral width of 2840 Hz at a spectrometer frequency of 800 MHz, it is necessary to
record the data at several carrier frequencies. 3 offsets in $^{15}N$ were typically employed:
109.5, 120.5, and 131.5 ppm. This ensured that no resonance was further than 5.5
ppm (470 Hz at a $B_0$ of 800 MHz) away from the nearest carrier frequency. Computer
simulations to address the same problem in the relaxation dispersion experiment have
been published[177]. The conclusion was that for a $^{15}N$ 90° pulse and maximum $\nu_{CPMG}$
of 2000 Hz, a signal 500 Hz away from the $^{15}N$ carrier frequency offset would have
a systematic error on its signal intensity measurements of approximately 3%. This
supports our finding that for $^{15}N$ $R_2$ data recorded with a $\nu_{CPMG}$ of only 500 Hz, no
systematic error was seen over the random error due to spectral noise.

For the apo $\beta$PGM relaxation measurements where the data was recorded with-
out TROSY-detection (i.e., just as HSQC-type spectra), the pulse programs used for the
$^{15}N$ $R_1$ and $R_2$ measurements were mjnP115_r1_pss_02_2005_3 and mjnP115_r2_cpmg_pss_02_2005_7. For the measurements on the $\beta$PGM-MgF$_3^-/\beta$G6P TSA com-
plex, TROSY-detected versions of these programs were engineered by Dr. Matthew
Cliff. The pulse programs are exactly as described above with Duty-Cycle Com-
pensation and the same method for water suppression, but with a TROSY-selection
block immediately before acquisition of the FID. The programs used for the $^{15}N$ $R_1$
and $R_2$ measurements on the $\beta$PGM-MgF$_3^-/\beta$G6P TSA complex at 800 MHz were
mjCn115_r1_pss_tr_phasecycle_1 and mjCn115_r2_cpmg_pss_tr_3. For the mea-
surements at 600 MHz the analogous programs mjCn115_r1_pss_tr_phasecycle and
mjCn115_r2_cpmg_pss_tr were used.
2.8.10 $^{15}$N–{$^1$H} Heteronuclear NOE spectroscopy

The $^{15}$N–{$^1$H} Heteronuclear Nuclear Overhauser Effect (NOE) measurement consists of observing the effect of saturating $^1$H resonances on the $^{15}$N nuclei. Saturation is the phenomenon when there are equal number of spin-up and spin-down nuclei, with no transverse magnetisation, and therefore no observable signal. This is achieved by continued pulsing of the $^1$H nuclei, typically with a chain of 120° pulses\[178]. The population of spin-up and spin-down $^{15}$N nuclei for each residue is then measured, but in order to do this the $^1$H polarisation cannot be transferred to the $^{15}$N spins by INEPT transfer as is usually done for HSQC-type experiments. Instead the first pulses are on the $^{15}$N nuclei, and because the polarisation of $^{15}$N nuclei is approximately 10-fold less than that of $^1$H spins, this experiment yields poor signal:noise, and therefore demands many scans per increment.

The population of spin-up and spin-down $^{15}$N nuclei in the absence of $^1$H saturation is also measured in a reference experiment. It is essential that both $^1$H and $^{15}$N populations have returned to equilibrium for this measurement, and as such in some cases extremely long interscan delays are required\[179]. There are many other practical problems with the running of this experiment, particularly: the unintentional saturation of the water signals which subsequently saturate the $^{15}$N nuclei through amide proton exchange\[180, 181], cross-correlation relaxation of the $^{15}$N nuclei due to contributions from both the dipolar interaction and also CSA\[182], and incomplete saturation of the amide protons\[183].

The pulse program used to measure the $^{15}$N–{$^1$H} hetNOE on apo $\beta$PGM was hsqcnoef3gpsi which, as before, uses gradient selection for water suppression. The pulse program records the experiments with and without $^1$H saturation (hereby referred to as the NOE and NONOE experiment) interleaved as a pseudo-3D experiment. This reduces any differences in heating between the NOE and NONOE experiments due to the difference in pulsing between them. The interscan delay was set to 10 s to allow all resonances (particularly the water protons with their long $T_1$) to relax. An interscan delay any shorter than this yielded physically impossible NOE values, and longer than 10 s was impractical. In the NOE experiment, high-power 120° $^1$H pulses were applied every 5 ms for 10 s to saturate the $^1$H resonances. These pulses were absent in the NONOE experiment.

For the fast-timescale dynamics measurements on the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex, a TROSY-based pulse program was instead used. A pulse sequence based on that published in Ferrage et al, 2008\[184] was programmed by Dr. Matthew Cliff. This pulse program also uses 120° $^1$H pulses for saturation (although it has been suggested that 180° pulses may be more effective\[183]) applied every 10 ms for 5 s before measuring the $^{15}$N polarisation. In the NONOE experiment, which is run separately in this case, an interscan delay of 10 s is used. This pulse program is unique in that there is a composite 180° $^1$H pulse applied to all but water protons at the very start of
the pulse program during the NONOE experiment. This ensures that rather than the usual slowly-relaxing $2N_xH^\alpha$ operator being observed, the $2N_xH^\beta$ operator — whose longitudinal relaxation is faster and therefore will have decayed closer to equilibrium during the interscan delay — is selected.

In testing it was found that this pulse program run with an interscan delay of 10 s gave approximately the same NOE values as the other program described above when employing a 20 s recovery period, both of which give lower values than the old program when an interscan delay of 10 s is used. This means that the TROSY-based pulse program likely allows measurement of the true equilibrium $^{15}N$ magnetisation after a 10 s delay, and it also demonstrates that although the NOE and NONOE spectra are acquired separately, the differences in heating between the NOE and NONOE experiments is minimal. The TROSY-based pulse program is called ah_trosy_15n1hhetnoe_1.

2.8.11 $^{15}N$ Relaxation Dispersion spectroscopy

Relaxation dispersion consists of measuring the dependence of the transverse relaxation rate ($R_2$) on the CPMG field strength ($\nu_{\text{CPMG}}$). The CPMG pulses vary the extent that transverse relaxation occurs due to chemical exchange (in the case of proteins this refers to conformational exchange where a particularly nucleus is exchanging between 2 different environments). When $\nu_{\text{CPMG}}$ is large, the effective transverse relaxation rate ($R_{2(\text{eff})}$) is small as the exchange is quenched, whereas when there are few CPMG pulses during the relaxation block, $R_{2(\text{eff})}$ is large to due contributions from the exchange process, $R_{\text{ex}}$.

Following the statistical justification for its use, all data presented herein is fit using a two-state conformational exchange model; it is assumed that the chemical exchange detected by relaxation dispersion is due to the interchange between two protein conformers. How $R_{2(\text{eff})}$ varies with $\nu_{\text{CPMG}}$ is dependent on a number of parameters. In the two-state model these are: the rates of interchange between species, the populations of the species, and the chemical shift differences of the nuclei being studied between the species[185].

The pulse program used for $^{15}N$ relaxation dispersion was mjp_n15_rd_cpmg_pss_6, which is another in-house pulse program written by Dr. Maya Pandya, which has been described in Long et al, 2010[186]. There is a fixed 40 ms relaxation delay during which the frequency of CPMG pulses is varied. Because the relaxation rates of $N_x$ and $2N_xH_z$ coherences are different, the evolution of $^1J_{HN}$ coupling during the relaxation delay can complicate the results. To overcome this problem, the pulse program use throughout this thesis is a “relaxation-compensated” pulse program which ensures that equal lengths of time are spent with the magnetisation in-phase and anti-phase ($N_x$ and $2N_xH_z$) during the relaxation block[187]. More recently, a pulse program which features $^1H$ decoupling throughout the CPMG block, eliminating the need to average the time spent in $N_x$ & $2N_xH_z$ states has been published[188], though these
changes have not been implemented. The pulse program also features duty cycle heating compensation[176], by means of another 40 ms duty cycle compensation block prior to the start of the pulse program; for every CPMG pulse omitted from the true relaxation block, one is added to the compensation block. This ensures that the total number of $^{15}$N pulses employed is the same regardless of the $\nu_{\text{CPMG}}$, and the RF heating is kept constant. At present a TROSY-detected version of this pulse program does not exist.

$\nu_{\text{CPMG}}$ values in the range 50-750 Hz were used in random order, with repeated points measured to aid with error analysis as described in Ishima & Torchia, 2005[177]. Due to the largest $\nu_{\text{CPMG}}$ value used for the dispersion experiment exceeding that used in the standard $^{15}$N R$_2$ pulse program, the pervasion of off-resonance effects is expected to be greater. For this reason, data at more carrier frequency offsets were recorded at higher fields. At 600 MHz — as with the standard $^{15}$N R$_2$ measurements — 109.5, 120.5 & 131.5 ppm $^{15}$N carrier frequency offsets were used. At 800 MHz, four offsets were used to compensate for the larger signal dispersion: 109, 117, 125, & 133 ppm were selected to ensure maximum coverage. For the 900 MHz data collected at the SONNMLSF facility, the $^{15}$N power for the CPMG pulses had to be decreased to avoid damage to the cryoprobe, which will increase any off-resonance effects in the measured peak heights. Therefore five offsets were used: 109.05, 115.15, 121.25, 127.35, & 133.45 ppm. In addition to recording the data several times, it is possible to calculate (and therefore remove) the contribution of off-resonance effects in the data, but issues such as B$_1$ field inhomogeneity can make this difficult.

2.9 General Data Fitting & Statistical Methods

Unless otherwise stated, all data fitting was performing using “MattFit”, an in-house Python program which uses a Levenberg–Marquardt non-linear least squares routine[189, 190] to minimise to the appropriate function. When error estimates on the peak height measurements were derived from baseline noise, they were adjusted after fitting such that the resulting total $\chi^2$ value for the fit matched the expected value, where $\Sigma \chi^2 = \text{no. of data points} — \text{no. of fitted parameters}$. In the case of the $^{15}$N relaxation dispersion data, the peak height error estimates were derived from the deviation of repeated measurements[177], a method which should take into account all sources of error, and as such the estimates were not adjusted to achieve the expected $\Sigma \chi^2$. The $^{15}$N relaxation dispersion data was also separately fitted using Dr. Flemming Hansen’s CATIA program to validate the resulting fit values from “MattFit”.

The $^{15}$N R$_1$ & R$_2$ values for apo $\beta$PGM were fit using “MattFit” with adjusted baseline noise estimates, but the fitting of the R$_1$ & R$_2$ values for the $\beta$PGM-MgF$_3$ - $\beta$G6P TSA complex was instead done using the software Relax[191, 192]. Relax uses the initial baseline error estimates to carry out 500 Monte Carlo simulations[193] for more accurate estimation of the errors on the fitted relaxation rates for each residue. It being a simple ratio of peak intensities, the error on the NOE value was calculated.
by propagation of the baseline noise estimates. All Model Free\cite{148, 149} fitting was done using Relax, as is detailed in Section 2.10.5, which also carries out 500 Monte Carlo simulations to ascribe error estimates to the fitted Lipari-Szabo parameters.

For all F-tests included those done by the fitting program Relax, Akaike’s Information Criterion\cite{194} was used. The “AIC” value is derived by multiplying the number of parameters used in the fitting by 2, and adding it to the $\chi^2$ value. The solution which gives the lowest AIC is thereby the most parsimonious. In order to assess correlations between parameters, as well as plotting them, Pearson’s correlation coefficient\cite{195} is calculated. It can be in the range $-1$–$+1$, where $-1$ is a perfect negative correlation, 0 is no correlation, and 1 is a perfect positive correlation. The formula for the correlation coefficient, $r$, is shown in Figure 27.

$$r = \frac{\sum(x - \bar{x})(y - \bar{y})}{\sqrt{\sum(x - \bar{x})^2} \sqrt{\sum(y - \bar{y})^2}}$$

Figure 27: Formula for the correlation coefficient, $r$.

Another statistical device used throughout this thesis is the weighted mean. In all cases where this is used, the weights are derived from the uncertainties on the values which are being averaged. The formula for calculation of the weighted mean, as well as its uncertainty, are shown in Figure 28.

$$\bar{x} = \frac{\sum(x/\sigma_x)}{\sum(1/\sigma_x)}$$

$$\sigma\bar{x} = \frac{1}{\sum(1/\sigma_x)}$$

Figure 28: Formula for calculating the weighted mean of a data set (1), and its error (2). $x$ represents each data point value, and $\sigma x$ represents the uncertainty of each value.

2.10 NMR Data Processing

2.10.1 Processing Raw NMR Data

All NMR data has been processed using Felix 2007. Macros are written to transform raw FIDs acquired on the spectrometers into phased, Fourier transformed spectra. The macros are specific to each pulse program, an example macro for processing the FID shown in Figure 29 into the 1D $^1$H spectrum shown in Figure 24 on Page 55 is shown in Figure 30.

The processing of 2D spectra follows the exact same procedure as the 1D processing
The macro used to process the raw data is shown in Figure 30. It can be seen that the first few points have no signal due to the Hahn-Echo used in the pulse sequence (as discussed in Section 2.8.3), and that the signals have mostly decayed by half-way through the acquired points.

```plaintext
def phase0 202.0 ; zero-order phase correction
def phase1 0
def gibbs 1
def swidth 20000 ; spectral width in Hz
rn /ld10/hugh/pgm298bb/raw/pgm298bb_4100_14apr10m4.dat
dft 8 12 ; for digital oversampling
ift
cnv 0 16 ; convolution to remove water signal
shl 32 ; deletion of first points from Hahn-Echo
sb 2048 90 ; sine-bell window function
zf 8192 ; zero-filling
ft ; fourier transform
ph ; phasing
red ; deleting imaginary data
abq ; baseline correction
pol 0
def sfreq 800.344 ; referencing
ref 4096 4.70
def axtype 3
wn /ld10/hugh/pgm298bb/processed/pgm298bb_4100_14apr10m4.ft
dr ; display spectrum
end
```

Figure 30: An annotated processing macro to convert the 1D 1H FID shown in Figure 29 to the spectrum shown in Figure 24 on Page 55.

Different window functions were used to optimise the sensitivity:resolution ratio of different types of data. 31P data were processed with 1 Hz line-broadening, whereas the very broad lines and poor signal:noise ratio of the 19F data meant line-broadening of 20 Hz was used. As discussed in Section 2.8.5, 19F NMR data requires backwards linear prediction to remove a solid-state signal from the spectrum. This is an error-
prone procedure and the parameters for linear prediction were optimised in each case to achieve the best possible baseline. Typically for $^1$H 1D spectra, as is demonstrated in Figure 30 a sine-bell function was used to bring the intensities down to 0 half-way through each FID (as most interesting signals had relaxed by half-way through the FID). The angle that the sine-bell was truncated to was optimised for each spectrum.

For 2D processing, the window functions were typically sine-squared functions which bring the intensities down to zero less harshly than the sine-bell function, and hence reduce truncation artefacts in the resulting spectra. Again the angles that the functions were truncated to was optimised for each spectrum to achieve the narrowest lines without causing artefacts. To improve the resolution in the indirect dimension, typically as many points as were measured were linear predicted, and the window function then performed over twice as many points as were acquired on the spectrometer.

In the case of 1D spectra, the peak heights were measured and corrected for any baselining errors directly in Felix, and the intensity of the noise was estimated from regions of the spectrum devoid of signals. For $^{19}$F spectra it was found that it was necessary to zero-fill to many times the number of acquired points so that the digitisation of the spectra did not affect the peak intensity measurements. For 2D spectra, the tools for peak picking in Felix were utilised, along with in-house macros which exported the peak heights of all assigned peaks in a series of spectra into a single table. For example, peak heights of all assigned, non-overlapped peaks from the $^{15}$N $R_1$ spectra which had been acquired with a variety of relaxation delays were exported into a single table to facilitate later relaxation curve fitting. For an estimation of the baseline noise in 2D data sets, a macro which calculated the RMSD over an area of the spectrum which contained no signals was used.

As the peak height measurements required different treatment depending on the nature of the measurement, they are discussed separately below.

### 2.10.2 Fitting of $^{19}$F SEXSY Measurements

As is outlined in Section 2.8.6, the $^{19}$F method consists of inverting the $F_c$(major) resonance and observing the intensity of the $F_c$(minor) resonance, which decreases as the mixing time is increased as a result of exchange between the two spin states. The experiment relies on the fact that the z-magnetisation of both states is perturbed from equilibrium during the mixing time, and as such it was necessary to not only fit the rate of exchange between the states ($k_{ex}$), but also the rate of longitudinal relaxation ($R_1$). To minimise the number of fitted parameters it was assumed that the major and minor $F_c$ resonances have equal $R_1$ values. In all cases studied, $k_{ex}$ far exceeds $R_1$, and so the parameters are statistically distinct. Because of this, even if the two resonances have slightly different $R_1$ rates, the impact on the results is likely to be very low.

The peak heights of both the major and minor $F_c$ resonances were measured and fit to the equations shown in Figure 31 using “MattFit”. It was found for several
temperatures that the $F_c$ (major) peak intensity values deviated from the fit line more than was expected from the baseline noise estimates, due to some source of error which was unaccounted for in the baseline noise estimates. The minor $F_c$ peak heights were not affected, but because the nature of the error source was unknown, there was no justification for adjusting the error estimates of the two measurements separately. Therefore, the errors on both the major and minor $F_c$ resonance peak heights were adjusted together to satisfy the expected $\Sigma \chi^2$ value.

$$I_{\text{major}} = I_0.F_a\left(1 - 2.F_a.e^{-R_1.t_m} - 2.(1 - F_a).e^{-(R_1 + k_{ex}).t_m}\right)$$

$$I_{\text{minor}} = I_0.(1 - F_a).\left(1 - 2.F_a.e^{-R_1.t_m} - e^{-(R_1 + k_{ex}).t_m}\right)$$

where:

- $I_{\text{major}}$ is the intensity of the major $F_c$ resonance after mixing time $t_m$
- $I_{\text{minor}}$ is the intensity of the minor $F_c$ resonance after mixing time $t_m$
- $t_m$ is the mixing time (s)
- $I_0$ is the sum of the intensities of both major & minor peaks at $t_m = 0$ s
- $F_a$ is the population of major conformer
- $R_1$ is the spin-lattice relaxation rate of both resonances (s$^{-1}$)
- $k_{ex}$ is the sum of forward & backward exchange rates (s$^{-1}$)

Figure 31: Equations to which the $^{19}$F SEXSY peak heights were fit.

Subsequent manipulation and fitting of the resulting $k_{ex}$ values at different temperatures is discussed in Section 3.

### 2.10.3 Fitting of $^{15}$N Relaxation Dispersion Data

All effective transverse relaxation rates $R_{2\text{(eff)}}$ values were derived by fitting an exponential decay curve between peak intensities at each $\nu_{\text{CPMG}}$ value, and the peak intensity from a reference experiment lacking the 40 ms relaxation block, as shown in Figure 32. Although there are many approximations of the Bloch–McConnell equations [196, 197, 198] which can be used to speed up the processing of relaxation dispersion data, they make assumptions on the nature of the exchange, and have been avoided in this case. Instead, relaxation dispersion curves were fit to the subsequent $R_{2\text{(eff)}}$ values by solving the full Bloch–McConnell[141, 199] equations. This was done as a function of the rate of interconversion of major conformer to minor conformer ($k_a$), the population of major conformer ($p_a$), and the difference in chemical shift between the two conformers ($\Delta \delta$).

For the lower-field $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex data of poor signal:noise it was necessary to fix $k_a$ & $p_a$ to the values derived from the $^{19}$F SEXSY analysis. For the apo $\beta$PGM data it was necessary to fix the parameters to the values derived from the 900 MHz data collected on the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex. For the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex data, it was possible to derive the exchange rates
\[ R_{2(\text{eff})}(\nu_{\text{CPMG}}) = \frac{1}{T_{\text{relax}}} \ln \left( \frac{I(\nu_{\text{CPMG}})}{I_0} \right) \]

where:
- \( R_{2(\text{eff})} \) is the effective transverse relaxation rate (s\(^{-1}\))
- \( \nu_{\text{CPMG}} \) is the CPMG field strength (Hz)
- \( T_{\text{relax}} \) is the relaxation period (s)
- \( I \) is the intensity of the peak after the relaxation period
- \( I_0 \) is the intensity of the peak in the absence of the relaxation period

Figure 32: Calculation of \( R_{2(\text{eff})} \) values for each residue.

independently of the \(^{19}\text{F} \) SEXSY data, but only after thorough statistical analysis. In all cases, subsequent processing or analysis of the relaxation dispersion data is discussed in Section 4.

### 2.10.4 Fitting of \(^{15}\text{N} \) \( R_1 \) & \( R_2 \) and \(^{15}\text{N}–\{^{1}\text{H}\} \) hetNOE Data

For the spin–lattice & spin–spin relaxation measurements, the signal intensity for each residue decays exponentially as the relaxation delay is increased, according to its individual \( R_1 \) & \( R_2 \) rate. The peak heights were therefore fit to a simple exponential decay equation such as that in Figure 33. For the apo \( \beta \) PGM data this was done using “MattFit”, but for the \( \beta \) PGM-Mg\( \text{F}_3^- \)-\( \beta \)G6P TSA complex data it was done using the Relax suite.

\[ I = I_0 e^{-kt} \]

where:
- \( I \) is the intensity of the peak at each specific time point
- \( t \) is the relaxation delay time for each specific point
- \( I_0 \) (unknown) is the initial intensity of the peak
- \( k \) (unknown) is the relaxation rate, \( R_1 \) or \( R_2 \)

Figure 33: Formula for exponential decay, to fit \(^{15}\text{N} \) \( R_1 \) and \( R_2 \) data.

The \(^{15}\text{N}–\{^{1}\text{H}\} \) hetNOE value is simply the ratio of peak heights in the spectra with and without proton saturation for each residue, as shown in Figure 34. The error is estimated simply by calculating the propagation of baseline noise in the two spectra. This error figure will therefore only give an impression of random experimental error, and not take into account any systematic errors, to which the NOE measurement is particularly susceptible, as was discussed in Section 2.8.10.

### 2.10.5 Model-Free Estimation & Fitting

Using the default settings, the program HydroNMR[200] was used to approximate anisotropic molecular tumbling in solution from crystal coordinates. The program uses bead-modelling procedures as a basis for hydrodynamic calculations, and can
calculate theoretical relaxation rates of backbone $^{15}$N nuclei assuming that all residues are perfectly rigid. Theoretical $T_1$, $T_2$, and hetNOE values can also be calculated from estimated $\tau_m$, $S^2$, and $\tau_e$ values. Therefore, plotting the experimentally measured and the predicted relaxation values $T_1$, $T_2$, and/or hetNOE against each other is a useful method by which approximate Model Free parameters and also the agreement of experimental data with expected values can be assessed. $R_1$ & $R_2$ relaxation values predicted by HydroNMR for Apo $\beta$PGM at a field strength of 800 MHz are shown in Figure 35 plotted onto grids which represent the calculated relaxation values at a range in the values of the model free parameters. The equivalent grid showing the variation in $T_1$ values with respect to hetNOE values is shown in Figure 36.

There have been a number of programs designed for the specific purpose of fitting
NMR relaxation data, such as Tensor\cite{201, 202}, ModelFree\cite{203, 204}, and Dasha\cite{205}. More recently, after a more statistically-orientated treatment of the fitting procedures employed, the program Relax\cite{191, 192} was written. It has been shown that Relax performs considerably better than the other available programs through a combination of factors including: avoiding the singular matrix failure of Levenberg-Marquardt minimisation procedures, avoiding bugs present in other programs, avoiding round-off error, and minimising $\chi^2$ to much higher precision than the competing programs\cite{191}. The subsequent discussion is therefore centred on the use of Relax.

The primary way in which Relax fitting differs from the fitting procedures of the other programs is that the model-free parameters are optimised for each spin prior to the optimisation of the global diffusion tensors. This eliminates the assumption that all the residues are perfectly rigid during fitting of the diffusion tensor. There are a number of diffusion models in Relax: the first assumes that each residue has its own “local” $\tau_m$ value, the second is an isotropic rotational diffusion model (spherical diffusion), and there are three anisotropic models. The first, “prolate spheroid” assumes that there are two equal sides of the molecule which are shorter than the remaining side, “oblate spheroid” assumes two equal sides which are longer than the remaining side, and the “ellipsoid” model is a fully anisotropic diffusion model with three diffusion tensors, one for each dimension.

Within each diffusion model, there are 10 model-free models which differ in the
parameters used to describe the internal motion. For example, in one model only $S^2_f$ is fit; in another model $S^2_f$, $S^2_s$, $\tau_f$, $\tau_s$, & $R_{ex}$ are fit. A series of F-tests are then carried out to determine which of the models best satisfies the data with the fewest parameters. After this is done for each residue within a diffusion model, the total AIC values from the diffusion models are then compared to determine the solution[192].

For the fitting, a $^{15}$N CSA value of $-172$ ppm was fixed, and the N–H bond length was fixed at 1.02 Å. These values are interdependent, and this combination of values has been shown to satisfy $^{15}$N relaxation data well[206], as opposed to the combination of using 1.02 Å as the N–H bond length and $-160$ ppm for the $^{15}$N CSA value, a combination which has been widely used for the analysis of relaxation data[207]. (The $-160$ ppm value for the $^{15}$N CSA was derived on the basis of solid-state NMR data from peptides[208, 209].) It has in fact been shown that the $^{15}$N CSA varies over the course of the primary sequence, and is related to the secondary structure at each backbone amide site. In one study, the average $^{15}$N CSA value was measured as $-172 \pm 13$ ppm[210], although even the mean value has been shown to vary between proteins[211]. As the effect of CSA on spin relaxation is related to $B_0^2$, this variation in CSA value and orientation can account for a difference in relaxation rates between otherwise identical residues of outside experimental error at high (>600 MHz) field strengths. In theory it is possible to fit the $^{15}$N CSA value during the Relax fitting, but for reasons of parsimony this has not been pursued. In most cases the lower field data sets were more sensitive than the higher field data sets, and so the impact of this potential problem is likely insignificant. It has also been shown that the orientation of the CSA tensor deviates from the N–H bond vector, though this was not taken into account during the relaxation data fitting.

For the anisotropic diffusion models within Relax, it is necessary to use a high resolution structure of the protein in order to calculate the individual N–H bond vectors. The apo $\beta$PGM data set were processed using the published crystal structure of apo $\beta$PGM (PDB code: 2WHE) which was solved to 1.55 Å resolution. The published crystal structure of the $\beta$PGM-$\text{MgF}_3^{-}/\beta\text{G6P}$ TSA complex (PDB code: 2WF5) does not feature the final three residues due to high B factors. As such, for analysis of the $\beta$PGM-$\text{MgF}_3^{-}/\beta\text{G6P}$ TSA complex relaxation data, an unpublished crystal structure which included all residues was used. This crystal structure was produced from the identical diffraction data as the published structure (1.30 Å resolution), but processed such that the C-terminus is included. There are no significant differences in the N–H bond vectors between the two structures.
3 Characterisation of Slow Timescale Dynamics of the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) Complex by \(^{19}\text{F} \) NMR

3.1 \(^{19}\text{F} \) NMR Spectra of the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) complex

3.1.1 Introduction

As was briefly discussed in Section 1.3.3, through the presence of \(^{19}\text{F} \) nuclei in the active site of \( \beta \text{PGM} \), the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) complex allows for investigation of signals originating from the transition state analogue molecule itself; from the site at which the chemistry occurs. This allows for measurement of changes in the electrostatics of the active site on the catalytic timescale from the most relevant position in the active site. This is done by measuring the perturbation of the \(^{19}\text{F} \) spins under different conditions. Before the differences in the \(^{19}\text{F} \) NMR spectra of the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) complex recorded under varying conditions can be discussed, the appearance of the \(^{19}\text{F} \) NMR spectra must first be described.

3.1.2 \(^{19}\text{F} \) NMR Spectra at 298 K

Figure 37 shows a typical \(^{19}\text{F} \) NMR spectrum of the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) complex. The largest, most downfield peak (−122.1 ppm) is that resulting from free \( \text{F}^- \) ions in solution. The three smaller peaks between −145 and −165 are the peaks corresponding to the \( \text{MgF}_3^- \) moiety, with each peak resulting from a \( \text{F}^- \) ion in a distinct chemical environment, with different numbers of hydrogen bond donors from the enzyme. They are referred to as (left–right) \( \text{F}_a, \text{F}_b, \) and \( \text{F}_c \). Transfer NOE experiments were used to assign these to specific ions in the crystal structure\[119]. In addition to these, there are three very small peaks which correspond to a minor conformer of the \( \text{MgF}_3^- \) TSA. By saturation transfer experiments, these have been shown to correspond to minor conformers of each of the larger peaks: again \( \text{F}_a, \text{F}_b, \) and \( \text{F}_c \) (left–right)\[119]. These assignments are summarised in Table 3. The presence of these minor peaks, and their distance from their corresponding major peaks, indicates that there is significant electrostatic perturbation taking place on the ms–\( \mu \)s timescale which is felt by the atoms in the very heart of the active site where the chemistry occurs.

<table>
<thead>
<tr>
<th>(^{19}\text{F} ) ( \delta ) (ppm)</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>−122.1</td>
<td>Free ( \text{F}^- )</td>
</tr>
<tr>
<td>−135.6</td>
<td>( \text{F}_a ) (minor)</td>
</tr>
<tr>
<td>−136.3</td>
<td>( \text{F}_b ) (minor)</td>
</tr>
<tr>
<td>−148.6</td>
<td>( \text{F}_a )</td>
</tr>
<tr>
<td>−153.3</td>
<td>( \text{F}_b )</td>
</tr>
<tr>
<td>−154.6</td>
<td>( \text{F}_c ) (minor)</td>
</tr>
<tr>
<td>−159.9</td>
<td>( \text{F}_c )</td>
</tr>
</tbody>
</table>

Table 3: Assignments of the resonances in the \(^{19}\text{F} \) NMR spectrum of the \( \beta \text{PGM-MgF}_3^{-} - \beta \text{G6P TSA} \) complex as shown in Figure 37.
Figure 37: $^{19}$F NMR spectrum of the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex, showing the presence of two distinct sets of resonances for the MgF$_3$ moiety. The assignments of the peaks are shown in Table 3. It can be seen in some spectra that there is the F$_a$ peak has a small downfield shoulder, which is the result of the well-protected amide of L9 which is one of its hydrogen bonding partners. In the $\beta$PGM molecules where the amide proton from L9 has not exchanged to a deuteron during the buffer exchange, there is an isotope shift on the F$_a$ peak.

3.2 $^{19}$F SEXSY NMR

3.2.1 Results at 298 K

Figure 38: Cropped $^{19}$F SEXSY spectra recorded at 298 K, showing the decrease in minor F$_c$ peak intensity with increasing mixing times ($t_m$). These spectra demonstrate that at 298 K, $k_{ex}$ is sufficiently large that after 12 ms the minor resonance is actually inverted, in spite of longitudinal relaxation ($R_1$).

The SEXSY spectra recorded at 298 K (calibrated) with a range of mixing times are shown in Figure 38. The measured peak heights of both major and minor F$_c$ reso-
nances are shown, with fit lines corresponding to the equations shown in Figure 31, in Figure 39. From the agreement of the points with the fitted curves it is obvious that there is an additional source of noise on the $F_c$ major peak intensity measurements. This was mirrored in the processing of $^{19}$F SEXSY data recorded at different temperatures, though the source of error is unknown. As the differences between the fitted line and the measurements correspond to very small fractional changes, it is possible that inconsistency in the linear prediction algorithm is to blame. However, as the source of error remains unidentified, it cannot reasonably be assumed that this source of error affects the major intensities only, therefore measurements on both major and minor peak intensities had their errors adjusted together.

![Figure 39: $F_c$ major and minor resonance peak heights measured from $^{19}$F SEXSY spectra recorded at 298 K plotted against mixing time $t_m$. The black curves are the fit lines resulting from fitting these data with the equations in Figure 31.](image)

The resultant fitted parameter values were:

- $I_0 = 16.2 \pm 0.2$
- $F_a = 0.927 \pm 0.005$
- $R_1 = 5 \pm 1 \text{ s}^{-1}$
- $k_{ex} = 97 \pm 11 \text{ s}^{-1}$

As was mentioned earlier, $k_{ex}$ is the sum of the forward and backward rate constants. Using the populations of the Major and Minor conformers, it is possible to split this number into components. Due to differential linewidths between the 2 species the $F_a$ number cannot be directly used for this. The linewidths must first be measured: this was done from spectra which had been processed using the same window function.
as those spectra from which the peak heights were measured (20 Hz linebroadening). Repeated measurements were used to generously estimate the errors. The linewidth of Fc major under these conditions was measured as 46 ± 2 Hz, whereas the minor peak was broader with a linewidth of 75 ± 4 Hz. If the proportion of minor conformer (given by $1 - F_a$) is multiplied by the ratio between these linewidths, then the population of minor conformer present at 298 K is estimated to be 12 ± 1%.

This population figure allows the rate of exchange, $k_{ex}$, to be split into forward and backwards rate constants. The slower rate — the rate at which the major conformer is transformed into the minor conformer — is 12 ± 2 s⁻¹. The faster of the two rate constants — the rate at which molecules in the minor conformer exchange to the major conformer — is 86 ± 10 s⁻¹.

### 3.2.2 Similarity to Timescale of Catalysis

The rate of catalytic turnover, $k_{cat}$, has been measured in the βG1P → βG6P direction by coupled-assay under steady-state conditions as 65 ± 1 s⁻¹[129]. Unfortunately access to the reverse reaction ($βG6P → βG1P$) is difficult as no coupled assay to detect the production of βG1P exists, prohibiting spectrophotometric measurement. It is also important to note that for many enzyme reactions, and particularly for the Ping Pong Bi Bi reaction mechanism of βPGM, $k_{cat}$ is a combination of many rate constants from the individual reactions steps and affinities of the intermediates. It is therefore not necessarily a useful figure for comparison.

Instead, the most pertinent rate constant measured in the study detailed in Goličnik et al, 2009[129] is the rate at which the bisphosphate ($βG16BP$) is converted to βG6P, as the βPGM-MgF₃$^-$-βG6P TSA complex mimics the mid-point of either this or the reverse reaction. Whereas the $k_{cat}$ of βPGM is 65 ± 1 s⁻¹, this individual reaction step is reported to occur at 105 ± 3 s⁻¹. Although neither is exactly matched by the faster of the two conformational exchange rate constants measured by $^{19}$F SEXSY NMR, it is notable that this rate occurs on the same timescale as catalytic events during substrate turnover. As discussed in Section 1.2.9, this has been seen for many enzyme systems, and suggests that the conformational exchange seen by $^{19}$F NMR may have some catalytic significance.

### 3.2.3 Nature of the “Minor” Conformer

It is impossible to get a detailed picture of the nature of the minor conformation from the $^{19}$F NMR alone, though some useful information can be extracted. The $\delta$s indicate that there is substantially lower electron density around each of the fluorides in the minor conformation. Measuring the $\Delta\delta_{(major−minor)}$ figures for each of the F⁻ ions provides site-specific information. For $F_a$, $F_b$, and $F_c$, the $\Delta\delta_{(major−minor)}$ figures are $−13.0$, $−17.0$, and $−5.3$ ppm respectively. This shows that the electron density around $F_b$ undergoes the largest change during the conformational dynamics.

Solvent-induced isotope shifts (SIISs) — the $\Delta\delta$s for each of the $^{19}$F nuclei when
the spectra are recorded in 100% H\textsubscript{2}O vs. 100% D\textsubscript{2}O — provide a measurement of proton density around each of the nuclei\cite{212}, as shown in Figure 40. Measurements of the $\Delta$SIIS\textsubscript{(major−minor)} for each of the $^{19}$F nuclei were done by Dr. Joanna Griffin\cite{213} and show that, in keeping with lower electron density, in general there is higher proton density around the F$^{-}$ ions in the minor conformer, and that the largest change in proton density between the two conformers is experienced by F\textsubscript{a}. According to both measurements the F\textsubscript{c} site is the most similar in both conformers. This information is shown in Table 4. These observations are consistent with a shortening in length of the hydrogen bonds from the protein to the MgF\textsubscript{3}$^{-}$ moiety.

![Figure 40: $^{19}$F spectra of the $\beta$PGM-MgF\textsubscript{3}$^{-}$-$\beta$G6P TSA complex in H\textsubscript{2}O and D\textsubscript{2}O, showing SIISs for the major conformer peaks, where the SIIS for F\textsubscript{a} is largest, and F\textsubscript{c} is the smallest. It can be seen here that the free F$^{-}$ peaks moves the most as it is surrounded solely by water molecules. The advantage of working in 100% D\textsubscript{2}O for $^{19}$F NMR is also clear: the peaks are far sharper due to the lack of dipolar interactions with H nuclei, thereby increasing signal:noise.](image)

<table>
<thead>
<tr>
<th>$^{19}$F nucleus</th>
<th>SIIS\textsubscript{(major)}</th>
<th>SIIS\textsubscript{(minor)}</th>
<th>$\Delta$SIIS\textsubscript{(major−minor)}</th>
<th>$\Delta\delta$\textsubscript{(major−minor)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>F\textsubscript{a}</td>
<td>-1.59</td>
<td>-1.77</td>
<td>0.18</td>
<td>-13.0</td>
</tr>
<tr>
<td>F\textsubscript{b}</td>
<td>-1.43</td>
<td>-1.49</td>
<td>0.06</td>
<td>-17.0</td>
</tr>
<tr>
<td>F\textsubscript{c}</td>
<td>-0.96</td>
<td>-0.89</td>
<td>-0.07</td>
<td>-5.3</td>
</tr>
</tbody>
</table>

Table 4: $\Delta\delta$s and SIISs between the Major and Minor conformation of the $\beta$PGM-MgF\textsubscript{3}$^{-}$-$\beta$G6P TSA complex. All measurements have units of ppm.

### 3.3 $^{19}$F SEXSY at Other Temperatures

Whilst the co-incidence of the rate of conformational exchange with the rate of catalysis is suggestive of a catalytic role for the active site dynamics, it is not proof. What would be convincing is if the activation enthalpy ($\Delta H^\ddagger$) and entropy ($\Delta S^\ddagger$) of the two processes were similar. The $^{19}$F SEXSY method was therefore applied to $\beta$PGM-MgF\textsubscript{3}$^{-}$-$\beta$G6P TSA complex samples at range of temperatures (283–303 K, in increments of 5 K) such that these parameters could be fit for the conformational
exchange. The range of temperatures studied would ideally be wider, but βPGM is not stable at higher temperatures and at temperatures lower than 283 K the solvent viscosity increases such that the correlation time of the molecules — and therefore linewidths and sensitivity — suffer. The selective $R_1$ and $k_{ex}$ fitted at each temperature as well as the population of minor state (corrected for linewidths as detailed above) for each temperature are shown in Table 5.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$k_{ex}$ (s$^{-1}$)</th>
<th>Minor pop$^a$ (%)</th>
<th>$R_1$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>303</td>
<td>$211 \pm 17$</td>
<td>$7 \pm 1$</td>
<td>$7 \pm 1$</td>
</tr>
<tr>
<td>298</td>
<td>$97 \pm 11$</td>
<td>$12 \pm 1$</td>
<td>$5 \pm 1$</td>
</tr>
<tr>
<td>293</td>
<td>$52 \pm 3$</td>
<td>$16 \pm 1$</td>
<td>$4 \pm 1$</td>
</tr>
<tr>
<td>288</td>
<td>$29 \pm 1$</td>
<td>$19 \pm 1$</td>
<td>$3.4 \pm 0.1$</td>
</tr>
<tr>
<td>283</td>
<td>$15 \pm 1$</td>
<td>$22 \pm 2$</td>
<td>$3.5 \pm 0.1$</td>
</tr>
</tbody>
</table>

Table 5: $^{19}$F SEXSY results at different temperatures.

Figure 41: $^{19}$F spectra of the βPGM-MgF$_3$–βG6P TSA complex recorded at 303 K and 283 K, to demonstrate the temperature-dependence of the minor conformer population. The spectra have been scaled such that the height of the peaks in the major conformation are matched. At lower temperature, a broad peak for MgF$^+$ ions appears at $-157.3$ ppm.

The results shown in Table 5 show that the population of minor conformer is highly temperature-dependent, increasing at low temperature, as shown by the comparison of $^{19}$F spectra recorded at 303 K and 283 K shown in figure Figure 41. This indicates that the minor conformer is entropically disfavoured relative to the major conformer, and may become the dominant species at cryogenic temperatures, such as those used in X-ray diffraction. This is discussed later. The rate of exchange between the two conformers is also very temperature-dependent, increasing roughly by a factor of 2 for every 5 K increase in temperature. This shows that the $\Delta G^\ddagger$ for this transition is large, demonstrating significant changes in bonding between the two conformers and therefore implying large changes in the protein backbone also occur as part of this transition.
The $k_{\text{ex}}$ numbers become better defined at lower temperature for two reasons: firstly the population of minor conformer increases at low temperature, meaning that the signal:noise on the peak height measurements is better, and secondly the delays were better chosen to sample more of the decay of the minor peak intensity. For example, there is more curvature in the decays recorded at 283 K shown in Figure 42 than those recorded at 298 K shown in Figure 39.

![Figure 42: $F_c$ major and minor resonance peak heights measured from $^{19}$F SEXSY spectra recorded at 283 K plotted against mixing time $t_m$. The black curves are the fit lines resulting from fitting these data with the equations in Figure 31. Compared to the decay curves recorded at 298 K (see Figure 39 on Page 75), there is more curvature due to more appropriately chosen delay times, meaning that $k_{\text{ex}}$ is better defined.](image)

Although the selective $R_1$ figures which are fit in this analysis are not of interest mechanistically, it is remarkable that they are not temperature dependent at low temperature, but become increasingly so as the temperature is raised. Presumably there are molecular motions present at low temperature which occupy a region of the spectral density function $J(\omega)$ on which the $^{19}$F spin–lattice relaxation rate is not dependent (i.e., not $\omega_F$, $\omega_H$, or $\omega_H \pm \omega_F$). An increase in temperature presumably increases the rate of these motions such that they occur at frequencies closer to those to which the relaxation of $^{19}$F is sensitive.

### 3.4 Thermodynamic Analysis

The rate of a reaction or conformational exchange at a given temperature depends on the activation energy of the transition, as shown by the Arrhenius equation in Figure 43. Therefore, the temperature dependence of the exchange rates can be used
to fit the activation energy of the transition. The fitting of the activation energy ($E_a$ or $\Delta G^\ddagger$) can itself be split into enthalpic ($\Delta H^\ddagger$) and entropic ($\Delta S^\ddagger$) contributions by use of the Eyring–Polanyi equation shown in Figure 44.

The equation makes two assumptions: the first is that the transmission coefficient ($\kappa$) is equal to 1, and the second is that there is no change in heat capacity ($\Delta C_p$) during the reaction. The re-arranged linear form of the equation shown in Figure 44 facilitates plotting of the data to assess for $\Delta C_p$. The general pre-exponential factor in the Arrhenius equation is also specified as $k_B T / h$ in the Eyring–Polanyi equation.

The validity of this figure, derived from gas-phase studies, has been widely debated, particularly for the application of thermodynamic analyses to the field of protein folding in solution[214].

$$k = A \exp \left( - \frac{E_a}{RT} \right)$$

where:
- $k$ is the exchange/reaction rate ($s^{-1}$)
- $T$ is the temperature ($K$)
- $E_a$ is the activation energy ($J/mol$)
- $A$ is a pre-exponential factor
- $R$ is the gas constant

Figure 43: The Arrhenius equation, describing the dependence of reaction/exchange rates on the activation energy.

$$k = \left( \frac{k_B T}{h} \right) \exp \left( - \frac{\Delta H^\ddagger}{RT} \right) \exp \left( \frac{\Delta S^\ddagger}{R} \right)$$

$$\ln \left( \frac{k}{T} \right) = - \frac{\Delta H^\ddagger}{R} \cdot \frac{1}{T} + \frac{\Delta S^\ddagger}{R} + \ln \left( \frac{k_B h}{R} \right)$$

where:
- $k$ is the unidirectional exchange rate ($s^{-1}$)
- $T$ is the temperature ($K$)
- $k_B$ is the Boltzmann constant
- $h$ is Planck’s constant
- $R$ is the gas constant
- $\Delta H^\ddagger$ is the activation enthalpy ($kJ/mol$)
- $\Delta S^\ddagger$ is the activation entropy ($kJ/mol/T$)

Figure 44: The Eyring–Polanyi equation (top), and re-arranged to its linear form (below).

As in the analysis of the 298 K dataset, by use of the population figures $k_{ex}$ can be split into individual forward and backward rate constants for every temperature. These numbers are shown in Table 6. If $1/T$ is plotting against $\ln (k/T)$ as in the linearised form of the Eyring–Polanyi equation, the points should lie on a straight line
if there is no significant change in heat capacity between the ground states and the transition state. These plots are shown in Figure 45. Although there is a non-random distribution of the points around the lines of best-fit for both forward and backwards rates, the points do indeed fit to a straight line within the errors on the measurements.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$k_{\text{major-minor}}$ s$^{-1}$</th>
<th>$k_{\text{minor-major}}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>303</td>
<td>15.6 ± 3.7</td>
<td>195 ± 17</td>
</tr>
<tr>
<td>298</td>
<td>11.6 ± 3.2</td>
<td>86 ± 10</td>
</tr>
<tr>
<td>293</td>
<td>8.2 ± 1.5</td>
<td>44 ± 2</td>
</tr>
<tr>
<td>288</td>
<td>5.5 ± 0.7</td>
<td>23.4 ± 0.7</td>
</tr>
<tr>
<td>283</td>
<td>3.3 ± 0.6</td>
<td>11.3 ± 0.4</td>
</tr>
</tbody>
</table>

Table 6: Unidirectional rate constants calculated from $^{19}$F SEXSY results at different temperatures.

Figure 45: Eyring plots of forward and backward exchange rates showing that in both cases, despite the appearance of curvature, the points can be satisfied by a straight line. The black straight lines are derived from fitting the points to $y = mx + c$. A similar process can be taken for looking at the temperature-dependence of the equilibrium constant, $K_{eq}$, which is easily calculated from the population figures at different temperatures. This can be used to calculate the difference in enthalpy and entropy between the two ground states (major conformer and minor conformer) by use of the integrated Van’t Hoff equation shown in Figure 46. As $\Delta H$ and $\Delta S$ can be fit between all three species (two ground states and transition state between them), the results can be tested for self-consistency. Like the Eyring–Polanyi equation, the integrated Van’t Hoff equation can be linearised to allow for plotting to assess for $\Delta C_p$ between ground states, as shown in Figure 47.

As there was no definable $\Delta C_p$ between either ground state and transition state, $\Delta C_p$ between the two ground states should equal 0. However as is shown in Figure 47, there is very apparent curvature in the plot of $1/T$ against $\ln K_{eq}$, meaning that $\Delta C_p$ between the ground states is significant. Perhaps the reason why this is not reflected in the Eyring plots in Figure 45 is because in the studied temperature range, $\Delta G^\ddagger$ is dominated by $\Delta H^\ddagger$, whereas the curvature introduced by $\Delta C_p$ is manifested in $\Delta S^\ddagger$.  

81
\[ K_{eq} = \exp \left( -\frac{\Delta H}{RT} \right) \cdot \exp \left( \frac{\Delta S}{R} \right) \]

\[ \ln K_{eq} = -\frac{\Delta H}{R} \cdot \frac{1}{T} + \frac{\Delta S}{R} \]

where:
- \( K_{eq} \) is the equilibrium constant
- \( T \) is the temperature (K)
- \( R \) is the gas constant
- \( \Delta H \) is the difference in enthalpy (kJ/mol)
- \( \Delta S \) is the difference in entropy (kJ/mol/T)

Figure 46: The integrated Van’t Hoff equation (top), and re-arranged to its linear form (below).

The dependence of \( \Delta H \) and \( \Delta S \) on \( \Delta C_p \) is shown in Figure 48.

![Figure 47: Van’t Hoff plot of the equilibrium constant between major and minor conformer, showing that \( \Delta C_p \) is significant. The black straight line is derived from fitting the points to \( y = mx + c \).](image)

Although it is possible to fit the individual forward and backward rate constants to the Eyring–Polanyi equation, to allow for simultaneous fitting of both rates and to minimise the manipulation of the data prior to fitting, \( k_{ex} \) and the population of minor conformer were fit instead. When the fitting was done assuming \( \Delta C_p = 0 \), the fit lines did not well match the points, and the resulting \( \chi^2 \) was 28.2. When \( \Delta C_p \) is allowed to vary, the resulting \( \chi^2 \) is 11.4 showing a clear improvement in fit quality. The pre-exponential constant was also allowed to vary — effectively allowing the transmission coefficient, \( \kappa \), to vary — and the resulting \( \chi^2 \) value was 10.2, which is insufficient an improvement to the fitting quality to justify the introduction of another variable according to Akaike’s Information Criterion[194]. Figure 49 shows that it is only the \( k_{ex} \) at 303 K that is not satisfied by the fitted curves when \( \Delta C_p \) is allowed to vary, but otherwise the points are well satisfied by the fitted curves.

Fitting of the \( K_{eq} \) values to the integrated Van’t Hoff equation shown in Figure 50 was also much improved by fitting \( \Delta C_p \), with \( \chi^2 \) dropping from 9.2 to 1.9 when it is
\[ \Delta H = \Delta H_0 + (\Delta C_p(T - T_0)) \]
\[ \Delta S = \Delta S_0 + (\Delta C_p \ln \frac{T}{T_0}) \]

where:

- \( T \) is the temperature
- \( T_0 \) is a reference temperature, e.g., 298 K
- \( \Delta H \) is the difference in enthalpy at a given value of \( T \)
- \( \Delta H_0 \) is the difference in enthalpy at \( T_0 \)
- \( \Delta S \) is the difference in entropy at a given value of \( T \)
- \( \Delta S_0 \) is the difference in entropy at \( T_0 \)
- \( \Delta C_p \) is the difference in heat capacity

Figure 48: The dependence of enthalpy and entropy changes on heat capacity. It can be seen that the dependence of \( \Delta S \) on \( \Delta C_p \) is non-linear, and as such \( \Delta C_p \) will only give rise to curvature in plots such as those shown in Figure 45 where \( \Delta S \) makes a significant contribution to the overall \( \Delta G \).

Figure 49: Fitting of the population and \( k_{ex} \) values to the Eyring–Polanyi equation.

Figure 50: Fitting of the \( K_{eq} \) values to the integrated Van’t Hoff equation.
introduced. As with the Eyring–Polanyi fitting results, the 303 K value is least satisfied by the fitted curve. Table 7 shows the resultant $\Delta H$, $\Delta S$, and $\Delta C_p$ values between both ground states and transition state. The displayed $\Delta H$ and $\Delta S$ values refer to the values at 298 K.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\Delta H$ (kJ/mol)</th>
<th>$\Delta S$ (J/mol/K)</th>
<th>$\Delta C_p$ (kJ/mol/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major $\leftrightarrow$ Minor</td>
<td>$-52 \pm 8$</td>
<td>$-190 \pm 30$</td>
<td>$-2.2 \pm 1.2$</td>
</tr>
<tr>
<td>Major $\leftrightarrow$ TS</td>
<td>$67 \pm 10$</td>
<td>$0 \pm 30$</td>
<td>$1.3 \pm 1.6$</td>
</tr>
<tr>
<td>Minor $\leftrightarrow$ TS</td>
<td>$120 \pm 6$</td>
<td>$200 \pm 20$</td>
<td>$3.8 \pm 1.0$</td>
</tr>
<tr>
<td>Residual</td>
<td>$1 \pm 14$</td>
<td>$10 \pm 41$</td>
<td>$0.3 \pm 2.2$</td>
</tr>
</tbody>
</table>

Table 7: Fit values for $\Delta H$, $\Delta S$ and $\Delta C_p$ from the Eyring–Polanyi and Van’t Hoff fitting. The “residual” numbers refer to the difference between the values fit for, e.g., the Minor$\rightarrow$TS transition, when compared to the values derived from a combination of the other two, e.g., Major$\rightarrow$Minor – Major$\rightarrow$TS. It can be seen that these differences are much smaller than their uncertainty, showing excellent agreement between the Eyring–Polanyi and Van’t Hoff fitting.

The magnitude of the $\Delta H^\ddagger$, $\Delta S^\ddagger$, and $\Delta C_p$ values are all very large: on the order of those figures derived from thermodynamics analyses of protein folding[215]. As with the large $^{19}$F $\Delta \delta$ values and the implied changes in hydrogen bonding as indicated by SIISs, the size of these values suggest that the conformational exchange between major and minor conformer of $\beta$PGM in the $\beta$PGM-MgF$_3$-$\beta$G6P TSA complex is very large, leading to widespread changes in intramolecular interactions. As with the $^{19}$F NMR spectral data, unfortunately this conclusion does not allow the elucidation of the finer details of the structure of the minor form, and therefore speculation as to how it may relate to catalytic turnover by $\beta$PGM. NMR experiments studying protein resonances are necessary to unravel structural detail, and the results from such experiments are discussed in Section 4.

These data also allow comment on the agreement of the minor$\rightarrow$major exchange rate from $^{19}$F SEXSY (86 $\pm$ 10 s$^{-1}$) with the figure for the dephosphorylation of $\beta$G16BP derived from the kinetic analysis (105 $\pm$ 3 s$^{-1}$)[129]. With the $\Delta H^\ddagger$ for the exchange process being so large, a difference in the temperature at which the NMR and the kinetics were performed at by as little as 0.5 K would bring these numbers within error. Although the NMR spectrometer temperature control was carefully calibrated, the temperature control of the kinetics assays was rather more crude: the experiments were performed at ambient temperature with the air-conditioning of the room set to the desired temperature. The error in the set temperature in the kinetics data is likely much larger than $\pm$ 0.5 K, which means that within experimental error, the exchange rate and dephosphorylation step occur at precisely the same rate.
4 Characterisation of Slow Timescale Dynamics of the
\(\beta\text{PGM-MgF}_3^-\beta\text{G6P TSA Complex by }^{15}\text{N NMR}\)

4.1 \(^{15}\text{N Relaxation Dispersion Experiments}\)

4.1.1 Minor Resonances in \(^{1}\text{H}\)–\(^{15}\text{N TROSY Spectra}\)

Section 3 showed that there is a minor conformation of the \(\beta\text{PGM-MgF}_3^-\beta\text{G6P TSA complex which transforms into the major conformer at a rate remarkably similar to }k_{\text{cat}}\). The thermodynamic parameters of the exchange implied that the change involved large scale rearrangement of the protein structure. Accordingly, as well as being visible in \(^{19}\text{F spectra of the }\beta\text{PGM-MgF}_3^-\beta\text{G6P TSA complex, minor conformation peaks can also be seen in }^{1}\text{H–}^{15}\text{N TROSY spectra of the complex, and many of them have been assigned to their corresponding major peak by Dr. Joanna Griffin[213]. The population of the minor species as seen by }^{1}\text{H–}^{15}\text{N TROSY approximately matches the population of the minor conformer seen in }^{19}\text{F spectra, and the populations also have a similar temperature-dependence, as demonstrated in Figure 51. It is therefore tempting to suggest that the minor resonances seen by }^{19}\text{F and }^{15}\text{N NMR are different observations of the same exchange phenomenon.}

![Figure 51: Section of \(^{1}\text{H–}^{15}\text{N TROSY spectra of the }\beta\text{PGM-MgF}_3^-\beta\text{G6P TSA complex recorded at 298 K and 278 K by Dr. Joanna Griffin. The low-temperature spectrum clearly shows the existence of minor peaks, where the higher temperature spectrum does not. The peaks are visible in the low-temperature spectrum due to higher population of minor species and lower exchange rate and therefore less exchange broadening of the minor peaks.}

Although the similar temperature-dependence of the populations is compelling, similar exchange rates measured by both \(^{19}\text{F and }^{15}\text{N NMR would be convincing. Relaxation dispersion provides a method by which the exchange rates between conformations and their populations can be measured, as well as changes in chemical shifts (\(\Delta\delta\)) of each spin system[185]. }^{15}\text{N Relaxation dispersion is therefore a way of assess-}
ing the link between the minor conformer assignment of the $^1$H–$^{15}$N TROSY spectrum peaks and the exchange studied by $^{19}$F NMR.

4.1.2 Preliminary $^{15}$N Relaxation Dispersion Data

$^{15}$N Relaxation dispersion data was collected at 600 MHz with a cryoprobe to assess the viability of the experiment. There were a subset of resonances which displayed some dispersion behaviour, although the signal:noise on these measurements was poor, preventing $k_{ex}$ from being fitted. However, relaxation dispersion curves for all residues could be satisfied by fixing the rate of exchange ($k_{ex}$) and populations to those derived from the $^{19}$F SEXSY analysis, and allowing only $^{15}$N $\Delta\delta$ to vary for each residue. These data are therefore consistent with the rates derived from the $^{19}$F analysis. Example data from residue D137 to illustrate the axes used to display subsequent dispersion curves in this chapter are shown in Figure 52, and data from all residues which show dispersion behaviour at 600 MHz are shown in Figure 53.

![Figure 52: Example $^{15}$N relaxation dispersion profile from residue D137, recorded at 600 MHz at 298 K. At low values of $\nu_{CPMG}$, there are significant $R_{ex}$ contributions to the effective $R_2$ relaxation rate, $R_{2\text{(eff)}}$. The limits for the axes are used in subsequent plots and are 0–800 Hz & 0–65 s$^{-1}$ for the x & y axes, respectively.](image)

Whilst this agreement supports the idea that the protein minor peaks seen in the $^1$H–$^{15}$N TROSY originate from the same minor conformer that gives rise to the peaks in the $^{19}$F spectrum, these relaxation dispersion data do not define the exchange rates. The relaxation dispersion method works by quantifying variation in the chemical exchange ($R_{ex}$) terms of each spin system as a function of the refocussing pulse frequency. The $R_{ex}$ contribution to $R_2$ therefore needs to be sufficiently large such that this variation can be quantified. Therefore, signal:noise could be increased not only by more sensitive data, but also by increasing the $R_{ex}$ terms on the spin relaxation, such that the difference between points is larger. The relaxation dispersion method is only sensitive to chemical exchange occurring on a particular timescale: in the range of 100–3000 s$^{-1}$[216, 156], which the major$\leftrightarrow$minor exchange is on the very edge of. Because the
Figure 53: $^{15}$N relaxation dispersion profiles recorded at 600 MHz at 298 K. The signal:noise on the R$_{2\text{eff}}$ values is generally poor. The fit lines are those resultant from fixing the forward and backward rates of exchange to those measured from the $^{19}$F SEXSY analysis, and satisfy the points well. Axes and limits as shown in Figure 52.

exchange is so slow, only measurements with the lowest $\nu_{\text{CPMG}}$ field strength deviate from the baseline, and as only a few points define the exchange parameters these exchange parameters are not well defined. The amplitude of the dispersion curves and number of points which deviate from the baseline can both be improved by either increasing the temperature, or increasing the external magnetic field.

Data sets at higher temperatures were collected and did increase the signal:noise on the dispersion curves considerably, as shown for 2 residues in Figure 54. However, the aim of these measurements was to compare the exchange rates to that measured by $^{19}$F SEXSY experiments and therefore the catalytic rate (currently measured only at 298 K), and also to the fitted $^{15}$N $\Delta\delta$s of each spin system to the minor form assignment (known only up to 298 K). Therefore, despite the improvement in data quality at higher temperature, in order to allow comparisons to other data sets it was decided to record the data at 298 K and improve the sensitivity by collecting data at higher field instead. Not only is high field NMR intrinsically more sensitive due to higher Boltzmann polarisation of the nuclei, but R$_{\text{ex}}$ terms also increase with field strength. The field-dependence of the dispersion curves measured for 2 representative residues is shown in Figure 55. $^{15}$N relaxation dispersion experiments were conducted at 800 MHz but due to the RT probe used to record the data, the exchange parameters were defined no better than for the 600 MHz data which had been recorded using a cryoprobe. Only when $^{15}$N relaxation dispersion data was collected at 900 MHz with a cryoprobe at the SONNMRLSF facility at Utrecht University were these sensitivity issues overcome.
4.1.3 900 MHz $^{15}$N Relaxation Dispersion Data

Although the sensitive 900 MHz relaxation data allowed better ability to discriminate between fitted parameter values, most residues could still be satisfied by minimising while fixing the exchange rate and populations at those values derived from the $^{19}$F SEXSY analysis, strongly implying that the major $\Rightarrow$ minor exchange event studied...
by both nuclei are the same. However, there is a small subset of residues which clearly are not satisfied by this exchange regime: their fitted curves either do not reach sufficiently high $R_2^{(\text{eff})}$ values or flatten off too quickly, such as in residues V5, I166, L217 and Q220. This implies that there is a faster exchange regime present in a small subset of the enzyme. The relaxation dispersion curves recorded at 900 MHz for all residues which give $^{15}\text{N} \Delta \delta$ of at least 0.3 ppm when the SEXSY exchange rates are fixed are shown in Figure 56.

4.2 $^{15}\text{N}$ Relaxation Dispersion Data Fitting

4.2.1 Elucidation of Exchange Parameters

The presence of two separate exchange rates emphasises the need to use the $^{15}\text{N}$ relaxation dispersion data to define the rates independent of any other data. Despite the sensitive $R_2^{(\text{eff})}$ measurements, fitting rates was still difficult due to the exchange being too slow and the $\Delta \delta$s generally being quite small, particularly compared to the many studies of transient folding intermediates using this technique[217]. In particular, because the system is in slow exchange, the faster rate (minor→major) is poorly defined by the dispersion data[198].

To separate out the rates of exchange and differences in precession frequency between conformers during the fitting — the latter of which is field-dependent — it is necessary to simultaneously fit dispersion data which has been recorded at multiple field strengths[218]. Residues for which data at three fields (600, 800, and 900 MHz) had been measured and which gave significant dispersion at 900 MHz, i.e., $\Delta R_2^{(\text{eff})}$ between the $\nu_{\text{CPMG}} = 50$ Hz & $\nu_{\text{CPMG}} = 700$ Hz points of more than 5 s$^{-1}$, were selected for this fitting. There were 19 such residues: D8, D15, L44, K45, V47, L112, A113, S114, S116, K117, D137, K145, F151, I166, E169, S171, G174, A177, and K221. These residues were fit allowing the rate of major→minor exchange ($k_a$), population of major conformer ($p_a$) and $\Delta \delta$ to vary individually for all residues.

The average error on the $k_a$ figures of >2500% emphasises how non-ideal the exchange parameters of this system are. Despite most residues poorly defining the $k_a$ rate, the rates could still be extracted from the data. The “consensus” values could be estimated by plotting a gaussian curve for each residue, with the centre defined by the fitted $k_a$ value and the width defined from its fitting error. The sum of these gaussians can then be plotted, as in Figure 57, which indicates the likelihood of each particular $k_a$ value existing in the system. Figure 57 shows that although a range of $k_a$ values have been fit by the data, there are 2 distinct regions that these values cluster around: 10.6 s$^{-1}$ and 25.2 s$^{-1}$.

To sort the residues into the exchange regime by which they are affected, the multi-field fitting was repeated twice, with the $k_a$ values being fixed at the values derived from the “gaussian analysis”: 10.6 and 25.2 s$^{-1}$. According to Akaike's Information Criterion (AIC), if the introduction of a parameter does not improve $\chi^2$ by at least
Figure 56: $^{15}$N relaxation dispersion profiles recorded at 900 MHz at 298 K. Only residues with a fitted $\Delta \delta$ of more than 0.3 ppm are shown. Fitted curves are the result of minimisation with the exchange rates fixed to those derived from the $^{19}$F SEXSY analysis, and despite the very sensitive measurements, satisfy the points well in most cases. There are a few residues which cannot be satisfied with these rates, such as V5, I166, L217 and Q220. Axes and limits as shown in Figure 52.
2, the data do not justify its inclusion in the fitting procedure. Stated differently, if fixing a parameter at a particular value increases $\chi^2$ by less than 2, the data do not define that parameter differently than the value to which it has been fixed. When the $k_a$ value was fixed during the fitting at 10.6 s$^{-1}$, the $\Delta \chi^2$ value for most residues was <2, showing them to be consistent with this rate.

On the other hand, I166 and K221 each gave $\Delta \chi^2$ of >9 when the rate is fixed at 10.6 s$^{-1}$, but $\Delta \chi^2$ of <2 when the rate is fixed as 25.2 s$^{-1}$, indicating that they belong to the faster regime. D15 also fit better to the fast regime, but less convincingly so, with an increase in $\chi^2$ of >5 when the exchange parameters are fixed to the fast regime, compared to >21 when the parameters are fixed to the slower regime. Its $\chi^2$ values were unusually high, suggesting that the data at different fields do not fully agree with each other. Nonetheless, D15 was treated as a rapidly-exchanging residue in the subsequent multi-field analysis.

When the “gaussian analysis” used to elucidate the $k_a$ estimates was repeated with the two sets of residues, the efficiency of this separation was clear as the peak with a centre at 25.2 s$^{-1}$ results from residues D15, I166 and K221 only. This is shown in Figure 58.

Following the successful separation of residues which belong to the two different exchange regimes, the weighted averages of the individual fitted $k_a$ values were calculated for a more reliable estimate of the global $k_a$ value. The faster exchanging residues give a weighted average $k_a = 25 \pm 2$ s$^{-1}$. For the slower exchange regime, the weighted average value of $k_a$ is $11.7 \pm 0.4$ s$^{-1}$, which is identical to the forward rate derived from the $^{19}$F SEXSY analysis, where $k_a = 12 \pm 2$ s$^{-1}$.

For the two sets of residues, this process was repeated for arriving at a weighted
Figure 58: Likelihood of $k_a$ values represented in $^{15}$N relaxation dispersion data, split into different exchange regimes. The black line is the sum of the gaussians resulting from all the residues, as in Figure 57, the blue line is the sum of the gaussians resulting from residues which fit to the 10.6 s$^{-1}$ rate, and the red line is the sum of the gaussians resulting from D15, I166, and K221, which fit to the 25.2 s$^{-1}$ rate. The peak at 25.2 s$^{-1}$ clearly results from only these 3 residues.

average $p_a$ value. The “gaussian analysis” of the $p_a$ values resulting from the residues in the slower exchange regime gave a single peak, so no separation based on $\chi^2$ was necessary in this case, as shown in Figure 59. The weighted average $p_a$ value was 0.90 ± 0.02, again in agreement with the 0.88 ± 0.01 figure derived from the $^{19}$F SEXSY analysis, which confirms that the $^{15}$N and $^{19}$F exchange data are measuring the same process. The $^{15}$N relaxation dispersion data defines the backward rate as 105 ± 24 s$^{-1}$, which is also in agreement with the rate of dephosphorylation of the βG16BP intermediate measured by steady-state kinetics[129].

For the faster regime, it is only K221 which gave data sufficiently sensitive to define $p_a$, with the fitted value being 0.950 ± 0.005. This defines the sum of exchange rates ($k_{ex}$) as 490 ± 60 s$^{-1}$, which means anything with $\Delta \omega < 500$ Hz is in fast exchange. The minor resonance assignment was done at 800 MHz meaning that any residues with a $\Delta \delta$ of over 6 ppm are in fast exchange. As none of the residues studied up to this point have $\Delta \delta$ values this large, all residues which belong to the fast exchange regime are likely in fast exchange and do not give rise to any minor resonances. This explains why, despite the very favourable relaxation properties of the flexible C-terminal residues, a minor peak for K221 was not found during the assignment of minor conformer resonances by Dr. Joanna Griffin[213].

4.2.2 Fitting of 900 MHz $^{15}$N Relaxation Dispersion Data

Following the definition of the rate of exchange and populations for both exchange regimes, these were used to fit the data from the 900 MHz measurements only, as this data set is much more sensitive and complete than those measured at lower fields. To allow for the elimination of residues which did not display significant dispersion, as
well as identify to which of the two exchange regimes particular residues belonged, the data were fit under the following conditions, and their $\chi^2$ values analysed:

- Freely fit: $k_a$, $p_a$, nor $\Delta \delta$ constrained
- Slow regime: $k_a = 11.7 \text{ s}^{-1}$, $p_a = 0.90$, $\Delta \delta$ not constrained
- Fast regime: $k_a = 25 \text{ s}^{-1}$, $p_a = 0.95$, $\Delta \delta$ not constrained
- No exchange: $\Delta \delta = 0.0 \text{ ppm}$, $k_a$ and $p_a$ not constrained

On the basis of AIC, any residues for which $\chi^2$ did not increase by >2 when $\Delta \delta$ was fixed at 0.0 ppm compared to entirely unconstrained fitting were removed from the analysis, as these residues displayed statistically insignificant dispersion. For differentiating between the two exchange regimes in the remaining residues, because there were only 12 data points per residue in the 900 MHz data a difference in the $\chi^2$ value of >1 between fitting to the two different sets of parameters was treated as significant. For example, if a particular residue gave $\chi^2 = 5.3$ when fixed to the slow-regime parameters and $\chi^2 = 6.4$ when fixed to the fast regime parameters, the residue was concluded to belong to the slow exchange regime, and vice versa. A $\Delta \chi^2$ value of 1 is equivalent to one of the measurements lying 1σ away from the true value.

Given the difficulty in extracting the exchange parameters from the multi-field data, it came as no surprise that for many residues, the $\Delta \chi^2$ between the two exchange regimes was <1, meaning that the residue could not define to which regime it belonged. The exceptions to this — along with $\chi^2$ for each scenario listed above — are listed in Table 8 for residues in the slow regime, and in Table 9 if they define the faster rates of exchange. An example of two residues which are involved in the faster exchange is shown in Figure 60 to illustrate the improvement in satisfaction of the data points by the fitted curves if the fast exchange rates and populations are fixed in the fitting, compared to use of the incorrect, slower exchange rates and population values.

In validation of these results, the AIC values for the residues which can define their exchange regime do not increase when $k_a$ and $p_a$ are fixed to their appropriate values
when compared to entirely free fitting, with the sole exception of D15. The reason for this is unclear, though in contrast to the multi-field fitting, the $\chi^2$ values clearly indicate that this residue is better satisfied by the slow exchange regime parameters than the faster regime. For all the other residues, the very similar $\chi^2$ values (within 1) which result from fitting when exchange parameters are fixed to their appropriate values and completely unconstrained fitting is a clear indication that the exchange parameters calculated using the gaussian plotting and weighted average techniques are accurate.

![Comparison of fitted curves resulting from slow and fast exchange parameters in ability to satisfy $^{15}$N relaxation dispersion profiles from two residues assigned as part of the faster exchange regime. The data from S171 is only slightly more satisfied when fit to the faster exchange regime parameters ($\Delta \chi^2 = 1.7$), whereas the fit of the data from L217 is significantly improved ($\Delta \chi^2 = 28.7$). Axes and limits as shown in Figure 52.](image)

Whilst 49 residues were able to statistically distinguish between the two different exchange regimes, 47 were not. At this point, the minor resonance assignment by Dr. Joanna Griffin was studied. As explained earlier, any of the residues in the faster exchange regime with $\Delta \delta < 6$ ppm will be in fast exchange, and therefore will not have minor resonance peaks. The largest $\Delta \delta$ value for the whole of the minor conformer assignment is less than 3 ppm, which means that any of the residues for which a minor peak is assigned belong to the slower exchange regime. This was the case for 28 residues, meaning that a total of 64 residues are known to be part of the dynamics felt by the $^{19}$F nuclei in the active site.

13 residues showed improvements in $\chi^2$ on being fit with the faster exchange parameters. 19 residues were left unassigned to either exchange regime, but with the largest $\Delta \delta$ value being 0.5 ± 0.1 ppm, it can safely be assumed that these residues do not play a significant role in either regime. It is entirely possible that some of these residues feel contributions from both regimes which has prevented full minimisation to a two-state model, and indeed some of the uncertain residues are sandwiched between
<table>
<thead>
<tr>
<th>Residue</th>
<th>Free fitting</th>
<th>Slow regime</th>
<th>Fast regime</th>
<th>No exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>D10</td>
<td>1.07</td>
<td>1.40</td>
<td>6.92</td>
<td>1008.41</td>
</tr>
<tr>
<td>G11</td>
<td>6.98</td>
<td>7.15</td>
<td>8.34</td>
<td>9.76</td>
</tr>
<tr>
<td>I13</td>
<td>2.50</td>
<td>2.45</td>
<td>3.73</td>
<td>16.21</td>
</tr>
<tr>
<td>D15</td>
<td>2.68</td>
<td>10.16</td>
<td>51.23</td>
<td>791.67</td>
</tr>
<tr>
<td>T16</td>
<td>2.37</td>
<td>2.38</td>
<td>3.74</td>
<td>28.28</td>
</tr>
<tr>
<td>Y19</td>
<td>1.78</td>
<td>1.87</td>
<td>3.16</td>
<td>14.63</td>
</tr>
<tr>
<td>D37</td>
<td>20.32</td>
<td>20.39</td>
<td>22.44</td>
<td>33.74</td>
</tr>
<tr>
<td>L44</td>
<td>2.50</td>
<td>2.53</td>
<td>4.18</td>
<td>4.89</td>
</tr>
<tr>
<td>G46</td>
<td>1.17</td>
<td>1.24</td>
<td>4.63</td>
<td>685.21</td>
</tr>
<tr>
<td>V47</td>
<td>0.85</td>
<td>1.25</td>
<td>12.44</td>
<td>201.80</td>
</tr>
<tr>
<td>E71</td>
<td>7.57</td>
<td>7.49</td>
<td>8.84</td>
<td>8.88</td>
</tr>
<tr>
<td>N77</td>
<td>7.54</td>
<td>7.55</td>
<td>8.96</td>
<td>9.01</td>
</tr>
<tr>
<td>S88</td>
<td>3.68</td>
<td>3.61</td>
<td>4.86</td>
<td>4.89</td>
</tr>
<tr>
<td>D91</td>
<td>11.92</td>
<td>11.51</td>
<td>12.87</td>
<td>16.05</td>
</tr>
<tr>
<td>V92</td>
<td>4.80</td>
<td>4.80</td>
<td>6.52</td>
<td>6.59</td>
</tr>
<tr>
<td>K109</td>
<td>5.00</td>
<td>4.97</td>
<td>6.07</td>
<td>6.11</td>
</tr>
<tr>
<td>A113</td>
<td>5.56</td>
<td>6.94</td>
<td>17.87</td>
<td>320.87</td>
</tr>
<tr>
<td>S114</td>
<td>1.51</td>
<td>1.59</td>
<td>3.45</td>
<td>54.07</td>
</tr>
<tr>
<td>S116</td>
<td>1.79</td>
<td>2.23</td>
<td>6.83</td>
<td>176.70</td>
</tr>
<tr>
<td>L123</td>
<td>2.29</td>
<td>2.45</td>
<td>4.13</td>
<td>21.69</td>
</tr>
<tr>
<td>F132</td>
<td>4.60</td>
<td>4.72</td>
<td>10.97</td>
<td>116.97</td>
</tr>
<tr>
<td>I135</td>
<td>1.48</td>
<td>1.70</td>
<td>4.87</td>
<td>134.69</td>
</tr>
<tr>
<td>A136</td>
<td>11.92</td>
<td>12.43</td>
<td>17.53</td>
<td>198.72</td>
</tr>
<tr>
<td>D137</td>
<td>5.72</td>
<td>7.85</td>
<td>117.40</td>
<td>1225.77</td>
</tr>
<tr>
<td>A139</td>
<td>8.84</td>
<td>9.09</td>
<td>11.70</td>
<td>123.56</td>
</tr>
<tr>
<td>V141</td>
<td>1.21</td>
<td>3.67</td>
<td>126.12</td>
<td>1674.92</td>
</tr>
<tr>
<td>K145</td>
<td>1.31</td>
<td>1.33</td>
<td>2.84</td>
<td>74.70</td>
</tr>
<tr>
<td>A147</td>
<td>20.59</td>
<td>21.13</td>
<td>24.46</td>
<td>115.96</td>
</tr>
<tr>
<td>F151</td>
<td>0.69</td>
<td>0.81</td>
<td>3.49</td>
<td>34.15</td>
</tr>
<tr>
<td>E169</td>
<td>0.68</td>
<td>2.04</td>
<td>4.39</td>
<td>62.55</td>
</tr>
<tr>
<td>G174</td>
<td>1.47</td>
<td>0.77</td>
<td>2.83</td>
<td>3050.58</td>
</tr>
<tr>
<td>A177</td>
<td>1.81</td>
<td>1.86</td>
<td>3.77</td>
<td>25.82</td>
</tr>
<tr>
<td>G189</td>
<td>2.59</td>
<td>2.57</td>
<td>4.45</td>
<td>38.45</td>
</tr>
<tr>
<td>D193</td>
<td>2.01</td>
<td>1.94</td>
<td>3.15</td>
<td>3.19</td>
</tr>
<tr>
<td>D196</td>
<td>1.42</td>
<td>3.56</td>
<td>4.57</td>
<td>4.63</td>
</tr>
<tr>
<td>D197</td>
<td>2.73</td>
<td>1.19</td>
<td>6.39</td>
<td>96.61</td>
</tr>
</tbody>
</table>

Table 8: $\chi^2$ values from $^{15}$N relaxation dispersion fitting for residues which define the slow exchange regime, fit under different conditions as listed on Page 93.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Free fitting</th>
<th>Slow regime</th>
<th>Fast regime</th>
<th>No exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>V5</td>
<td>1.11</td>
<td>4.26</td>
<td>1.28</td>
<td>79.35</td>
</tr>
<tr>
<td>A143</td>
<td>2.44</td>
<td>4.36</td>
<td>2.71</td>
<td>23.38</td>
</tr>
<tr>
<td>A163</td>
<td>2.71</td>
<td>6.44</td>
<td>2.80</td>
<td>72.92</td>
</tr>
<tr>
<td>E164</td>
<td>9.16</td>
<td>14.04</td>
<td>9.56</td>
<td>89.27</td>
</tr>
<tr>
<td>S165</td>
<td>4.10</td>
<td>28.79</td>
<td>4.72</td>
<td>441.45</td>
</tr>
<tr>
<td>I166</td>
<td>11.77</td>
<td>4.98</td>
<td>0.55</td>
<td>909.24</td>
</tr>
<tr>
<td>S171</td>
<td>2.87</td>
<td>4.01</td>
<td>2.31</td>
<td>89.79</td>
</tr>
<tr>
<td>V215</td>
<td>11.15</td>
<td>5.97</td>
<td>3.89</td>
<td>36.60</td>
</tr>
<tr>
<td>L217</td>
<td>141.57</td>
<td>32.82</td>
<td>4.16</td>
<td>173.14</td>
</tr>
<tr>
<td>Q218</td>
<td>143.70</td>
<td>14.24</td>
<td>2.91</td>
<td>212.16</td>
</tr>
<tr>
<td>K219</td>
<td>10.71</td>
<td>30.49</td>
<td>11.23</td>
<td>304.04</td>
</tr>
<tr>
<td>Q220</td>
<td>332.26</td>
<td>35.10</td>
<td>3.01</td>
<td>481.28</td>
</tr>
<tr>
<td>K221</td>
<td>50986.60</td>
<td>1036.00</td>
<td>106.45</td>
<td>91689.40</td>
</tr>
</tbody>
</table>

Table 9: $\chi^2$ values from $^{15}$N relaxation dispersion fitting for residues which define the fast exchange regime, fit under different conditions as listed on Page 93.
residues belonging to both slow and fast exchange regimes.

### 4.2.3 Validation of Fitting Results by use of CATIA

Although all data processing and statistical methods used in order to elucidate the exchange parameters from the $^{15}$N relaxation data were entirely reasonable, the fitting results were validated by the use of Dr. Flemming Hansen’s fitting program CATIA (CPMG, Anti-Trosy, and Trosy Intelligent Analysis). To differentiate the two analyses, data at all 3 field strengths from all the residues which had been previously identified as belonging to the “slow” (major⇌minor) regime were fit to global $k_{ex}$ and global $p_b$ values, as opposed to individually fitting $k_a$ and $p_a$ values.

D15 had to be excluded in order to properly satisfy the data from all the other residues. Although this suggests that D15 is unrelated to the major⇌minor dynamics, it is not clear that this is not simply a product of a bug in the fitting program as D15 yields faster exchange rates when fit individually yet when all the data are fit together, its inclusion causes the global exchange rates to decrease. After the exclusion of D15 and the adjustment of the uncertainties on the $R_2^{(eff)}$ values such that the $\Sigma \chi^2$ value matched that expected, the global parameters agreed with those which had been derived by the statistical methods detailed earlier: $k_{ex} = 93 \pm 19$ s$^{-1}$, and $p_b = 13 \pm 2 \%$. This further proves that the data processing used to tease out the exchange parameters was reasonable and reliable.

### 4.2.4 Location of Exchange Regimes

In addition to many residues being statistically able to distinguish between the regimes, plotting the residues involved in both regimes on the crystal structure of the $\beta$PGM-MgF$_3$−/$\beta$G6P TSA complex shows them to also be structurally distinct. In Figure 61, those residues involved in the slower exchange process are shown in red, the residues involved in the fast exchange are shown in blue, and the intensity of the colours reflects the magnitude of the fitted $\Delta \delta$ value. The slower dynamics are much more widespread, with the largest changes in chemical shift clustering around the active site, whereas the faster dynamics are localised to the C-terminus and particularly residues which are unstructured. The locations of these dynamics support the interpretation that the slower exchange regime seen also by $^{19}$F NMR may be catalytically relevant, whilst the involvement of unstructured residues in the faster dynamics leads to the suggestion that these dynamics may represent a transient local unfolding event. This hypothesis is tested in Section 5.

There are two residues which $\chi^2$ refines as belonging to the fast regime which are surrounded by slower residues when plotted on the crystal structure, implying that they in fact belong to the slower exchange regime: A143 and S171. As described earlier, a $\Delta \chi^2$ value of 1 is equivalent to one of the data points being $1\sigma$ away from its true value, which is in fact a reasonably likely scenario. It is notable that the dispersion curves fitted to the S171 data from both regimes shown in Figure 60 do not differ by nearly as
Figure 61: $\Delta \delta$ values from both exchange regimes plotted on $\beta$PGM-MgF$_3^-\beta$G6P TSA complex crystal structure. $\beta$PGM-MgF$_3^-\beta$G6P TSA complex co-ordinates represented as a cartoon of the backbone atoms and the MgF$_3^-$ moiety and $\beta$G6P molecule are shown as sticks. All residues involved in the slower (major $\leftrightarrow$ minor) exchange regime are shown in red, whilst the residues involved in the faster regime are shown in blue. The colour intensity indicates the magnitude of $\Delta \delta$ for each residue. The structural separation of residues involved in different exchange processes shows that these processes are distinct.

much as $1\sigma$ for any of the points, suggesting perhaps the changes are not significant. However, as shown in Figure 61, the separation of the two exchange regimes based on $\chi^2$ has succeeded in separating out dynamic processes occurring in different regions of the protein in most cases, and as so few data points define the exchange parameters in many residues, it is impossible to scrutinise every residue in this way. Instead it must simply be acknowledged that the system based on $\Delta \chi^2$ is not entirely perfect, and there may be a handful of residues which have been mis-assigned. The $\chi^2$ analysis is the only objective method to separate the residues.

The residues which cannot be assigned to either regime based on $\chi^2$ are not shown in Figure 61. In some cases these residues are surrounded only by residues in one regime or the other and so could be tentatively assigned (e.g., V12), but in many cases these residues occupy the space between residues involved in different exchange regimes, supporting the idea that many of these residues may feel contributions from both dynamic processes. As already stated, any further analysis than the $\Delta \chi^2$ analysis will be inherently subjective and has been avoided.
4.2.5 Faster Dynamics Also Occur in Apo $\beta$PGM

To investigate whether or not the faster dynamics (hypothesised as a local unfolding event) are a property unique to the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex, preliminary $^{15}$N relaxation dispersion data were collected on Apo $\beta$PGM at 800 MHz. Due to acquisition with an RT probe, the quality of the data is very poor (as with the 800 MHz data on the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex if judged alone). Furthermore, due to exchange broadening and signal overlap only five residues which had been identified from the statistical analysis as belonging to the “fast” exchange regime could be studied in apo: D5, A161, S165, I166, and K221.

The signal:noise of these data is far too poor to define the exchange rates, except for the C-terminal residue K221. Although the errors are extremely large, the resultant values are strikingly similar to those measured from the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex data, with $k_a = 25$ s$^{-1}$, and $k_b = 450$ s$^{-1}$. Data from the five residues were then fitted whilst fixing the exchange rates at the values derived from the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex data ($k_a = 25$ s$^{-1}$ and $k_b = 492$ s$^{-1}$) and the resulting $\chi^2$ values compared. Even for the relatively high sensitivity data from K221, this resulted in no increases in $\chi^2$ of more than 0.5. The $^{15}$N $\Delta\delta$ values were then compared (see Table 10) and although they do not perfectly match, they are similar enough to demonstrate that a very similar — if not identical — process at the C-terminus as measured in the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex also takes place in apo $\beta$PGM. This shows that the C-terminus dynamics are not related to the TSA complex, and are not strongly affected by the ligation state of $\beta$PGM.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Apo $\beta$PGM $^{15}$N $\Delta\delta$</th>
<th>$\beta$PGM-MgF$_3^-\beta$G6P $^{15}$N $\Delta\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V5</td>
<td>0.7 ± 0.2</td>
<td>0.77 ± 0.07</td>
</tr>
<tr>
<td>A161</td>
<td>0.6 ± 0.4</td>
<td>0.40 ± 0.03</td>
</tr>
<tr>
<td>S165</td>
<td>0.4 ± 0.1</td>
<td>0.70 ± 0.02</td>
</tr>
<tr>
<td>I166</td>
<td>2 ± 1</td>
<td>2.2 ± 0.5</td>
</tr>
<tr>
<td>K221</td>
<td>0.82 ± 0.03</td>
<td>0.876 ± 0.003</td>
</tr>
</tbody>
</table>

Table 10: $^{15}$N $\Delta\delta$s from apo $^{15}$N relaxation dispersion data, compared to those derived from data on the $\beta$PGM-MgF$_3^-\beta$G6P TSA complex. It can be seen that although two values are outside of error, the overall agreement between the two sets of values is good.

4.3 Analysis of $^{15}$N $\Delta\delta$ Values

4.3.1 Refinement of Minor Form Assignment

It has been shown that the $^{15}$N relaxation dispersion data and the $^{19}$F SEXSY data measure coincident rates, and therefore are measuring the same exchange process. The $\Delta\delta$ figures derived from the dispersion data can be compared to the $\Delta\delta$ figures measured from the minor resonance assignment by Dr. Joanna Griffin to see if the minor peaks are indeed the result of this same dynamic process. Initial correlations showed that many of the residues did give $\Delta\delta$ values from both techniques that agreed with each other, but there were many cases where the $\Delta\delta$ measured from the spectra
was extremely small, but the value fit from the dispersion data was large.

To understand the cause of this disparity, the assignment data was revisited. To take advantage of the larger population of minor conformer at lower temperature, the minor resonance assignment by Dr. Joanna Griffin was done at 278 K. A series of spectra recorded at 5 K temperature increments were then used to follow the minor peak to its final position at 298 K. As is clearly shown in Figure 51, because the exchange rate is so temperature-dependent, when $\Delta \delta$ between major and minor resonance is relatively small the resonance is in slow exchange at 278 K but fast exchange at 298 K. It was a common scenario that at 298 K, the minor peak was in fast exchange with respect to $^{15}$N frequencies, but still slow exchange for $^1$H. In these cases, the minor peaks were picked as they appeared in the spectrum at 298 K, giving the correct minor $^1$H $\delta$, but a weighted average value for the $^{15}$N $\delta$. In these cases, the $^{15}$N $\Delta \delta$ figures between the major and minor resonance is anomalously low compared to the $\Delta \delta$ value fit from the relaxation dispersion data.

To overcome this issue, the $^{15}$N chemical shifts were extrapolated from the spectra recorded at 278 K and 283 K (and, where possible, 288 K) back up to 298 K, giving the position where the peak would appear if the system was still in slow exchange. During this process, the entire minor conformer resonance assignment was reviewed, linking major and minor resonances using temperature coefficients of $^1$H–$^{15}$N TROSY peaks (changes in $^1$H$^N$ and $^{15}$N $\delta$s with temperature) and/or $^{13}$C$^\alpha$ $\delta$s from HNCA spectra recorded at both 278 K and 298 K. $^{13}$C$^\alpha$ $\delta$s are predominantly affected by backbone dihedral angles[219, 220], whereas $^1$H$^N$ and $^{15}$N $\delta$s are also sensitive to hydrogen bond lengths[221, 222], which are the primary determinant of the temperature coefficients in proteins[223].

These analyses are complementary as the changes in $^{15}$N $\delta$s between the major and minor conformer are likely to reflect either changes in backbone dihedral angles (preserving hydrogen bonding and therefore temperature coefficients), changes in hydrogen bonding (preserving dihedral angles and therefore $^{13}$C$^\alpha$ $\delta$s), or both. In the cases where both change significantly minor peaks may have been missed, though there were many residues for which the changes were relatively small and transfer of assignment was possible on the basis of both the $^{13}$C$^\alpha$ $\delta$s and the temperature-dependence of $^1$H$^N$ and $^{15}$N $\delta$s.

It was possible to validate the assignment of most of the residues by this method. Assignments for a few resonances with small $\Delta \delta$s were deleted as they were not sufficiently convincing on review, particularly as the small value of $\Delta \delta$ implies insufficiently large changes in backbone dihedral angles and/or hydrogen bonding for the method of comparison to become flawed. Some new assignments were made based on the predicted $^{15}$N $\Delta \delta$ values from the relaxation dispersion data. For example, a minor peak with corresponding temperature coefficients to the major G11 resonance was found 1.8 ppm away in $^{15}$N, matching the fitted $^{15}$N $\Delta \delta$ value from the dispersion data of 2.0 ±
0.3 ppm. The errors in $\Delta \delta$ values derived from the spectra were taken as the average $^{15}$N linewidth, 0.15 ppm. Following this review of the assignment, 106 (50%) of the 211 non-proline residues had a minor resonance assigned.

4.3.2 Magnitude and Location of $^{15}$N $\Delta \delta$s

The chemical shift changes measured from the assignment match those fit from the dispersion data extremely well, as shown in Figure 62, confirming that the minor peaks seen in the $^1$H-$^{15}$N TROSY spectra are indeed the result of the major $\leftrightarrow$minor exchange seen also by $^{19}$F NMR. Note that only the magnitude, not the sign, of the $\Delta \delta$ values is known from the $^{15}$N relaxation dispersion data, although there are methods by which the sign of the change can be elucidated[224]. The statistics for this correlation are very convincing: the correlation coefficient is 0.974, and when fit to a $y = mx$ equation the resulting gradient (m) of these points is $1.02 \pm 0.04$. The only major outlier on Figure 62 is a case where the measured $\Delta \delta$ from the spectra is very low, i.e., within the linewidth of the major peak, and it is likely that this peak has been mis-assigned. Peak picking in spectra is inherently more subjective than $\chi^2$ minimisation of relaxation dispersion data, and the problems with changes in exchange regime have been discussed already.

![Figure 62](image_url)

Figure 62: Comparison of $\Delta \delta$ values measured from assignment and relaxation dispersion, showing excellent agreement between values. The grey line has a gradient of 1, with these data fitting to a gradient of $1.02 \pm 0.04$, and having $r = 0.974$.

The location of the chemical shift changes with respect to the primary structure is shown in Figure 63, giving an impression of the location of the major structural
changes. It shows that most of the changes occur in the loops between secondary structure elements. The comparison of $^{15}$N $\Delta$\delta\s derived from relaxation dispersion and assignment again show good agreement, but it is immediately apparent that many of the larger changes have been missed by the assignment. This is probably due to changes in hydrogen bonding and/or backbone dihedral angles preventing transfer of assignment from the major resonances as discussed earlier. Also, in the case of D10 ($\Delta\delta = 3.6 \pm 1.4$ ppm), the $^1$H–$^{15}$N TROSY peak is split due to $^{19}$F-coupling through its hydrogen bond to $F_a$\cite{138}, making the peak appear very weak in the spectrum, preventing the assignment of a minor due to inadequate signal:noise. It is testament to the quality of the $^{15}$N relaxation dispersion data that exchange parameters could be fit to this residue. Note that on the dispersion chart, only the residues which have been proven to be part of the slower (major$\rightleftharpoons$minor) exchange regime are plotted.

![Figure 63: $\Delta\delta$ values measured from relaxation dispersion (top) and assignment (bottom) plotted against the primary sequence, showing the location of the largest changes. The topology diagram at the top indicates where the protein is in $\alpha$-helical (bar) or $\beta$-sheet (arrow) configuration. It can be seen that most of the changes are found in the loops between secondary structure elements.](image)

Although the quality of these data is extremely high given the difficulty in acquiring it, as has been discussed, a set of $^{15}$N $\Delta$\delta\s alone do not allow for elucidation of structure. These data have served to prove beyond reasonable doubt that the slower of the two exchange regimes seen by $^{15}$N relaxation dispersion is also that affecting the $^{19}$F resonances as discussed in Section 3 and also that which gives rise to some minor peaks in the $^1$H–$^{15}$N TROSY spectrum of this complex, as initially assigned by Dr.
Joanna Griffin. Due to the reliance on other data to gain insight as to any structural
details of the minor conformer, it is further discussed in Section 7.
5 Characterisation of \(\beta\)PGM Mutants

5.1 Introduction

Thermodynamic analysis of \(^{19}\)F NMR data on the \(\beta\)PGM-MgF\(_3\)-\(\beta\)G6P TSA complex in Section 3 determined that the equilibrium constant between the major and minor conformer of the complex is \(0.16 \pm 0.01\) at 298 K. Based on this value of \(K_{eq}\), use of the equation shown in Figure 64 gives the difference in free energy between the conformers as \(4.5 \pm 0.2\) kJ/mol. This energy difference is very small when compared to the enthalpy of a single hydrogen bond, which is estimated to be between the values of 12–38 kJ/mol\(^{225}\). Given the high activation energy for the transition between conformers (see Section 3) the intramolecular contacts likely differ significantly between them, i.e., there will likely be some hydrogen bonds present in one conformer that are absent in the other. In principle it is possible to selectively remove hydrogen bonding partners which only exist in the major conformer of the \(\beta\)PGM-MgF\(_3\)-\(\beta\)G6P TSA complex by site-directed mutagenesis (SDM). The result of this would be that the enthalpy of the major conformer only would decrease, preferentially stabilising the minor conformer. Because the \(\Delta G\) between the states is relatively low, the removal of such a hydrogen bond would cause the population of the minor conformer to increase to between 96–100%.

\[
\Delta G = -RT \ln K_{eq}
\]

where:
- \(\Delta G\) is the difference in free energy
- \(K_{eq}\) is the equilibrium constant
- \(T\) is the temperature (K)
- \(R\) is the gas constant

Figure 64: Equation relating difference in free energy to equilibrium position.

In reality, the relationship between all the non-covalent interactions in a folded protein is much more interdependent than this, with many residues engaged in several hydrogen bonds, meaning that even if a hydrogen bond which was absent in the minor conformer could be found and removed, the shift in the equilibrium constant would likely be much smaller due to perturbation of interactions elsewhere in the structure. Additionally, although there has been progress in the incorporation of non-natural amino acids in proteins\(^{226}\), with the ability to swap between only 20 amino acids, site-directed mutagenesis can rarely be as delicate as removing a single hydrogen bond from a position in the protein.

Nonetheless, there are some successful examples of similar strategies in the literature. In the work by Dr. Dorothee Kern’s lab at Brandeis University. Mutating a serine residue to a threonine, i.e., addition of a methyl group, in the Proline Isomerase
Cyclophilin A (CypA) succeeded in stabilising a previously hidden minor conformation through a steric clash. In another example, a transient non-native hydrogen bond in Nitrogen Regulatory Protein C (NtrC) was removed by mutation, having the effect of destabilising the transition state for — and thereby increasing the activation energy of — a conformational exchange process. This was reflected in the decrease in the rate of exchange between the conformers from $14,000 \text{ s}^{-1}$ to $3,000 \text{ s}^{-1}$, whilst the populations of the two interconverting species was unaffected.

Similar strategies could potentially produce a mutant of $\beta$PGM which primarily occupied the “minor” state, which could then be studied by traditional structural biology methods, allowing critical assessment of its potential role in catalysis. However, knowledge of where the main changes in the protein conformation are (as provided by the minor form assignment and $^{15}$N relaxation dispersion in Section 4) do not immediately assist in planning such mutations, as the nature of the changes at these sites during the conformational exchange is unknown. Any mutations at these positions therefore have equal chance of destabilising the major and minor conformations. It is instead necessary to have a model for what the exchange may involve.

5.2 Choice of Mutations

A potential model was provided by the study of near-attack conformations (NACs) which are occupied by the $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex. Two distinct structures of this complex were solved by X-ray crystallography: these conformations are referred to as “NAC I” and “NAC II”, and the crystal structures have PDB codes 2WF9 and 2WF8, respectively. The structures differ with respect to the orientations of several of the active site residues, particularly the catalytic base D10 and the phosphosugar. NAC II is a similar conformation to that adopted by the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex, suggesting that the NAC I structure may be similar in conformation to the minor conformer of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex. This suggestion is compelling as D10 and G46 (which co-ordinates the 2′ sugar hydroxyl) are the residues which display the largest $^{15}$N $\Delta\delta$s during the major $\leftrightarrow$minor exchange as measured by $^{15}$N relaxation dispersion and discussed in Section 4. The differences between the structure of the two NACs may therefore provide opportunities to create mutations which will shift the equilibrium between the two conformers of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex. This is be easily assessed by $^{19}$F NMR spectra of the resulting mutant $\beta$PGM TSA complexes.

The primary difference between the two conformations is that NAC I is a partially open structure (approx. 75 % closed as determined by D15 $\delta$s), whereas NAC II is fully closed, strongly resembling the conformation of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex. In the NAC I structure, as well as in the fully open structures of either the $\beta$PGM-BeF$_3^-$ complex or apo $\beta$PGM, D10 is pointing towards the hinge region between cap and core domains, and away from the active site. In the NAC I structure, the side-chain of D10 is hydrogen-bonded to the backbone amide of T16, the 2′ OH of
βG6P, and a water molecule. In the NAC II crystal structure, as well as that of the βPGM-MgF$_3^-$-βG6P TSA complex, the side-chain of D10 is hydrogen-bonded to the 1' OH of βG6P, i.e., the nucleophile, and to a water molecule that is also co-ordinated by the side-chains of residues H20, Y80, and S116. It may also form a hydrogen bond directly to the Ne of H20, though the distance is a little long (3.1 Å), and the geometry non-ideal. Additionally in these structures the side-chain of D15 no longer N-caps the helix that runs from residues D15–H20. Instead it points out into the solvent with no hydrogen bonding to any other residues. Diagrams showing differences in interactions between residues in both NAC structures are shown in Figure 65.

The large ∆δ value for D10 between major and minor conformers of the βPGM-MgF$_3^-$-βG6P TSA complex measured from $^{15}$N relaxation dispersion fits with the significantly different orientations in which it is found in various crystal structures of βPGM. Together these observations suggest that in the minor conformer, D10 may...
be in its “out” position, pointing towards the hinge and away from the active site. To attempt to perturb this equilibrium, differences in the interactions which it makes with other residues in the two conformations may be exploited, as well as differences in the interactions made by the important hinge residue, D15. These are summarised in Table 11.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Interactions in NAC I</th>
<th>Interactions in NAC II</th>
</tr>
</thead>
<tbody>
<tr>
<td>D10 Sidechain COO</td>
<td>βG6P 2’ OH</td>
<td>βG6P 1’ OH</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>Water</td>
</tr>
<tr>
<td></td>
<td>T16 Backbone NH</td>
<td>(H20 Sidechain Nε)</td>
</tr>
<tr>
<td>D15 Sidechain COO</td>
<td>A17 Backbone NH</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 11: Interactions made by the sidechains of D10 and D15 in NACs I & II. The interaction between D10 and H20 in NAC II is in brackets as the proposed hydrogen bond between them is relatively long and of imperfect geometry. This table demonstrates why D15, T16, and H20 are proposed sites for mutation, due to variation in interactions in the two NAC structures.

Given that the side-chain of D15 seems to play no stabilising role in NAC II (D10 “in”), mutagenesis to an alanine should stabilise this conformer of the βPGM-BeF₃⁻-βG6P GSA complex. This may also be possible by mutating T16 to a proline which lacks an amide proton and so cannot be a hydrogen bond donor to D10 in its “out” conformation. A crystal structure of apo T16P βPGM shows D10 pointing into the active site, and the enzyme shows greatly accelerated unproductive hydrolysis of the phosphate from D8[229], suggesting that this strategy may work.

Both of these mutations are expected to preferentially stabilise the major conformer of the βPGM-MgF₃⁻-βG6P TSA complex, which though potentially useful, is not the intention of this mutagenesis. Mutations expected to destabilise the major conformer are sought instead. As the sugar nucleophile is clearly necessary for MgF₃⁻ TSA complex formation and removing a single water molecule is a difficult task, the only option was mutants of H20, despite the nature of any bond between H20 and D10 being unclear from the crystal structures.

As the removal of a single hydrogen bond is desired, it is necessary to study any other interactions formed by H20. The imidazole side chain also forms a hydrogen bond with K76 via its Nδ atom. The proposed hydrogen bonds from H20 to both K76 and D10 could likely be preserved by the mutation to a glutamine. In this scenario, the N atom of the guanidino group could act as the hydrogen donor to the D10 side chain (mimicking the Nε atom of H20), and the O atom of the guanidino group could accept the hydrogen bond from the side chain of K76 (thereby mimicking the Nδ atom of the H20).

Mutation of H20 to an asparagine (with a side chain which is one carbon atom shorter than glutamine) would probably mean the interaction with D10 would be lost, but the hydrogen bond to K76 would likely persist. Due to the uncertainty in bonding between the residues, it was decided that a H20A mutant would also be produced to
eliminate any chance of an interaction between this residue and D10. The proposed bonding arrangements of WT \( \beta \)PGM, as well as the result if H20 was mutated to a glutamine, asparagine, and alanine are shown in Figure 66. This reasoning is backed up by kinetic study of various mutants of H20, which show that mutation to a glutamine results in a mere 8-fold reduction in \( k_{\text{cat}} \). The reductions get larger with the shorter side chain substitutions, with H20N and H20A slowing the rate of catalysis by 300-fold and 7000-fold respectively\[229\]. All proposed mutation strategies are summarised in Table 12.

Figure 66: Diagrams to show how interactions between H20, D10, and L76 may be selectively disrupted through mutation of H20 to different residues. For clarity, only residues D10, H20, and K76 are shown, and residue labels are shown on the WT diagram only. C atoms are shown in green, cyan, yellow and white for WT, H20Q, H20N, and H20A respectively. N atoms are blue, O atoms are red, and the dotted light blue lines represent hydrogen bonds. H20N and H20A mutations are expected to remove a hydrogen bond from H20 to D10 in its “in” position, and therefore stabilise the minor conformer, proposed D10 “out”. Note that only the H20 side chain was changed to make these diagrams, the side chains of D10 and K76 were not repositioned. The coordinates used are from the WT \( \beta \)PGM-MgF\(_3\)−\( \beta \)G6P TSA complex crystal structure.

In addition to the proposed mutations based on the NACs formed by the \( \beta \)PGM-
BeF$_3^-$-$\beta$G6P GSA complex, it was decided to test the hypothesis that the faster motion involving the C-terminal residues (uncovered by the $^{15}$N relaxation dispersion study in Section 4) is a partial unfolding event as predicted. As the last three residues are not particularly structured (as evidenced from crystallographic B factors and order parameters fit in Section 6), there are only two obvious ways of significantly perturbing them through changes in protein conformation. Either they are structured in the minor conformer of the faster exchange process, or more preceding residues become unstructured. Given that other residues show larger $^{15}$N $\Delta\delta$ values for this exchange process, the latter possibility seems more likely. In either case, removal of the last three residues is expected to perturb this equilibrium. If this conformational exchange process is a true local unfolding event, a truncation mutant would show lower folding stability than WT $\beta$PGM. In addition to this, similarity between $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complexes formed by WT and K219$\Delta$ $\beta$PGM would prove that the faster dynamics are truly independent of the more functionally-relevant slower dynamic exchange between major and minor conformers of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex as discussed in Section 4.

5.3 Production of $\beta$PGM Mutants

5.3.1 Primer Design

Designing primers to mutagenize $\beta$PGM proved to be a difficult task, as the entire gene has an average percentage of G–C base pairs of just 38%, below the required minimum (40%). As a result of this, the melting temperatures of the primers were initially too low for use in the Polymerase Chain Reaction (PCR). To compensate for this, relatively long primers were made, but this had the undesired effect of increasing the propensity for secondary structure formation. The ability to self-anneal was, where possible, tuned by trimming the ends of the primers.

Because of these difficulties, each mutation was done with as few base substitutions as possible, meaning that some of the codons used for the mutated residues are relatively rare. Rare codons have the potential to lead to poor yield of the protein from bacterial expression as the low concentrations of the appropriate tRNA molecules can become rate-limiting. In the case of the K219$\Delta$ mutation, the primers had lots of potential for secondary structure formation, and so it was decided to do this mutation in 2 steps, first performing a silent K219K mutation, which facilitated the subsequent K219$\Delta$ mutation. Table 13 shows the preferred codon (i.e., most common in *E. coli*) for each of the mutations and the codon which was actually used in a bid to facilitate the SDM. Table 14 shows the primers which were used for all the mutations.

5.3.2 Bacterial Expression of $\beta$PGM Mutants

Following mutagenesis of the WT $\beta$PGM gene to produce all of the proposed mutants, since even conservative mutations can substantially alter the expression of a gene it was necessary to optimise the conditions for the bacterial expression of each of them.
Table 13: Codons used for βPGM mutations. The table illustrates the compromise between mutations requiring few base substitutions and usage of the resulting codon. Note that for the K219Δ mutation, the K219K mutant gene was used as the template.

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Codon in WT</th>
<th>Ideal Mutant Codon (Usage, %)</th>
<th>Preferred Mutant Codon (Usage, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D15A</td>
<td>GAT</td>
<td>GCG (34)</td>
<td>GCT (19)</td>
</tr>
<tr>
<td>T16P</td>
<td>ACC</td>
<td>CCG (55)</td>
<td>CCC (10)</td>
</tr>
<tr>
<td>H20A</td>
<td>CAT</td>
<td>GCG (34)</td>
<td>GCT (19)</td>
</tr>
<tr>
<td>H20N</td>
<td>CAT</td>
<td>AAC (61)</td>
<td>AAT (39)</td>
</tr>
<tr>
<td>K219K</td>
<td>AAG</td>
<td>AAA (76)</td>
<td>AAA (76)</td>
</tr>
<tr>
<td>K219Δ</td>
<td>AAA</td>
<td>TAA (62)</td>
<td>TAA (62)</td>
</tr>
</tbody>
</table>

Table 14: Both forward and backward primers used for βPGM mutations, as well as any potential secondary structure. Hairpins are structures where one primer molecule folds over and anneals to itself, self-annealing sites are sites where two of the same codon molecules are able to anneal to each other. Note that for the K219Δ mutation, the K219K mutant gene was used as the template.

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Direction</th>
<th>Primer</th>
<th>Secondary Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>D15A</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>None</td>
</tr>
<tr>
<td>T16P</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>None</td>
</tr>
<tr>
<td>H20A</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>Hairpin</td>
</tr>
<tr>
<td>H20N</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>Hairpin &amp; Two Self-Annealing Sites</td>
</tr>
<tr>
<td>K219K</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>Hairpin &amp; Two Self-Annealing Sites</td>
</tr>
<tr>
<td>K219Δ</td>
<td>Forward</td>
<td>ATGCGA</td>
<td>Three Hairpins</td>
</tr>
</tbody>
</table>

βPGM is normally expressed in E. coli BL21 (DE3) cells, induced at OD<sub>600</sub> = 0.6, with 1 mM Isopropyl-β-Thiogalactoside (IPTG) and left at 25 °C overnight. It was assumed that due to the use of relatively rare codons, the expression of mutant βPGM would be slower. Initial test conditions were therefore expression in the same cell type, induced at OD<sub>600</sub> = 0.6, with 1 mM IPTG and left at either 25 °C or 37 °C overnight. The culture volume in each case was 25 ml. WT βPGM was also tested under the same conditions for comparison. The resulting SDS-PAGE gels of these initial expression tests are shown in Figure 67.

Figure 67: Gels from initial expression testing of βPGM mutants. Lanes 1–4 consist of WT βPGM and are arranged as: Lane 1 = soluble fraction, 25 °C; Lane 2 = insoluble fraction, 25 °C; Lane 3 = soluble fraction, 37 °C; Lane 4 = insoluble fraction, 37 °C. This pattern is repeated for all mutants, which are ordered as: Lanes 5–8 = D15A; Lanes 9–12 = T16P; Lanes 13–16 = H20A; Lanes 17–20 = H20N; Lanes 21–24 = K219Δ. Molecular weights of the markers are shown in Table 2 on Page 43.
These gels show that all mutants express to a high yield despite the introduction of rare codons by SDM. D15A and H20N both show reasonable levels of soluble protein when expressed at 25 °C, but there is little or no soluble yield for many of the mutants, with all the expressed βPGM forming into inclusion bodies and therefore coming out in the insoluble fraction after sonication. There are many reasons why proteins can form inclusion bodies in the cell, but the most common view is that the production of the recombinant protein is too fast, such that the demand on molecular chaperones is too high, resulting in many of the molecules mis-folding and aggregating[230, 231]. As such there are two main ways of increasing the soluble expression of proteins: either the expression conditions can be changed such that the expression of the protein is slower, or the protein can be co-expressed with the molecular chaperones, preventing aggregation[231, 232]. It is also possible to recover (often highly pure) proteins from inclusion bodies, but this requires unfolding and refolding of the protein, which often has low yield[230].

By far the simplest option is to try to vary the expression conditions such that soluble protein is produced. Four main parameters can be changed to achieve better soluble expression of mutant βPGM, these are: OD₆₀₀ at which expression is induced, the concentration of IPTG used to induce expression, the temperature, and also the length of time over which the expression occurs. As the gels in Figure 67 clearly show that the results at 37 °C are substantially worse than at 25 °C, expression at 20 °C was tested for D15A, T16P, H20A and K219Δ. This was found to work well for D15A, H20A and K219Δ.

The remaining mutant, T16P, was found to be difficult to express in high quantities, and the best condition found was to induce at OD₆₀₀ = 0.6 and leave the culture shaking at 20 °C for 6 hours. The reduced time for expression results in lower final cell densities, and therefore even under these conditions the yield was low. After a large-scale (1 l) growth failed to produce enough T16P βPGM for ¹⁹F NMR, work on this mutant was discontinued. It may be that the introduction of a proline residue into the hinge region disrupted the structure of βPGM sufficiently that it had a greater propensity to misfold and/or aggregate. However, this project would likely be feasible if time was spent producing larger bacterial growths, particularly as the crystal form of this mutant has been solved[229].

In contrast, 2 l cultures of LB media to express all the other mutants provided plenty of material, with the expression levels under the optimised conditions being approximately that for WT βPGM in LB media: around 50 mg/l of culture. All mutants were then purified by precisely the same protocol as WT βPGM (see Section 2), with no discernible differences in behaviour except for K219Δ, which predictably eluted later from the DEAE–Sepharose column due to the removal of two positive charges from the protein surface causing a reduction in the pI of the mutant enzyme.
5.4 NMR of Mutant $\beta$PGM complexes

5.4.1 D15A $\beta$PGM

A D15A $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex was formed under the usual conditions as for WT $\beta$PGM. A $^{19}$F NMR spectrum of this complex is shown, in comparison to WT $\beta$PGM, in Figure 68. The spectra are identical, demonstrating that the D15A mutation has not perturbed the major=minor equilibrium at all. This implies that there are no differences in the free energy of the interactions made by the sidechain of D15 in either conformer. This could be because the N-capping of the D15--H20 helix by D15 in NAC I confers no stabilisation, or alternatively, it may be that the position of D15 in NAC I of the $\beta$PGM-BeF$_3$--$\beta$G6P GSA complex is not representative of the minor conformer of the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex. The assumption that the NAC I structure of the $\beta$PGM-BeF$_3$--$\beta$G6P GSA complex resembles the minor conformer of the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex underlies the strategy behind all the mutations made to $\beta$PGM, and so it was attempted to form a D15A $\beta$PGM-BeF$_3$--$\beta$G6P GSA complex in order to test its validity. The $^{19}$F NMR spectrum of this complex is compared to the WT complex in Figure 69.

![Figure 68: $^{19}$F NMR spectrum of the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex of WT and D15A $\beta$PGM, showing the spectra to be identical. As the equilibrium position between major and minor conformers is the same in the WT and mutant $\beta$PGM, there are therefore no differences in the interactions of the D15 sidechain between major and minor conformers of the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex.](image)

The comparison of the WT and D15A $\beta$PGM-BeF$_3$--$\beta$G6P GSA complexes shows that the D15A mutation has destabilised the BeF$_3$-- complex, as it has been outcompeted by the $\beta$PGM-MgF$_3$--$\beta$G6P TSA complex. Destabilising of the BeF$_3$-- complex is expected as the behaviour of this complex in solution is believed to be closer to NAC I[228]: the conformation which has the sidechain of D15 forming an interaction with the backbone amide of A17. Although the peaks originating from the free BeF$_x$ species do not match between the spectra — suggesting differences in pH and/or Be$^{2+}$ ion concentration — this suggests that the D15A mutation has achieved the desired effect: destabilised the NAC I complex of the $\beta$PGM-BeF$_3$--$\beta$G6P GSA complex. However,
Figure 69: $^{19}$F NMR spectrum of the $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex of WT and D15A $\beta$PGM. The peak at $-163.5$ ppm and the large peaks between $-165$ and $-170$ ppm originate from free BeF$_x$ species in solution. As before the most downfield peak is the free F$^-$ ion peak. All other peaks originate from enzyme-metal fluoride complexes. Due to the large number of signals present, backwards linear prediction has resulted in poor baselines. In the WT spectrum, there are a mixture of sharper peaks — originating from a $\beta$PGM-BeF$_3^-$-$\beta$G1P complex[213] — and broader peaks which originate from a $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex. Although these same peaks are still present in the D15A $\beta$PGM spectrum, it shows mostly $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex peaks, which demonstrates that the affinity for the BeF$_3^-$ complex has been lowered by this mutation. The upfield peaks from free BeF$_x$ species likely look different due to inconsistencies with pH-adjustment between samples, but there may also be unintentional differences in Be$^{2+}$ ion concentration.

as the mutation has had no effect on the major$\rightleftharpoons$minor equilibrium, the assumption that the minor conformer of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex resembles NAC I of the $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex was likely invalid.

5.4.2 H20N $\beta$PGM

A H20N $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex was formed under normal conditions and run at 298 K. It is shown in comparison to a WT $\beta$PGM spectrum in Figure 70. It appears that in comparison to the WT $\beta$PGM, the population of minor form is approximately half in H20N, which is the opposite result from what was expected. This mutant was thought to be the best candidate to destabilise the major conformer (based on the structures of the NAC complexes of the $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex), however as the D15A mutant demonstrates, the minor form conformation of the $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex probably does not particularly resemble the NAC I structure.

The most striking thing about the comparison between the two spectra is the broadening of F$_b$ and F$_c$. To test whether this was exchange broadening, another $^{19}$F 1D spectrum was run at 283 K, where the exchange rate (and therefore broadening) should be less. This proved to be the case, and so the two $^{19}$F resonances are broadened due to ms$-$µs exchange. Although it is perhaps not a surprise that F$_a$ — with the most hydrogen bonding to protein residues — is not affected as much as F$_b$ and F$_c$, this does imply that far from the MgF$_3^-$ moiety operating as a complex ion, the F$^-$ ions
are independent of one another.

Figure 70: $^{19}$F NMR spectrum of the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex of WT and H20N $\beta$PGM, showing the lower population of minor conformer in the H20N mutant, and the broadening of the F$_b$ and F$_c$ resonances.

Figure 71: $^{19}$F NMR spectrum of the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex of H20N $\beta$PGM recorded at 298 K and 283 K. The sharper F$_b$ and F$_c$ resonances at 283 K confirms that they are broadened at 298 K due to conformational exchange.

The nature of the conformational exchange process affecting the F$_b$ and F$_c$ resonances is unclear: such broadening could be the result of F$^-$ ions rapidly alternating between the F$_b$ and F$_c$ sites, or the result of both F$^-$ ions exchanging with free F$^-$ ions. Although N20 is expected to retain a hydrogen bond to K76, the side chain of asparagine is still much smaller than that of a histidine, as shown in Figure 66. As such, it is possible that this mutation has resulted in poor binding of the sugar (allowing the F$^-$ ions to swap sites) or increased solvent access which would allow the F$^-$ ions to exchange with free ions. This interpretation is further supported by the apparent role of H20 and Y80 in positioning the sugar for catalysis[228].

The lower temperature spectrum makes it more obvious how poor the signal:noise of the protein-bound $^{19}$F peaks are: the broad MgF$^+$ peak at $-155.4$ ppm has much
lower intensity compared to the protein-bound $^{19}$F peaks in WT spectra recorded at 283 K. Given that in both cases the concentration of $\beta$PGM was 1 mM, the H20N mutant must only be partially occupied by the TSA complex, showing the affinity for the MgF$_3^-$ moiety, the substrate, or both, to be much lower than the WT enzyme. The lower temperature spectrum also more clearly demonstrates the lower population of minor conformer, as it is clearly much less than the 22 ± 2 % measured from $^{19}$F SEXSY NMR on the WT enzyme at 283 K.

The other thing that can be asserted from these spectra is that the $^{19}$F $\Delta$δs between WT and H20N are quite small. This shows that the electron density around the $^{19}$F nuclei is not affected much by the mutation. This is surprising, as removal of the (likely protonated) N$^\epsilon$ would be expected to increase the pK$_a$ of D10, thereby increasing the likelihood of the 1$'$ hydroxyl proton of the sugar being positioned on D10. This would in turn cause significant changes in the electron density around the MgF$_3^-$ moiety, and therefore would alter the chemical shifts of the $^{19}$F nuclei. The fact that this has not occurred suggests that any interaction between D10 and H20 is weak.

Given that this mutation had also been designed on the basis of the NACs formed by the $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex, an H20N $\beta$PGM-BeF$_3^-$-$\beta$G6P GSA complex was formed to assess its effect. The resultant $^{19}$F spectrum closely resembles spectra measured on the WT $\beta$PGM when complexed with BeF$_3^-$ in the absence of $\beta$G6P (the comparison between these spectra are shown in Figure 72). This result is significant as it demonstrates that the affinity for the $\beta$G6P substrate is severely weakened by this mutation. This is supported by the kinetics study of this mutant which shows a 6-fold increase in K$_m$ when compared to WT $\beta$PGM. The spectra do not exactly match however, as the linewidths in the mutant are larger, which again implies the existence of ms–µs dynamics in this complex. The source of this conformational exchange is unknown; as the $\beta$PGM-BeF$_3^-$ complex is open, the exchange could be due to the substrate transiently binding to the enzyme. This could be easily tested by forming the complex in the absence of $\beta$G6P.

Finally, the formation of a H20N $\beta$PGM-AlF$_4^-$-$\beta$G6P TSA complex was attempted. The resulting $^{19}$F spectrum showed there to be a mixture of complexes in the presence and absence of $\beta$G6P, which supports the interpretation that the affinity for the substrate is lower in the mutant than in the WT enzyme.

### 5.4.3 H20A $\beta$PGM

Under the same conditions as for WT $\beta$PGM, an H20A $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex was formed, as verified by the $^{19}$F spectrum shown in Figure 73. This spectrum shows that the exchange broadening seen in the $^{19}$F resonances in the H20N MgF$_3^-$-TSA complex is even more severe when residue 20 has a shorter side chain. $F_b$ and $F_c$ are completely exchange broadened, and there is also an R$_{ex}$ contribution to the linewidth of $F_a$. The exchange contribution on $F_a$ suggests that the conformational exchange occurring is not simply the alternating of F$^-$ ions between the $F_b$ and $F_c$
sites, and reflects a more global effect, such as increased solvent exposure in the active site. The signal:noise of the mutant spectra is also very poor, suggesting that the mutant is only very slightly occupied by the complex, as was the case for the H20N complex.

This spectrum is consistent with the interpretation that the affinity for the sugar substrate is lowered by mutation of residue 20. In contrast to the H20N case however, the kinetic data from the study of Dai et al, 2009 is not consistent with this as the K_m for H20A is very similar to WT[229]. However, for a Bi Bi Ping Pong reaction, the apparent K_m value is the product of multiple catalytic rate constants and equilibrium constants between the different substrates, and is therefore not necessarily a good indicator of the true dissociation constant K_D. For example, if the relative affinities
of mono- and bis-phosphorylated sugars for βPGM has changed as a result of the mutation, this will have an effect on the measured kinetic parameters.

As with the H20N βPGM-MgF$_3^-$-βG6P TSA complex, the exchange broadening of the $^{19}$F resonances is alleviated with a drop in temperature, although in the case of H20A F$_b$ and F$_c$ remain very broad even at 283 K, suggesting that whatever the nature of the conformational exchange event causing this exchange broadening, the exchange rate is increased in this mutant compared to H20N. This would also be consistent with increased solvent exposure as the shorter side chain substitution will create a larger cleft in the active site, allowing more water and unbound F$^-$ ions to diffuse in. The temperature dependence of the $^{19}$F resonances is shown in Figure 74.

![Figure 74](image.png)

Figure 74: $^{19}$F NMR spectrum of the H20A βPGM-MgF$_3^-$-βG6P TSA complex recorded at 298 K and 283 K, showing partial alleviation of exchange broadening on F$_b$ and F$_c$ at lower temperature due to a drop in the rate of exchange.

An intriguing observation — which is more obvious in the H20A mutant due to the extreme exchange broadening of the major conformer peaks — is that despite the low signal:noise on the minor peaks, it is apparent that they are not affected by the same exchange broadening process that is affecting the major resonances. This is curious, as it implies that the F$^-$ ions are more tightly bound by the Mg$^{2+}$ ion in the minor form. It is not obvious why this would be the case.

5.4.4 K219Δ βPGM

Finally, a βPGM-MgF$_3^-$-βG6P TSA complex was made using the K219Δ mutant which proved to be identical to WT, as measured by $^{19}$F NMR (spectra shown in Figure 75). The removal of three residues from a protein is a relatively severe mutation, and so for this to have no effect of any kind on the βPGM-MgF$_3^-$-βG6P TSA complex supports the view that the faster exchange process as measured by $^{15}$N relaxation dispersion in Section 4 is completely unrelated and separate from the major=minor exchange process, and thus further validates the statistical analyses used to analyse the $^{15}$N relaxation dispersion data in Section 4.2.
To gain insight into any differences in the fold of the K219Δ mutant compared to WT βPGM, 1H 1D spectra were studied. The overlap of 1H signals in the 1D spectra of large proteins make it impossible to be quantitative about how large or widespread these changes are, hence the widespread use of 1H–15N HSQC for such tasks, but the lack of 15N-labelled K219Δ prevented this from being done. Although changes cannot be analysed in a site-specific fashion, with so many signals overlapping in 1H 1D spectra if a few resonances move such that they now overlap and interfere with different signals, the resulting spectra can look significantly different despite only few changes being responsible.

It is obvious from the spectra shown in Figure 76 that there are a subset of 1H nuclei in the K219Δ βPGM-MgF$_3$–βG6P TSA complex which are in different chemical environments to the TSA complex of the wild-type protein. The differences cannot be accounted for by loss of resonances from the three truncated residues, and given that all three have aliphatic side-chains, the effects also cannot be due to abolished ring-current effects on the remaining residues nearby. Furthermore, there are too many differences between the spectra to be explained solely by the loss of the hydrogen bonding from or to the three removed residues. However, there are still many signals which overlay between the proteins, implying the differences in tertiary structure are relatively localised to a particular region within the structure.

These spectra suggests that the mutation — which was designed to perturb the equilibrium of conformational substates at the C-terminus — may have been successful. To further investigate whether the faster exchange process does in fact reflect a local unfolding event, the folding stability of the K219Δ and WT βPGM was tested by a guanidinium hydrochloride titration, using Circular Dichroism to report on the breakdown of secondary structure elements during unfolding.
5.5 Circular Dichroism of K219Δ βPGM

Although the $^1$H NMR unambiguously shows that the tertiary structure of the K219Δ mutant has some small differences to WT in the βPGM-MgF$_3$−βG6P TSA complex, circular dichroism — a reporter of the secondary structure of proteins — shows the two apo proteins to look identical within error, as shown in Figure 77. This is expected as the residues which have been truncated in the mutant did not comprise any distinct secondary structure elements. As expected from the crystallographic data on βPGM, the spectra show both proteins consist mostly of $\alpha$-helix. As the same C-terminus dynamics measured in the βPGM-MgF$_3$−βG6P TSA complex are also present in apo βPGM (as demonstrated in Section 4.2.5) it is expected that the perturbation of the equilibrium between conformers in the βPGM-MgF$_3$−βG6P TSA complex will be reflected in the apo proteins. A modest change in the tertiary structure as reported by $^1$H NMR and no perceivable change in secondary structure show that the K219Δ mutant is not significantly unfolded at the C-terminus.
Figure 77: CD spectra of the WT (black) and K219Δ (red) βPGM, unligated. Due to inaccuracies in the determination of protein concentration, the K219Δ spectrum has been scaled to 105%. It can be seen that within error the spectra are identical, showing that the secondary structural elements are unchanged by the K219Δ mutation, and are largely α-helical.

Figure 78 shows the dependence of the WT βPGM CD spectra on the denaturant concentration. It can be seen that the negative peak at 222 nm reduces as the concentration of denaturant (GuHCl) increases due to the breakdown of α-helical structure. The spectrum at 0 M GuHCl does not exactly match that in Figure 77 due to different βPGM concentrations and buffer conditions. It is clear from Figure 78 that the midpoint of the unfolding transition in WT βPGM takes place at close to 1 M GuHCl, and that once βPGM has unfolded there is still some residual secondary structure which is slowly lost at higher denaturant concentrations. This “slope” of CD readings at higher GuHCl concentrations was taken into account in the fitting of these data, the equations for which are shown in Figure 79.

For greater sensitivity on the fitted parameters for both WT and K219Δ βPGM unfolding, each wavelength between 210–230 nm was fit simultaneously with global $D_{\text{half}}$ and $m$ values. For representation, the dependence of the CD value at 220 nm for both WT and K219Δ is shown in Figure 80. It is clear that not only does the mutant become 50 % unfolded at a lower GuHCl concentration, but the unfolding curve is also much shallower, which indicates that both $D_{\text{half}}$ and $m$ values are decreased by the K219Δ mutation. This demonstrates that the folding stability of the mutant is considerably lower than for the WT protein, supporting the hypothesis that the C-terminal dynamics represent a local unfolding event. The folding stability of both proteins can be quantified using the equations shown in Figure 81, and the final calculated figures for the free energy of folding ($\Delta G_{\text{fold}}$) are shown in Table 15.
Figure 78: CD spectra of WT βPGM with various denaturant concentrations. The spectra become less negative around the minimum of 222 nm on increasing denaturant concentrations due to the unfolding of the primarily α-helical secondary structure. For clarity, the spectra corresponding to 0, 1, and 3 M GuHCl are labelled. It can be seen that βPGM does not unfold at all at low GuHCl concentrations, then undergoes a rapid unfolding transition with a mid-point close to 1 M GuHCl. The protein still has some residual secondary structure at the end of this transition, which is slowly unfolded at higher GuHCl concentrations.

\[
K = \exp(m.(D - D_{\text{half}}))
\]
\[
CD = I_u + (\text{slope}.D) + \left( I_f - (I_u + (\text{slope}.D)) \right) \times \left( \frac{K}{1+K} \right)
\]

where:
- \(D\) is denaturant concentration (M)
- \(D_{\text{half}}\) is the value of \(D\) at which \(K = 1\) (M)
- \(K\) is the equilibrium constant between folded and unfolded states
- \(m\) is the “m value”: the dependence of \(K\) on \(D\)
- \(I_u\) is the CD value of the unfolded state
- \(I_f\) is the CD value of the folded state
- \(\text{slope}\) is the dependence of \(I_u\) on \(D\), due to residual secondary structure

Figure 79: Equations to which the CD data was fit: representing the folded ⇄ unfolded equilibrium in terms of the denaturant concentration, and the CD values as a function of the equilibrium position. The “slope” is a mechanism of taking into account the residual secondary structure in the unfolded state.

The large differences in both the \(D_{\text{half}}\) and \(m\) values between WT and K219Δ βPGM are surprising. \(\chi^2\) analysis confirms that the differences are very significant: fixing the \(m\) value at the weighted average figure results in an increase in \(\chi^2\) of 21 and 49 for the mutant and the WT protein, respectively. The result of the removal of the three, predominantly unstructured, residues from βPGM is the loss of half the folding stability of the protein. It is difficult to justify why the change is so large, but it is clear that the
Figure 80: CD\text{220} of WT and K219\Delta \beta PGM as a function of denaturant concentration. This shows that the K219\Delta mutation causes \beta PGM to become 50\% unfolded at lower denaturant concentrations, and have a smaller slope during unfolding (m value), than WT \beta PGM. This demonstrates that the K219\Delta mutation significantly impairs the folding stability of \beta PGM.

\begin{align*}
K_{fold} &= 10^{-mD_{half}} \\
\Delta G_{fold} &= RT \ln K_{fold}
\end{align*}

where:

- $D_{half}$ is the denaturant concentration when protein is 50 \% unfolded (M)
- $m$ is the “m value”
- $K_{fold}$ is the equilibrium constant between folded and unfolded states at 0 M GuHCl
- $T$ is the temperature (K)
- $R$ is the gas constant
- $\Delta G_{fold}$ is the free energy of folding

Figure 81: Equations to calculate $\Delta G_{fold}$ from CD data. The "m value" (which is effectively the dependence of the equilibrium constant between folded and unfolded states on the denaturant concentration) and concentration of denaturant at the 50 \% unfolded point can be used to calculate the equilibrium constant at 0 M GuHCl, when can then be used to calculate the free energy of folding.

The mutant is substantially less stable than the WT enzyme even without quantification. NMR samples of WT \beta PGM — although eventually becoming proteolysed and the sugar ligand eventually being lost to dephosphorylation as discussed in Section 2.7.2 — are extremely stable. Fresh samples were always used to ensure reproducibility of results, but it is possible to acquire data from WT \beta PGM samples which are several months old. In contrast, 1 mM K219\Delta \beta PGM samples aggregate over the course of a few weeks, even at 4 \degree C. Although the difference in folding stability between the enzymes could be smaller than that measured by CD, it is clearly significant.
<table>
<thead>
<tr>
<th>βPGM Type</th>
<th>WT</th>
<th>K219Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{half}}$ (M)</td>
<td>$0.902 \pm 0.003$</td>
<td>$0.723 \pm 0.006$</td>
</tr>
<tr>
<td>$m$ value</td>
<td>$-12.1 \pm 0.4$</td>
<td>$-7.7 \pm 0.3$</td>
</tr>
<tr>
<td>$\text{slope}_{220}$</td>
<td>$2.6 \pm 0.3$</td>
<td>$2.7 \pm 0.3$</td>
</tr>
<tr>
<td>$\Delta G_{\text{fold}}$ (kJ/mol)</td>
<td>$62 \pm 1$</td>
<td>$32 \pm 1$</td>
</tr>
</tbody>
</table>

Table 15: Folding stability parameters for WT and K219Δ βPGM. It can be seen that both the “m value” and the concentration of GuHCl at the half-way point in the unfolding transition have changed in the mutant, leading to a very large change in the overall folding stability $\Delta G_{\text{fold}}$. 
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6 Characterisation of Fast Timescale Dynamics of βPGM by $^{15}$N NMR

6.1 Introduction

To explore the variation in fast timescale dynamics of βPGM as it progresses through its catalytic cycle, relaxation of backbone $^{15}$N and methyl side-chain $^2$H nuclei have been studied on Apo βPGM, the βPGM-BeF$_3^-$-βG6P GSA complex, and the βPGM-MgF$_3^-$-βG6P TSA complex. This work is ongoing, and as such the $^2$H relaxation is not discussed, nor is the $^{15}$N relaxation study of the βPGM-BeF$_3^-$-βG6P GSA complex complex which is yet to be completely recorded.

6.2 Apo βPGM

6.2.1 Exchange Broadening

It has previous been documented[119] that several peaks in the apo βPGM $^1$H–$^{15}$N TROSY spectra could not be assigned due to exchange broadening, i.e., large $R_{ex}$ terms in the $R_2$ relaxation rates due to ms–µs timescale exchange phenomena. Of those which have been successfully assigned, in many cases the exchange broadening is sufficient to prevent any relaxation analysis. Unfortunately many of these exchange-broadened resonances correspond to active site residues which are of most interest from a functional viewpoint. In addition to this, as the Apo βPGM data was acquired without TROSY detection on fully protonated βPGM, signal overlap is also an issue for many residues. Nonetheless, there were a total of 129 residues whose relaxation rates could be studied at both 500 MHz and 800 MHz. As the HSQC of apo βPGM recorded at 800 MHz shown in Figure 82 demonstrates, there is much heterogeneity in the peak intensities, a further indication of ms–µs exchange. The locations of the residues which could not be studied are shown in Figure 83.

6.2.2 Relaxation Data

$R_1$ and $R_2$ measurements were carried out at 500 MHz and 800 MHz, but due to experimental difficulties the heteronuclear NOE was measured at 800 MHz only. These experiments were carried out and analysed as described in Sections 2.8 and 2.10. The average percentage errors for the fitted $T_1$, $T_2$, and hetNOE values from each dataset are shown in Table 16. For illustration, selected $R_1$ relaxation decays recorded at 500 MHz are shown in Figure 84. To counteract the lower intrinsic sensitivity of the lower field experiments, the 500 MHz data was carried out with twice the number of scans per increment as were used to acquire the 800 MHz data, resulting in slightly better signal:noise on the fitted values.

To evaluate if the fitted $T_1$, $T_2$, and hetNOE values at both field strengths were theoretically reasonable, graphs were plotted to compare the experimental values to those predicted by HydroNMR, as is explained in Section 2.10.5. In the $T_1$ vs. $T_2$ plots at both field strengths (Figures 85 and 86) it is immediately apparent that the range in
Figure 82: $^1$H–$^{15}$N HSQC of apo $\beta$PGM recorded at 800 MHz. The heterogeneity in peak intensities between residues is indicative of chemical exchange, although there are many well-dispersed intense peaks which can be studied.

Figure 83: Apo $\beta$PGM co-ordinates represented as a cartoon of the backbone atoms. Residues which could not be assigned due to chemical exchange are in red, whilst residues which were subsequently excluded from relaxation analysis due to chemical exchange are shown in pink. Unassignable (i.e., proline residues and the N-terminal methionine) residues are shown in blue, and those residues whose relaxation could not be studied due to signal overlap are green. It can be seen that the most severe exchange broadening is localised to the active site.

molecular tumbling times reported by the experimental data — the range in effective molecular tumbling times reported by residues with N–H bond vectors which point in different directions with respect to the anisotropic diffusion tensors — fit exactly into the range expected from the crystal structure. The exceptions to this include residues
Table 16: Mean values and errors for relaxation measurements on apo βPGM.

<table>
<thead>
<tr>
<th>Field Strength</th>
<th>Measurement</th>
<th>Mean Value</th>
<th>Mean Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 MHz</td>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>883 ms</td>
<td>4.0%</td>
</tr>
<tr>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>58.6 ms</td>
<td>3.3%</td>
</tr>
<tr>
<td>800 MHz</td>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>1570 ms</td>
<td>6.5%</td>
</tr>
<tr>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>45.1 ms</td>
<td>3.8%</td>
</tr>
<tr>
<td></td>
<td>hetNOE</td>
<td>0.724</td>
<td>3.8%</td>
</tr>
</tbody>
</table>

with extremely short T<sub>2</sub> constants likely due to R<sub>ex</sub> terms, or those with very long T<sub>2</sub> constants due to flexibility on the ns–ps timescale (supported by a low hetNOE value for those residues). The points with short T<sub>2</sub> constants due to R<sub>ex</sub> are more obvious in the 800 MHz dataset, as the R<sub>ex</sub> components scale with the external field strength.

At both field strengths, the position of the T<sub>1</sub> and T<sub>2</sub> values relative to the grid suggest an average τ<sub>m</sub> value of just over 14 ns, and most S<sup>2</sup> values in the range 0.9–0.85. The T<sub>1</sub> vs. hetNOE plot from the 800 MHz data (Figure 87) shows that the NOE values suggest higher S<sup>2</sup> values than the T<sub>1</sub> vs T<sub>2</sub> plots, with an average of nearer 0.95. Given how susceptible the hetNOE measurement is to systematic errors (as discussed in Section 2.8.10), it is likely that the hetNOE values are perhaps all a little higher than they should be. This is supported by the existence of hetNOE values which are physically impossible, i.e., outside of the grid. It is worth mentioning that the apparent S<sup>2</sup> does depend on the value of τ<sub>e</sub> used to plot the grids, particularly true for the T<sub>1</sub> vs. hetNOE plot. In all cases an internal correlation time of 50 ps was assumed.
Figure 85: $T_1$ vs. $T_2$ plot for apo $\beta$PGM data recorded at 800 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares). The grids represent expected values for a range of $\tau_m$ and $S^2$ values, whilst the $\tau_e$ value is fixed at 50 ps. It can be seen that the range in values measured experimentally agrees with the values predicted by HydroNMR except for variation in $S^2$.

Figure 86: $T_1$ vs. $T_2$ plot for apo $\beta$PGM data recorded at 500 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares).

As well as comparing the regions that the data occupies, it is also useful to assess how each $T_1$ and $T_2$ value corresponds to those predicted by HydroNMR. To partially remove variation due to flexibility on the ns–ps timescale, the $T_1/T_2$ ratio is compared. The plot of $T_1/T_2$ ratio with respect to residue number in Figure 88 shows that there is
Figure 87: $T_1$ vs. hetNOE plot for apo $\beta$PGM data recorded at 800 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares).

broad agreement between expected values, although in many cases the measured $T_1/T_2$ value is higher than that predicted; this could be due to widespread $R_{ex}$ components which systematically reduce $T_2$. The section of residues from A17–F40 demonstrates that although the predicted and measured values do not always agree within error, the trends predicted based on N–H bond vectors in the Apo $\beta$PGM crystal structure are indeed present in the experimental relaxation data. This is further supported by Figure 89 which shows the $T_1/T_2$ ratio as a function of N–H bond vector. The experimental $T_1/T_2$ values clearly demonstrate the anisotropic diffusion of apo $\beta$PGM in solution, as expected by the predicted values.

Figure 88: $T_1/T_2$ value plotted against Residue Number for apo $\beta$PGM data recorded at 500 MHz, showing broad agreement of predicted anisotropy with experimental results.

6.2.3 Apo $\beta$PGM Model Free Fitting and Validation

As the data were deemed to be of sufficient quality, they were then fit using the Relax program. After the fitting was complete, the fitted parameters were then used
Predicted Values

Experimental Values

Figure 89: Anisotropic diffusion of apo βPGM demonstrated by T₁/T₂ ratios, both in predicted relaxation data from HydroNMR, and experimental relaxation data at 500 MHz. The positions of the spheres are determined by the N–H bond vector in the crystal structure and the colour is determined by the T₁/T₂ value.

to back-calculate the experimental values such that they could be compared to those input. The correlation coefficient between the experimental and back-calculated values for all the parameters was very high, although for the 500 MHz T₁ data the value is anomalously low at 0.877. The next lowest is the 500 MHz T₂ data at 0.961, and the lowest correlation coefficient for the 800 MHz data was 0.969 for the T₂ measurements.

Table 17 shows the fitting statistics with which the fully anisotropic “ellipsoid” diffusion model (with three different diffusion tensors) was found to satisfy the data best, as determined by Akaike’s Information Criterion (AIC). The principal axes of diffusion are plotted onto the crystal structure and displayed in Figure 90.

<table>
<thead>
<tr>
<th>Diffusion Model</th>
<th>Parameters</th>
<th>Data Points</th>
<th>χ²</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local τₘ</td>
<td>409</td>
<td>645</td>
<td>476.7</td>
<td>1294.7</td>
</tr>
<tr>
<td>Sphere</td>
<td>388</td>
<td>645</td>
<td>704.8</td>
<td>1480.8</td>
</tr>
<tr>
<td>Prolate Spheroid</td>
<td>357</td>
<td>645</td>
<td>523.6</td>
<td>1237.6</td>
</tr>
<tr>
<td>Oblate Spheroid</td>
<td>377</td>
<td>645</td>
<td>568.7</td>
<td>1322.7</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>362</td>
<td>645</td>
<td>503.1</td>
<td>1227.1</td>
</tr>
</tbody>
</table>

Table 17: Results of fitting apo βPGM data to different diffusion models. The models (in order of their ability to satisfy the data) are: ellipsoid, prolate spheroid, local τₘ, oblate spheroid, and sphere.

The global correlation time was fit as 14.5 ns which fits extremely well with the value inferred from the T₁ vs. T₂ plots shown in Figures 85 & 86, with a full rotation about the three principal axes of diffusion taking 67, 100, and 107 ns. The two longer sides of the molecule are found to be similar in length, and accordingly the “prolate spheroid” diffusion model satisfied the data almost as well. This matches the expectations from the crystal structure, where one side of the molecule is clearly much longer than the other, and the other two look approximately the same. The ratio of diffusion rates parallel and perpendicular to the principal axis of diffusion — D∥/D⊥, or D_ratio — was fit as 1.55, which is considerably lower than that predicted by HydroNMR (1.75) and infact closer to the value that HydroNMR predicts for the fully closed βPGM-MgF₃⁻.
Figure 90: Anisotropic diffusion tensors from apo βPGM relaxation data (red) and their resulting ellipsoid (blue), plotted onto the crystal structure. The two images are rotated about a 90° angle from each other. It can be seen that although the ellipsoid generally agrees well with the crystal structure, the principal axis of diffusion is slightly shorter than would be expected from the crystal structure, with the end of the cap domain lying outside of the ellipsoid. This suggests that apo βPGM may transiently sample a closed conformation in solution.

βG6P TSA complex crystal structure, which is 1.43.

Although HydroNMR can perform poorly for proteins consisting of multiple domains connected by flexible linkers[233], the lower anisotropy may imply that apo βPGM transiently samples a closed-like state. As shown in Figure 90, the agreement between the diffusion axes and the crystal structure is good, although by fitting each domain separately it would be possible to assess if the principal axes as felt by 15N nuclei in both domains are exactly co-linear.

Interestingly for the inappropriate diffusion models (sphere and oblate spheroid) the total number of parameters used was higher, demonstrating that more complicated Model-Free models were required to satisfy the data. It has been shown that there are two primary effects which result from an inaccurate diffusion model. Residues whose N–H bond vector points along a side of the molecule which has been modelled too short will contain falsely large $R_{ex}$ components[234], and residues whose N–H bond vectors are such that their local correlation time have been overestimated may contain false internal correlation times on the ns timescale[235]. This information was used to critically assess the choice of diffusion model.

Both of these effects were immediately obvious upon plotting those residues which have ns $\tau_c$ values or $R_{ex}$ components in the sphere model which were not present in the prolate spheroid or ellipsoid models. All the residues which had $R_{ex}$ terms in the sphere model only had N–H bond vectors which were parallel to the principal axis of diffusion, and all the residues which had ns internal correlation times fit only in the sphere model were perpendicular. Importantly, residues which have $R_{ex}$ terms fit in the prolate spheroid but not in the ellipsoid model were also orientated in a similar fashion, facing along what is presumably the longer of the two shorter sides. There is no correlation between N–H bond vectors of the remaining residues with $R_{ex}$ terms or ns $\tau_c$ values in the ellipsoid diffusion model compared to the prolate spheroid model. These observations are shown in Figure 91.
Figure 91: Dependence of $R_{ex}$ and $\tau_e$ motion fitting on diffusion model. As before, the position of the spheres represents the N–H bond vector of a residue in apo $\beta$PGM. In both cases, $R_{ex}$ terms present in the first model but not in the latter model(s) are coloured red, and $\tau_e$ motions present in the first model but not in the latter model(s) are blue. All other residues are coloured white. Note that the orientation of the spheres is the same as in Figure 89.

Table 18: Parameters fit in each Model Free model in Relax, and the number of residues which used each model in the analysis of apo $\beta$PGM data.

<table>
<thead>
<tr>
<th>MF Model</th>
<th>Parameters</th>
<th>Residues Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>m0</td>
<td>None</td>
<td>1</td>
</tr>
<tr>
<td>m1</td>
<td>$S^2$</td>
<td>12</td>
</tr>
<tr>
<td>m2</td>
<td>$S^2$, $\tau_e$</td>
<td>32</td>
</tr>
<tr>
<td>m3</td>
<td>$S^2$, $R_{ex}$</td>
<td>3</td>
</tr>
<tr>
<td>m4</td>
<td>$S^2$, $\tau_e$, $R_{ex}$</td>
<td>10</td>
</tr>
<tr>
<td>m5</td>
<td>$S^2_a$, $S^2_f$, $\tau_a$</td>
<td>41</td>
</tr>
<tr>
<td>m6</td>
<td>$S^2_a$, $S^2_f$, $\tau_a$, $\tau_f$</td>
<td>0</td>
</tr>
<tr>
<td>m7</td>
<td>$S^2_a$, $S^2_f$, $\tau_a$, $R_{ex}$</td>
<td>29</td>
</tr>
<tr>
<td>m8</td>
<td>$S^2_a$, $S^2_f$, $\tau_a$, $\tau_f$, $R_{ex}$</td>
<td>1</td>
</tr>
<tr>
<td>m9</td>
<td>$R_{ex}$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 18 demonstrates that there is no obvious bias in selecting models that have more parameters, i.e., the model selection is sufficiently harsh to avoid over-parameterisation. This was also tested by looking at the average fractional decreases in $\chi^2$ upon the addition of a new parameter. For example, the $\chi^2$ values for those residues which were fit using $m4$ ($S^2$, $\tau_e$, and $R_{ex}$) were compared to the $\chi^2$ values when those residues are fit using $m2$ ($S^2$ and $\tau_e$) to assess the impact of adding the $R_{ex}$ parameter. In general, it was found that the decreases in $\chi^2$ upon the addition of a new parameter were much greater than 2 which is required for AIC selection of the appropriate model. It was also commonly found that for the residues fit with an earlier model, the differences in $\chi^2$ when another (unnecessary) parameter is added are very small. Although there are occasions when the improvement in $\chi^2$ is close to 2 on the addition of a new parameter, for most residues the difference in $\chi^2$ is either very large or much less than 2, making the model selection relatively straightforward. After this series of checks, it was clear that the fitting had been successful.

By doing the analysis of improvements in $\chi^2$ on the addition of a new parameter for all models, it could be seen which are the best-defined parameters. By far the
largest improvement in $\chi^2$ results from the addition of a first or second $S^2$ parameter. The differences on the addition of a second $S^2$ parameter are surprisingly large in the residues where it has been fitted, supporting that it is indeed possible to fit two independent internal motions to a single residue. The next most significant changes in $\chi^2$ result from the addition of an internal correlation time parameter: $\tau_e$, $\tau_s$, or $\tau_f$. The fitting of an $R_{ex}$ component makes the least difference to $\chi^2$. This data shows that $S^2$, even a second $S^2$, is very well defined by the data, the internal correlation time less so, and $R_{ex}$ least of all.

As would be expected, these results are mirrored by the uncertainties on each of the fitted parameters, with $S^2$ having the smallest errors, and $R_{ex}$ the largest. $\sigma S^2 = 2.8\%$ and accordingly, where appropriate the uncertainties on $S^2_s$ and $S^2_f$ are smaller. There are only three residues with $\sigma S^2$ of $>10\%$. The precision in the fit values is as good as can be expected for a system as large as $\beta$PGM. $\tau_e$ and $\tau_s$ have average errors of $33\%$ and $41\%$ respectively, with 13 residues having $\sigma \tau > 100\%$. It is curious that the addition of these parameters can significantly decrease $\chi^2$, even if the value of the parameter is undefined. If the internal correlation time is not fitted, it is assumed to be 0 ps. Only one residue (N77) has a $\tau_f$ parameter fitted, with an uncertainty of $38\%$. Finally, the average error on the $R_{ex}$ values is $43\%$.

Initially the large number of residues with $R_{ex}$ terms fit (43 in total) was seen as a concern, however it was possible to rationalise the vast majority of these residues due to their proximity within the tertiary structure to those which are noticeably exchange broadened or unassignable in the spectra of apo $\beta$PGM. Furthermore, some of the residues with $R_{ex}$ terms were those which have been shown to be involved in the transient unfolding motion at the C-terminus. With these also excluded, only 14 residues which cannot be immediately rationalised remain: 30, 32, 60, 61, 63, 98, 102, 105, 155, 196, 198, 205, 206, 212. Many of these are close to the C-terminus and therefore likely involved in the unfolding motion, and the remainder occur in clusters, supporting the assumption that these fitted $R_{ex}$ terms report on something real. In addition, the fitted $R_{ex}$ terms are very small, with the largest being $0.56 \text{ s}^{-1}$ at 800 MHz for D37, and most being below $0.15 \text{ s}^{-1}$. Stated differently, the contribution of $R_{ex}$ terms (where fitted) to the overall $R_2$ rate at 800 MHz is less than $1\%$ except for D37 where it is $1.5\%$. It is only due to the highly sensitive $R_2$ measurements that so many $R_{ex}$ terms could be fit by Relax.

6.2.4 Analysis of $R_{ex}$ Terms

Because of the smaller $D_{ratio}$ than expected from the Relax fitting, and the widespread exchange broadening in apo $\beta$PGM spectra, it was suspected that apo $\beta$PGM may transiently sample a closed conformation. Although the conformational changes between the open and closed conformation of $\beta$PGM are relatively small for most residues due to approximately rigid body motion of the domains relative to each other through a modest angle of $26^\circ$ [130], if a significant population of $\beta$PGM molecules in
solution are in a closed-like conformation, the model free results may be biased due to
the N–H bond vectors measured from the crystal structure of apo βPGM not reflecting
the ensemble average.

TALOS[236] was used to predict the dihedral angles in apo βPGM from the measured
δs of the 15N and 1H N nuclei. These predicted φ & ψ angles were then compared
to those calculated from the apo βPGM and βPGM-MgF3−-βG6P TSA complex crystal
structures to see which structure is better represented by apo βPGM in solution.
As TALOS uses δs from adjacent residues, the results from any residues which were
unassigned or adjacent to an unassigned residue were excluded. The comparison is
shown in Figure 92: the selected residues are either those with large Δφ or Δψ be-
tween open and closed crystal structures, those known to be functionally important,
or those which are exchange broadened in the apo βPGM spectra.

It is striking how few residues change dihedral angles between conformations. Only
6 residues could be reliably used to distinguish between the conformers: D15, N34,
G35, A60, D61, and K62. Of these, D15 and G35 are not assigned in the apo βPGM
spectra, and the prediction of φ & ψ angles from the chemical shifts of D61 match
neither structure. The remaining residues, N34, A60, and K62 unambiguously show
that in solution, apo βPGM is dominated by the open conformation seen in the crystal
structure.

Of course this does not rule out that apo βPGM transiently samples a closed-
like conformation in solution. The residues with the largest R ex terms in the spectra
were studied, comparing the interactions formed with other residues in the apo and
MgF3− TSA complex. Much of the unassignable regions in the apo βPGM spectra
correspond to active site loops which undoubtedly change their interactions with sur-
rounding residues depending on the whether βPGM is open or closed. However, the
large Δδs measured by relaxation dispersion on the βPGM-MgF3−-βG6P TSA com-
plex demonstrates that these loops are also capable of being flexible on the ms–µs
timescale independent of hinge opening and closing. As such, it is difficult to comment
on the cause of the exchange broadening of resonances from residues in the in the loop
regions, as well as the cause of the R ex terms fit to many of the residues which are
adjacent to them.

D37 has the largest R ex term and is adjacent to R38 which could not be assigned,
but there are no loops or significant changes around this region on closure, with the
apo βPGM and βPGM-MgF3−-βG6P TSA complex crystal structures overlaying well
around this region. The amides of both residues primarily form hydrogen bonds with
surface water molecules in both crystal structures and so it is not apparent what
could be the cause of such a significant perturbation. The next largest R ex term is
from residue N77, which is adjacent to two residues which, although assignable, have
obvious linebroadening in the spectra of apo βPGM. This helical region does show
some movement on closure of βPGM, although the hydrogen bonding partners (and
Figure 92: TALOS analysis of Apo βPGM δs showing it to be primarily open in solution. For each residue, an individual Ramachandran plot is shown with x & y axes (φ & ψ respectively) running −180°–+180°. The dihedral angles predicted from the Apo βPGM chemical shifts are shown as black circles, with circles corresponding to the dihedral angles calculated from the apo βPGM and βPGM-MgF$_2$–βG6P TSA complex crystal structures shown in blue and red respectively.

even the bonding distances) do not change, these regions do not overlay well in the open and closed crystal structures. Their proximity to the outer hinge residues 85–87 suggests that the movement of the hinge on closure may affect the C-terminal end of this helix. However, that the exchange broadening is not worse at the very C-terminal end of the helix cannot easily be explained.

The average $\Delta\delta_{\text{open-closed}}$ values for both $^1$H and $^{15}$N are significantly higher in the subset of residues with fitted $R_{\text{ex}}$ terms (e.g., 0.72 ppm for $^{15}$N) than in those without (e.g., 0.44 ppm for $^{15}$N). Additionally, there is a very weak correlation between $\Delta\delta_{\text{open-closed}}$ and $R_{\text{ex}}$, giving a correlation coefficient of 0.281 if D37 (an obvious outlier) is excluded. A weak correlation is expected as the $\Delta\delta_{\text{open-closed}}$ figures will also include contributions from ligand binding. Finally, it is noted that the residues which display the largest changes in φ & ψ angles between open and closed structures are not necessarily those which are exchange broadened in solution. The conclusion from this is that a transiently closed substate of apo βPGM in solution cannot be ruled out, but it is insufficient to explain all the exchange broadening seen by NMR.

As the presence of a small population of closed enzyme could not be ruled out, the dependence of the model free results on the input crystal data was tested by fitting the
same relaxation data using the βPGM-MgF$_3$−βG6P TSA complex coordinates. The results from the ellipsoid fully anisotropic diffusion model were strikingly similar to those acquired from the use of the apo coordinates, with the $\tau_m$ and $D_{ratio}$ coming out respectively as 14.7 ns and 1.49. This suggests that the diffusion model is not strongly biased by the crystal structure. Secondly, the fitted $S^2$ values were surprisingly similar, with an average difference of 1.7%, which is less than the 2.8% uncertainty on the values fit using the apo crystal structure. There was no systematic bias in these differences: the $S^2$ value for some residues increased when fit to the βPGM-MgF$_3$−βG6P TSA complex coordinates, for others it decreased. Lastly, in the parameters which have been previously shown to depend strongly on the diffusion model — $R_{ex}$ terms and ns internal correlation times — again the results between the two data sets were very similar.

6.2.5 Analysis of $S^2$ Values

Roughly agreeing with the estimated average value of $S^2$ from the $T_1$ vs. $T_2$ plots shown in Figures 85 & 86 on Page 126, the average $S^2$ values is 0.830. The distribution of values shown in Figure 93 shows that despite the widespread exchange broadening in apo βPGM spectra, most residues are relatively static on the ns–ps timescale, with $S^2$ values of 0.7–0.9. Despite this small range of fit values, it is seen that most residues have $S^2$ values which are outside of error of their neighbours indicating that fast timescale dynamics in apo βPGM are highly heterogeneous. Interestingly, in most cases the residues which are adjacent to those which are exchange broadening and/or absent from the assignment do not show significantly more flexibility than the rest of the protein, which is perhaps surprising given the expectation for regions with large ms–µs dynamics to also be dynamic on faster timescales.

![Figure 93: $S^2$ value plotted against Residue Number for apo βPGM, showing that most residues have values in the range of 0.7–0.9, displaying relatively stiff ns–ps timescale dynamics.](image)

Given the variation within a relatively narrow range of $S^2$ values, it is difficult to assess regions that are particularly flexible. The two obvious exceptions to this are
the regions around residue 63 and residue 198. Both of these regions correspond to loops between secondary structural elements which are exposed to solvent, and as such their flexibility is not remarkable. Figure 93 also shows the presence of isolated flexible residues. Of these, the C-terminal residues K221 is unremarkable in its flexibility. The other outlying residues are D37, N77, I175, and L184. As noted earlier, D37 has the largest R$_{ex}$ term fitted by Relax. As such it yielded relatively large uncertainties on the fitted parameters, giving an S$^2$ value of 0.54 ± 0.16, the upper boundary of which is in line with much of the rest of the protein. This residue may be genuinely flexible on the ns–ps timescale, but it seems probable that the quality of the data fitted to it is poor. N77 is interesting as it is in the part of the long helix which ends in the outer hinge region which also shows ms–μs dynamics, as mentioned earlier. Although the S$^2$ value is fairly poorly defined compared to the rest of the data, clearly it is more flexible than its surrounding residues. The functional significance of this is not clear. Lastly, I175 and L184 (the very well-defined outliers) both have hydrophobic side-chains which contact the flexible regions around residue 195 and the C-terminus respectively. Given their proximity to known flexible regions, the only point of interest here is that their neighbours are not flexible.

Given that most residues in fact have two S$^2$ values (S$_{2s}$ and S$_{2f}$) fit, it is worth comparing the two sets of values, as shown in Figure 94. For the vast majority of residues, S$_{2s} > S_{2f}$, showing that slower motions tend to be more restricted in amplitude. Due to the higher average values of S$_{2s}$, there is greater variation in this value, and the S$_{2s}$ values give a better impression of the regions of flexibility in apo βPGM: the C-terminal residue K221, the far ends of the cap domain residues 32–39 and 61–65, and also the region of residues 195–198. The S$_{2f}$ values are also lower around these regions, but the largest changes are in S$_{2s}$. Interestingly, the uncertainties on the S$_{2s}$ values are lower which suggests that the spectral density in the high frequency regions where the fast internal correlation times lie is inadequately sampled, perhaps due to
only one measurement of the hetNOE values.

6.2.6 Analysis of $\tau_e$, $\tau_s$, and $\tau_f$ Values

Figure 95: $\tau_e$ value plotted against Residue Number for apo $\beta$PGM, showing that most residues have values of below 100 ps, and that despite some very poorly defined values, generally the quality of the data is much higher than the average error of 33% would imply. Any residues whose uncertainty on the $\tau_e$ value was larger than the value itself have not been shown, nor have two very large values of $\tau_e$ which were very poorly determined.

Figure 96: $\tau_s$ value plotted against Residue Number for apo $\beta$PGM, showing that all values are below 1500 ps, except for some very poorly determined large values, and that from residue N77, which has a $\tau_s$ value of 8 ± 4 ns. Any residues whose uncertainty on the $\tau_s$ value was larger than the value itself have not been shown.

The two plots of $\tau_e$ and $\tau_s$ as a function of residue number shown in Figures 95 & 96 show that there is little evidence for adjacent residues which have ns–ps motions induced by the same dynamic mode; few adjacent values of $\tau_e$ or $\tau_s$ are within error. It is seen that slower internal motion on the ns timescale is not rare, and most residues have $\tau_s$ values fit to them, at the expense of $\tau_e$ values. Interestingly, unlike in the case of the $S^2$ plots, the size of the uncertainties on the fit values varies greatly between residues, in a manner which cannot simply be explained by experimental error.
on relaxation data. Although there are some extremely poorly determined internal correlation time values, around half of them have uncertainties of below 20%.

It can be seen that the values fitted for $\tau_e$ and $\tau_s$ do not overlap, the only exceptions being residues with very poorly defined internal correlation times, which are not shown in Figures 95 or 96. Given that only one residue (N77) has both a $\tau_s$ and $\tau_f$ value fitted, the implication is that residues can either have internal motion on the 1–100 ps timescale, or on the 200–1500 ps timescale, and not both. However it is important to remember that if an internal correlation time is not fit, it is assumed to be 0 ps, i.e., infinitely fast motion. Also, the F-tests used in the fitting of relaxation data by Relax will mean that only parameters which make a statistically significant improvement to the fit of the data will be included.

A more likely explanation of the seemingly mutually exclusive fitting of fast and slow internal correlation times to the data is that the fitting of a $\tau_s$ value to a residue prevents the inclusion of a $\tau_f$ parameter for the majority of the residues, as the $\tau_f$ value needs to be significantly different from the $\tau_s$ value, which may be as low as 200 ps, and also significantly different from the assumed value of 0 ps. Given that the average $S^2$ of 0.79 for those residues which have a $\tau_s$ value defined is lower than those residues which only have 1 internal motion defined, 0.86, it is tempting to speculate that many if not all of the residues have internal motions on both timescales, but only those residues which are sufficiently flexible on the 200–2000 ps timescale can define the $\tau_s$ value, which then may prevent the fitting of a $\tau_f$ value due to the fitting statistics used to avoid over-parameterisation.

6.3 $\beta$PGM-MgF$_3$$^-$-$\beta$G6P TSA Complex

6.3.1 Coverage

Unlike in the case of apo $\beta$PGM, the only exchange broadening present in the NMR spectra of the $\beta$PGM-MgF$_3$$^-$-$\beta$G6P TSA complex is slight, and did not prevent the assignment of all the non-proline resonances. The only exchange broadening which is seen in the NMR spectra results from the 2 different regimes of ms–$\mu$s dynamics discussed in Section 4. Only residue I166 has exchange broadening which proved sufficient to prevent the acquisition of sufficiently sensitive relaxation data for model-free analysis. D10 and A115 also had to be excluded as the $^1$H-$^15$N TROSY peaks for both are split by $^1$J$_{FH}$ and $^1$J$_{FN}$ coupling[138], reducing the signal:noise on peak height measurements. Acquisition of the data using TROSY-detection on $^2$H,$^15$N–labelled $\beta$PGM also significantly reduced the linewidths in both $^1$H and $^15$N dimensions and thus reduced the spectral overlap, thereby increasing the number of resonances which could be studied. In total, 175 out of the 211 non-proline residues (83%) could be studied which is excellent for a 24 kDa protein, and significantly better than the coverage of apo $\beta$PGM dynamics, where only 129 residues (61%) could be studied. The analogous figure to Figure 83 shown on Page 124 for the case of the $\beta$PGM-MgF$_3$$^-$-$\beta$G6P TSA complex coverage is shown in Figure 97.
6.3.2 Relaxation Data

$R_1$, $R_2$, and hetNOE measurements were carried out at 600 MHz and 800 MHz as described in Section 2. The average percentage errors for the fitted $T_1$, $T_2$, and hetNOE values from each dataset are shown in Table 19. To counteract the lower intrinsic sensitivity of the RT probe fitted on the 800 MHz spectrometer compared to the 600 MHz spectrometer which is fitted with a cryoprobe, the 800 MHz data was carried out with twice the number of scans per increment than the 600 MHz data. The 600 MHz data still proved to have better signal:noise due to the sensitivity benefit of the cryoprobe, and also more stable shim coils. This latter effect is particularly apparent in the $T_1$ measurements made at 800 MHz, the decays from which are shown in Figure 98. The variation in shimming has led to an increase in random noise, and the measurements done after a relaxation delay of 0.36 s were particularly badly affected and therefore had to be excluded completely from the analysis.

As with the apo $\beta$PGM data, these relaxation data were validated using the grid plots and comparing to the expected data as predicted from the crystal structure by HydroNMR. The grid plots showing $T_1$ vs. $T_2$ at 800 MHz and 600 MHz are shown.

<table>
<thead>
<tr>
<th>Field Strength</th>
<th>Measurement</th>
<th>Mean Value</th>
<th>Mean Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 MHz</td>
<td>$T_1$</td>
<td>1110 ms</td>
<td>0.9 %</td>
</tr>
<tr>
<td></td>
<td>$T_2$</td>
<td>62.3 ms</td>
<td>1.1 %</td>
</tr>
<tr>
<td></td>
<td>hetNOE</td>
<td>0.785</td>
<td>2.1 %</td>
</tr>
<tr>
<td>800 MHz</td>
<td>$T_1$</td>
<td>1610 ms</td>
<td>7.5 %</td>
</tr>
<tr>
<td></td>
<td>$T_2$</td>
<td>50.5 ms</td>
<td>2.9 %</td>
</tr>
<tr>
<td></td>
<td>hetNOE</td>
<td>0.802</td>
<td>0.9 %</td>
</tr>
</tbody>
</table>

Table 19: Mean values and errors for relaxation measurements on $\beta$PGM-MgF$_3^-$-$\beta$G6P TSA complex.
in Figures 99 & 100 respectively, and the plot showing $T_1$ vs. hetNOE at 800 MHz is shown in Figure 101. The $T_1$ vs. $T_2$ plots indicate that HydroNMR predicts a smaller spread in local $\tau_m$ values, as expected as the $\beta$PGM-MgF$_3$$^-$$^-$$^-$$^-$G6P TSA complex has a more compact, less anisotropic structure than open apo $\beta$PGM. They also indicate that at both fields — even despite the shimming problems with the 800 MHz $T_1$ data — the spread in recorded $T_1$ and $T_2$ values fits exactly into that predicted by HydroNMR. As the relaxation measurements are done with the delay times in random order, problems with shimming are expected to be a source of random, rather than systematic, noise. This is clearly the case.

Additionally, the plots demonstrate that whilst a few residues deviate from the grid due to either $R_{ex}$ terms or high flexibility on the ns–ps timescale, these deviations are smaller than are the case in the apo $\beta$PGM data. The $T_1$ vs. hetNOE plot shows that although the average hetNOE value is higher, the number of residues with impossibly high values is comparable to the apo $\beta$PGM data. The quality of the 600 MHz data is apparent when the $T_1/T_2$ values at each spin site are compared to those predicted from HydroNMR; the agreement between values is much better than for the apo $\beta$PGM data recorded at 500 MHz. This is shown in Figure 102. Accordingly, plotting the $T_1/T_2$ values as spheres representing the N–H bond vectors produces the expected pattern from HydroNMR as shown in Figure 89 on Page 128 for the apo $\beta$PGM data, though this is not shown for the $\beta$PGM-MgF$_3$$^-$$^-$$^-$$^-$G6P TSA complex data.

![Figure 98: Selected $^{15}$N R$_1$ decay curves recorded at 800 MHz on the $\beta$PGM-MgF$_3$$^-$$^-$$^-$$^-$G6P TSA complex. The filled circles are experimental measurements, and the black lines correspond to fitted exponential decays for each residue. It can be seen that the drift in shimming has resulted in another source of random noise on the data, which is particularly obvious in the peak height measurements after a relaxation delay of 0.36 s, shown in blue: all these points lie significantly below the fit line due to $B_0$ field inhomogeneity causing an increase in peak line widths.](image-url)
Figure 99: $T_1$ vs. $T_2$ plot for $\beta$PGM-MgF$_3^-/\beta$G6P TSA complex data recorded at 800 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares).

Figure 100: $T_1$ vs. $T_2$ plot for $\beta$PGM-MgF$_3^-/\beta$G6P TSA complex data recorded at 600 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares).
Figure 101: T1 vs. hetNOE plot for βPGM-MgF₃−βG6P TSA complex data recorded at 800 MHz (red circles), showing comparison of data predicted from HydroNMR (black squares).

Figure 102: T1/T2 value plotted against Residue Number for βPGM-MgF₃−βG6P TSA complex data recorded at 600 MHz, showing broad agreement of predicted anisotropy with experimental results.

6.3.3 βPGM-MgF₃−βG6P TSA complex Model Free Fitting and Validation

Similar methods to those used for validation of the fitting results from the apo βPGM data were applied to the βPGM-MgF₃−βG6P TSA complex data. Correlation coefficients between input T₁, T₂, and hetNOE values and those back-calculated from the fitted model free parameters were found to generally be higher in this case. Unsurprisingly, the T₁ values measured at 800 MHz score the lowest, with \( r = 0.961 \); all other values are above 0.970 indicating that the relaxation values supplied into the fitting procedure are extremely well accommodated by the fitted parameters. Similarly
to the apo βPGM data, of the global diffusion models, the fully anisotropic ellipsoid diffusion model was found to satisfy the data best.

<table>
<thead>
<tr>
<th>Diffusion Model</th>
<th>Parameters</th>
<th>Data Points</th>
<th>$\chi^2$</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local $\tau_m$</td>
<td>578</td>
<td>1050</td>
<td>377.9</td>
<td>1533.9</td>
</tr>
<tr>
<td>Sphere</td>
<td>529</td>
<td>1050</td>
<td>1153.8</td>
<td>2211.8</td>
</tr>
<tr>
<td>Prolate Spheroid</td>
<td>530</td>
<td>1050</td>
<td>699.4</td>
<td>1759.4</td>
</tr>
<tr>
<td>Oblate Spheroid</td>
<td>528</td>
<td>1050</td>
<td>1054.3</td>
<td>2210.3</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>518</td>
<td>1050</td>
<td>635.0</td>
<td>1671.0</td>
</tr>
</tbody>
</table>

Table 20: Results of fitting βPGM-MgF$_3^{-}$-βG6P TSA complex data to different diffusion models. The models (in order of their ability to satisfy the data) are: local $\tau_m$, ellipsoid, prolate spheroid, oblate spheroid, and sphere.

As Table 20 demonstrates, the local $\tau_m$ model, i.e., that without any global diffusion parameters, actually performs the best, although the ellipsoid model is chosen by Relax as being the best model. Relax must therefore have another means by which to decide if it is reasonable to model global diffusion other than by relying on the AIC values. Figure 103 shows a histogram for all the values of local $\tau_m$ which are fit by Relax, and it clearly shows that — with the exception of the very flexible K221 residue — all local $\tau_m$ values are approximately normally distributed around a centre of around 13.5 ns, which demonstrates that the diffusion parameters at each spin site can be explained adequately by a global diffusion model.

The diffusion parameters resulting from the ellipsoid diffusion model give a global $\tau_m$ of 13.1 ns, which closely matches the average of the local $\tau_m$ values shown in Figure 103, and the evaluated average $\tau_m$ value from the $T_1$ vs. $T_2$ plots shown in Figures 99 & 100. The individual times for a full rotation along the three axes are 62.9, 85.4, and 95.9 ns, which shows that the differences between the two shorter sides of the βPGM-MgF$_3^{-}$-βG6P TSA complex are more significant than in the apo βPGM.
case, explaining why the AIC values for the prolate spheroid and ellipsoid models are more different in the case of the βPGM-MgF$_3$⁻/βG6P TSA complex. The $D_{\text{ratio}}$ is 1.44, which almost exactly matches that predicted by HydroNMR, which was 1.43. The agreement between the experimental and predicted $D_{\text{ratio}}$ values is reflected in plotting the diffusion tensors against the crystal structure as is shown in Figure 104. The N–H vector dependence of $R_{\text{ex}}$ components or $\tau_e$ motions on the ns timescale which are present only in the isotropic diffusion model mirrors that shown for the apo βPGM data in Figure 91. However, because the prolate spheroid and the ellipsoid model have produced such different results, the differences between these models are not only demonstrated by residues which point along the relevant axes of the molecule, but are more global.

This data set has allowed the fitting of two separate internal correlation times for 18 residues, as compared to just one residue in the apo βPGM case. This is likely due to the inclusion of two measurements of the hetNOE value: being particularly sensitive to the spectral density at $J(\omega_H \pm \omega_N)$, the hetNOE measurement contains more information about faster timescale motions than $T_1$ or $T_2$ relaxation rates. The variation in hetNOE values between the two field strengths indicates that there is significant variation in spectral density even in the high-frequency $J(\omega_H \pm \omega_N)$ region. For example, K221 gives a hetNOE value of 0.056 at 600 MHz but 0.271 at 800 MHz.

Despite there being less evidence of $R_{\text{ex}}$ terms from the $T_1$ vs. $T_2$ plots of the βPGM-MgF$_3$⁻/βG6P TSA complex data, 110 out of 175 residues have $R_{\text{ex}}$ terms fitted by relax. In the case of the apo βPGM data, it seemed like the high number of $R_{\text{ex}}$ terms fitted was merely a reflection of the sensitivity of the $R_2$ measurements. This being true, more residues with fitted $R_{\text{ex}}$ terms in the βPGM-MgF$_3$⁻/βG6P TSA complex case is not surprising. As with the apo βPGM data, the largest value of $R_{\text{ex}}$ — even at 800 MHz — is only small at 0.18 s$^{-1}$. This value of $R_{\text{ex}}$ belongs to G46, which has been characterised by $^{15}$N relaxation dispersion as having the largest $R_{\text{ex}}$ value, i.e., it displays the largest $\Delta\delta$ value amongst the residues which are involved in the

![Figure 104: Anisotropic diffusion tensors from βPGM-MgF$_3$⁻/βG6P TSA complex relaxation data (red) and their resulting ellipsoid (blue), plotted onto the crystal structure. The two images are rotated about a 90° angle from each other. It is seen that the ellipsoid agrees very well with the crystal structure.](image-url)
major=minor dynamics (Section 4). The next largest $R_{ex}$ value belongs to L217, which is known to have the largest $\Delta \delta$ of the residues involved in the “partial unfolding” dynamics (Section 4). Both of these observations agree with previous data and it is therefore believed that the fitted $R_{ex}$ terms are likely real, and not an indication of a poor global diffusion model.

As is to be expected from more sensitive data, the error values on the fitted model free parameters compare favourably to the apo $\beta$PGM data. $\sigma S^2 = 1.5\%$, $\sigma \tau_e = 20\%$, $\sigma \tau_s = 41\%$, $\sigma \tau_f = 18\%$, and finally, $\sigma R_{ex} = 29\%$. As before, these parameters are discussed in turn, except for the $R_{ex}$ components which have been characterised by more sensitive experiments and discussed in Section 4. The only comment concerns the residue I166 which had to be removed prior to analysis. Though having a relatively large $\Delta \delta$ for the residues involved in the “partial unfolding” dynamics, L217 and indeed G46 are expected to be worse. Why I166 yielded the worst data is not known, although it is possible that the relatively large $R_{ex}$ term exacerbated what was already a short intrinsic $R_2$ due to a lack of flexibility on the ns–ps timescale and an N–H bond vector which points along the longer side of the molecule, though from the crystal structure the latter assertion does not seem to be true.

6.3.4 Analysis of $S^2$ Values

![Figure 105: $S^2$ value plotted against Residue Number for the $\beta$PGM-MgF$_3$-$\beta$G6P TSA complex, showing that most residues have values in the range of 0.7–0.9, as in the apo $\beta$PGM data. However, the general spread of $S^2$ values is lower and so flexible regions such as that between residues D133 and K145 can be more easily identified.](image)

The plot of $S^2$ values against residue number shown in Figure 105 shows the improved quality of the data acquired on $\beta$PGM-MgF$_3$-$\beta$G6P TSA complex when compared to apo $\beta$PGM data, shown in Figure 93 on Page 134. Most residues are relatively stiff on the ns–ps timescale, with the average $S^2$ values lying at 0.805, although this is slightly lower than that measured for apo $\beta$PGM. Although there are no residues which are particularly flexible on the ns–ps timescale, in general the distribution of $S^2$ values is much narrower than in the apo case, making it much easier to identify regions
which are less immobilised than the rest of the protein.

Mirroring the case for apo $\beta$PGM, the loops at the end of the cap domain, as well as the C-terminal residues, are relatively flexible on the ns-ps timescale. Interestingly, the most pronounced group of residues which are flexible is the loop which runs from residues D133 to K145 (K145 providing one of the positive charges in the active site). Other regions which show slight decreases in $S^2$ values compared to the rest of the protein are the residues close to the inner hinge region running from residues D15–Y19 (though these residues only show a very slight reduction in $S^2$ value), the outer hinge region running from residues I84–V87, and another active site loop region I110–S114. In addition, the same two residues with side-chain contacts to the C-terminus which show flexibility in the apo enzyme (D196 and I198) are also flexible in the TSA. Intriguingly, N77 which was flexible with an extraordinarily long internal correlation time in the apo data does not show any pronounced flexibility in the TSA data.

![Figure 106: $S^2_s$ and $S^2_f$ values plotted against Residue Number for the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex, showing that the two order parameters correlate strongly, and that as in the apo $\beta$PGM case, the $S^2_f$ values are almost always lower.](image)

The comparison between $S^2_s$ and $S^2_f$ in Figure 106 looks different to the apo case, whereby the order parameters are more strongly correlated, yielding a correlation coefficient of 0.667 (compared to 0.497 for the apo $\beta$PGM data). Any regions which are more flexible according to one order parameter are mirrored in the value of the other order parameter. This is interesting as it implies that any strong interactions with surrounding residues inhibit dynamics on both ps and ns timescales. This is implied in the apo $\beta$PGM data but is very clearly displayed in the more accurately determined values from the $\beta$PGM-MgF$_3$–$\beta$G6P TSA complex data.

Further to the observation that the residues which surround those which are unassigned in the apo $\beta$PGM spectra do not have particularly low $S^2$ values, the $S^2$ values from the TSA complex were compared to the $\Delta \delta$ figures relating to the major$\rightleftharpoons$minor
exchange on the ms–µs timescale to study the interplay between dynamics on these very separate timescales. \( S^2 \) and \( \Delta \delta \) figures give a correlation coefficient of 0.099, meaning they are not at all correlated. This is not surprising, as a more quantitative approach would point out that although many of the active site loops are implicated in the ms–µs exchange as well as showing slightly lower \( S^2 \) values, many of the regions distal to the active site which have lowered \( S^2 \) values — such as the outer hinge and the loops at the end of the cap — are not involved significantly in the ms–µs timescale dynamics. This again supports the impression from the apo \( \beta \)PGM data that dynamics on the different timescales are not coupled. Although the assertion in much of the literature that ms–µs fluctuations are the coincidental collective motions on faster timescales does not necessarily require that the very same residues are involved in dynamics on both timescales, it might be naively expected that some correlation would be seen.

### 6.3.5 Analysis of \( \tau_e \), \( \tau_s \), and \( \tau_f \) Values

The fit values of the internal correlation times \( \tau_e \) and, in the case where 2 internal correlation times are fitted, \( \tau_f \) occupy similar ranges in values and are therefore plotted together in Figure 107. In general the values are smaller than in the apo \( \beta \)PGM case, meaning that although the amplitudes of the motion (determined by \( S^2 \)) are similar in both states of \( \beta \)PGM, the motions themselves occur faster in the TSA complex. Interestingly, despite the much better quality data in the \( \beta \)PGM-MgF\(_3^-\)–\( \beta \)G6P TSA complex case, the fraction of residues which have two order parameters fit is actually lower: 31% as compared to 55% in the apo \( \beta \)PGM case. Although the \( S^2 \) and \( \tau_s \) values are correlated still (\( r = 0.446 \), if K221 and residues with \( \tau_s > 3 \) ns are excluded), this observation goes against the conclusion from the apo data that there are likely picosecond and nanosecond timescale motions occurring in every residue, and it was merely the fitting statistics that determined whether or not they were defined. As in the apo \( \beta \)PGM case, the plot of the \( \tau_s \) values with the residue number for the \( \beta \)PGM-MgF\(_3^-\)–\( \beta \)G6P TSA complex data as shown in Figure 108 is fairly unremarkable.

Given the much lower fitting uncertainties for the faster timescale motions in the \( \beta \)PGM-MgF\(_3^-\)–\( \beta \)G6P TSA complex, it is possible to critically assess the principal assumption that is made during the conformational entropy calculations: that all ns–ps timescale motions are independent of each other. This can be done by observing if adjacent residues have similar internal correlation times, implying that it is the same motion that is causing fluctuations in the N–H bond vector for multiple residues.

This is clearly true for several groups of residues. The two residues which make up a tight turn in the inner hinge, V12 and I13, have almost identical \( S^2 \) values — 0.80 ± 0.02 and 0.81 ± 0.02 respectively — and similarly indistinguishable \( \tau_e \) correlation times: 9 ± 2 and 8 ± 2 ps respectively. It is therefore very likely that the same type of motion is responsible for the internal dynamics felt by both \(^{15}\text{N–}^1\text{H}\(_N\) spin pairs. Another active site loop running from L44–V47 all have \( \tau_e \) values within error, and also within error of the values for V12 and I13 which are on the adjacent loop. Likewise the region
Figure 107: $\tau_e$ and $\tau_f$ values plotted against Residue Number for the $\beta$PGM-MgF$_3^{-}$-$\beta$G6P TSA complex, showing that with the exception of the particularly long $\tau_f$ values, all $\tau_e$ and $\tau_f$ values are below 25 ps, and the vast majority below 10 ps, occupying a small range in values. It can be seen that there are blocks of residues with similar $\tau_e$ or $\tau_f$ values.

<table>
<thead>
<tr>
<th>Residue Number</th>
<th>$\tau_e$ value (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
</tr>
<tr>
<td>160</td>
<td>50</td>
</tr>
<tr>
<td>200</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 108: $\tau_s$ value plotted against Residue Number for the $\beta$PGM-MgF$_3^{-}$-$\beta$G6P TSA complex, showing that the vast majority of residues fit $\tau_s$ as below 2500 ps, although there are some very poorly determined values in the range of 5000 ps.

<table>
<thead>
<tr>
<th>Residue Number</th>
<th>$\tau_s$ value (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1000</td>
</tr>
<tr>
<td>40</td>
<td>2000</td>
</tr>
<tr>
<td>80</td>
<td>3000</td>
</tr>
<tr>
<td>120</td>
<td>4000</td>
</tr>
<tr>
<td>160</td>
<td>5000</td>
</tr>
<tr>
<td>200</td>
<td>6000</td>
</tr>
</tbody>
</table>

immediately after the outer hinge (residues A90–Y93) which are also in contact the loop on which V12 and I13 lie also have $\tau_e$ values which match those for both regions. S114 and S116 which are on another loop in contact with many of these residues also show similar $\tau_e$ values: 6 ± 1 and 7 ± 2 ps respectively. Residues E169 and Q172 on yet another active site loop show similar, though not perfectly matching, $\tau_e$ values of 5 ± 1 and 7 ± 1 ps.

The group of residues in the long helix of the cap domain which display complicated behaviour in the apo $\beta$PGM case (R75–D78) appear to also have some interdependent motion, with $\tau_e$ values of 6 ± 1, 7 ± 1, 8 ± 1, and 6 ± 1 ps. Several residues from the spatially adjacent $\alpha$-helix have $\tau_e$ values which also correspond to this value: F21,
R22, A26 and A28. Although there are outliers, many of the residues on both of these helices have either a $\tau_e$ or $\tau_f$ value defined within this range. Strikingly, these $\tau_e$ values also match those of the residues occupying active site loops as discussed in the above paragraph. Given that these $\alpha$-helices — and therefore the N–H bond vectors — essentially run along the axis of the cap domain, this may suggest that the orientation of the cap domain with respect to the core domain changes on the ps timescale. This would almost certainly affect the active site loops as a consequence.

The outer hinge residues I84–V87 also all have $\tau_e$ or $\tau_f$ values which are within error of each other, though faster than the groups of residues discussed above. Although D86 has a completely different value for $\tau_s$, it is striking that both Q85 and V87 have extraordinarily long and shared $\tau_s$ values of $5 \pm 3$ ns.

As a demonstration of contrast to much of the above, the region of residues from K101–I110 shows the kind of completely unrelated behaviour which was expected. Although many of the residues which have not been discussed are not as obviously independent as this region of residues, in general there are few groups of residues adjacent in the sequence with very similar $\tau_e$ or $\tau_f$ values as shown in Figure 107. This reinforces the significance of the observation that in the cases where there are two or more residues with indistinguishable internal correlation times, they are also indistinguishable from the correlation times of other groups of similarly clustered residues. There is evidence here that collective motions on the ns–ps timescale do occur, which would need to be taken into account during any subsequent conformational entropy analysis.
7 Discussion and Conclusions

7.1 βPGM Mutants

7.1.1 D15 and H20 Mutants

None of the βPGM mutants produced on the basis of the two near-attack complexes adopted by the WT βPGM-BeF$_3^-$-βG6P GSA complex significantly altered the population of the “minor” conformer in the βPGM-MgF$_3^-$-βG6P TSA complex. Despite this, $^{19}$F NMR data demonstrates that the NAC I conformer of the βPGM-BeF$_3^-$-βG6P GSA complex of D15A βPGM is destabilised, and that the mutation was therefore successful in removing the N-capping interaction which is only present in NAC I. This observation shows that the “minor” conformation of the βPGM-MgF$_3^-$-βG6P TSA complex significantly differs from NAC I in the βPGM-BeF$_3^-$-βG6P GSA complex. Given that this was the assumption which underpinned the choice of mutations made to βPGM, it is not surprising that this strategy was unsuccessful.

The D15A mutant may be useful in the future to study the BeF$_3^-$ complexes of βPGM however: given that NAC I has been destabilised, it may provide a method for observing NAC II in solution. If the ratio of Mg$^{2+}$:Be$^{2+}$ ions was decreased, it may be possible to populate this complex. Also, the fact that the mutant forms the βPGM-BeF$_3^-$-βG1P complex (albeit at low concentrations) demonstrates that this mutant is catalytically active. No βG1P is added to the NMR samples, its presence is merely the result of incomplete inhibition of βPGM by BeF$_3^-$. This suggests that despite being one of the residues whose dihedral angles change the most between open and closed forms of βPGM (see Section 6.2.4), the sidechain of D15 is not important for catalysis.

The mutations of H20 (H20N and H20A) also failed to significantly perturb the major:minor conformer ratio in their respective βPGM-MgF$_3^-$-βG6P TSA complexes. The similarity of the $^{19}$F δs also implies that any interaction between D10 and H20 is likely to be very weak. Although it is suspected from the D15A mutant that the mutation strategy was flawed, D10 adopting its “out” configuration in the minor conformer of WT βPGM cannot be ruled out on the basis of the data collected on any of the mutants. Both mutants of H20 show greatly reduced saturation by substrate as compared to WT βPGM, which demonstrates a reduction in substrate affinity. This agrees with the apparent role of the H20 and Y80 side chains in “pushing” the substrate into the active site, as envisaged by the NAC complexes of the WT βPGM-BeF$_3^-β$G6P GSA complex[228].

The exchange broadening of the $^{19}$F resonances in the H20 βPGM-MgF$_3^-β$G6P TSA complexes implies increased solvent exposure to the MgF$_3^-$ moiety in the active site, and also that the F$^-$ ions are able to leave the MgF$_3^-$ moiety independently, with F$_a$ being exchange broadened to a lesser extent than F$_b$ or F$_c$. The observation that the minor conformer $^{19}$F resonances do not suffer from this exchange broadening is intriguing, as it suggests that the minor conformer gives more protection to the MgF$_3^-$.
Finally, it is notable that — active site solvent exposure aside — the TSA complexes of the H20N and H20A mutants do not significantly differ from one another. This is despite the fact that the H20N mutation was designed to retain a hydrogen bond to the side chain amine group of K76, whereas the H20A mutant was designed to remove this interaction as well as any to the side-chain of D10. The implication here is that either the bond between H20 and K76 in WT βPGM is insignificant, or neither of the mutant complexes features a hydrogen bond between the side chains of N/A20 and K76, i.e., that the asparagine side-chain is actually too short to properly contact K76. Given that K76A mutants show reduced turnover rates despite K76 being well outside of the active site\[229\], the existence of an interaction between H20 and K76 seems likely. Instead it seems that H20N is too severe a mutation to accommodate this interaction. This is supported by kinetic measurements which show that H20Q βPGM is a much better functioning enzyme than H20N βPGM[229].

7.1.2 K219∆ Mutant

The K219∆ βPGM-MgF_3^−-βG6P TSA complex gives identical ^19F spectra to that of the WT enzyme, showing that removal of the three C-terminal residues has had no effect on the major = minor equilibrium, and therefore that any dynamics around the C-terminal region are uncoupled from the slower dynamics around the active site. Instead, and in accordance with the hypothesis that the faster dynamics around the C-terminus may correspond to a transient local unfolding event, the mutant does display vastly reduced folding stability compared to the WT enzyme. The WT enzyme has a free energy of folding (ΔG_{fold}) value of 62 ± 1 kJ/mol, whereas the K219∆ mutant shows a loss of nearly half of the free energy of folding, with ΔG_{fold} = 32 ± 1 kJ/mol.

The scale of the differences between the WT and K219∆ mutant is surprising. It is noted that there does seem to be some small inaccuracy with the concentration of GuHCl used in the samples which correspond to the start of the unfolding transition of the K219∆ mutant, as is evidenced in Figure 80 on Page 121. However, the error estimates used during the fitting are reasonable and do deal with this apparent inconsistency between adjacent measurements. At best the differences in calculated ΔG_{fold} values between the WT and mutant βPGM may be very slightly overestimated.

The CD results unambiguously show that the K219∆ mutant has no reduction in the amount of secondary structure compared to the WT protein, whilst the ^1H NMR shows that its tertiary structure has changed. Given that non-native interactions have been shown to exist in folding intermediates[237], it could be suggested that the dynamics at the C-terminus involves the interchange between two equally-folded species, but that the lower-populated state is an intermediate in the unfolding of the enzyme. This idea could potentially explain the drastic loss of folding stability by the mutant, if it is that the equilibrium between the two conformers seen by ^15N relaxation dispersion has been shifted.
The population of “minor” state (defined by K221 only) is relatively high at 5%, and so only 15 kJ/mol would be required to completely reverse the equilibrium such that the mutant was 95% “minor” state. Given the lack of apparent interactions between the last 3 residues and any others, the expected shift in equilibrium would be far less than this, and even supposing that the equilibria before and after the mutation were as skewed as going from 1% to 99% “minor” conformation, the difference in free energy between the two conformers would only be 23 kJ/mol. Even when factoring in the loss of entropy due to removal of the flexible C-terminus, it is difficult to see how the loss in $\Delta G_{\text{fold}}$ would be as great as 30 kJ/mol.

The most intriguing difference between the two proteins is the differences between the $m$ values. Although the interpretation of this value is ambiguous, it has been shown to correlate to some extent with the degree of burial of hydrophobic side chains in a protein[215]. The implication of this interpretation is that the removal of 3 predominantly disordered residues from the protein has exposed a third of the hydrophobic side chains in $\beta PGM$. Given that the change in structure — judging by both $^1H$ NMR and CD — is relatively small, it is impossible to conceive how this could be. Going further, the $^{19}F$ NMR spectra of the K219Δ $\beta PGM$-$\text{MgF}_3^-$-$\beta G6P$ TSA complex show that the structures of WT and mutant enzymes are absolutely identical around the active site. In conclusion, the titration which shows that the mutant is approximately half as stable as WT $\beta PGM$ is difficult to square with the small structural changes displayed by CD and NMR, as well as with any expected perturbation in equilibrium between conformational substates due to the interactions destroyed by the mutation.

### 7.2 Fast Timescale Dynamics in $\beta PGM$

#### 7.2.1 The Nature of Disorder in $\beta PGM$

Although the characterisation of fast timescale dynamics in $\beta PGM$ is not yet complete — with further $^{15}N$ data to be collected on the $\beta PGM$-$\text{BeF}_3^-$-$\beta G6P$ GSA complex and analysis of the $^2H$ relaxation to be completed — it is still possible to make some comments from the data analysed and presented in Section 6. Firstly, and most apparently, with the exception of a few loop regions $\beta PGM$ is fairly well ordered on the ns–ps timescale both as the apo enzyme and the $\text{MgF}_3^-$ TSA complex, with the vast majority of $S^2$ values in the range 0.7–0.9. This is mirrored by several similar studies, and shows that although changes in conformational entropy between unligated and ligated proteins may be a significant driving force in the energetics of ligand binding, globular proteins are generally biased toward having favourable enthalpy rather than entropy[74]. Stated differently, the reason for the small amplitude of motions of backbone sites in $\beta PGM$ and other proteins is likely to be that the interactions between backbone amide sites are relatively strong (of high enthalpy) and can therefore not be readily broken by thermal motions on the ns–ps timescale. It is notable that all the regions identified as having lower $S^2$ values belong to loops with no secondary structure, and therefore weak hydrogen-bonding interactions with other residues. In this context,
enthalpy and entropy are inherently inversely related as any strong interactions which
give rise to favourable enthalpy require precise distance and/or angular relationships
between interacting partners and therefore necessarily have poor entropy.

To return to the “energy landscape” view of protein dynamics, apo βPGM clearly
has a landscape with several distinct “wells” — as displayed by ms–µs dynamics of
the active site loops giving rise to exchange broadening in the NMR spectra — as
does the βPGM-MgF$_3$–βG6P TSA complex with its “minor” conformation (discussed later). However, within these wells, only a small number of conformational
substates (the result of fluctuations of the ns–ps timescale) exist; the wells are relatively
smooth. Given the stability of WT βPGM, and the relatively little conformational
entropy as witnessed by $^{15}$N relaxation, it seems that the protein has very well defined
contacts between residues which give it favourable enthalpy. Stated another way, the
wells in which βPGM resides are deep due to strong intramolecular interactions, which
necessarily restricts the number of substates which can have similar energy. Stated
differently, a deep well (favourable enthalpy) is necessarily smooth and narrow (less
favourable entropy).

This idea of a deep energy well for the major conformer of the βPGM-MgF$_3$–βG6P
TSA complex explains the high ∆G‡ of the transition between the major and minor
conformers (discussed in more detail later). If one protein conformer is very stable in
a deep energy well, it will take a large input of free energy in order for it to adopt an-
other conformer, as this conformational exchange process likely involves the formation
of an unstable conformational transition state. The more stable a protein ground-state
conformation, the less likely the protein is to undergo conformational exchange. It is
possible, on the other hand, that some conformational exchange processes may be slow
not because the ground state is especially stable, but because the transition state is
particularly unstable. This “high barrier” model differs from the “deep well” model
because in the “high barrier” case, the ground state conformer may not have particu-
larly favourable enthalpy, and may therefore have more favourable entropy as a result.
Just as a deep well is necessarily slow and narrow, a shallow well can be wide and
rugged.

The nature of any interplay between dynamics on fast and slow timescales has been
much discussed, as outlined in Section 1.2.7. A particularly appealing model is that
large conformational changes are slow because they are the result of the coincident
individual motion of all the residues involved, an unlikely event. This model implies a
strong link between dynamics on different timescales, and is much better suited to a
“high barrier” model of conformational exchange, whereby the ground states possess
significant dynamics on the faster timescale, which can — in the unlikely event that all
necessary parts of the protein are moving in the same direction — give rise to larger,
slower changes. In the “deep well” case, such fast timescale dynamics are unlikely to
be sufficient to allow passage over the barrier.
As βPGM more closely resembles the “deep well” case, this model which suggests linkage between dynamics on different timescales may not be valid. Accordingly, there is no evidence of linkage between dynamics on the ns–ps and ms–µs timescales in βPGM from the relaxation data presented in Section 6. Residues either side of regions which have ms–µs conformational exchange in apo βPGM such as to be broadened beyond detection are no more dynamic on the faster timescale than any of the rest of the protein. And in the βPGM–MgF₃⁻/βG6P TSA complex data set, despite many of the active site loops which are involved in the major↔minor exchange process showing relative flexibility on the faster timescale, there are many exceptions to this and accordingly the correlation between \( ^{15}N \Delta \delta_{(major−minor)} \) and \( S^2 \) is very weak.

As a final comment to address the ultimate aim of comparing flexibility of βPGM in different states, the small differences in mean \( S^2 \) value from the apo and TSA data sets can most likely be accounted for by the fact that conformational exchange in apo βPGM has prevented the study of many of the residues which show elevated ns–ps dynamics in the βPGM–MgF₃⁻/βG6P TSA complex complex. There is no significant difference in the overall rigidity of the backbone of βPGM between apo and TSA states. This suggests no significant changes in conformational entropy as βPGM passes through its catalytic cycle, however insignificant changes in backbone flexibility are frequently found to be the case from backbone \( ^{15}N \) relaxation data measured on different ligation states, with differences in side-chain dynamics being much more significant[77]. It remains to be seen if the methyl \(^{2}H\) relaxation data show any large differences in flexibility between the different states in the catalytic cycle.

### 7.2.2 Collective ns–ps Timescale Motion

In Section 6.3.5, it was shown that in the βPGM–MgF₃⁻/βG6P TSA complex, there are several groups of loop residues which are close in the tertiary structure but far from each other in the primary structure which all have motion on a timescale which is within error, or very close, according to their fitted \( \tau_e \) values. This strongly implies that the same motion is affecting many of the active site loops. These residues are V12 and I13, F21 and A22, A26 and A28, L44–V47, R75–D78, A90–Y93, S114 and S116, and finally E169 and Q172. With a little imagination the residues D8–G11, A115, and D170–S171 which have no internal correlation times fit (or could not be studied due to spectral overlap or \(^{19}F\) J-coupling) could be assumed to have internal correlation times which match those of their neighbours. If this assumption were true, this would represent almost all of the residues on the active site loops, and many of the residues which are involved in coordinating the TSA ligands. Whether or not these residues for which there is no information available are also involved, the matching of internal correlation times for such a large group of nearby and functionally-relevant residues would be an extraordinary coincidence if these motions are not coupled.

It has previously been thought that motion on this scale cannot take place on such a fast timescale, on the basis of the height of the energy barriers between dif-
different conformers. However, none of the $S^2$ values for any of the residues discussed thus far are particularly low, and so if this were true the orientations of the residues in question would not necessarily change enough to cause any energetically-costly reconfigurations of the interactions between them. It may be that the motion of the active site loops is such that none of the side chain interactions between the loops are significantly perturbed, i.e., all loops move together. This could avoid the transition state between conformers being unstable, and therefore avoid high barriers between them. In a similar case, an NMR relaxation study demonstrated the occurrence of fast timescale rigid-body motion of an entire $\alpha$-helix, whereby none of the hydrogen bonding within the helix is broken during the transition\[145]. Even if the active site loops are not moving as a whole, there are certainly groups of residues within it which show collective behaviour. The functional implication of this is not clear, but what is clear is that any conformational entropy calculations on the basis of this data set should be treated with caution, as the principal assumption that all ns–ps timescale motions are unrelated and independent does not seem to be true in this case.

7.3 Catalytic Role of Active Site ms–µs Dynamics

Assessing the structure of the minor conformer of the $\beta$PGM-Mg$F_3^-$-$\beta$G6P TSA complex as seen by $^{19}$F and $^1$H–$^{15}$N TROSY experiments has proved to be a difficult task, and as such it is necessary to include in this discussion data from other experiments which have shed light on this issue.

7.3.1 K145A Mutant and Minor Conformer Model

Although all the mutants of $\beta$PGM discussed in Section 5 failed to adopt the minor conformation, a K145A mutant produced by Dr. Joanna Griffin was more successful. The mutation was originally designed to test the effect of removing a positive charge from the active site: the TSA complex which is formed by the mutant responds by forming not an Mg$F_3^-$ complex, but an Mg$F_2$(H$_2$O) complex instead, maintaining the same overall charge in the active site\[213]. The $^{19}$F NMR spectrum of this complex in Figure 109 shows that the $^{19}$F resonances have $\delta$s which closely resemble the minor conformation of the WT $\beta$PGM. Although there are minor resonances of this complex which resemble the major resonances of the WT $\beta$PGM-Mg$F_3^-$-$\beta$G6P TSA complex, the population of the major K145A $\beta$PGM resonances is more than 85%, which corresponds to a destabilisation of the ground-state WT conformation of over 9 kJ/mol, which is approximately the enthalpy of 1 hydrogen bond.

Crystallisation of the TSA complex of this mutant carried out by Erika Pellegrini showed that rather than the expected trigonal bipyramidal configuration, the Mg atom has octahedral geometry: its ligands are the 2 $F^-$ ions, a water molecule which replaces $F_b$, and the backbone carbonyl from S114. This was unexpected, particularly as the amide bond between S114 and A115 must flip conformation in order for this interaction to occur. There are no other significant deviations of the protein conformation from that adopted by the WT $\beta$PGM-Mg$F_3^-$-$\beta$G6P TSA complex. In order to assess
whether or not this resembles the minor conformation of the WT βPGM-MgF$_3$-βG6P TSA complex, the structure of a crystal of the WT complex was solved to a resolution of 1.4 Å at room temperature by Dr. Matt Bowler. This data set shows that although the structure solved is identical to those solved from data recorded at cryogenic temperature, there is positive difference density, i.e., electron density present in the data but not accounted for by the model, which strongly suggests that the major⇌minor exchange does indeed involve this backbone amide flipping. Likewise with the K145A electron density, there are no other regions with significant alternative electron density. This is demonstrated in Figure 110. This amide flipping would also explain the large $^{19}$F $\Delta \delta$(major-minor) for F$_b$, which accepts a hydrogen bond from S115 in the “major” conformation.

The crystallographic data from WT βPGM and the K145A mutant are at odds with the $^{15}$N relaxation dispersion study, which show that although clearly involved in the conformational exchange, the loop on which S114 and A115 lie does not show the most significant $^{15}$N $\Delta \delta$s. The fact that there are larger changes elsewhere in the active site discourages the concern that the minor conformation is simply the product of the inorganic chemistry of magnesium, which is normally 6-coordinate. The residues with the largest chemical shift differences according to the dispersion study are D10 and G46. Neither of these residues show significant changes in the K145A crystal structure, nor significant difference density in the RT WT βPGM crystal structure. This is perhaps indicative that the conformational exchange event cannot occur within the constraints of the crystal packing, and only the backbone flipping at S114 and A115 is tolerated. The fact that the crystal data does not represent the full scope of the dynamics seen in solution is frustrating, as a structural picture of the minor conformer is still elusive.

G46 does not show any significant changes between crystal structures of any of the
complexes so far solved in βPGM, and as such it is extremely difficult to explain the very large $4 \pm 2$ ppm difference in $^{15}$Nδ between conformers. D10, on the other hand, alternates between “in” and “out” conformations as shown by the structures of the NACs formed by the βPGM-BeF$_3^-$-βG6P GSA complex and discussed in Section 5.2. In its “in” conformation, it forms a hydrogen bond to the 1′ OH of the βG6P substrate, and in its “out” conformation, it forms a hydrogen bond to the 2′ hydroxyl instead.

As well as mutating the enzyme to remove interactions, it is possible to mutate the substrate, and an MgF$_3^-$ TSA complex using 2-deoxy-glucose-6-phosphate has been formed by Dr. Nicola Baxter. The $^{19}$F NMR spectrum of this complex shown in Figure 111 reveals that there is no minor conformation; that it is destabilised by the removal of the 2′ hydroxyl on the sugar phosphate. This strongly suggests that, contrary to its position in the major form conformation, the D10 side chain is in its “out” position in the minor conformer.

Another deduction that can be made from the $^{15}$N Δδs from the relaxation dispersion analysis is that given the relatively small changes in the regions which are most affected by opening/closing of the 2 βPGM domains, i.e., the inner and outer hinge regions, as well as the loops which lie at the end of the cap domain, the minor form of βPGM is (at least mostly) closed. The minor peak of K117 has been assigned in the $^1$H-$^{15}$N TROSY spectra, and has $^{15}$N and $^1$H Δδs which are even further downfield than the major peak shifts, which indicates that the phosphate group is still closely associated with this residue in the minor conformer. The fitted $^{15}$N Δδs from the relaxation dispersion data are only the magnitude, not the sign, of the changes, and so similar analyses for many other residues with large changes between conformers are not possible.
The following list are some of the known details about the structure of the minor conformer, given the data discussed in previous sections of this thesis and the above:

- It is a predominantly closed structure.
- The $\beta$G6P ligand is still bound.
- The TSA has octahedral geometry at Mg$^{2+}$.
- The backbone amide group which links residues S114 and A115 flips around such that the carbonyl of S114 interacts with the central Mg$^{2+}$ ion.
- The side chain of the catalytic base D10 is in its “out” position, pointing away from the active site and forming an interaction with the 2' OH of the $\beta$G6P molecule.

7.3.2 Role in Catalytic Turnover

Unlike the kinetic measurements presented in this thesis, enzyme kinetic studies on $\beta$PGM have not been carried out at a range of temperatures, and therefore $\Delta H^\ddagger$ and $\Delta S^\ddagger$ values for the $\beta$G16BP→$\beta$G6P dephosphorylation step during catalysis have not yet been measured. This prevents comparison of the temperature dependence of both conformational exchange and catalytic turnover rates, which would prove that the “minor” conformer is indeed of catalytic relevance. However at 298 K the rate at which the minor conformer of the $\beta$PGM-MgF$_3$→$\beta$G6P TSA complex exchanges back into the major conformer — as measured both by $^{19}$F SEXSY and $^{15}$N relaxation dispersion — occurs on precisely the same timescale as the reaction step which it mimics providing a small error (0.5 K) in the temperature at which the enzyme kinetics were measured is allowed (see the end of Section 3.4). Further to this, numerical simulations by Dr. Matthew Cliff indicate that a conformational exchange event occurring at the rate of the minor→major exchange (as measured by $^{19}$F SEXSY) immediately prior to the dephosphorylation step is fully consistent with the kinetic data presented in the
It is clear even from the vague image of the structure of the minor conformer that it represents the enzyme in a catalytically-incompetent conformation: the flipping of a carbonyl into the active site would sterically prevent any phosphate transfer reactions, and the catalytic base D10 is pointing out of the active site and is therefore unable to activate the nucleophile for such chemistry to occur. The minor→major transition may represent a conformational exchange which takes place during catalysis, and with particular relevance to the catalytic step whose rate is matched, once the βG16BP bisphosphate intermediate binds to the enzyme. The minor→major exchange may consist of setting up the active site for catalysis once the substrate has bound. Conversely, the major→minor transition would then represent the enzyme withdrawing necessary catalytic groups and blocking the substrate from fully engaging with the active site.

Withdrawing catalytic groups and preventing subsequent catalytic steps may have a role in allowing βPGM to function as a mutase, rather than a phosphatase like many of its homologues. Phosphoserine Phosphatase (PSP) is a very close structural homologue of βPGM, and transfers the phosphate group from phosphoserine to the phosphate acceptor D11 (equivalent to D8). The serine molecule then dissociates, and a water molecule contacts the aspartyl-phosphate residue in its place. The catalytic base (D13 in PSP) then activates this water molecule, resulting in hydrolysis of the phosphate from D11. Ultimately this task is considerably easier than the task that βPGM has to carry out, for two related reasons. Firstly, βPGM must move the catalytic base away from the active site when the enzyme is phosphorylated, to prevent unwanted hydrolysis as a result of activating a water molecule to act as a nucleophile. This is why D10 is seen to alternate between two conformations when bound in complexes representing different stages of catalysis[130]. Secondly, and more subtly, βPGM must also protect against unproductive phosphorylation–dephosphorylation cycles when the bisphosphorylated sugar intermediate is formed. Assuming that βG1P is being converted to βG6P, βG1P is phosphorylated to form βG16BP as a product, but βG16BP (when reorientated) is also the substrate for the subsequent dephosphorylation step which forms βG6P as the final product. βPGM must phosphorylate βG1P, but then not dephosphorylate it again before it allows the formed βG16BP molecule time to dissociate and rebind such that the 1’ phosphate is presented to the catalytic machinery for removal. Given that βPGM is capable of catalysing the conversion in either direction, this cannot be accomplished simply by differential binding constants for the βG16BP intermediate in the two conformations.

It can therefore be appreciated that the ability to remove the catalytic base and block the phosphate acceptor in the active site for long enough to allow release of the bisphosphate is catalytically advantageous. The hypothesis is that after forming the βG16BP intermediate, βPGM adopts the minor conformation, preventing hydrolysis and the return to the βG1P substrate. In a second conformational change, the enzyme opens to allow the bisphosphate to dissociate. It (or another free bisphosphate) would
then rebind in the alternative conformation, and the process is reversed: βPGM closes into the minor conformation, then repositions all catalytic residues to allow for the hydrolysis of the βG16BP intermediate into βG6P. It is this final step for which the catalytic kinetics and conformational exchange kinetics match. As such, mirroring many of the other perceived roles of enzyme dynamics on the ms–µs timescale, this conformational exchange does not “drive” catalysis, it deliberately hinders it, but in a way that is functionally useful and fine-tuned to the needs of the enzyme.

7.3.3 Further Work

The most obvious test of this hypothesis is to establish whether or not the same conformational exchange event occurs in a βPGM-βG16BP GSA complex, however this cannot be done as the bisphosphate would be immediately hydrolysed. It may only be the result of the inorganic chemistry of the central Mg$^{2+}$ that the minor conformation is able to be significantly populated in the βPGM-MgF$_3^-$-βG6P TSA complex. Although the βPGM-βG16BP GSA complex is not accessible, it may be possible to study the dynamics of a complex of βPGM and a non-hydrolysable bisphosphonate.

Regardless of the ability to define the structure of the minor conformer in high detail, the case for its involvement in turnover would be strengthened by having enzyme kinetic data at a variety of temperatures. Also, as this conformational exchange should be a feature of the conversion of the sugar phosphates in either direction, it would be advantageous to have enzyme turnover kinetic data available in the βG6P→βG1P direction. This is difficult as there is no established spectroscopic method by which the production of βG1P can be followed, though in theory it is possible to pursue by $^{31}$P NMR.

Finally, it would also be of interest to test the turnover kinetics of mutants which had different conformational exchange properties. Unfortunately, K145A is probably not a suitable candidate given that the electrostatics of the active site are so perturbed by this mutation, and given that most of the large structural changes (as measured by $^{15}$N relaxation dispersion) are concentrated around the active site, it may be difficult to find a suitable candidate mutant for such a study.

7.4 Final Remarks

Although NMR is a powerful technique to measure fast (ns–ps) timescale dynamics, it is widely appreciated that dynamics on this timescale are not directly involved in bond forming or bond breaking steps in catalysis. Most of the interest in dynamics on this timescale comes from their contribution to thermodynamics through conformational entropy. Although this clearly has implications when comparing two ground states such as apo and ligand-bound proteins, the role of differential entropy between a ground state and a transition state — a necessity if conformational entropy has a catalytic role — is less easily justified. Thermodynamics arguments involve equilibrated systems, and although a TSA such as the βPGM-MgF$_3^-$-βG6P TSA complex
is a thermally equilibrated system, the true transition state is not. Conformational entropy changes between substates along the catalytic pathway of an enzyme may be a crucial part of how the enzyme moves along the pathway, just as ms–µs dynamics are, but it is not easily envisaged how conformational entropy would reduce the size of the activation energy of a reaction.

As for ms–µs timescale events, the techniques for studying conformational exchange processes on a per-residue basis are still in their infancy. Given the limited data available, it seems a likely scenario that in any given enzyme, there are a great many conformational states which must be traversed in order to chaperone the substrate through the reaction and release the product at the end. In βPGM alone, there are a total of six conformational states which likely have relevance for catalysis: apo enzyme, the phospho-enzyme (as mimicked by the βPGM-BeF$_3^-$ complex), the two NACs of the βPGM-BeF$_3^-$-βG6P GSA complex, and the two conformers of the βPGM-MgF$_3^-$-βG6P TSA complex. There may yet be more to be discovered. Enzymes which catalyse multi-step reactions involving multiple substrates are likely even more complex. Future studies of dynamics will allow for the discovery of more such non-ground state conformations, and a greater understanding of how enzymes function.
Figure 112: Semi-quantitative Energy Landscape for the βPGM-MgF$_3$−βG6P TSA complex. Different wells and regions are labelled and represent entities which exchange on the ms–µs timescale. The substates within the wells represent dynamic excursions on a sub-µs timescale. In keeping with the idea that it is in a deep energy well with highly favourable enthalpy and little backbone conformational entropy, there are fewer substates in the major conformer well. Transient folding intermediates have not been studied in this enzyme, but are believed to be ubiquitous. It is seen that the well representing the “minor” conformer of the faster dynamics (labelled: “Minor” C-terminus) is along the way to unfolding, hence the lowered folding stability of a mutant which is believed to occupy this conformer at higher population. Because these dynamics were faster than those between the major and minor conformers of the active site, the barrier separating this well from that of the ground-state major conformer well is lower than that separating the major and minor conformers. The $\Delta G_{\text{fold}}$ value has been taken from the CD study of WT apo βPGM, although it is known from the stability of βPGM samples at higher temperatures that the βPGM-MgF$_3$−βG6P TSA complex is substantially more thermally stable than apo βPGM. Even as a schematic, this energy landscape incorporates data and observations from all four results chapters of this thesis.
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