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ABSTRACT

Until the late 1980’s, anti-ferromagnets were thought of as theoretically interest-

ing but with no practical application. Since then, this idea has been completely

altered, and they are a key element in nearly all magnetic recording devices

such as read heads in magnetic hard drives. More recently, the development of

antiferromagnetic spintronics has enabled the use of the anti-ferromagnet as the

active element and could lead to storage devices with THz speeds, much higher

storage densities and a lower power consumption. A current problem in the devel-

opment of such devices is a lack of understanding of the magnetic properties of

antiferromagnets. Atomistic modelling is a powerful tool in understanding these

properties as it has the ability to model the materials in atomistic detail on a

scale comparable to realistic device sizes. In this thesis, I present an atomistic

model of the Iridium Manganese (IrMn) that was created to model the static

and dynamic magnetic properties of this complex material. The ground state

magnetic structure and thermal stability are calculated including composition

effects, disorder effects and finite-size effects. The magnitude and symmetry of

the anisotropy in IrMn is calculated, solving a long standing debate between

theory and experiment, where the calculations differ orders of magnitude. Finally,

an IrMn layer is coupled to a ferromagnet to study the origin of the exchange

bias effect, with realistic device sizes, including multiple grains, temperature and

interface disorder. The results presented in this thesis determine the properties

of IrMn in extraordinary detail, paving the way for a full understanding of this

complex and interesting material and its interaction with natural magnets. The

work in this thesis has been published in four peer reviewed papers in world

leading journals.
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1

INTRODUCTION

1.1 Motivation

In his 1970 Nobel lecture, Louis Néel stated that "Antiferromagnetic materials

are extremely interesting from the theoretical viewpoint, but do not seem to

have any practical application." [1] While this seemed true at the time, anti-

ferromagnetic materials have since become a key feature in nearly all magnetic

recording devices, such as read heads in magnetic hard drives and magnetic

random access memory [2]. The turning point occurred in 1988 when Albert

Fert [3] and Peter Grunberg [4] both independently discovered the giant magneto-

resistance (GMR) effect. GMR is an observed change in electrical resistance

depending on whether the magnetic orientation of two adjacent ferromagnetic

(FM) layers are parallel or anti-parallel. To change the relative orientations of the

layers independently the magnetisation of one of the FM layers is pinned using

an anti-ferromagnet (AFM) [5]. Since then, GMR and hence anti-ferromagnetic

materials have become the basis of almost all conventional magnetic recording

devices.

Magnetic recording devices are used across the world today in data centres and

computers. As the demand for storage is increasing, the demand for computational

power is increasing exponentially, the effect of this is described by Moore’s law,

which states that:"the number of transistors and resistors on a microchip must

double every twenty four months [6]." The increase is achieved by reducing the size

of processors and increasing the data density, so more processors can fit on every

chip. However, processor size cannot be reduced indefinitely. Currently transistors

are 5nm in diameter, approaching the physical limit before the electrons can

quantum tunnel between the transistors [7]. To increase the data density a

new wave of research is developing, in "beyond Moore’s law" technology [8]. One
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1. INTRODUCTION

of these technologies is a subfield of spintronics, known as anti-ferromagnetic

spintronics. Anti-ferromagnet spintronics uses the AFM as the active element

to store, read or write information, contrary to conventional spintronic devices

which use FMs as the active element.

Anti-ferromagnetic spintronics has the potential for very high data density

as the elements can be tightly packed due to the lack of stray fields eliminating

cross-talk between neighbouring devices [9]. The write times could be 1,000 times

faster [10] than conventional spintronic devices due the THz timescales of AFMs.

The magnetisation is also exceptionally robust, as they are impervious to external

magnetic fields. Their robust nature however, comes at a price: the magnetisation

is notoriously difficult to manipulate. One possibility comes from coupling the

AFM to a FM, as is done in GMR sensors. Usually, in these sensors the AFM is

assumed to be approximately fixed. However if the AFM has a weak anisotropy,

when the external magnetic field reorients the FM the AFM can be reoriented as

well. Controlling the motion of the AFM [11, 12]. The current challenge in the

development of anti-ferromagnetic spintronic devices is a full understanding of

the AFM properties such as basic characterisation, the exact spin structures and

the size and symmetry of the anisotropies [13].

Ferromagnetic materials were first discovered thousands of years ago [14] and

have since been extensively investigated both experimentally and theoretically.

AFM materials, though naturally much more abundant, were only discovered in

the 1930’s due to their lack of macroscopic stray fields. In AFM materials the

internal magnetic moments spontaneously align themselves anti-parallel causing

only minimal detectable fields around the bulk material [15]. The lack of a bulk

magnetisation means that some of the magnetic properties such as Néel tem-

perature or magnetic ground state are much harder to measure experimentally,

especially in more complex non-collinear AFMs or in thin film devices. The recent

interest in AFMs for spintronic applications has led to many novel experimental

developments in an attempt to probe the spin structures such as using optical

approaches [16] and investigating spin transport effects [17, 18]. However, our

knowledge of AFMs still lacks basic understanding and remains a complex and

interesting challenge [9].

The computational modelling of FM materials relies heavily on micromagnetic

models, where the material is modelled as a continuous medium. This modelling

method is unsuitable for AFMs as it uses bulk magnetic properties which in an

AFM are zero. Recent developments in computational power have meant that
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models can be developed which no longer rely on continuum properties instead

the magnetisation can be modelled at an atomistic level where each atom is given

a local magnetic moment. These models have been successfully used to model

known properties of AFMs such as the thermal stability [19], the magnetic ground

states [20], the dynamics of domain walls [21] and the switching frequency [22].

The AFM most widely used in spintronic devices is Iridium Manganese (IrMn).

Its main advantage is its high magnetic ordering (Néel) temperature and high

magnetic anisotropy, both desirable properties for use in spintronic devices. In

these devices IrMn is used in thin film form, and in many compositions has a

non-collinear magnetic structure. The magnetic properties, symmetry and size

of the anisotropy of these compositions are still being debated, especially on the

small scales used in spintronic devices. The focus of this thesis is a full theoretical

study of the anti-ferromagnetic material Iridium Manganese using an atomistic

spin model and furthers our understanding of these so far unanswered questions.

1.2 Origins of magnetism

To discuss the theory of anti-ferromagnetism it is important to first understand

the origin of magnetism. Magnetic materials occur because in an atom, each

electron has a magnetic moment defined in Bohr magnetons (µB) from its orbital

and spin quantum numbers. The orbital contribution is due to the movement

of the electronic charge about the nucleus and the spin contribution is due to

the electron having an intrinsic spin. In most solid state systems the orbital

contribution is weak due to the strong electrostatic interaction with the crystal

field. The majority of the observed magnetic moment in bulk materials therefore

results from the intrinsic spin of the electrons. The magnetic moment of the atom

is the vector sum of all of its magnetic spin moments. Often the number of spin up

and spin down electrons is equal, leaving the atom with no net moment, known as

a diamagnetic material. Alternatively, they can only partially cancel out, leaving

the atom with a net moment (paramagnetic or ferromagnetic materials).

Paramagnetic materials display a net magnetisation under the presence of an

applied field but when the field is removed the magnetisation disappears due to

thermal fluctuations. Ferromagnetic materials exhibit a spontaneous magneti-

sation even under no applied field. The effect is largest in 3d and 4 f elements

due to the large number of available states in the outer, partially filled orbitals.

Hunds rule states that: Every orbital in a sub-level is singly occupied before any

orbital is doubly occupied maximising the total spin of the atom. In Iron there
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should be 4 unpaired 3d electrons per Iron atom, with a moment of 4µB per atom.

Experimentally, the moment of Iron is found to be 2.21µB. The reduction is be-

cause in metallic systems the electrons are partially delocalised and therefore we

cannot easily describe the system in terms of discrete orbitals. The simplest model

which takes into account the band structure of such materials is the Stoner model,

where the Weiss field from the adjacent atoms in the lattice causes a splitting of

the electron band structure. This leads to a difference in the integrated density of

states of the spin-up and spin-down states up to the Fermi energy. The difference

in these gives the net moment, thus one obtains a moment which is not an integer

of multiple of µB.

1.3 Exchange Interactions

In ferromagnetic materials a strong internal force is required to align the mo-

ments of neighbouring atoms parallel even without the application of an external

field. The force responsible is the exchange interaction which is caused by the

Pauli exclusion principle. The Pauli exclusion principle forbids two electrons from

being in the same quantum state. As spin is a quantum number two electrons

can be in the same state if they have different spin quantum numbers. When two

atoms are brought close together, there is a probability of an electron jumping

from one atom to another. However, as electrons are indistinguishable the sys-

tems wavefunction must remain anti-symmetric after the exchange of electrons

meaning the interaction probability can indirectly couple the spin moments of

the atoms, causing the spin moments to align parallel or anti-parallel. The ten-

dency for the spins to align parallel is ferromagnetic ordering, if the spins align

anti-parallel this is anti-ferromagnetic ordering.

1.3.1 Magnetic Ordering

There are four different types of magnetic ordering which can occur within a

magnetic material: diamagnetic (as described in section 1.2, ferromagnetic (FM),

anti-ferromagnetic (AFM) and paramagnetic. In diamagnetic materials there is

no net moment, however, in the other three types, there is a net magnetic moment.

These different orderings are shown in Fig. 1.1.

In a ferromagnetic material, the minimum energy occurs when neighbouring

atomic moments align parallel to each other. Whereas, in an antiferromagnetic

material, the minimum energy occurs when these atomic moments align anti-

parallel. Ferrimagnets are very similar to antiferromagnets but instead of having
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Paramagnetism Ferromagnetism Anti-
Ferromagnetism

a b c 

Figure 1.1: Visualisations of the three different classifications of mag-
netic material: (a) Paramagnetism: Under no field the thermal fluctuations are
too weak too align the magnetic moments of the atoms. (b) Ferromagnetism: There
is a molecular field which acts to align the magnetic moments of the atoms even
under no external field. (c) Anti-ferromagnetism: The molecular field acts to align
the moments anti-parallel.

two sublattices which cancel out, one sublattice has a higher moment than the

other, leaving the material with a low net magnetisation. A paramagnet, has zero

net magnetisation as the thermal fields are too high and the atomic moments

are randomly oriented. The remainder of this thesis focuses primarily on the

modelling of anti-ferromagnetic materials.

1.3.2 Anti-ferromagnetism

In anti-ferromagnetic materials the minimum energy occurs when the magnetic

moments of nearest neighbour atoms align anti-parallel. This means the bulk

magnetisation of the material is zero as the magnetic moments cancel each other

out. This does not mean that the material is not magnetic, as the material still

has a strong magnetic ordering. A simple picture of an anti-ferromagnet would

be a material which contains two sublattices each with opposite magnetisation,

where the magnetisation of these two sublattices compensate each other giving

rise to zero net magnetisation. For this reason they do not produce stray magnetic

fields and are only weakly coupled to an external magnetic field.

In this thesis, anti-ferromagnetic materials will be computationally modelled.

There are different types of model used for simulating magnetic materials depend-

ing on the scale of the problem and in the next section we will discuss which is

the most appropriate for modelling anti-ferromagnetic materials.
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1.4 Modelling methods

The type of magnetic model used depends on the time and length scale of the prob-

lem you want to solve. At short time and length scales quantum mechanical first

principles methods can be used. For long time and length scales the continuum

approach of micromagnetism is typically used. Atomistic models are a classical

approach which is used for time and length scales between these two methods.

Quantum mechanical first principles (ab-initio) methods use a quantum me-

chanical formalism to determine the electronic properties starting from the elec-

tronic wave functions. The fundamental properties such as exchange energies,

magnetic anisotropy and magnetic moments can be calculated. However, ab-initio
methods are very computationally expensive and can only be used to model very

small systems containing at most a couple of hundred atoms.

For larger scale systems between 104 and 109 atoms atomistic models are

most suitable. The first atomistic model was conceived by Ising in 1925 [23], now

known as the Ising model and only includes spin up and spin down states. The

Ising model is still extensively used but is limited as it cannot be used for dynamic

simulations. A natural extension of the Ising model is the classical Heisenberg

model [24]. The Heisenberg model allows the atomic spin to vary freely in 3D

space whilst neglecting the quantum nature of the atomic spins. Today atomistic

simulations of magnetic materials are essential in understanding their complex

behaviour.

For even larger systems, from tens of nanometres to micrometres, a continuum

(micromagnetic) approach is usually used. This approximation neglects the details

at the atomic level and treats the physical quantities as continuous functions. As

it is a continuous function the method is unable to fully describe thermal effects

or a boundary between two different magnetic materials.

Atomistic and micromagnetic models require input parameters such as the

exchange coupling strength and anisotropy constants. In atomistic models these

are obtained from experimental measurements or ab-initio calculations. In the

following thesis, the input parameters are obtained from ab-initio calculations [25].

In micromagnetic simulations the input parameters are obtained from either

experiments, ab-initio or atomistic models. This links the different types of models

together and extends the possible time and length scales possible in each type of

simulation.
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1.4.1 Magnetic modelling of IrMn

Whilst FM materials can be modelled using continuum micromagnetic techniques,

the modelling of AFM materials cannot be, due to the lack of bulk magnetic

moment described in section 1.3.2. AFMs can be modelled using ab-initio methods,

and using these methods it is possible to calculate the static properties but

they cannot model any dynamic properties and the computational resources

required means they are limited to only a few hundred atoms in size. Atomistic

modelling is however perfect for modelling AFM materials. The atomistic detail

means the complex magnetisation dynamics and magnetic structures can be

captured including both dynamic and static calculations. Continual increases in

computational power means that currently atomistic calculations are now possible

up to billions of atoms in size, corresponding to the size of the components in most

spintronic devices. They also have the capability of measuring intricate material

details such as composition changes, and disorder effects which are both very

important in the thin films used in spintronic devices.

1.5 Thesis Outline

A deeper understanding into the complex magnetisation structures and dynamics

in AFM materials is crucial to the creation of novel anti-ferromagnetic spintronic

devices which will give faster, lower power consumption, smaller devices to keep

up with Moore’s law. Atomistic modelling is a vital tool in understanding these

properties. In this thesis an atomistic model of the industrially relevant AFM

Iridium Manganese is created and the magnetic properties are discussed to an

unprecedented level.

The thesis starts with an in-depth discussion of the atomistic spin model of

IrMn. The atomistic model is then tested against previous experimental and ab-
initio results for the static properties of well studied compositions. From this the

more interesting, composition dependence and finite size dependence’s are studied

to investigate the structures which will be used in exchange biased systems. This

thesis also answers one of the largest debated topics within the study of IrMn,

the magnitude and symmetry of the anisotropy, where previously theoretical and

experimental calculations differed by orders of magnitudes. Finally, IrMn will be

coupled to a FM to study the origin of the exchange bias effect, initially in a single

film and then in a multigranular film as used in spintronic device applications.
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ATOMISTIC SPIN MODELS

Atomistic modelling has recently emerged as an essential tool in understanding

the complex behaviours that govern magnetic materials. Atomistic spin models are

based on the principle that each atom possesses a local magnetic moment located

on the lattice site. A local magnetic moment assumes that all of the electrons are

localised around the atom, the extent to which electrons are localised has always

been a heavily debated issue in 3d metals where the magnetisation originates in

the loosely bound outer electrons. However, recent ab-initio calculations of the

electron density show that even in 3d ferromagnets the spin polarisation is well

localised to the lattice site [26]. The local magnetic moment on each lattice site is

known as the spin moment (µS), that is dependent on atomic species.

The simulations in this thesis were performed using the vampire software

package [27]. VAMPIRE is a software package developed for atomistic spin dynam-

ics simulations. It is open-source and freely available from http://vampire.york.ac.uk.

The code was first written 12 years ago by Dr. Richard Evans, since then it has

expanded considerably and has contributions from people working across the

world, including myself.

In this chapter the fundamentals of atomistic spin models are discussed. Then,

the time and temperature dependent system dynamics and finally, an atomistic

spin model of IrMn will be presented.

2.1 The Generalised Heisenberg Hamiltonian

The energetics of a system of magnetic spins are described by the spin Hamil-

tonian. The spin Hamiltonian is formed from a summation of energy terms

incorporating all the magnetic interactions into a simple equation. These energy

8
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terms describe the interaction of an atomic spin moment (µS) with every other

spin moment in the system and an external magnetic field. The spin Hamiltonian

(H ) has the form:

H =Hexchange +Hanisotropy +Happlied +Hdipolar. (2.1)

In our system the magnetic energy is a sum of four components: the exchange

interaction (Hexchange), the magnetic anisotropy (Hanisotropy), the applied magnetic

field (Happlied) and the dipolar field (Hdipolar). These are described in more detail

in the following sections, and then the specific form used for Iridium Manganese

is discussed along with the chosen parameters in section 2.4.

2.1.1 The Exchange Hamiltonian

The largest contribution to the Spin Hamiltonian in most magnetic materials is

from the exchange field, which is responsible for long range magnetic order. The

exchange interaction can be derived by considering the simplest case of a system

of two electrons (a and b). The first electron is in state ψa(r1) at position r1 and

the second electron is in state ψb(r2) and position r2. The joint wavefunction of

this system (Ψ(r1,r2)) can be defined as a linear combination of the individual

electron wavefunctions (Ψ(r1,r2)=ψa(r1)ψb(r2)) which must be a solution to the

Schrödinger equation:

[
− ~2

2m
O2

1 −
~2

2m
O2

2 +V (r1)+V (r2)
]
Ψ(r1,r2)= EΨ(r1,r2), (2.2)

where E is the energy of the system and is equal to Ea +Eb where Ea is the

energy of electron a and Eb is the energy of electron b. V (r) is the potential at

point r. As electrons are indistinguishable ψa(r2)ψb(r1) must also be a solution to

the Schrodinger equation and the observable properties of the system should not

change. This means:

|Ψ(r1,r2)|2dr1dr2 = |Ψ(r2,r1)|2dr1dr2, (2.3)

must be true. For this to be the case, either Ψ(r1,r2) = Ψ(r2,r1) or Ψ(r1,r2) =

-Ψ(r2,r1) must also be true. The first case is a symmetric wavefunction (Ψsym)

and the second case is an anti-symmetric wavefunction (Ψanti). The general

9
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solution is a linear combination of these two wavefunctions in either symmetry or

anti-symmetric states [28]:

Ψsym(r1,r2)= 1p
2

[
ψa(r1)ψb(r2)+ψa(r2)ψb(r1)

]
(2.4)

and

Ψanti(r1,r2)= 1p
2

[
ψa(r1)ψb(r2)−ψa(r2)ψb(r1)

]
(2.5)

Due to the Pauli exclusion principle (two or more identical electrons cannot

occupy the same quantum state within a quantum system simultaneously), the

wavefunction describing a two electron system must be anti-symmetric with

respect to the exchange of particles. Therefore, the wavefunction must be equation

2.5 (Ψ=Ψanti).

The total energy of the system can be calculated using the Heitler-London

approximation, where the system energy is given by:

E =
∫ ∫

Ψ∗(r1,r2)H Ψ(r1,r2)δr1δr2 (2.6)

where 〈H 〉 is the Hamiltonian of the system, which is a sum of the Hamiltoni-

ans of each electron and the interaction Hamiltonian H =H1 +H2 +H1,2. H1

produces the energy terms dependent on electron a, H2 produces the energy

terms dependent on electron b and the H1,2 operator produces the energy terms

dependent on the interaction between the electrons (E1,2).

The energy E1,2 is equal to:

E1,2 =
∫ ∫

Ψ∗(r1,r2)H1,2Ψ(r1,r2)δr1δr2, (2.7)

this has two energy terms, a Coulomb interaction term between the electrons and

their respective atoms and an exchange energy that arrises due to the quantum

mechanical exchange of electrons. The exchange component is purely quantum

mechanical as in the classical picture exchanging electrons gives no change in

energy. Now we have shown that the exchange energy exists, we would like

to prove that it is the exchange energy which causes the correlation of spins.

The electron wave functions ψ can be split up into two components: the radial

component (φ(r)) and the spin component (χ) giving ψ = φ(r)χ. As we know

the total wavefunction must be anti-symmetric under the exchange of electrons

10
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following Pauli’s exclusion principle, if the spin component is symmetric the radial

component must be anti-symmetric and vice versa. The spin component has two

possible states: a singlet state and a triplet state. A system in a singlet state

is symmetric and has all the electrons paired with total spin S = 0. Whereas, a

system in a triplet state is anti-symmetric and has two unpaired electrons with

total spin S = 1. This means there are two possibilities for anti-symmetric total

wavefunctions:

ΨS = 1p
2

[φa(r1)φb(r2)+φa(r2)φb(r1)]χS (2.8)

ΨT = 1p
2

[φa(r1)φb(r2)−φa(r2)φb(r1)]χT (2.9)

These two states have energies:

ES =
∫ ∫

Ψ∗
SH ΨSdr1dr2 (2.10)

ET =
∫ ∫

Ψ∗
TH ΨT dr1dr2 (2.11)

The exchange energy will be the difference in energy between these two states

so if we calculate the difference as:

ES −ET = 2
∫ ∫

φa(r1)φb(r2)H φa(r2)φb(r1)dr1dr2 (2.12)

If we consider two spin half particles coupled by an exchange interaction, the

joint operator Stot is S1 +S2, so S2
tot =S2

1 +S2
2 +2S1 ·S2. Therefore, the difference

between single and triplet states can be parameterised by AS1 ·S2. Combining

these two particles results in a joint entity with spin quantum number s = 0

(singlet) or s = 1 (triplet) depending on the relative orientation of the two spins.

The eignevalues of S2
tot are S(S+1) so for the singlet case S1 ·S2 =−3

4 whereas for

the triplet case S1 ·S2 = 1
4 [29].

As the difference between the singlet and triplet states can be parameterised

by AS1 ·S2 the Hamiltonian can be written in the form of an effective Hamiltonian:

11
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H = 1
4

(ES +3ET)− (ES −ET)S1 ·S2 (2.13)

This Hamiltonian can be split into two terms, the first term is the spin-

independent radial term Hrad and the second spin-dependent Hspin term.

The second term represents the exchange of the two electrons so Hspin =
−1

2 (ES −ET)S1 ·S2. Here, we define an exchange constant (Jex) where

Jex = 1
2

(ES −ET)=
∫ ∫

φa(r1)φb(r2)Hspinφa(r2)φb(r1)dr1dr2 (2.14)

From this we can define our spin Hamiltonian:

Hspin =−JexS1 ·S2, (2.15)

The minimum energy occurs for positive values of Jex when the system forms

a triplet state (S = 1), whilst the singlet state (S = 0) is the lowest energy con-

figuration if Jex is negative. The spins will align anti-parallel in the singlet case

and parallel in the triplet state. Even though we have only considered a two

electron system it still shows the origin of the exchange coupling in determining

the magnetic ordering in a system.

In real materials, the situation is much more complicated as they are com-

prised of many atoms all with multiple electrons. Exact calculations of the ex-

change interactions for multiple atom systems are not possible and we have to

use an approximation. An approach that deals with a multi-electron system is an

extension of the Heisenberg model which allows interactions between all spins in

the system by treating them all as pairs of electrons. The exchange Hamiltonian

is:

H =−∑
i< j

Ji jSi ·S j, (2.16)

where Ji jis the exchange coupling constant for the interaction between spins Si

and S j. The exchange coupling constant can be calculated using ab-initio methods.
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2.1.2 The Magnetocrystalline Anisotropy

Anisotropy is the directional dependence of a material’s magnetic properties.

The magnetic anisotropy can be classified in different categories, each one char-

acterised by a different origin. In most materials the main source of magnetic

anisotropy is the magneto-crystalline anisotropy. Magneto-crystalline anisotropy

occurs due to spin-orbit interactions and crystal field interactions. The crystal

field reflects the local symmetry of the crystal or surface. Spin-orbit coupling is

the relativistic interaction of a particle’s spin with its motion inside a potential.

In general the orbital moment of magnetic materials is very small compared

to the spin moment because the orbital motion is suppressed or quenched by

the electrostatic crystal field. 3d wavefunctions of free atoms have a "circular

current" character and yield an orbital moment but in a crystalline environment

the electrons are forced to form standing waves with zero orbital moment. These

motions are shown in Fig. 2.1 (a) and (b) respectively. However, spin-orbit cou-

pling competes with the crystal field and yields a small amount of residual orbital

moment. The size of the magnetocrystalline anisotropy is due to the competition

of the quenching from the crystal field and the unquenching from the spin-orbit

coupling. This competition changes the shape of the charge density to a partially

quenched orbital as shown in Fig. 2.1 (c). Quenched waves have a standing wave

character and therefore adapt more easily to the crystal field and have a lower

magneto-crystalline anisotropy. Changing the direction of the spins modifies the

charge densities and therefore changes the crystal field energy [30, 31].

a b c

Figure 2.1: The electron density with different amounts of quenching (a)
unquenched (b) quenched (c) partially quenched. Figure taken from [31]

The simplest form of magneto-crystalline anisotropy is uniaxial anisotropy,

where the magnetic moments prefer to align along a single axis. The axis they

align along is known as the material’s easy axis. The uniaxial anisotropy energy

is given by:

13
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Hanisotropy =−ku sin2θ (2.17)

where ku is the uniaxial anisotropy constant and θ is the angle from the easy

axis. Uniaxial anisotropy usually occurs in crystals with a distorted lattice, and

is the simplest form of the anisotropy. Materials with a cubic crystal structure

have a more complicated form of anisotropy known as cubic anisotropy. Whereas

in uniaxial anisotropy there is one easy axis, materials with a cubic symmetry

have three. The anisotropy Hamiltonian for a cubic system is given by:

Hanisotropy = d2(S2
xS2

y +S2
xS2

z +S2
yS2

z) (2.18)

where d2 is the cubic anisotropy energy per atom. The form of the magnetocrys-

talline anisotropy Hamiltonian is dependent on the lattice structure and material

properties. The anisotropy in Iridium Manganese, of special interest in this thesis,

cannot easily be expressed using a simple equation for the Hamiltonian, and so

the specific anisotropies for IrMn are described in section 2.4.4.

2.1.3 The Applied Magnetic Field

A magnetic system will also interact with an externally applied field (Bapp). The

system couples to the magnetic field such that the Hamiltonian is of the form:

Happ =−∑
i
µS(Si ·Bapp), (2.19)

where µS is the spin magnetic moment and Si is the spin vector on site i. The

minimum energy occurs when the spin moment aligns with the applied field. The

strength of the coupling is proportional to the magnitude of the magnetic moment

2.1.4 The Dipolar Field Hamiltonian

To obey Maxwell’s equations, the magnetic field induced from a magnetisation

of a magnet must not diverge (O ·B= 0). Therefore, the flux lines must be closed

loops causing any magnetised body to have a field surrounding it. The dipole field

is generated by the magnetisation of the material and its strength depends on

the size, shape and separation of the atomic moments. Atomistically, this can be

expressed by the dipole-dipole interaction:

14
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Bdip =
µsµ0

4π
3(Si · êi j)(êi j ·S j)−Si ·S j

r3
i j

, (2.20)

where r i j is the distance between spins Si and S j, êi j is the unit vector between

Si and S j. The strength of the dipole-dipole interaction is proportional to 1/|ri j|3
making it a very long range interaction. For a system of N atoms each dipole is

interacting with N −1 dipoles so an atomistic calculation has a computational

complexity proportional to N(N−1)∼ N2 which is very computationally expensive

and can, in large systems ( > 1,000,000 atoms) double the simulation time [15].

2.2 Parameterisation

The atomic parameters in the extended form of the Heisenberg Hamiltonian

(Ji j,ku,µS) can be obtained from either experiments or from ab-initio density

functional theory (DFT) calculations. For instance, Ji j is related to the Curie

temperature via the mean field expression: Ji j = 3kBTc/(εz) [32] which comes

from statistical mechanics and was derived by Garanin in 2004 [32] and comes

from the balance of the exchange to the thermal ordering. Here z is the number of

nearest neighbours and ε is a correction factor depending on the crystal structure

which is calculated from spin-wave theory [26]. The parameters I use and where

they come from are discussed later in the thesis.

2.3 Integration methods

The spin Hamiltonian calculates the energy of a magnetic system but provides no

information regarding its time evolution or the thermal fluctuations. The time

dependence and thermal fluctuations give the ability to calculate the equilibrium

temperature dependence and the ground state of the system.

In this thesis two integration methods have been used. The dynamic behaviour

is calculated using the stochastic Landau-Lifshitz-Gilbert equation with a Heun

integrator and the static properties are calculated using Monte Carlo methods.

2.3.1 Landau-Lifshitz equation

The time dependent behaviour of a magnetic body is described by the torque

equation first defined by Landau and Lifschitz [33].
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∂Mi

∂t
=−γe(Mi ×Beff)−λγe(M×M×Beff) (2.21)

The Landau-Lifschitz equation models the motion of a magnetic moment Mi

in the presence of an effective field (Beff). The effective field causes the atomic

moments to precess around the field, where the frequency of precession in this

case is determined by the gyromagnetic ratio of an electron (γe = 1.76×1011 rad

s−1T−1) and λ is the damping constant. The first term models the precession of

a spin around an applied field, and the second term represents the relaxation of

the magnetisation towards the effective field direction. The damping accounts

for the energy dissipation from the system. The energy is dissipated in two

ways: directly and indirectly. Direct damping is the energy transfer to external

degrees of freedom such as phonons, while indirect damping results from energy

transfer occurring within the magnetic system. This term represents the energy

transfer due to the coupling of the atomic moment to a heat bath (the lattice/other

electrons). This causes a damped precessional motion as the magnetic moment

relaxes towards the effective field direction. The phenomenological damping

constant, determines the rate of relaxation towards the effective field direction.

The precession is damped which eventually leads to the spin aligning with the

net field.

2.3.2 Landau-Lifshitz Gilbert equation

Gilbert modified the damping parameter in the Landau-Lifshitz equation, deriving

his equation from Lagrangian analysis which is more physical than that of Landau

and Lifshitz. The main difference is that in Gilbert formalism the size of the

damping effects the precession of the magnetisation [34]. This gives a minimum

switching time and therefore a more realistic equation. This alters the form of the

Landau-Lifshitz equation to form the Landau-Lifshitz-Gilbert equation:

∂Si

∂t
=− γe

1+λ2

[
Si ×Be f f +λSi

(
Si ×Be f f

)]
(2.22)

This equation was initially derived from the motion of macroscopic spins.

The same equation can be used to describe the motion of microscopic (atomistic)

spins [35]. For microscopic spins the equation is derived from the quantum me-

chanical form of the Heisenberg model under an applied field [36]. The effective

field, felt by a spin on site i is calculated as:
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Beff =− 1
µ0µS

∂H

∂Mi
. (2.23)

2.3.3 Langevin Dynamics

The LLG equation includes no description of temperature and is therefore strictly

only applicable at zero Kelvin. The temperature effects are added using Langevin

dynamics. Langevin dynamics was developed by W. F. Brown [37] and introduces

a coupling of the system to a heat bath. A stochastic field Bi
Th is included in the

effective field:

Bi
eff =− 1

µ0µS

∂H

∂Mi
+Bi

Th (2.24)

taking into account both dissipation effects and the exchange of energy between

the heat bath and the system. The thermal field can be described as a white noise

term. For such an approximation to be valid, the requirement is that the time

correlation between the fluctuations induced by the thermal field is shorter than

the spin motion. This is generally the case for magnetisation dynamics that occurs

on the nanosecond time-scale or slower, as it happens for the phenomena studied

in this work. The white noise term is described by a Gaussian distribution (Γ)

with a mean of zero. The width of the distribution is proportional to the size of

the thermal fluctuations [38]. This assumption is justified by assuming that the

time-scale of the electron heat bath is much faster than the spin system. In this

case, the bath degrees of freedom can be averaged out and replaced by a stohastic

field with a white noise correlation functions [38]. This is incorporated into the

LLG equation by including a thermal field into the effective field [39]:

Bi
Th =Γ(t)

√
2λkBT
γµS∆t

, (2.25)

where kB is the Boltzmann constant, T the simulation temperature, µs is the

magnitude of the spin magnetic moment, and ∆t is the integration time step.

2.3.4 Time integration using the Heun method

In order to determine the time evolution of the system, the LLG equation must be

solved numerically. The solver must conserve the magnitude of the magnetisation

of the spin [40]. The simplest solver is the Euler method. The Euler method

17



2. ATOMISTIC SPIN MODELS

assumes a linear change in spin direction in a single time step. In this thesis, I

use a improved version of the Euler method, the Heun method [41]. The Heun

method uses a predictor-corrector algorithm which allows for larger time steps. In

predictor-corrector algorithms however, the energy is not conserved, meaning they

can be inaccurate. These inaccuracies are accounted for using a re-normalisation

step, which preserves the correct dynamics. There are integrator’s which preserve

energy however they require significantly smaller time steps, are much more

computationally expensive and can also include fictitious damping effects.

This algorithm has two parts, the predictor step and the corrector step. The

predictor step calculates a new spin direction using one Euler step:

S′
i =

(
− γ

(1+λ2 [Si ×Beff +γeSi × (Si ×Beff)]
)
∆t (2.26)

After the predictor step the effective field is re-calculated with the new (pre-

dicted) spin positions as it is proportional to the spin directions (the thermal

field being constant over the step). This is performed on every spin in the system.

The corrector step then uses these predicted spin positions and revised fields

to calculate the final spin positions using another Euler step and averaging the

result. This gives a complete integration step given by:

Si(t+∆t)=Si(t)+ 1
2

[∆Si(Si, t)+Si(S′
i, t)]∆t (2.27)

This is repeated many times to simulate the evolution of the system. Spin

dynamics is very useful for obtaining dynamic information about a magnetic

system. Equilibrium magnetic properties can be found more efficiently using a

Monte Carlo simulation [42].

2.3.5 Monte Carlo Methods

The Monte Carlo Metropolis algorithm is a fast, efficient way of finding equilib-

rium properties when dynamics are not required [43]. One reason for this is that,

while the LLG equation can explore the whole phase space, the timescales for this

to occur are usually impractically long.

The first step of the Monte Carlo algorithm is to take a spin Si and change

its spin direction from its initial direction Si to a new trial direction S′
i. Then,

the change in energy between the initial and final states is calculated (∆E =
E(S′

i)−E(Si). The new trial direction is either accepted or rejected based on an

acceptance probability (P):
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P = exp
(−∆E

kBT

)
, (2.28)

where kB is the Boltzman constant and T is the absolute temperature. If (∆E < 0,

P > 1) and the spin is automatically accepted. This is repeated N times with N
corresponding to the number of atoms in the system. This is known as a Monte

Carlo step.

The new random spin positions must obey the principle of detailed balance [44].

This principle is satisfied if the moves are uniformly distributed over the sphere.

A computational method for this was devised by Marsaglia [45]. This compu-

tational method is efficient at high temperatures, however is inefficient at low

temperatures. At low temperatures the exchange energy means only moves with

a small change in spin position will be accepted. At low temperatures a tuned

step size will be more efficient. This is done using a Gaussian step, which ensures

the uniform distribution of points therefore satisfying the principle of detailed

balance but allows the displacement to be tuned with temperature. The width of

the Gaussian distribution is chosen so the acceptance rate for the Monte Carlo

moves is about 50%.

In this thesis, the adaptive method by Alzate-Cardona et al [46] is used

which is an adaptation of the Hinzke-Nowak method [47] for determining the

new spin positions. The Hinzke-Nowak method uses a combination of the uniform

and Gaussian methods described above which also includes a probability of

the spin flipping. A spin flip reverses the direction of the spin (S′
i = −Si). This

allows the system to equilibrate quickly at any temperature, the adaptation by

Alzate-Cardona et al [46] changed the width of the Gaussian distribution so the

acceptance rate is always at approximately 50%.

Monte Carlo methods are useful in modelling stationary system states such

as the Néel temperature or the ground state spin structure. For these simulations

they provide a natural way of simulating temperature effects and quickly con-

verge to equilibrium. However, due to the limited drift process and lack of time

quantification it is unsuitable for modelling dynamic systems such as a hysteresis

cycles [42].
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2.4 Atomic scale parameters of Iridium
Manganese

For the atomistic model to represent real materials as closely as possible the

parameters for the model are derived from experimental data or ab-initio cal-

culations. The atomistic model uses the assumption that each atom possesses a

magnetic moment located on the lattice site. The first step is to create an accurate

lattice structure for Iridium Manganese then the alloys structure and finally the

parameters are chosen.

2.4.1 Crystallographic structure

Iridium Manganese has previously been observed in many crystallographic phases.

Most notable, the L10, L12 and γ phases. These phases all look very different

as the Ir and Mn atoms are in different positions within the unit cell leading

to different crystallographic and magnetic structures. However, the majority of

these structures have an underlying FCC lattice. The FCC lattice occurs because

the Iridium atoms are large and space out the Mn atoms, for all compositions

with Mn concentrations less than 95% the structure can be said to be based on an

FCC structure. For concentrations of Mn greater than 95% the magnetic structure

changes and has a complex allotropic structure with 58 atoms in the unit cell [48].

As the compositions used in spintronic devices have approximately 17 - 25% Ir,

we can assume that the IrMn will have a base FCC structure.

The FCC unit cell of Iridium Manganese is comprised of four atoms. In the

[001] plane this forms the structure shown in Fig. 2.2(a). The unit cell length (a)

for IrMn3 is approximately 0.375 nm but this depends on the composition and

order of the crystal.

Iridium Manganese can be grown in many different crystallographic orienta-

tions depending on the seed layer used in the sputtering process. Although these

all give an observable exchange bias, the largest exchange bias occurs in samples

grown with a (111) structure. To maximise the exchange bias and reproduce the

thin films used in spintronic devices the crystal structure needs to be reoriented to

lie so the (111) direction points out of plane. The (111) oriented crystal structure

is shown in Fig. 2.2(b).

Iridium Manganese has a complex magnetic structure containing four mag-

netic sublattices. The moments of the atoms in different sublattices want to align

20



2. ATOMISTIC SPIN MODELS

[111]

[001]

[100]

a. b.

a

a 3√3 a

a b 

Figure 2.2: Visualisations of the unit cell structure of Iridium Manganese.
(a) The FCC unit cell structure of Iridium Manganese in the [001] plane orien-
tation. a is the unit cell length. The (111) planes are shaded in grey. (b) The
(111) oriented FCC crystal structure. The colours represent the four magnetic
sublattices present in Iridium Manganese.

180 degrees apart, due to the Anti-ferromagnetic exchange interactions, but be-

cause there are four sublattices this is impossible. Instead the ground states form

complex frustrated structures. In Fig. 2.2 the sublattices are highlighted by the

different colours and the glass tetrahedron contains one atom from each AFM

sublattice, containing all the magnetic information of the crystal.

The magnetic unit cell is the minimum number of atoms which contains

all of the magnetic and crystallographic information. The (111) oriented unit

cell contains 24 atoms with six atoms from each sublattice and has dimensionsp
2×p

6×p
3 unit cell lengths.

2.4.2 Order and Composition in Iridium Manganese alloys

The ordering of Iridium Manganese depends on the placement of the Ir atoms

within the Mn lattice. In ordered Iridium Manganese the Ir atoms are all in the

same sublattice and in disordered Iridium Manganese the Ir atoms are equally

spread throughout the four sublattices. In disordered Iridium Manganese the

random removal of atoms means the crystal has no repeating structure and cannot

be simplified to the 24 atom unit cell. This is shown schematically for IrMn3 in

Fig. 2.3. In IrMn3 75% of the atoms are Mn and 25% of the atoms are Ir. In
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Figure 2.3: Visualisation of the composition and order of ordered and
disordered IrMn3. The larger black spheres represent Ir atoms and the smaller
spheres represent the Mn atoms. The four colours of the Mn atoms represent the
different sublattices, as represented by the numbers 1,2,3 and 4 in the key. (a)
Ordered IrMn3 where the Ir atoms are all in the same sublattice. (b) Disordered
IrMn3 where the Ir atoms are randomly distributed between the four sublattices.

ordered IrMn3 this means one sublattices is completely Ir and three sublattices

are completely Mn. In disordered γ - IrMn3 25% of the atoms in each sublattice

are Ir and 75% of the atoms in each sublattice are Mn.

2.4.3 The exchange constants

L. Szunyogh et al. calculated the exchange integral for ordered IrMn and IrMn3

using ab-initio methods [25]. They found that the exchange coupling varies sinu-

soidally with interatomic spacing (Ri j). The variation is shown in Fig. 2.4 which

is taken from reference [25]. The figure shows the exchange coupling switches

from positive (FM) to negative (AFM) with each nearest neighbour. The nearest

neighbour (NN) interactions are strongly AFM and the next nearest neighbour

(NNN) interactions are weaker and FM. The NN interactions occur between atoms

in different sublattices whereas the NNN interactions occur between atoms in the

same sublattices, which is why atoms in the same sublattice align in the same

direction and atoms in different sublattices try to align anti-parallel. The NNN

interactions are important because they stabilise the magnetic structure.

The exchange Hamiltonian only has significant values for the first four nearest

neighbours. If all four nearest neighbours are included the exchange Hamiltonian
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Figure 2.4: Ab-initio data from reference [25] calculating how the ex-
change constants in IrMn and IrMn3 vary with interatomic spacing
(Ri j). The data was calculated using the relativistic torque method. The ex-
change constants periodically vary between positive (FM) and negative (AFM)
with interatomic spacing. The first set of points represents the nearest neigh-
bour (NN) interaction and the second set of points represents the next nearest
neighbour (NNN) interaction, this pattern continues.

will include over 30 terms per atom. To calculate all of these terms would be com-

putationally expensive meaning the simulations would be very slow. To decrease

the computational power necessary, the Hamiltonian is approximated to only NN

and NNN interactions. The approximation used is described in section 3.2 and in

3.3 the approximation will be compared to the full calculation with four nearest

neighbours.

Fig. 2.4 shows that the exchange interactions are approximately the same for

ordered L10-IrMn and ordered L12-IrMn3. These both have very different compo-

sitions and structures but this has not greatly affected the exchange constants.

As this thesis focuses on compositions close to IrMn and IrMn3 we have assumed

that the exchange interactions are the same for all compositions studied.

2.4.4 The magnetocrystalline anisotropy

The size of the magnetocrystalline anisotropy is due to the competition of the

quenching from the crystal field and the unquenching from the spin-orbit coupling.

Quenched waves, have a standing wave character and therefore adapt more easily

to the crystal field and have a lower magneto-crystalline anisotropy. The size of
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the crystal field is caused by the symmetry in the crystal, and the Ir atoms will

break this symmetry meaning that the Mn orbitals will be more quenched in

some directions (next to Mn atoms) than in others (next to Ir atoms). The Ir atoms

have a very large spin orbit coupling, which will also reduce the quenching of the

electron density in the Mn atoms near them. This means that it is easier for the

spin directions to move in some directions (near the Mn atoms) than in others

(near other Ir atoms).

In disordered IrMn alloys each atom has a different local environment. The

anisotropy is dependent on an atom’s environment therefore each atom has a

unique anisotropy. The anisotropy surfaces for three different alloys of IrMn

are shown in Fig. 2.5, each one shows the Mn atom sitting in a completely

different anisotropy environment. If each atom has a unique anisotropy the spin

Hamiltonian cannot be expressed numerically. Ideally you would calculate the

anisotropy of each individual lattice site using ab-initio methods. Unfortunately,

using current methods the computational resources necessary would be too large.

Instead we express the anisotropy using the Néel pair anisotropy model.
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Figure 2.5: Local atomic configurations and anisotropic energy sur-
faces for different IrMn compositions calculated with the Néel pair
anisotropy model. The form and anisotropy energy in IrMn is strongly de-
pendent on the local atomic ordering. In disordered crystal structures this leads
to a complex energy surface with highly localised variations of the magnetic
anisotropy. (a) Spin configuration for ordered L10 - IrMn, which has an (d) easy
plane anisotropy. (b) Spin configuration for ordered L12 which (e) has a complex
energy surface. (c) Spin configuration for disordered γ -IrMn3 which (f) has a
complex energy surface.
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2.4.4.1 The Néel surface anisotropy model

It has been suggested that a loss of crystal symmetry could result in a reduction

in the local anisotropy [49]. Ideally, the loss of anisotropy would be modelled

using a completely ab-initio approach, but this is only feasible for up to a few 100

atoms, so this is an unrealistic approach to model a realistic size AFM system.

Instead, the Néel surface Anisotropy model is used, a model first proposed by

Néel in 1954 [49] to model the surface of a crystal. The model assumes that the

lack of bonds at surfaces causes an anisotropy. We have extended the Néel pair

anisotropy model to model the non magnetic Ir atoms. The Iridium atoms are

removed from the simulation because they are non magnetic. These holes create

missing bonds and act like the surface in the NSA model. The minimum energy is

found when the moments point away from the missing Iridium atoms. This idea

has previously been used to model other magnetic materials such as NdFeB [50]

but this is the first use of the Néel anisotropy model for use in anti-ferromagnets.

H i
N =−L (r i j)

2

zi∑
i j

(
Si ·ei j

)2 (2.29)

The NSA model calculates the energy of a spin (Si), by calculating Si ·ei j where

ei j is a unit vector connecting spin i with its z nearest neighbours ( j). If the atom

is missing nearest neighbours (if they are at the surface or the neighbour is Ir)

the magnetic moment will have a minimum energy with spins pointing away from

the missing bonds. The Hamiltonian (equation 2.29) is calculated by summing

over all the atoms in the crystal. L (r i j) is the NSA constant, which varies with

distance. In IrMn all the nearest neighbour atoms are at the same distance (r0)

and so the NSA is assumed to be constant L (r i j)=L (r0).

The NSA model was tested by rotating the moment of a Mn atom around

the (111) plane of ordered IrMn3. The change in energy was compared to that

calculated by L. Szunyogh et al in reference [25]. The change in energy calculated

using equation 2.29 exactly matches the ab-initio result. This supports the use of

the NSA model for modelling IrMn.

The value of the anisotropy constant in IrMn is a widely disputed problem with

experimental and theoretical calculations varying by over two orders of magnitude.

L. Szunyogh et al performed self-consistent calculations using the fully relativistic

screened Korringa-Kohn-Rostoker method [25]. They found an extremely large

second order magnetic anisotropy for IrMn3, leading to energy barriers of the

order of 300 × 105J/m3 [51]. G. Vallejo-Fernandez et al inferred the anisotropy
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Figure 2.6: Simulation to calculate the change in energy when a spin is
rotated around the 111 plane and compared to the ab-initio result by L.
Szunyogh et al [25]. The points are the ab-initio data and the line is the data
simulated using equation 2.29. The simulated result and ab-initio data both have
a sin2(α) energy dependence. The sin2(α) energy dependence is due to the spin
having a high anisotropy energy when it rotates towards the large orbitals of the
Ir atoms.

constant of the IrMn experimentally by measuring the mean blocking temperature

(TB) of an IrMn/CoFe bilayer. The blocking temperature is the temperature where

the exchange bias shift changes sign, due to thermal activation. They inferred a

value of the anisotropy constant of (5.5± 0.5) × 105J/m3 [51] almost two orders of

magnitude lower than the theoretical calculation. The symmetry of the anisotropy

in IrMn3 is also debated. L. Szunyogh et al [25] calculated the anisotropy to be

cubic in symmetry and G. Vallejo-Fernandez et al [51] calculated the temperature

dependence of the anisotropy energy to have a uniaxial symmetry from the Callen-

Callen laws [52] (this will be expanded on in Chapter 4) . This difference comes

from the problem in defining the bulk anisotropy of an AFM. In this thesis we

have used the theoretically calculated value of the anisotropy. This assumption

is tested and the disparity between the theoretical and experimental results is

resolved in chapter 4.

2.5 Summary

This chapter has discussed the fundamentals of atomistic spins models. The

generalised Heisenberg Hamiltonian was described and the Hamiltonian’s for
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the exchange energy, anisotropy energy, applied field and dipole fields were for-

malised. Next an atomistic spin model for the industrially relevant AFM Iridium

Manganese was created, an approximation for the exchange energy was taken

from ab-initio results and the anisotropy is calculated using the Néel surface

anisotropy model.
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3

PROPERTIES OF ANTI-FERROMAGNETIC

MATERIALS

Calculating the properties of AFM materials is much more complex than FM’s as

the bulk magnetisation is zero. This means that experimentally the properties

cannot be calculated by measuring the macroscopic magnetisation. Instead the

magnetisation must be calculated in other more ingenious ways, such as mea-

suring how they affect other materials or by injecting currents/neutrons through

the material. The same is true computationally, where the properties cannot

be calculated by looking at the bulk magnetic properties. Computationally this

problem can be solved in a much simpler way as we can look at the properties of

the individual sublattices or even individual atoms instead of looking at the bulk

magnetic properties. In the following section we will discuss how the properties of

AFMs are calculated computationally from the sublattice properties. Following

on from this the bulk magnetic properties of IrMn will be calculated in the most

common phases to check a match to previous experimental results. Once the

model has been verified more complicated structures and compositions will be

studied. The work on finite size effects in IrMn thin films was published in the

journal of applied physics [19].

3.1 Calculating the Néel temperature of an AFM

One of the most important properties in an AFM is the Néel temperature (TN),

the AFM equivalent of the Curie temperature in FM’s. TN describes the stability

of an AFM to temperature fluctuations as it is the temperature above which the

AFM will become paramagnetic. In paramagnetic systems, as described in section

1.1, the thermal fluctuations are higher than the exchange interactions and the

system displays no net magnetisation. Below the Néel temperature the exchange
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interactions are higher than the thermal fluctuations and the sublattices tend to

align, causing a net sublattice magnetisation. Spintronic devices tend to operate

at non-zero temperatures (usually around room temperature) therefore in any

spintronic device the Néel temperature is an important factor to consider. In the

following section we will attempt to calculate the Néel temperature of ordered

L12- IrMn3 from the sublattice properties using two methods. The first method

is from the sublattice magnetisation, the second is from the sublattice magnetic

susceptibility. The first method is very quick computationally and accurate for

bulk systems. The second is much slower as it takes a long time for the magnetic

susceptibility to reach its equilibrium value however it is very accurate even for

thin film systems. For both simulations the same 6nm × 6nm × 6nm system of

ordered IrMn3 was used. Ordered IrMn3 has 75% Mn and 25% Ir with all of the

Ir atoms in the same sublattice, as described in section 2.4.2.

3.1.1 Calculation of the Néel temperature from the
sublattice magnetisation

The sublattice magnetisation (n) is the sum of the normalised magnetisation of

every atom in that sublattice:

nα = 1
Nα

Nα∑
i

Si, (3.1)

where Nα is the number of atoms in a sublattice (α) and Si is the magnetisation of

atom i. For example in a saturated two sublattice AFM where the magnetisation’s

lie 180 degrees apart in the [001] direction the bulk magnetisation would be

zero but the sublattice magnetisation’s would be [0,0,1] and [0,0,-1] both with a

normalised magnetisation length of one as the system is completely saturated.

To calculate the temperature dependence of the sublattice magnetisation the

simulated 6nm × 6nm × 6nm system was initialised at zero Kelvin then the

temperature was slowly increased to a high temperature (above the predicted

Néel temperature of the material). The temperature increase was done in 10K

steps. At each temperature step the system was integrated for 100,000 Monte

Carlo steps. The resulting mean sublattice magnetisation’s at each temperature

step are plotted in Fig. 3.1 for each of the three sublattices. The mean sublattice

magnetisation is above zero after the Néel temperature because of the finite-

size of the system. The Néel temperature was calculated from the sublattice
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Figure 3.1: The variation of magnetisation against temperature for each
sublattice in ordered L12 - IrMn3. The curve was fit to the simulated data
using equation 3.2. The Néel temperature for each sublattice was (980 ± 15)K.
The error in the Néel temperature is the error in the curve fit. The magnetisation
of an AFM can therefore be characterised by looking at the individual sublattice
magnetisation.

magnetisation against temperature data by fitting the magnetisation of each

sublattice to:

n =< nα >=
(
1− T

TN

)β
. (3.2)

The Néel temperature for each sublattice was calculated as (980 ± 15)K with

a beta value of (0.32 ± 0.03), in both cases the error is the error in the fitting.

The three sublattices all have the same Néel temperature so the total sublattice

magnetisation of the material is equal to the average sublattice magnetisation. For

the rest of the thesis the assumption that the sublattice magnetisation of the bulk

material is equal to the average sublattice magnetisation is used. This assumption

holds as long as each of the sublattices are in the same composition/order. Later

in the thesis, more complex compositions will be investigated where the sublattice

magnetisation’s are no longer approximately equal, in those sections the sublattice

magnetisation will be treated separately, as described in section 2.4.2.
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Figure 3.2: The average sublattice magnetisation n and isotropic longitu-
dinal susceptibility χn as a function of temperature for the L12 phase of
IrMn3. The Néel temperature TN is extracted from the peak in the susceptibility
and is close to the bulk value [53] of 950 K.

3.1.2 Calculation of the Néel temperature from the
sublattice susceptibility

A more accurate way of calculating the Néel temperature; especially for small

system sizes is from the susceptibility. The susceptibility of a ferromagnet in the

paramagnetic region above the Curie point is described by the Curie-Weiss law,

the suscebibility of an AFM follows the same trend but the Curie Temperature

(TC) is replaced by the Néel temperature (TN):

χn = C
T −TN

, (3.3)

where T is the temperature and χn is the susceptibility and C is the Curie

constant. From the Curie-Weiss law we can predict a peak in the susceptibility at

T = TC. This is equivalent to the temperature of an AFM and the peak will occur

at T = TN. Whilst the bulk susceptibility is not zero, it can give a small response

to a field. The bulk susceptibility is however very weak and does not follow the

susceptibility of the sublattices. Therefore we have to use the same technique
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as with the sublattice magnetisation and calculate the sublattice susceptibility

for each sublattice. We assume that the sublattice susceptibility is equal to the

average susceptibility of the sublattices. We calculate the isotropic longitudinal

susceptibility for each sublattice as:

χn =
∑

iµi

kBT
(〈|n|2〉−〈|n|〉2) (3.4)

where i are indices of atoms within the same sublattice and µi is the magnetic

moment of atom i. Fig. 3.2 shows a typical simulation result for a (10 nm)3 cube

of L12-IrMn3 showing the usual decrease in sublattice spin order with increasing

temperature due to spin fluctuations. The sublattice susceptibility diverges at

the Néel temperature with a well defined peak from which we extract TN. The

susceptibility measures the ability of a material to orient along different directions

(x,y,z) or along the saturation directions, this therefore gives a large peak as the

temperature reaches the Curie temperature or the Néel temperature as the

material is still aligned but can align along any direction.

3.2 The exchange interactions in IrMn

In the previous section, the simulations were run using all of the non-zero terms

in the IrMn exchange energy calculations from Fig. 2.4. The non-zero terms for

the first four nearest neighbours have values outlined in the table below:

Neighbour Energy (J/link) Number of neighbours
1st -6.4 × 10−21 12
2nd +1.12 × 10−21 6
3rd -1.6 × 10−21 24
4th +0.9 × 10−21 12

Table 3.1: The non zero exchange interactions in IrMn calculated by L. Szunyogh
et al [25] and the number of neighbours at each distance.

The values in table 3.1 are in units of Joules per link, the atomistic value

of every atom with every nth neighbour interaction. The table also tells you

how many atoms of each neighbour type there are. Using all of the non-zero

interactions means that each atom interacts with over 50 other atoms, which

is computationally expensive. The interactions can all be summarised by AFM

(negative) interactions between atoms in different sublattices and FM (positive)

interactions between atoms in the same sublattices. The largest contributions to
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these are in the first nearest and second next nearest neighbour interactions. The

remaining interactions either strengthen or weaken these interactions but don’t

change the interactions that occur. All the essential information can be surmised

from the first two interactions. In the following section an approximation will be

created which reduces the number of interactions and speeds up the simulations.
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Figure 3.3: The simulated Néel temperature for different values of Jnnn
i j for

L12- IrMn3. To find the value of Jnnn
i j for IrMn the Néel temperature was calcu-

lated for different values of Jnnn
i j for L12- IrMn3. This was compared the known

value (≈ 1000K) which has been measured via neutron scattering [53]. The value
was varied around that found by L. Szunyogh et al. [25]. The TN was calculated
by cooling a sample from T > TN and calculating the magnetisation of the sample
at each point when the magnetisation is zero, this is TN. The simulated curves
were fit using equation 3.2 as shown. b) The variation of TN with Jnnn

i j , the points
are the calculated TN values, these were fit using a linear function.

The reduction in complexity was achieved by changing the Jnnn
i j interaction to

account for the third and fourth nearest neighbour interactions while keeping Jnn
i j

constant at the calculated ab-initio value of 6.4 ×10−21J. This reduces the number

of terms in the Hamiltonian to only 18, 12 nearest neighbour interactions and 6

next nearest neighbour interactions. To calculate the new Jnnn
i j magnetisation vs

temperature curves were simulated for varying values of Jnnn
i j until TN matches

the value calculated using all of the non zero interactions. For each value of Jnnn
i j ,

TN was calculated from the sublattice magnetisation as in section 3.1.1. The

simulated sample was again 6nm × 6nm × 6nm and the simulation was run

through the same procedure as described in section 3.1.1. The simulated data and
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the fit curves are shown in Fig. 3.3. The simulated TN matches the known value

when Jnnn
i j = 5.61×10−21J. This value was used for all the remaining simulations

in this thesis. This value is much larger than the value calculated by L. Szunyogh

et al [25], however, this makes sense as it now how to account for the neglected

neighbours at larger distances. L. Szunyogh et al [25] simulated the exchange

constants for ordered IrMn and ordered IrMn3 they found that both compositions

had approximately the same values for the exchange interactions. Extrapolating

from this, the model will assume all compositions and orders of IrMn have the

same exchange interactions for all compositions and orders of IrMn. The exchange

constants are also assumed to be constant with temperature, whilst an increase

in temperature will cause the lattice to expand which will change in the exchange

constants, this has been calculated via ab-initio methods [54] to be minimal for

metallic systems. Even at the very high temperatures of 3000K (approximately

three times the Néel temperature of our system) the lattice expansion is still less

than 10% so very little change in the exchange constants in expected.

3.3 The bulk magnetic properties of IrMn

Disordered ! −IrMn3Ordered L12−IrMn3

[001]

[010]
[100]

(a) (b)a b 

Figure 3.4: Visualisation of the simulated ground state spin structures
of IrMn3 obtained from zero-field cooling. (a) Simulated spin structures of
ordered L12-IrMn3 and (b) disordered γ - IrMn3. The spins show an average spin
direction of each magnetic sublattice direction over the whole sample. In the case
of L12-IrMn3 the corner atoms are all Ir and so have no net magnetic moment
and are therefore represented by the spheres.

To validate our model, magnetic ground states and Néel temperatures will

be compared to previously known experimental and theoretical results for IrMn.
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The validation is done for both the disordered and ordered phase of IrMn3 as

there is a lot of previous experimental and theoretical data on these compositions.

The Néel temperature is calculated for both compositions using the same method

described in section 3.1.1. The ground state spin structure is calculated from the

zero Kelvin sublattice magnetisation directions. The ground state spin structures

are shown in Fig.3.4 and the Néel temperatures are shown in Fig.3.5. We find

that ordered L12-IrMn3 has a triangular (T1) spin structure where the mag-

netic moments lie in plane along the (111) planes with an angle of 120◦ degrees

between them pointing along the [211] directions and that disordered γ-IrMn3

has a tetrahedral (Q3) spin structure [53] analogous to that of CH4 where the

magnetic moments point 109.5◦ apart. These are both in agreement with previous

experimental [53] and ab-initio results [25].
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Figure 3.5: Magnetisation vs temperature curves for ordered and disor-
dered IrMn3. The Néel temperatures were calculated via Monte Carlo methods.
The points represent the average magnetisation of the crystal at each Monte
Carlo step, these were fitted using equation 3.2. For ordered IrMn3 the Néel tem-
perature is (1003 ± 7)K. Whereas for disordered IrMn3 the Néel temperature is
(688 ± 22)K.

Our simulations reproduce the Néel temperatures for the L12 (TN ∼ 1000 K)

and γ (TN ∼ 700 K) phases of IrMn3. In FM materials the Curie temperature (TC)

can be calculated as:

TC = 3kB Ji j

εz
(3.5)

35



3. PROPERTIES OF ANTI-FERROMAGNETIC MATERIALS

where kB is the Boltzmann constant, TC is the Curie temperature z is the number

of nearest neighbours and ε is a correction factor from the usual mean-field ex-

pression. Therefore, if two FM’s have the same number of nearest neighbours and

exchange constant (Ji j) you would expect them to have the same Curie tempera-

ture. In our simulations both the ordered L12-IrMn3 and the disordered γ-IrMn3

phase have the same exchange interactions and the same average number of

nearest neighbours. It is therefore a very interesting result that the Néel tem-

perature is so different for the two phases. The difference in Néel temperature

arises due to different degrees of geometric frustration in the spin structures.

Therefore, in the ground state the spins are already frustrated and so thermal

spin fluctuations have a stronger effect on the sublattice ordering in the γ phase

compared to the L12 phase. The geometric frustration occurs because all of the Mn

spins in the system energetically prefer full AFM alignment (180◦) apart, but due

to the geometric arrangement this spin structure is not possible, which lowers the

overall energy proportional to cos(θ) where θ is the angle between the sublattices.

In the γ phase the spins are 109.5◦ apart, meaning the energy will be reduced to

33% of the Néel temperature in the fully aligned case, whereas in the L12 phase

the sublattices are 120◦ apart meaning the Néel temperature will only be reduced

by 50%. From this we can calculate the difference in Néel temperatures between

the compositions should be about 66%, exactly matching our simulated values.

3.4 Temperature dependent antiferromagnetic
properties of IrxMnx−1 alloys

Now we have validated our model of IrMn against previous experimental and

theoretical results we can use the model to investigate different orders and com-

positions. Due to the theoretical complexity of modelling a disordered structure

previously only the properties of the ordered states of IrMn and disordered IrMn3

have been extensively investigated. However, using the Néel anisotropy model

we can model any order or composition. In the next section a full study of the

properties with composition and order will be made. Initially, just IrMn3 will be

investigated with a full phase study between the ordered and disordered states.

Next a full phase study will be undertaken for all compositions of the completely

ordered and completely disordered alloys.
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3.4.1 The thermal stability of partially ordered IrMn3

alloys

In this section the Néel temperature of the partially ordered phases of IrMn3 are

investigated. The system is partially ordered if the level of order is somewhere

between ordered and disordered. I have chosen to investigate IrMn3 because it is

the mostly widely studied composition of IrMn.

Order parameter Sub. 1 Sub. 2 Sub. 3 Sub. 4 D/Dd

1.0 100% 100% 100% 0% 0.0
0.8 95% 95% 95% 15% 0.2
0.6 90% 90% 90% 30% 0.4
0.4 85% 85% 85% 45% 0.6
0.2 70% 70% 70% 60% 0.8
0.0 75% 75% 75% 75% 1.0

Table 3.2: The percentage of each sublattice that is made up of Mn atoms depend-
ing on the order and composition of the structure.

In ordered IrMn3 one sublattice is completely Ir and the other three are

completely Mn. In the disordered phase the Ir is equally split (25%) between

each sublattice. In a partially ordered phase the level of order will lie somewhere

between the ordered and disordered phases. The level of order is defined using

an order parameter (O), in a fully disordered system O = 0 and in a completely

ordered system O = 1. If sublattice 4 is the sublattice that is completely Ir in

ordered IrMn3 then the order is varied by increasing the percentage of Mn in

sublattice 4 by decreasing the percentage of Mn in sublattices 1,2 and 3. The

order parameter is calculated using:

O = 1− D
Dd

, (3.6)

It is a function of D/Dd, where (D) is the percentage of Mn in sublattice 4, and

(Dd) is the percentage of Mn in sublattice 4 in the fully disordered system (75%).

Therefore D/Dd is a measure of how full of Mn atoms sublattice 4 is in comparison

to the "full" fully disordered case. In the fully ordered system D/Dd = 0 as there

are no Mn atoms in Sublattice 4 and for the fully disordered system D/Dd = 1

as D = Dd. The percentages of Mn in each sublattice and the calculated order

parameters are given in table 3.2. The Néel temperature was simulated for the

six compositions outlined in table 3.2.
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To calculate the Néel temperature, six systems were created with compositions

described in Table 3.2. The system was 7nm × 7nm × 7nm with periodic boundary

conditions as at this size the system will have almost bulk properties and there will

be no surface effects. The temperature dependence was modelled using a Monte

Carlo integrator as described in section 2.3.5. The Néel temperature of ordered

IrMn3 is 1005K, and adding disorder should decrease the Néel temperature. The

temperature dependence was therefore investigated between 0K and 1200K as

for all the compositions at 1200K they should be paramagnetic. To investigate

the temperature dependence the systems were cooled from 1200K to 0K over

1,000,000 Monte Carlo steps. The Néel temperature is calculated by fitting the

simulated magnetisation vs temperature curves to equation 3.2, shown in Fig.

3.6. As discussed in section 3.3, ordered IrMn3 has a higher Néel temperature

due to the lower frustration compared to the disordered phase. Between the two

phases the Néel temperature decreases linearly from 1005 for L12-ordered IrMn3

to 670K for the disordered phase.
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Figure 3.6: (a) The calculated Néel temperatures for different order parameters
in IrMn3. (b) The angle between the sublattices for different order parameters.
The blue dots represent the average angle between sublattices 1,2,3. The yellow
dots represent the average angle from sublattice 4 to the other three sublattices.
The error bars are the standard deviation of the angles. 109.5 degrees and 120
degrees are shown as dotted lines on the diagram as these are the angles of the
fully ordered and fully disordered phases.

To understand what causes the linear decrease we look at the underlying

spin structure. In section 3.3 we found that the ordered phase forms a triangular

structure with the sublattice magnetisation’s pointing 120 degrees apart whereas

the completely disordered phases forms a tetragonal structure with 109.5 de-

grees between the sublattices. If we calculate the angle between the sublattice

magnetisation’s in each phase, information about the level of frustration in the

system can be obtained. The average angles are plotted in Fig. 3.6(b), for the
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phases between complete order and disorder there is a large difference between

the angles between sublattices 1, 2 and 3 and the angles of these three sublattice

with sublattice 4. The difference occurs because sublattices 1,2 and 3 all contain

the same percentage of Mn atoms whereas sublattice 4 contains a different per-

centage. To clarify this, two angles are calculated: the average angle between

sublattices 1, 2 and 3 (θ1,2,3), and the average angle from sublattice 4 to the other

3 sublattices (θ4).

(θ1,2,3) is almost exactly 120 for all phases apart from the completely disordered

phase. This suggests that the ground state has tended towards the triangular

ground state of the ordered phase. (θ4) varies a larger amount and is not between

109.5 and 120 suggesting a large amount of frustration in the structure. The

frustration will have decreased the Néel temperature from the ordered L12 com-

position. Now we have looked into partially ordered states the completely ordered

and completely disordered states with different compositions will be investigated.

3.4.2 The thermal stability of ordered IrxMn1−x alloys

In section 3.3 we discussed the ground state and Néel temperature of ordered

IrMn3. These properties are well known via both experiments [53] and theory [25].

In the following section the Néel temperature and ground state structure of

IrxMn1−x alloys will be calculated from Ir75Mn25 to Mn100. The compositions

investigated are outlined in table 3.3 showing the percentage of Mn in each

sublattice. As the percentage of Mn is increased, the sublattices fill up sequentially

so each sublattice is filled with Mn atoms before the next sublattice contains any

Mn atoms to preserve the ordered nature of the alloys.

The Néel temperature is calculated for a 6nm × 6nm × 6nm system using a

Monte Carlo integrator using the same simulation settings as described in section

3.4.1. In these alloys, one sublattice contains a mixture of Ir/Mn atoms. It can be

observed in Table 3.3 that there are three fully ordered IrMn states: Ir75Mn25,

Ir50Mn50 and Ir25Mn75. In these states, every sublattice is either Ir or Mn and

is no partial Ir/Mn sublattice. The properties of Ir25Mn75 otherwise known as

IrMn3 has already been studied in depth in section 3.3, however so far Ir75Mn25

and Ir50Mn50 - otherwise known as Ir3Mn and IrMn respectively have not been

considered.

Fig. 3.7a shows sublattice magnetisation vs temperature curves for IrMn and

Ir3Mn. IrMn has a Néel temperature of 1200K and Ir3Mn has a Néel temperature

of 590K. The Néel temperature of IrMn is very high, even higher than IrMn3,
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Densities Sub. 1 Sub. 2 Sub. 3 Sub. 4
Ir75Mn25 100 0 0 0
Ir70Mn30 100 20 0 0
Ir65Mn35 100 40 0 0

... : : : :
Ir50Mn50 100 100 0 0
Ir45Mn55 100 100 20 0
Ir40Mn60 100 100 40 0

... : : : :
Ir25Mn75 100 100 100 0
Ir20Mn80 100 100 100 20
Ir15Mn85 100 100 100 40

... : : : :
Mn 100 100 100 100

Table 3.3: The percentage of Manganese was increased by maintaining as many
filled sublattices as possible, these values will be used to see how increasing the
percentage of Manganese changes the Néel temperature.

suggesting that there is a very low level of frustration in the structure. The

Néel temperature of Ir3Mn is also still well above room temperature. The high

Néel temperature is an odd observation because of the high dilution of non

magnetic Ir atoms in the system. This means that every atom should only have a

small number of exchange bonds causing a low Néel temperature.

The ground state structures of Ir3Mn and IrMn are shown in Fig. 3.7b and c

respectively. The ground state of Ir3Mn is surprisingly ferromagnetic. The FM

ground state occurs because in Ir3Mn only one sublattice contains Mn atoms

and the exchange coupling between atoms in the same sublattice is FM. The

FM ground state explains the high Néel temperature even though the system

is very diluted. IrMn has the ground state structure of a "normal" AFM with no

frustration as the sublattice magnetisation’s of the two Mn sublattices point 180

degrees apart. The ground state structure explains the very high Néel temper-

ature as the structure will have little to no frustration. The result matches the

in-plane anisotropy observed experimentally[55] and the ground state matches

that calculated via ab-initio methods[25].

Now that the properties of the completely ordered alloys have been investi-

gated we want to know what has happened to the Néel temperature and ground

state structure between these states. An example magnetisation vs temperature

curve are shown in Fig. 3.8a, where the curves have been plotted separately for

all three sublattices. We can notice that the Néel temperature of the diluted
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Figure 3.7: Magnetisation vs temperature curves and visualisations of
the simulated ground state spin structures for ordered IrMn and Ir3Mn
obtained from zero-field cooling. (a) Magnetisation vs temperature curves
show a Néel temperature of 584K and 1209K for IrMn and Ir3Mn respectively.
Ground state magnetic structures of (b) Ordered Ir75Mn and (c) Ordered Ir50Mn50.
The spins show an average spin of each magnetic sublattice direction over the
whole sample. IrMn has a classic AFM structure with the sublattices pointing
180◦ apart whereas Ir3Mn the magnetic structure is FM.

sublattice is much lower that the other three sublattices although it does still

reach saturation magnetisation. This is true for all of the compositions simu-

lated. The lower Néel temperature for the diluted sublattice means it is hard

to quantify the Néel temperature of the bulk material to a single value. The

simulated Néel temperatures for all the compositions studied are shown in Fig.

3.8(b). The Néel temperatures have been plotted separately for the average of the
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Figure 3.8: An example magnetisation vs temperature curve for a par-
tially ordered IrMn alloy and the simulated Néel temperatures against
percentage of Manganese. (a) Magnetisation vs temperature curve for an Mn
concentration of 65%. The partially filled sublattice have a much lower Néel tem-
perature than the full sublattices but the magnetisation length at zero Kelvin is
still one. (b) The Néel temperature with percentage of Mn. The partially filled
sublattices have been plotted separately as they have a much lower Néel temper-
ature.

full sublattices and for the diluted sublattice. These values are different for Mn

values about 50% however below 50% the partially full sublattice has the same

Néel temperature as the full sublattices. Below 50% there is only one full sublat-

tice, when the atoms are added in the next sublattice are added there is therefore

no frustration between competing sublattices they are just anti-ferromagnetically

coupled to the first sublattice, this means even if only a few atoms are added they

are all strongly magnetised along the same direction. The Néel temperature of

the full sublattices decreases almost linearly between the fully ordered states. The

Néel temperature of the partially full sublattices increase as the percentage of Mn

increases until full. The change in Néel temperature is caused by the angles be-

tween the sublattices as (E ∝ cos(θ), in the only partially ordered states the angle

between the sublattices (θ) must be smaller and therefore the Néel temperature

decreases.

3.4.3 The thermal stability of disordered IrxMnx−1 alloys

In section 3.3 we calculated the magnetic ground state structure and Néel temper-

ature of IrMn3, the most widely theoretically studied structure of IrMn. However,

in most spintronic devices the composition of IrMn used is not IrMn3 but closer to

IrMn4 or IrMn5 [56]. In the next section the composition dependence of disordered

IrMn is investigated especially is the compositions between IrMn5 to IrMn3.
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In disordered IrMn alloys the Mn atoms are randomly distributed between the

four sublattices and each Mn sublattice contains approximately equal numbers of

Mn and Ir atoms. Here I have varied the percentage of Mn from 25% to 100% as

outlined in Table 3.4.

Composition Sub. 1 Sub. 2 Sub. 3 Sub. 4
Ir75Mn25 25 25 25 25
Ir70Mn30 30 30 30 30
Ir65Mn35 35 35 35 35
Ir60Mn40 40 40 40 40

... : : : :
Ir15Mn85 85 85 85 85
Ir10Mn90 90 90 90 90
Ir5Mn95 95 95 95 95
Mn100 100 100 100 100

Table 3.4: The percentage of magnetic Mn atoms in each sublattice for disordered
IrMn as the percentage of Mn was increased from 25% to 100%.

The Néel temperatures for the simulated structures are shown in Fig.3.9. The

simulations gave a TN of 1000K for Mn. Neutron scattering measurements [57]

calculate the TN of Ir0Mn100 to be much lower. The discrepancy is due to the

simulations assuming the unit cell size and magnetic structure is constant for all

compositions and orderings of IrMn whereas in reality, for compositions greater

than 95% Mn the system has a complex anisotropic structure [48]. At compositions

greater than 95% there is therefore a breakdown in the assumptions of the model

and the results are no longer accurate.

The ordered compositions of IrMn have a higher Néel temperature than the

disordered structures because of the frustration in the disordered systems. The

frustration decreases the anisotropy causing the structures to be less stable. In

fact, the simulations with a low percentage of Mn atoms have a low Néel tempera-

ture - almost zero.

To investigate why the Néel temperatures are so low for low percentages of Mn,

the magnetisation length was plotted for the different simulations and is shown

in Fig. 3.10(a). For atomic percentages of Mn above 75% the average sublattice

magnetisation length is above 95%. For very high percentages of Mn > 0.8 the

average sublattice magnetisation length is above 99%, suggesting every atom in

every sublattice is nearly perfectly aligned. The compositions used in hard drives

( 18 - 24% Ir) have a higher magnetic ordering than IrMn3. For low percentages

of Mn (less than 50%) the average sublattice magnetisation length is very low
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Figure 3.9: The simulated and predicted Néel temperatures for disor-
dered IrMn with different percentages of Mn. The simulated Néel temper-
atures increase linearly with Mn concentration but the prediction from previous
experimental results is for the Néel temperature to decrease as the Mn concen-
tration approaches 100%.

as the structure forms a spin glass because concentration of Mn atoms is too low

for a regular spin network to form. A cross-section of the ground state structure

of IrMn and Ir3Mn are shown in Fig 3.10b. These show that the simulation has

no ground state structure explaining the low values of the Néel temperature for

compositions with a low percentage of Mn atoms. Due to the spin glass, the exact

values of the Néel temperature will be inaccurate for compositions less than 60%.

In disordered IrMn3, the ground state structure is the Q3 tetragonal structure,

characterised by an angle of 109.5 degrees between the four magnetic sublattices.

The ground state structures of other compositions has so far never been theoret-

ically studied even though in most hard drives compositions of 18 - 24% Ir are

used. Usually, it is assumed that the magnetisation structure is the same and

IrMn3 for all these compositions. By calculating the angle between the sublattices

we can see if this assumption is true. The angles between the sublattices are

shown for Mn concentrations from 55 - 95% in Fig. 3.11(a). For all concentrations
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Figure 3.10: Average sublattice magnetisation lengths (n) for disordered
IrMn with different Mn compositions and interface magnetic structure
for disordered Ir3Mn and IrMn at T = 0K. (a) The average sublattice mag-
netisation length for different Mn compositions. The magnetisation length is
nearly one for all Mn percentages higher than 50% but for low concentrations the
average sublattice magnetisation is less than 30%. The magnetisation structures
for disordered (b) Ir3Mn and (c) IrMn. Both compositions have almost zero net
magnetisation and form spin glass structures.

the average angle between sublattices is 109.5 degrees. The error in the angle is

around one degree for all compositions between 18 - 24% Ir. From the angles we

can confirm that the compositions used in spintronic devices will also exhibit the

Q3 structure shown in Fig. 3.11(b).
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Figure 3.11: Average angle between sublattices for disordered IrMn com-
positions and the ground state magnetic structure of all the composi-
tions. (a) The average angle between magnetic sublattices is 109.5 degrees for all
percentages of Mn higher than 50%. The error is the standard deviation in the
angles. (b) All the compositions higher than 50% Mn concentration have therefore
formed the same magnetic structure as IrMn3.

3.5 Finite size effects in ultrathin IrMn films

In practical spintronic devices the AFM layers want to be as thin as possible [19].

To minimise the size of devices it is important to maximise the interface to

bulk ratio. The devices are made as thin as possible whilst still being thermally

stable. Understanding the finite size effects is particularly important for spin-orbit

torque driven devices which rely on interfacial properties for thermal stability

and generating torques [9, 9, 58].

Finite size effects in FM materials have been extensively studied and are well

understood. In AFM materials they have been little researched particularly in

materials of practical importance such as IrMn. L. Frangou et al. found that for

films less than 3 nm thick there was a linear decrease of the Néel temperature

and for 0.5nm films the Néel temperature falls to only 50K [59]. They note the

agreement with the work of D. Petti et al [60] who used nanocalorimetry to

measure the Néel temperature of 2 nm thin films of IrMn. The Néel temperature

of the 2nm thick film had reduced to 173K, about 20% of the bulk value they

measured. The finite size properties are dependent on the film thickness and

ordering and still subject to some interpretation.

In this section I will model the effects of film thickness and interfacial inter-

mixing on the Néel temperature of different IrMn3 alloys. We consider both L12

ordered and disordered (γ) phases of IrMn3 which have different ordering temper-

atures and thermal stabilities. The work in the following section was published in
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Journal of Physics D [19].

3.5.1 The system

0.25nm0nm 0.5nm

Copper
Iridium
Manganese

5nm 10nm1nm

(a) (b) (c)

(d) (e) (f)

a b c 

d e f 

Figure 3.12: Visualisation of the atomic structures of the system for the
γ-IrMn3 phase for different film thicknesses (a) 1 nm, (b) 4 nm and (c) 10 nm.
The colours represent different atomic species. The same is shown for different
levels of interface mixing with interface widths of (d) 0 nm, (e) 0.25 nm and (f) 0.5
nm.

The properties of ultrathin films of IrMn3 were modelled assuming the layer

is sandwiched between two non-magnetic Cu layers. The non magnetic layers

are introduced to the Cu layers have a low spin-orbit coupling so the Cu does

not affect the properties of the Mn apart from creating missing exchange bonds

at the Mn-Cu interface. The simulated system has fixed lateral dimensions of

15nm × 15nm and the thickness is varied from 0.25−10 nm. A visualisation

of the system is shown in Fig. 3.12. Initially the interface between the Cu and

the Mn is atomically flat but then the intermixing is increased. The intermixing

simulates the sputtering process which is used to create thin films experimentally.

The interface mixing is generated using a probability distribution:

47



3. PROPERTIES OF ANTI-FERROMAGNETIC MATERIALS

P(z)= 1− 1
2

tanh
(
π(z− z0)

w

)
, (3.7)

where P(z) is the probability of finding an atom of a particular type at height z, z0

is the interface height and w is the width of the interface. Every atom in the IrMn

layer is initially set as Ir or Mn and then has a probability (P) of being changed to

a Cu atom depending on its height (z). The reverse process is done for the mixing

of Ir and Mn into the Cu layers. The width of the interface was systematically

varied between 0 and 0.5 nm as shown schematically in Fig 3.12.

3.5.2 The temperature dependent magnetisation and
susceptibility in atomically flat ultrathin films

The temperature dependent sublattice magnetisation and susceptibility were

calculated for varying thicknesses of IrMn3. This was repeated for both L12-

IrMn3 and γ - IrMn3 for film thicknesses between 0.25 and 10 nm. The 10 nm

system has the properties close to bulk IrMn3. Initially, simulations were run

with an atomically flat interface between the IrMn and Cu layers.

In ultra-thin films the properties can vary massively between different simu-

lated structures. The differences occur mostly in disordered structures or those

with high levels of interface mixing. The calculated properties are averaged over

10 different simulated crystal structures with different pseudorandom number

sequences in the Monte Carlo algorithm. The data is averaged to calculate the

mean sublattice magnetisation and the mean susceptibility.

A typical set of data for thickness tIrMn = 1 nm and atomically flat interface w =

0 nm is shown in Fig. 3.13 comparing the (a) disordered γ and (b) L12 phases. The

simulations show a significant decrease in the Néel temperature for both phases

due to the missing interface Mn - Mn exchange bonds. In particular the γ phase

shows a Néel temperature close to room temperature. The low Néel temperature

suggests that films thinner than this are unsuitable for applications in spintronics

as devices will operate at room temperature.

In the disordered γ phase the zero Kelvin magnetisation is well below the

saturation magnetisation. nα/Nα is significantly less than one at only around

0.7. The low value of sublattice magnetisation suggests that the film has formed

multiple domains. The small size of the system means that the spins should

form a single antiferromagnetic domain. However, the random distribution of

the Ir sites in the crystal means that some areas of the AFM are weakly coupled
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Figure 3.13: Simulated temperature dependent sublattice magnetisation
curves and isotropic susceptibility for a 1 nm thick thin film of IrMn3
comparing γ (a) and L12 (b) phases for a system with a perfectly flat in-
terface. The data are averaged over ten statistically independent systems with
different structures. Both curves show a significant reduction in the Néel temper-
ature compared to bulk and reduced criticality near TN due to the small finite
thickness of the film.

to the rest allowing stable AFM domains to form. This effect is unique to thin

films because in bulk systems there will always be a path allowing the exchange

coupling of different regions together. This is even the case for areas with a high

Ir concentrations where there is a very low level of exchange coupling. In thin

films the exchange coupling is stopped in one dimension and this means different

regions of the films can become decoupled from each other. The decoupling of

different regions means that even in the absence of thermal fluctuations, full

magnetic ordering of the IrMn3 at nanoscale sizes may be difficult to achieve.

The presence of multiple AFM domains causes a discontinuity in the isotropic

susceptibility at very low temperatures. Here, infinitesimal thermal fluctuations

of the spins lead to a large variation of the sublattice magnetisation, in strong

contrast to the fully ordered L12 phase which has a low susceptibility at low

temperatures. This is an unusual effect and occurs due to the intrinsic instability

of the AFM spin structure in the γ - phase.

3.5.3 Systematic study of the effect of intermixing and film
thickness on the Néel temperature in ultra thin films

A systematic study of the effect of film thickness and intermixing on the Néel tem-

perature is shown in Fig. 3.14 for the γ (a) and L12(b) phases. The Figure also

contains simulation data for a generic FCC ferromagnet with a Curie tempera-

ture the same as the Néel temperature for both phases. The FM is presented to

compare the difference in the size dependent ordering temperature between FM
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and AFM materials.
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Figure 3.14: Simulated systematic variation in the Néel temperature with
varying film thickness for IrMn in both the γ (a) and L12 phases (b) for
different interfacial mixing widths. The dashed lines show comparative data
for a ferromagnet with the Curie temperature TC= TN for each phase. The data
show a systematic decrease in the Néel temperature for thinner films, and a
stronger finite size effect in the γ phase compared to the L12phase. In both cases
the finite size variation of the Néel temperature shows a stronger decrease than
the equivalent ferromagnet (FM) due to the inherent spin disorder. Intermixing of
the IrMn with a non-magnetic Cu layer shows an enhanced finite size effect for
increased mixing due to a larger number of missing exchange bonds.

Both AFM phases show a stronger finite size effect than the comparable

ferromagnetic film, showing a larger reduction in the Néel temperature for a

given film thickness. The reduction is due to the geometric spin frustration in

the AFMs. The frustration increases the influence of thermal spin fluctuations on

the sublattice ordering. Comparing the two phases of IrMn3, the γ phase shows a

stronger finite size effect and larger reduction in the Néel temperature compared

to the ordered phase. The reduction in order is due to the lower M/MS value

and the larger effect of thermal fluctuations. For the thinnest films there is an

extremely large reduction in the Néel temperature to only a few degrees Kelvin

in both phases of IrMn. This drop is not seen in the FM case. I argue that the

origin is due to the AFM domains. The domains mean locally AFM order still

exists within a domain but long range order is disrupted even over nanoscale

length scales. The disruption means there is an effective low Néel temperature

over the total simulated sample. These effects may be more severe for laterally

larger films which would typically be used in devices
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3.6 Summary

In this chapter we have discussed how to calculate the properties of an AFM

material, specifically IrMn in many different compositions and orders. Our model

of IrMn has been validated against previous experimental and theoretical results

and we have confirmed the accuracy. The properties of never before theoretically

studied compositions and orders of IrMn were modelled and it was found that all

technologically relevant alloys of disordered IrMn have the same ground state

spin structure. It was also found that the Néel temperature increases as you

increase the Mn content making for a more stable structure.

Next the finite size effects in IrMn were investigated and it was found that

IrMn films show a stronger finite size dependence of the Néel temperature than

an equivalent ferromagnet due to the existence of spin frustration. Our results

suggest a larger antiferromagnetic film thickness is required for spintronic devices

operating at or above room temperature compared to an equivalent ferromagnet,

particularly for sputtered films with a high degree of interfacial intermixing.
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THE COMPLEX MAGNETIC ANISOTROPY OF IRMN

The anisotropy of ferromagnetic materials is in general well understood and

numerous theoretical models and experimental measurements exist to explain

the various observed phenomena [26, 31]. The magnetic anisotropy of antifer-

romagnets is a much more complicated and interesting problem, and is poorly

understood because of the difficulty in experimental measurements and the com-

plexity of the magnetic structures and materials.

The magnetic anisotropy of AFMs plays a key role in the stability of many

spintronic devices. AFM materials are used in these devices to form AFM/FM

bilayers where the AFM causes a shift of the hysteresis loop of the FM. The

shifted hysteresis loop means the FM is effectively pinned along a fixed direction

of magnetisation. A larger anisotropy in the AFM causes a stronger pinning from

the AFM to the FM and therefore a larger shift in the hysteresis loop. The larger

the shift in the hysteresis loop the stronger the pinning in the FM layer. The

pinning is known as the exchange bias effect and is discussed in more detail in

Chapter 5. Exchange bias is used in many spintronic devices such as in tunnelling

magnetoresistive sensors in read heads in magnetic hard drives. The stronger

the pinning the more reliable the device. The energy barrier defines the effective

magnetic anisotropy energy and therefore the thermal stability.

In this chapter a constrained Monte Carlo algorithm is used to calculate the

energy surfaces of IrMn and from this the energy barriers to magnetic reversal.

The results are compared to previous experimental and theoretical measurements.

AFMs have a bulk magnetisation of zero so as with calculating the Néel tempera-

ture we have to look at the individual sublattice properties instead of the bulk

properties.
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4.1 Previous calculations of the anisotropy of
IrMn

The anisotropy of IrMn has previously been studied both experimentally and

theoretically. The ordered phase of IrMn3 was studied theoretically by L. Szunyogh

et al [25] using ab-initio methods. They found an extremely large value for the

second order magnetic anisotropy, leading to energy barriers of the order of 3

× 107J/m3 at 0K. This is an extraordinarily large value for the anisotropy. For

example, Neodymium Iron Boron is the strongest permanent magnet available

today and has an anisotropy of 1.33 × 106J/m3: more than an order of magnitude

smaller.

Vallejo-Fernandez et al experimentally determined the anisotropy constant of

disordered IrMn3 by measuring the mean blocking temperature of a IrMn/CoFe

bilayer [51, 61]. The blocking temperature was measured using a training-free

measurement procedure in which hysteresis loops were repeatedly measured at

the same (thermal activation free) low temperature after raising the sample to a

different activation temperature. The activation reverses part of the AFM layer

due to the exchange field from the FM. As the AFM reverses the exchange bias

field decreases, the blocking temperature (TB) is the point where the exchange

bias field is reduced to zero and was measured to be TB = 236K. The blocking

temperature is low because of the thin films they used ( 3nm) and using this value

the anisotropy can be determined given the measured grain volume using the

equation:

1/τ= f0 exp
(
− ∆E

kBT

)
(4.1)

where τ is the relaxation time, ∆E is the energy barrier, kB is the Boltzmann

constant, and T is the temperature. At the blocking temperature ∆E = KAFV
where KAF is the anisotropy constant of the AFM and V is the mean grain volume.

The anisotropy constant is therefore given by:

KAF (TB)= log(τ f0)
V

kBTB. (4.2)

Using equation 4.3 the temperature variation has the form [62]:
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KAF (T)= KAF (0)
[(

1− T
TN

)l
]3

(4.3)

The assumption is made that l = 3 which is only valid for a uniaxial magneto-

crystalline anisotropy [52]. At 300K K = 6.2×105 J/m3 and at 0K K = 14.8×105

J/m3, the zero Kelvin value is almost two orders of magnitude lower than the

theoretical calculations for ordered IrMn3 [25].

The experimental measurement of the anisotropy constant is also dependent

on the value of the switching attempt frequency ( f0). Originally Vallejo-Fernandez

et al used a value of f0 = 109 s−1 [51] but more recent estimates suggest values

closer to f0 = (2.1±0.4)×1012 s−1 [62]. The attempt frequency is hard to experi-

mentally measure, and in section 4.1.5 we calculate the range of possible attempt

frequencies and compare them to the experimental result.

The symmetry of the anisotropy is also an unresolved problem. Vallejo-Fernandez

[51] and Craig et al [63] investigated the form of the anisotropy energy surface by

fitting to the temperature dependence of the magnetisation using a Callen-Callen

[52] power law:

KAF (T)
KAF (0)

=
[

nAF (T)
nAF (0)

]l
(4.4)

where nAF is the AFM sublattice magnetisation and l is an exponent which

reflects the symmetry of the anisotropy. In materials with a uniaxial anisotropy

l ∼ 3 and for a cubic anisotropy l ∼ 10. The symmetry of the anisotropy generally

reflects that of the lattice because the easy axes tend to coincide with axes of

symmetry in the crystal structure [26]. This is always true in ferromagnetic

materials - a cubic lattice will have a cubic anisotropy unless there is strain,

shape or another form of anisotropy acting on the material. While the Callen-

Callen theory [52] holds for most FM materials because the anisotropy of AFM

materials is so difficult to measure it has previously been difficult to say if it will

also hold for AFM materials. In section 4.1.2 the theory will be tested for a AFM

with a known symmetry to see if the temperature dependence is consistent with

Callen-Callen theory.

Szunyogh et al [25] calculated the energy surface for ordered IrMn3 by rotat-

ing the triangular ground state around the (111) direction and calculating the

change in energy. The same calculation was done using our IrMn model with
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the Néel pair anisotropy, in Fig. 2.6, finding an exact match to the ab-initio re-

sults. Both experiment and theory agree that the anisotropy has a uniaxial form

contradicting the predicted relationship between crystallographic symmetry and

the temperature dependence of the anisotropy from the Callen-Callen [52] and

Zener [64] relations. As IrMn has a cubic crystal structure, the anisotropy would

be expected to have a cubic symmetry.

In this chapter we use a constrained Monte Carlo algorithm to calculate

the magnitude and symmetry of the anisotropy in different degrees of order

and compositions of IrMn. We aim to to resolve the differences between the

experimental and theoretical calculations for the magnitude of the anisotropy

constant in IrMn3 by calculating the energy barrier to magnetic reversal. Then

the symmetry of the anisotropy will be calculated from the temperature scaling

of the anisotropy using Callen-Callen law. Results in the following chapter were

published in Physical Review B [20].

4.1.1 Calculation of the energy surface

The energy barrier separating two ground states is the minimum energy path for

the spins to rotate from one ground state to another. At a finite temperature the

anisotropy constant is a free energy difference arising from spin fluctuations. To

calculate the energy barrier, we use a constrained Monte Carlo (CMC) algorithm

to determine the entire energy surface. From the energy surface we can find

the ground states and calculate the minimum energy required to rotate between

them.

Constrained Monte Carlo (CMC) is an extension of the metropolis Monte

Carlo algorithm where the steps of the random walk are modified to conserve the

average magnetisation direction (M̂) as:

M̂≡
∑

i(Ŝi)∑
i ∥ Ŝi ∥

, (4.5)

where Ŝi is the unit vector of the direction of magnetisation of a spin i. The

constraint keeps the system out of equilibrium in a controlled manner but allows

its microscopic degrees of freedom to thermalise [65]. In this thesis CMC is used

to calculate energy surfaces of materials, and from this compute the ground states

and energy barrier between them. CMC was developed by Asselin et al [65] and

works by creating a new trial spin state which is constructed by altering the
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magnetisation directions of two spins. The first follows the same move as for a

Monte Carlo trial move. The second (the compensation spin) is chosen for which

the magnetisation direction is left unaltered but the magnetisation length can

change. The acceptance probability (P) is now:

P =−M′
z

Mz

S j

S′
j
exp

(−∆E
kBT

)
(4.6)

where M′
z and S′

j are the magnetisation and direction of the newly proposed

state, ∆E is the energy barrier to move between these states, kB is the Boltzman

constant and T is the temperature. The notation assumes that the net direction

is constrained along the z direction, the extension to 3D is done by a global

rotation [65].

Figure 4.1: Visualisation of the constraint directions θ, φ. The red arrow
represents the constraint direction and θ, φ are the angles to this direction.

The energy surface is calculated by constraining the direction of magnetisation

of a single sublattice of the AFM along a specific (θ,φ) direction while allowing all

other spins in the system to equilibrate to a minimum energy state. The constraint

used is a weaker constraint than that used by L. Szunyogh et al where all of

the sublattices were rigidly constrained preserving 120 degrees between each

sublattice. L. Szunyogh et al constrained all three sublattices and rotated them

simultaneously around the 111 plane whereas in the following chapter only one

subalttice is constrained and a full θ, φ energy surface will be explored allowing

for lower energy paths than only the [111] path. The constraint directions are

visualised in Fig 4.1. The angles were varied in 1 degree increments from θ = 0 to

360◦ and φ= 0◦ to 180◦. The constrained sublattice is integrated using CMC while

the other sublattices are integrated using a regular MC algorithm. For each value

of θ and φ the system was initially heated to 1500K to thermalise the spins and
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then cooled to 0K. The simulation was run over 1,000,000 MC steps to the ground

state for each θ, φ value, using batch parallelisation for each unique angle-pair.

The CMC method determines the Helmholtz free energy (F ) for a given

constraint direction. This cannot be computed directly but is related to the internal

energy (E) as:

F = E−TS; (4.7)

where T is the temperature and S is the entropy. At zero Kelvin the internal en-

ergy equals the Helmholtz free energy (F ). The internal energy can be calculated

directly as the sum of all the energies acting on the system (anisotropy, dipolar,

exchange etc.) but as we cannot calculate S at T > 0 we cannot directly calculate

the energy. Instead F can be indirectly calculated from the integral of the torque

(τ) acting upon the system.

Magnetic torque can be defined as:

τ=<M>×<B>, (4.8)

where M is the magnetic moment and B is the field acting on this moment. The

torque is a measure of the force that can cause an object to rotate about an axis and

in this case causes precession of the magnetic moment around the effective field.

Our system is comprised of many atoms all with their own individual moment Si

In our system the field is defined by equation 2.23 and the total torque is given

by:

τ=−<M>
µ0µS

× ∂F

∂M
, (4.9)

where M is the magnetisation direction and M=∑
i Si, where S is the direction

of spin i. H is the field acting on spin i. The Helmholtz free energy cannot be

computed directly and so instead we can reconstruct it from the integral of the

torque:

F =F +
∫ ~M′

~M
(M′×~τ) ·dM′, (4.10)
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where the integral of the torque is taken along the minimum energy path between

two ground states (M and M′) on the energy surface. From this the energy barrier

to magnetic reversal can be calculated. At zero Kelvin the energy to rotate between

these ground states (F ) equals the internal energy (E) but at higher temperatures

this is not the case and the free energy must be calculated from the torque.

4.1.2 Anisotropy energy barrier for ordered L10-IrMn

In the following section, the anisotropy energy barrier and temperature depen-

dence will be calculated for ordered L10 IrMn. Ordered IrMn is an easy plane

AFM comprised of two magnetic sublattices, where the minimum energy occurs

when the two sublattices are 180 degrees apart. Ordered IrMn has an inplane

magnetic ground state as shown in Fig. 4.2. The ground states are in a plane at

phi = 90 degrees, there is a magnetic energy barrier to reversing out of this ground

state. In the following section we will calculate the energy barrier to magnetic

reversal from the torque and then determine the symmetry of the anisotropy from

the temperature dependence of the magnetisation. As IrMn is a uniaxial AFM, we

expect the temperature dependence to give a uniaxial symmetry and the exponent

in the Callen-Callen relation in equation 4.4 to be equal to three.

Figure 4.2: Ordered IrMn has an inplane anisotropy and therefore the
minimum energy occurs anywhere in the phi = 90 degree plane. As IrMn
is an in plane uniaxial AFM there is a minimum energy at phi = 90 degrees.

An 8nm × 8nm × 8nm system of ordered IrMn was simulated. A full energy

surface was created by running a constrained Monte Carlo simulation with one of

the sublattices constrained along the θ, φ direction as described in section 4.1.1.

θ, φ were incremented in 1 degree steps and at each step a simulation was run

for 3,000,000 Monte Carlo under no applied field. The first 1,000,000 steps of the
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simulation were equilibration time steps meaning the calculated energy/torque

values did not contribute to the final average energy/torque values. During the

equilibration time steps the system should find its minimum energy state so

the output average free energy/torque values only include the equilibrated free

energy.

The energy surface is calculated from the torque as described in section 4.1.1.

The energy surface produced is shown in Fig. 4.3, where the minimum energies

occur when θ = 0◦ or θ = 180◦ and the maximum energy occurs when θ = 90◦.
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Figure 4.3: Simulated anisotropy energy surface for IrMn and the min-
imum energy path between two ground states. (a) The simulated energy
surface calculated from the integral of the torque. It has the usual uniaxial sym-
metry. (b) the minimum energy path for a spin to rotate between these ground
states. The energy barrier ∆E is shown.

The energy barrier is calculated as the difference between the maximum and

minimum energies. For our simulation this gave the extraordinarily large value

of 1.47× 107 J/m3, approximately half the value calculated by Szunyogh et al for

the L12 phase and an order of magnitude larger than the value calculated by

Vallejo-Fernandez et al for the γ phase.

Looking at Fig 4.2 the system has two energy maxima, suggesting an easy

plane energy barrier. The energy surface also has an easy plane shape as shown

in Fig. 4.3. The temperature dependence of the anisotropy energy barrier is

calculated by running the same simulation as described to create Fig. 4.3 but at

increasing temperatures. Previously the simulation was run over all θ, φ angles

however as we now know the minimum energy path only the θ, φ values along this

path were simulated. The simulation was run through exactly the same simulation

steps but repeated at increasing temperatures. The temperatures were increased

in 10K intervals between 0K and 300K. The energy barrier was calculated from
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Figure 4.4: The temperature dependence of the anisotropy in L12- IrMn.
The minimum energy path between ground states for temperatures of 0K, 10K,
100K and 300K.

the torque again and the energy barriers at 0K, 10K, 100K and 300K are shown

in Fig. 4.4. The total energy of the system has increased with temperature but

the energy barrier (∆E) has decreased, due to thermal fluctuations.

The exponent (l) is calculated by plotting the scaling of the anisotropy energy

barrier with sublattice magnetisation length nAF on a logarithmic scale. Fig. 4.5

shows the result, giving a temperature dependence of l = 3.0005±0.0002. The

exponent almost exactly matches a uniaxial exponent suggesting that the Callen-

Callen law applies for a AFM materials as well as FM materials provided the

lattice has appropriate symmetry. Previously, it has been thought that Callen

Callen law does not apply to AFM’s [52] and that they would have different scaling

laws than FM materials. However, here it has been proven that an in-plane AFM

follows the same scaling laws as an in plane FM. In the next section, the anisotropy

IrMn3 in both its ordered and disordered phases will be investigated. In these

phases the magnitude and symmetry of the anisotropy is a mystery.
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Figure 4.5: The scaling of the effective energy barrier with sublattice
magnetisation length nAF fitted using EB(nAF) = E0nl

AF. l is calculated to
be l = 3.0005±0.0002 suggesting a scaling similar to uniaxial anisotropy l = 3.

Figure 4.6: The 8 possible ground state magnetic structures in ordered
IrMn3 corresponding to the 8 (111) planes. The (111) planes are outlined via
the pale grey triangles in the image.
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direction θ φ

(0.83, 0.39, 0.39) 25 67
(-0.83, 0.39, 0.39) 155 67
(-0.83, -0.39, 0.39) 205 67
(0.83, -0.39, 0.39) 335 67
(0.83, 0.39, -0.39) 25 113
(-0.83, 0.39, -0.39) 155 113
(-0.83, -0.39, -0.39) 205 113
(0.83, -0.39, -0.39) 335 113

Table 4.1: The eight possible ground state magnetisation directions for one sublat-
tice of IrMn, each of the other two sublattices will have their own eight minima.

4.1.3 The anisotropy in ordered L12-IrMn3

In section 3.3 we found the ground state of L12 - ordered IrMn3. In ordered IrMn3

the ground state occurs when the magnetic moments lie in-plane perpendicular to

the (111) crystal direction with the three sublattice magnetisation’s oriented 120

degrees apart. By symmetry, a cube contains 8 different (111) planes, meaning

that ordered IrMn3 actually contains 8 different ground states corresponding to

the 8 (111) planes. These ground states are all rotations of each other and are

shown in Fig. 4.6.

The positions of the energy minima can be predicted from the ground state

structures. For a single sublattice the calculated minima are outlined in table 4.1

The energy surface is computed as described in Section 4.1.1. The simulated

system was 8nm × 8nm × 8nm and the simulation was run through the same

simulation steps outlined in section 4.1.2. The zero Kelvin energy surface is shown

in Fig. 4.7 and has a complicated structure with eight minima. The figure only

shows four of the eight ground states due to symmetry. The energy minima lie at

φ∼ 67◦,113◦ and θ ∼ 155◦,205◦ corresponding to the expected easy directions of

the constrained sublattice in Table 4.1.

To calculate the energy barrier between two adjacent minima we compute the

minimum energy path between them. The minimum energy path is outlined as

the white line on Fig. 4.7 and then the energy of this line is shown in Fig. 4.8. The

calculated 0K energy barrier is 1.78×106 J/m3, and an order of magnitude lower

than that calculated by Szunyogh et al [25] for a rigid spin rotation around the

(111) plane. This has massively reduced the disparity between the experiment and

theory with this result being only 20% more than the experimental measurement.
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Figure 4.7: Simulated anisotropy energy surface for ordered L12- IrMn3
at zero K. This was calculated from the integral of the total torque. The marked
path shows the minimum energy route between the two energy minima.

The reduction in the energy barrier compared to the previous theoretical

results arises due to a bobbing motion of the unconstrained spins. The bobbing re-

sults from the competition between the exchange and anisotropy energies leading

to small deviations from the ground-state spin structure when the antiferromag-

netic spins are rotated this bobbing is shown in Fig. 4.9. The reduction in energy

barrier can be observed because our model has used a weaker constraint than

Szunyogh et al [25].

This is particularly relevant to macroscopic approximations of AFM materials

with Néel vectors where the sublattices are always assumed to have a fixed local

spin structure. The remaining difference in the values of the effective magnetic

anisotropy could be due to different ordering or defects in the experimental sam-

ples, but our results finally resolve the large disparity between the theoretically
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Figure 4.8: Cross section of the anisotropy surface at T = 0 K showing
the minimum energy path to reversal between two ground states for
ordered IrMn3. The energy barrier ∆EB to move between the minima is shown.

calculated and experimentally measured magnetic anisotropy of IrMn3 [20]. We

note that, although the energy surface illustrated in Fig. 4.7 has an unusually

complex form, the minima themselves exhibit a four-fold symmetry, characteristic

of cubic rather than uniaxial anisotropy. The question remains: how to resolve

the apparent contradiction with the experimental data of Vallejo-Fernandez et
al [51] and its requirement of a magnetisation scaling exponent consistent with

uniaxial symmetry.

To resolve this discrepancy we now investigate the temperature dependence of

the anisotropy constant to calculate the scaling exponent. The energy surfaces and

minimum energy path were calculated for temperatures between 0K and 350K as

shown in Fig. 4.10. The absolute free energy increases with temperature due to

spin fluctuations but the free energy barrier between neighbouring ground state

minima, i.e. the magnetic anisotropy, decreases. In Fig. 4.10 we plot the power law

dependence of the effective energy barrier as a function of the magnetisation and

find an unusual exponent of l = 3.92±0.14. The exponent is closer to a uniaxial

exponent of l = 3 but is definitely closer to l = 4 which deviates from this ideal

value due to the complex symmetry of the anisotropy energy surface. We also note
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that the specific scaling exponent is dependent on the strength of the anisotropy,

and for weaker anisotropy tends towards an exponent of l = 3, which may be seen

in similar non-collinear magnets such as PtMn3. We conclude that the magnetic

anisotropy of L12- IrMn3 possesses a close to uniaxial temperature dependence in

direct contradiction with the usual Callen - Callen power laws and cubic nature of

the crystal [52]. However, we do not expect Callen-Callen laws to hold necessarily

for such a complex magnetic material as Callen-Callen laws were derived for

simple FM materials. The uniaxial symmetry is consistent with the symmetry of

the local energy surface of individual spins, as the spins have two energy minima

180 degrees apart. Therefore, the spin fluctuations are taking place in a uniaxial

environment.

4.1.4 Calculation of the anisotropy in disordered γ-IrMn3

In the previous section we calculated the symmetry and magnitude of the anisotropy

in ordered L12 - IrMn3 and compared it to the experimental energy barrier. How-

ever, the experimental measurements use a disordered alloy of IrMn close to

IrMn3. In the following section the energy barrier is calculated for disordered
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Figure 4.10: The scaling of the effective energy barrier with sublattice magneti-
sation length nAF fitted using EB(nAF)= E0nl

AF. l is calculated to be 3.92±0.14
suggesting a scaling more similar to uniaxial anisotropy l = 3 than cubic l = 10.

IrMn3 with the aim of less disparity to the experimental results.

In section 3.3 we found the ground state structures of disordered IrMn3.

The ground state occurs when the spins in each sublattice are oriented 109.5

degrees apart in a tetragonal structure. As with ordered IrMn3 there are eight

ground states corresponding to the eight (111) planes. These ground states are all

rotations of each other as with ordered IrMn3 shown in Fig. 4.6.

The energy surface was computed using the same method as the previous two

sections using a 8nm × 8nm × 8nm system. The zero Kelvin energy surface is

shown in Fig. 4.11. The energy surface has a remarkably cubic symmetry, which

is a reflection of the lattice. There are four energy minima in the diagram located

at φ∼ 55◦,125◦ and θ ∼ 45◦,135◦. The disordered IrMn3 energy surface has four

clear minima however the maxima show a lot of noise which comes from the

natural disorder in the structure.

The minimum energy path between two adjacent ground states is outlined on

Fig. 4.11 as a white line. The line shows more noise fluctuations in comparison to

that of ordered IrMn3 due to the noise in the energy surface. The energy along the
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Figure 4.11: Simulated anisotropy energy surface for disordered γ -
IrMn3 at zero K. This was calculated from the integral of the total torque.
The marked path shows the minimum energy route between the two energy
minima.

path is shown in Fig. 4.12. The energy barrier has a much smoother transition

between energy states than would be expected from the energy surface. The shape

of the energy barrier is very similar to that of ordered IrMn3 but the energy

difference is slightly lower at only 9.96×105 J/m3. The value is 40% lower than

the experimentally measured value from Vallejo-Fernandez et al but as with

ordered IrMn3 the value has greatly reduced from the theoretical calculations.

The remaining difference between our value and the experimental value could

be due to differences in composition. We have used IrMn3 however often the

composition used experimentally is closer to IrMn4, which may alter the total

anisotropy for the material.

The energy surface shows a distinctly cubic symmetry, reflecting the cubic

nature of the crystal structure. The temperature dependence of the sublattice
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Figure 4.12: Cross section of the anisotropy surface at T = 0 K showing
the minimum energy path to reversal between two ground states. The
energy barrier ∆EB to move between the minima is shown.

magnetisation was calculated for disordered IrMn3 as in the previous two sections.

The result is shown in Fig. 4.13 and the Callen-Callen exponent was calculated to

be 3.12 ± 0.03. The temperature dependence is only 4% off the uniaxial exponent.

The result is surprising due to the clear cubic symmetry in the energy surface. The

apparent contradiction could be due to the local energy surface felt by each atom.

The results suggest that although the energy surface is cubic, each individual

spin sits in a uniaxial energy environment, where the local environment for each

spin governs the spin fluctuations rather than the symmetry of the energy surface

as a whole. The results go a long way towards understanding the large difference

between the previous experimental and theoretical results.

4.1.5 Calculations of the switching attempt frequency in
ordered L12-IrMn3

The experimental value of the anisotropy constant calculated by Vallejo-Fernandez

et al is dependent on the value of the attempt frequency ( f0) [51, 61]. In FM

materials a value of f0 = 109 s−1 is usually used. Initially Vallejo-Fernandez et al
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Figure 4.13: The scaling of the effective energy barrier with sublattice magneti-
sation length nAF fitted using EB(nAF)= E0nl

AF. l is calculated to be 3.12±0.14
suggesting a scaling similar to uniaxial anisotropy l = 3.

used the same value for IrMn giving an overly small value for the anisotropy [62].

More recently they measured the attempt frequency of disordered - γ - IrMn to be

4×1012 s−1 from a high resolution measurement of the time dependence of the

median blocking temperature. This value for IrMn is much larger than the value

usually observed for FM materials [51].

In the following section we will calculate the attempt frequency ( f0) of ordered

IrMn3. The attempt frequency can be calculated if you know the transition rate

(τ) and energy barrier (∆E) at a given temperature from Equation 4.1. The

transition rate is calculated by simulating the time dependent switching over a

long time period (much greater than τ) and then taking the average time between

transitions (τ). The temperature dependence of the energy barrier was calculated

in section 4.1.3. However, the frequency of the transitions is dependent on the

magnitude of the damping constant. In the previous simulation we used a damping

constant of 0.1 but the value can typically vary from 0.01 to 1 for materials with

large spin-orbit coupling. The simulation was repeated for damping constants

within this range to determine how the damping constant is affected by the

attempt frequency. This means that we cannot accurately calculate the damping
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Figure 4.14: Time-dependent magnetisation of IrMn3 at 100K simulated
and dependence of the switching frequency on the damping constant.
(a) The magnetisation of IrMn was simulated for 100ns for a damping constant of
0.1, where only the first 1ns is shown for clarity. The sublattice magnetisation flips
superparamagnetically between different coherent ground state orientations. At
this temperature the sublattice ordering is approximately 90% since the system is
simulated far from the Néel temperature. (b) Dependence of the attempt frequency
for reasonable values of the damping constant from 0.01-1 shows a range for the
attempt frequency between f0 = 0.1−4THz. The data is fit using an equation of
the form -0.87 ln(4.30α)+1.44, to show the semilog form of the simulated points.

constant to a specific value, we can only calculate a suitable range of values.

IrMn3 has a giant magnetic anisotropy meaning it takes a lot of energy or a

large number of attempts to overcome the energy barriers and transition between

states. Due to the limited time scales accessible by simulations we simulate a

small sample (1.5 nm)3 which has a blocking temperature of TB = 101.5K for a
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characteristic timescale of τ = 0.1 ns. As the temperature is just below the blocking

temperature the IrMn switches between stable states giving a time dependent

form similar to telegraph noise. At this temperature the system will undergo the

largest number of transitions giving the most accurate results for the shortest

timescales. The dynamic behaviour is simulated using the stochastic Landau-

Lifshitz-Gilbert equation [42, 66] as shown in Equation 2.22, the time dependent

dynamics of the magnetisation for a single sublattice is shown in Fig. 4.14. The

system was simulated for 100 ns using a 0.1 fs time-step and the first 1 ns is

shown in Fig. 4.14(a). For each value of the damping constant the transition time

was calculated by counting the number of transitions that occurred divided by the

total simulation time. The attempt frequency was calculated to be between 0.1

and 4×1012 Hz, shown in Fig. 4.14(b). The simulated values are of the same order

as the experimentally determined value [62] and provide reasonable bounds for

the attempt frequency for non-collinear antiferromagnets, putting these values

back into equation 4.1 we can calculate that the anisotropy energy barrier will be

between 1.4 - 2.5 × 106 J/m3.

4.2 Summary

In this chapter a constrained Monte Carlo method was used to calculate the

effective temperature dependent anisotropy and the symmetry in different com-

positions of IrMn. One sublattice of the IrMn was constrained along different

θ,φ directions and a full energy surface was calculated for ordered L10 - IrMn,

ordered L12 - IrMn3 and disordered γ - IrMn3.

It was found that AFM’s follow the same power scaling laws as FM’s as ordered

L10 - IrMn has an exponent of almost exactly 3, as would be expected for an in-

plane FM. We found that the anisotropy energy surface for ordered L12 - IrMn3 is

unusually complex and the scaling exponent of the effective magnetic anisotropy

is fundamentally different from the expectations of Callen-Callen theory despite

the presence of a cubic crystal symmetry and localised uniaxial anisotropy at

atomic Mn sites [20]. We find that meta stable spin structures lower the overall

energy barrier to a tenth of the energy barrier estimated the ab-initio values

predicted by L, Szunyogh et al [25].

The energy surface of disordered γ - IrMn3 has a cubic symmetry, however the

temperature dependence was calculated to be almost exactly equal to the uniaxial

exponent. This surprising result shows that the energy surface is cubic however

each individual spin sits in a uniaxial energy surface and the local environment
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for each spin governs the spin fluctuations rather than the symmetry of the energy

surface as a whole.

Spin dynamics calculations revealed a extremely large value for the attempt

frequency in ordered L12 - IrMn3 with values between 0.1 and 4 × 1012Hz, three

orders of magnitude larger than the typical value chosen for FMs. Our results have

gone a long way to resolving the discrepancy between previous experimental and

theoretical results and represent the first detailed understanding of non-collinear

anisotropy in AFM materials.

72



5

THE ATOMIC ORIGIN OF EXCHANGE BIAS IN SINGLE

GRAIN γ-IRMN3/COFE BILAYERS

The exchange bias effect was first discovered in 1956 by Meiklejohn and Bean [67]

and since then it has become one of the most fascinating and complex effects

studied within the field of magnetism [26]. This is due to its wide range of

applications from read heads in hard drives to more recent developments like

neuromorphic computing devices [13, 58, 68]. The effect occurs when a FM is

coupled to an AFM and causes a shift of the magnetic hysteresis loop in the FM

as shown in Fig. 5.1.
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Figure 5.1: (a) The hysteresis loop of a normal FM, the hysteresis loop is symmetric
around a zero field and the coercivity (HC) is fairly small. (b) The hysteresis loop
of a FM when coupled to an AFM, the coercivity has increased and the loop has
been shifted a distance HBias and is no longer symmetric around the origin. This
gives the FM a preferred direction of magnetisation with only this direction being
stable in zero field.

A simplified schematic representation of the atomistic cause of exchange bias

is shown in Fig. 5.2. The schematic shows three steps, first heating up the AFM

to disorder it, second, cooling it with a field applied in one direction and third

applying a large negative field.
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In the first step a temperature is applied above the Néel temperature of the

AFM, at this temperature the AFM spins are completely paramagnetic and show

no long range order. As the Curie temperature of the FM is much higher the FM

is completely aligned along the field direction. In the next step as the temperature

is decreased to below the Néel temperature, the AFM spins start to align. At

the interface the AFM spins are ferromagnetically coupled to the FM spins and

therefore the interface of the AFM aligns with the FM. In the final step the field is

reduced and then reversed, without the presence of the AFM, the FM would follow

the direction of the applied field. However, there is a large field coupling the FM

interface spins to the AFM. IrMn is impervious to applied fields due to its strong

anisotropy, the AFM remains along the previous field direction at the interface.

This causes a unidirectional field to act on the FM and therefore a larger field is

required to reverse the magnetisation of the FM. This also means that if the field

was to reverse again as there is already a unidirectional field along this direction

the FM should reverse back to its original position at a lower applied field than it

would with no AFM coupling. This gives a hysteresis loop as shown in Fig. 5.2,

shifted away from the zero field point. In the simplified schematic all the interface

spins are parallel to cause a unidirectional field however in real materials the

cause of the unidirectional field is unknown. Exchange bias has been intensively

researched over the past 50 years but despite this there is still no encompassing

theory on the cause of the unidirectional field at the interface. The development

of a theory has been hampered due to the difficulty in experimentally probing the

interface and the complexity of the materials involved.

5.1 Previous models of exchange bias

Since the discovery of exchange bias over 60 years ago there have been many

theoretical models proposed to explain the effect. The first model came from

Meiklejohn and Bean themselves. The model assumed a perfectly uncompensated

spin structure at the interface as in Fig. 5.2. Meiklejohn and Bean’s theory

predicted the exchange bias as:

HEB = cJ
µFM tFM

(5.1)

where J is the interface exchange coupling, µFM is the moment of the FM spins

and tFM is the thickness of the FM, c is the coupling fraction, the percentage

of the AFM interface moment which couples to the FM to cause Exchange Bias.
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Figure 5.2: A simplified representation of the cause of exchange bias. a) At tem-
peratures above the Néel temperature of the AFM the AFM spins are completely
paramagnetic, however as the Curie temperature of the FM is much higher the
FM is completely aligned along the field direction. b) As the temperature is de-
creased to below the Néel temperature of the AFM the AFM spins start to align.
At the interface the AFM spins are ferromagnetically coupled to the FM spins.
c) As the field is reduced and then reversed the FM follows the field. However,
there is a large field coupling the FM interface spins to the previous field direction
because the alignment of the AFM is unaffected by the applied field due to its
high anisotropy. This causes a larger unidirectional field to be required to change
the direction of magnetisation of the FM.

In Meiklejohn and Bean’s model they assumed a fully uncompensated interface

where c = 1. When Meiklejohn and Bean calculated the predicted exchange bias

they found that the predicted values for the exchange bias field were orders of mag-

nitude larger than those obtained from their experimental measurements [67].

Over the next 30 years there were many corrections to this model in an

attempt to reduce the discrepancy between theory and experiments. The models

mostly assumed that the lowest energy magnetic configuration may not be a

perfectly rigid AFM and a perfectly uniform FM [69–72]. Most of these models

were based on the idea of AFM domains. Domains in FM materials are caused by

the demagnetising field however in AFMs the demagnetising fields are usually

negligible and domains shouldn’t form. Domains can form in our exchange biased

bilayers due to the magnetostatic energy from the FM to the AFM [73]. The first

model to utilise AFM domains came in 1987 from Mauri et al [70]. They assumed

a perfectly flat interface and a perfectly compensated spin structure but proposed

that the formation of domain walls led to a reversal of the spins at the interface

causing an additional "domain wall energy" term. The extra energy reduced the

predicted exchange bias by an order of magnitude to match the experimental

results. The model accurately calculated the exchange bias shift but fails to predict

the increase in coercivity. They attempt to explain this by imperfections pinning

the domain walls in the AFM. However a key assumption of the model is that the
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AF layer must be thicker than the domain wall width which is not the case in the

IrMn3 films used in read heads.

So far the models discussed have all been analytical calculations using energy

equations. However, in the 1990’s due to the sudden increase in computational

power available, the field of theoretical magnetism was transformed with the

invention of numerical micromagnetic modelling.

The first micromagnetic model of exchange bias came from Koon et al [71]

where he modelled a perfectly flat uncompensated interface and predicted that

exchange bias can exist through a spontaneous canting of antiferromagnetic spins.

The idea is that spins in the interface region are frustrated by competing AFM

exchange between the two sublattices and the FM. The competition results in a

canted configuration where the spins deviate slightly from the easy axis direction

in such a way as to generate a net magnetic moment. This turns out to be possible

only by forming a stable domain wall in the antiferromagnet while keeping the

ferromagnet mostly aligned with the canted moment. The exchange coupling must

therefore be large enough to preserve the relative orientation of the ferromagnet

and antiferromagnet interface moments during the entire reversal process [71].

The next micromagnetic model was created in 2002 by Nowak et al and

is known as the domain state model [74]. They used similar theory to that of

Malozemoff [75] assuming that the domains form in the AFM due to defects in

the film. However, in the domain state model they assume the defects are caused

by a dilution in the bulk of the AFM due to non magnetic atoms or vacancies.

The domains that form have a distribution of sizes and shapes depending on

the minimum energy. The model is a Monte Carlo simulation and reproduces

an accurate prediction of the hysteresis loop shift. The model also accurately

reproduced the dependence of loop shift on the AFM dilution. The higher the

dilution, the more domains form causing a larger field at the interface, increasing

the exchange bias. However, if the dilution is too strong the AFM loses its structure

and the exchange bias decreases. The successes of the model meant it was the

dominant model used to predict exchange bias in the early 2000’s. However, there

are still a number of issues with the model. The first issue is that it doesn’t

consider multigranular structures like those used experimentally. The second is

that it doesn’t include interface mixing between the AFM and the FM. The largest

problem with the domain state model is that the anisotropy constant necessary

to create domains in the AFM is orders of magnitude higher than measured

experimentally and the model no longer works if the anisotropy is reduced, as the
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domains no longer form.

O’Grady et al [5] predicted that the interface structure is independent of

the bulk material and forms spin clusters of approximately 50 spins which are

randomly distributed in shape and size. These behave in a similar way to a spin

glass or paramagnetic particles. The exchange interaction between the FM and

AFM grains is mediated by the degree of order in the spin cluster. These spin

clusters have never been experimentally observed.

The next models of exchange bias were all based on multigranular systems,

and will be discussed in Chapter 6. All the models discussed so far have assumed

that the interface exchange field occurs due to domain walls in the AFM. In the

following Chapter I discuss the origin of exchange bias in single grain IrMn/CoFe

bilayers using an atomistic spin model and prove that exchange bias can occur

without the need for AFM domains.

5.2 System setup

In this chapter I will simulate the hysteresis loop of a single grain γ - IrMn3/CoFe

bilayer to calculate the exchange bias effect and prove that AFM domains are not

necessary for exchange bias to occur. We have previously discussed a model of γ -

IrMn3 in section 2.4. To calculate exchange bias the γ - IrMn3 must be coupled

to a thin FM layer of CoFe to form a bilayer. The following section discusses the

modelling parameters for CoFe and the IrMn/CoFe interface.

5.3 Atomistic Modelling parameters

The FM modelled was an alloy of Cobalt and Iron, Co40Fe60 due to its high

magnetic moment at room temperature, high saturation magnetisation, high

Curie temperature and low coercivity. At this composition the CoFe alloy has an

isotropic point which is useful for magnetic sensors using an exchange biased

system to avoid an anisotropic bias in the magnetic orientation of the film [76].

At this point the material has an amorphous structure [76] meaning there is

no long range crystallographic order. Non uniform crystallographic structures

are complicated to model and therefore we have assumed the CoFe to have an

FCC structure so that the same crystal structure can be used for CoFe and IrMn.

The magnetic structure is much simpler in CoFe as it is just a simple FM so the

change in crystal structure will not alter the properties or exchange bias greatly,

the FM will be completely magnetised (M/MS = 1) and the exchange coupling
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between the FM and the AFM is an order of magnitude lower. In the following

section the modelling methods used for modelling CoFe are discussed. CoFe is

modelled as a generic Heisenberg ferromagnet.

5.3.1 CoFe parameters

In FM materials the value of the exchange constant can be calculated from the

mean field expression:

Ji j = 3kBTC

zε
(5.2)

where kB is the Boltzmann constant, TC is the Curie temperature, z is the number

of nearest neighbours and ε is the correction factor from the usual mean-field

expression (≡0.86) [42].

In our model, CoFe was assumed to have an FCC structure which has 12

nearest neighbour atoms. The Curie temperature of CoFe is 1300K, so this gives

an exchange constant of 5.5×10−21 J/link.

In the composition used in this model, CoFe is an isotropic material it has

almost no anisotropy[76]. In spintronic devices the CoFe would have a large

shape anisotropy due to the planar shape of the thin films. This causes the CoFe

to align in plane to minimise the demagnetising field. In this section only a

single grain of the thin film was simulated and the demagnetising field has a

weaker effect. The in plane orientation was instead approximated using a weak

uniaxial anisotropy, with an anisotropy constant of ku =1 ×10−24 J/m3, in the

CoFe a negative anisotropy constant is used corresponding to an easy plane

perpendicular to the z axis.

The uniaxial anisotropy Hamiltonian is given by equation 5.3. This calculates

the change from the minimum energy configuration by summing over every atom

in the crystal. This minimum energy configuration occurs when all of the atomic

moments lie in the easy plane [26].

Hani =−ku
∑

i
(Si ·e)2 (5.3)

Cobalt is the only element which when added to Iron increases its magneti-

sation. CoFe has the largest saturation magnetisation of any known material
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at 2.45T. This leads to a very high value for the magnetic moment (2.5µB). The

increase in magnetic moment occurs because the exchange coupling increases in

CoFe compared to Co and Fe separately as measured experimentally [76] and

predicted from results [77].

5.3.2 Interface parameters

Direct experimental measurements of the buried interface are not feasible, and

so the interface spin structure and coupling are a continuously debated problems.

To find a value for the interface exchange coupling to use in the model indirect

methods must be used. O’Grady et al predicted that within an interfacial spin

cluster the coupling would be FM [5]. L. Szunyogh calculated the magnetic mo-

ments, the exchange coupling and the magnetic anisotropy from first principles.

They found the exchange integral at the interface was approximately 50% of the

that of the bulk structure [78] and that the system had bulk properties within

1-2 atomic layers of the interface. The exchange constant was therefore assumed

to be a nearest neighbour interaction, initially given a value of 1.5×10−21 J/link.

The effects of the exchange coupling will be investigated parametrically in section

5.7 and the simulated exchange bias will be compared to experimental data.

5.4 Simulation steps

The disordered γ - IrMn/CoFe bilayer was created to be 8nm × 8nm × 8nm, with

5nm of IrMn3 topped with 3nm of CoFe as shown in Fig. 5.3. The IrMn has a (111)

out of plane orientation as this gives the largest possible exchange bias [79, 80].

Experimentally, to achieve exchange bias the AFM needs to be set by annealing

under an applied field. In this step the magnetic moments of the FM will align

with the applied field direction. As the AFM and the FM are coupled together at

the interface, the interface of the AFM will align with the applied field as well.

This means the AFM is now set along the applied field direction even though the

AFM is impervious to applied fields. The same needs to be done in our simulation

and the AFM is set before the exchange bias is calculated from the hysteresis loop

using three simulation steps:

1. Annealing under an applied field: The system was heated to above the

Néel temperature of the AFM then cooled in the presence of a high field.
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[111]

3nm

8nm

8nm

5nm

CoFe

IrMn

Figure 5.3: A schematic diagram showing a section of the IrMn3/CoFe
bilayer. Each sphere represents one atom, the top half is CoFe and the bottom
IrMn (with the colours representing the different sublattices). This was 8nm ×
8nm × 8nm with 5nm CoFe and 3nm IrMn3.

2. Equilibration: The system was left to equilibrate at 0K under no applied

field to let the system relax to its equilibrium ground state position.

3. Hysteresis Loop: A hysteresis loop was performed on the system to mea-

sure the strength of the exchange bias field.

5.4.1 Annealing under an applied field

Experimentally, the direction of the exchange bias is set by annealing. Annealing

is the process of heating the sample up to a high temperature (above the blocking

temperature of the AFM) then slowly cooling to a temperature below the blocking

temperature under an applied field. The cooling takes place over a long timescale

( minutes to hours). These timescales are 1011 times larger than our atomistic

time step making simulations of this length computationally unfeasible. Exper-

imentally, the annealing process cannot heat to the Néel temperature as this

would cause damage to the structure, such as by destructive diffusion between

the layers. Instead the simulation is heated to a setting temperature, which is

between the blocking temperature and the Néel temperature. At this temperature

the AFM has a probability of the magnetisation flipping between different AFM

ground states. The time between flips (τ) is given by:
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1
τ
= f0 exp

(
− KV

kBT

)
, (5.4)

where f0 is the attempt frequency, K is the anisotropy constant and V is the

volume. As the temperature (T) decreases the thermal relaxation time (τ) in-

creases. The simulation time must be long enough that it is greater than (τ) or the

magnetisation will not change states and the AFM interface will not be correctly

set. We computationally model the setting process using a similar procedure to

the procedure used experimentally. In the simulations however, we can heat the

sample up to a higher temperature (higher than the Néel temperature of the

AFM) without destroying it and cool it all the way to 0K. The increased heating

and cooling should cause the AFM to set in a shorter timescale as just below the

Néel temperature the relaxation time will tend to zero.

The spin dynamics were modelled using the Landau-Lifshitz-Gilbert equation

with a Heun integrator as described in section 2.3.3, the system was heated to

1500K and then cooled over 80,000,000, 0.1 fs time steps to 0K for a total of 8 ns.

We note that although 8 ns is computationally very expensive and requires a lot

of simulation steps it is still orders of magnitude below the experimental setting

time which is often hours.

IrMn has 8 possible ground states as discussed in section 4.1.3, corresponding

to the 8 (111) planes. Each of these eight possible states is a local energy minimum

but the global minimum energy will occur when the interface exchange field of

the AFM aligns with the FM. The global minimum energy state should have a

slightly lower energy than the other local minimum energy states.

Fig. 5.4 shows the variation of the magnetisation in the system with time and

temperature throughout the field cooling process. As the system cools the probabil-

ity of the magnetisation changing state decreases as the relaxation time increases

as given by equation 5.4. At the blocking temperature (TB) the relaxation time is

longer than the simulation time and the AFM magnetisation can no longer change

state. In our simulation the blocking temperature is approximately 400-500K.

The simulation must therefore have a large number of small time steps close to

the blocking temperature as there is only a small energy difference between the

global minimum energy and a local minimum energy. This is explained in figure

5.5

Ideally, during the field cooling step the AFM should end up in the global

minimum energy state. However, because the energy of the states are so similar
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Figure 5.4: The variation of the total magnetisation in x,y,z with temper-
ature for a single sublattice. (a) The temperature dependent magnetisation
(b) Above the Néel temperature (TN) the magnetisation fluctuates rapidly. (c)
Once the Néel temperature is reached the system must lie in one of the ground
states however it still has the energy to rapidly fluctuate between these states
until the blocking temperature (TB) is reached. (d) Below this temperature the
system remains in the same state as at these timescales it no longer has enough
thermal energy to change state. This shows the times and temperatures where
these changes occur.

often a different energy state is found instead. If the AFM does not end up

in the global minimum energy, the exchange bias of the system will be along

the wrong direction (not the setting field direction). The energies are very close

because there is a complex coupling between the interface and the bulk material.

The ground state which causes the interface moment to be closest to the field

may not be the same ground state which causes the bulk moment to be closest

to the field. As the temperature (T) decreases the thermal relaxation time (τ)

increases until the simulation reaches the blocking temperature and it is longer

than the measurement time and it is unlikely the magnetisation will fluctuate

between states. Only at TB is the energy high enough that the system can change

states but low enough that it is always stuck in one of the ground states. The

simulation must have a large number of small time steps around TB as there is

only a small energy difference between the global minimum energy and a local

minimum energy. If the temperature is decreased in too large a temperature step,

the magnetisation may become fixed in a state that is only a local minimum.

As the temperature is decreased the atomic moments lose thermal energy as
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Local minimum energy

Global minimum energy

ΔE1

ΔE2

Figure 5.5: A visualisation of the energy barriers to magnetic reversal
showing the energy difference between the global and local energy min-
ima for our bilayer. If the temperature is decreased in too large a temperature
step, the magnetisation may become fixed in a state that is only a local minimum.
As the temperature is decreased the thermal energy decreases (E ∝ kBT). As
∆E1 and ∆E2 are very close in energy the sublattice magnetisation may be able to
transition to the local minimum in one temperature step but as the temperature
is decreased it may not be able to transition back as the thermal energy is now
less than ∆E1 and ∆E2.

(∆E = kB∆T). As the global and local minima are very close in energy the spin

direction may be able to transition to the local minimum in one temperature step

but as the temperature is decreased it may not be able to transition back as the

energy is now too small. If the change in temperature is too great the AFM has

an equal probability of setting in any of its ground state positions. This problem

could have been solved using a simulated annealing algorithm [81] which is a

technique for energy minimisation and finding the ground state of a function

or system. In the future this will be implemented and would be a better way of

simualting the annealing process.

5.4.2 Equilibration

During the equilibration stage the field is removed and the atomic moments are

left to equilibrate to their ground state positions at zero Kelvin. The only external

field remaining on the FM layer is from the interface of the AFM. The AFM is

fixed in its ground state position and the FM rotates to align along the direction

of the compensated unidirectional interface field from the AFM.
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Figure 5.6: The simulated equilibration of the magnetisation of the FM
layer in x,y,z. The system equilibrates away from the applied field direction
(0,1,0) and instead to (-0.18,-0.22, -0.94) suggesting that the setting process has
not worked.

The simulation used 500,000, 0.1 fs time steps and the dynamics were mod-

elled using the LLG equation. Fig. 5.6 shows the direction of magnetisation of

the FM throughout the equilibration stage. If the setting has worked correctly

the magnetisation of the interface AFM and therefore the FM should be approx-

imately along the direction of the setting field (1,0,0). Fig. 5.6 shows that the

magnetisation has rotated far from the initially applied field direction meaning

that the system has not been properly set by the field cool process. The field cooling

failed because ∆E1 and ∆E2 are very similar in value and the temperature steps

in the simulation are too large to account for the small change in energy. I have

increased the number of time steps in the field cooling calculation and focused on

cooling around TB but unfortunately this problem occurred for all timescales that

were viable on the computational resources available. In the experimental setup

the field cool process occurs over a matter of hours but in our simulations we can

only viably run simulations up to a few tens of nanoseconds.

To enable the continuation of the project instead of running the hysteresis

loops along the setting field direction the hysteresis loops were run along the

direction to which the FM equilibrates. This method is used for the rest of the

current section until a new setting method is developed in section 6.3.1. The global

minimum energy direction changes depending on the direction of the applied field
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and every local has the potential to be the global minimum. Therefore by finding

out the state the system is in and applying the field along that direction the local

minimum becomes the global minimum.

5.4.3 Hysteresis loop

After equilibration a 1T field was applied to the bilayer along the direction

of equilibration of the FM. The field is slowly reduced to -1T then increased

to 1T in 0.01T increments. At each increment a number of 0.1 fs timesteps

occur, the number of timesteps is important because at each new field point

the magnetisation takes time to equilibrate. The equilibration time is due to

the damped procession of the LLG equation, during which the magnetisation

precesses around the minimum energy direction. If the number of timesteps is

too few the sample will not have fully equilibrated between each 0.01T field step,

which leads to an increase in the coercivity of the hysteresis loop as the spin

direction has not yet equilibrated to the minimum energy state.
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Figure 5.7: Convergence of the coercivity for decreasing field rates (a)
Comparison of hysteresis loops for disordered IrMn3/CoFe as the number of
time steps per field increment is varied between 50000 and 5000000. The field
increment rate is kept constant at 0.01 T. Each time step is 0.1 fs. As the number
of time steps increases the coercivity decreases. The hysteresis loop converges
to a minimum coercivity for time steps over 0.03 T/ns. (b) The variation of the
coercivity with field rate. The minimum coercivity occurs at 0.03 T/ns as seen in
the hysteresis loops.

The number of steps was varied, the resulting hysteresis loops are shown in

Fig. 5.7. The coercivity converged at 0.03 T/ns which corresponds to 3,000,000

steps per 0.01 T field step increment. This number of steps was used for the

remainder of the chapter.
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Figure 5.8: Simulated hysteresis loops at T = 0K for the disordered
IrMn3/CoFe system. The system exhibits a classic shift of the loop due to the
exchange bias effect, the system shows an exchange bias of magnitude 0.14T.

The field is applied along the direction of the interface field of the AFM because

this will give the highest exchange bias field. The Stoner-Wohlfarth model states

that when a field is applied at an angle to the easy direction the field required for

reversal decreases. Therefore, if the hysteresis loop is measured along the setting

field direction the exchange bias decreases in comparison to the equilibrium

direction.

The hysteresis loop for the disordered γ - IrMn3/CoFe system shows an ex-

change bias field of 0.14 T, assuming a reduction in the exchange bias due to

temperature affects this value is close to typical experimental measurements.

O’Grady et al. measured an exchange bias field of 0.02 T using 10 nm of CoFe

at room temperature with a rough interface. The FM in their calculations was

approximately three times thicker than our simulations and from Equation 5.5

we can see this would cause a three times reduction in the exchange bias from

our simulated exchange bias. The larger size will decrease the exchange bias

field. The remaining discrepancy may be due to the rough interface or tempera-

ture effects. The effects of temperature and rough interfaces will be studied in

sections 5.8 and 7 respectively. The current simulated bilayer has no defects or

lattice imperfections and therefore the exchange bias must be attributed to the

intrinsic ordering, raising the question: how does the intrinsic ordering in the
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antiferromagnet determine the exchange bias?

5.5 An investigation into the atomistic origin of
the exchange bias effect

To investigate the cause of exchange bias we analysed the direction and magnitude

of the magnetisation of the IrMn at the interface throughout the hysteresis loop.

The data shows a clear hysteresis in the net magnetic moment which follows

the hysteresis of the FM and exhibits the same coercivity and exchange bias.

The hysteretic behaviour is characteristic of a large reversible component of the

interfacial magnetisation, in agreement with previous XMCD measurements [82].

The interface magnetisation shows a small vertical shift not present in the CoFe

loop due to a change in magnitude of the magnetisation at the interface shown

in Fig. 5.9(b). The change in the magnitude of the interface magnetic moment

arises due to the uncompensated interface field, these spins are irreversible and

do not rotate during the hysteresis cycle. We can say that our interface moment is

comprised of a compensated moment which reverses (nc) and an uncompensated

moment which does not reverse (nun). When the field is pointing along the positive

saturation direction the interface field is equal to nc+nun, whereas when the field

is pointing along the negative saturation direction the interface field is equal to

nc −nun. The vertical shift in the hysteresis loop is therefore equal to two times

the number of uncompensated spins at the interface. These uncompensated spins

which are irreversible are the spins which contribute to the exchange bias effect.

In the example in Fig. 5.9 (b) the vertical shift is 13.92 which corresponds to 6.96

uncompensated spins.

The exchange bias is proportional to the ratio of the strength of the pinning

field from the AFM to the total FM magnetisation. It is quantitatively calculated

from the number of uncompensated spins as:

BEB = nunJint

µFM NFM
(5.5)

where NFM is the number of ferromagnetic atoms and µFM is the magnetic

moment of the FM atoms. The equation represents the strength of the pinning

field from the AFM (nunJint) compared to the total moment of the FM (µFM NFM)

and therefore the strength of the exchange bias. (Using nun equals 6.96 we can
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Figure 5.9: The net magnetic moment of the IrMn interface layer through-
out the hysteresis loop.(a) Behaviour of the components of the net magnetic
moment in the interfacial layer of γ IrMn3 showing hysteretic behaviour of the
interfacial moment which follows the CoFe magnetisation, indicating a large
reversible component of the magnetisation. The loop is vertically shifted showing
a change in the magnitude of the interfacial IrMn3 moment during the hysteresis
cycle (b), indicating the irreversible spins nun contributing to the exchange bias
field.

calculate the exchange bias to be (0.13 ± 0.01)T which is in agreement with the

simulated value.

We have now calculated the number of uncompensated spins at the interface

and know that they can occur without the need for AFM grains or interface mixing.

But what is causing these spins to be uncompensated?

5.5.1 What causes the net interface moment in IrMn3?

In disordered IrMn3 25% of the atoms are Ir in each sublattice, meaning 25%

of the atoms are non-magnetic. The 25% which are non magnetic are chosen

randomly using a probability function. The random nature of the removal means

that although on average 25% are removed from each sublattice in reality a

slightly different number will be removed from each sublattice. For an infinite

grain the difference would balance out but as our grain is of a finite size the

system can end up with large differences between the numbers in each sublattice.

The difference leaves a net magnetic moment along the direction of the sublattice

with the largest number of Mn atoms remaining. For the simulated hysteresis

loop previously discussed the number of atoms in each sublattice is outlined in

table 5.1.

From the number of atoms in each sublattice the number of uncompensated
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Sublattice NS (MS) (Ml)
1 192 (-0.45, -0.81,-0.35) 0.92
2 193 (0.92,-0.08,-0.38) 0.91
3 200 (0.66,-0.71,0.24) 0.90
4 195 (-0.016,-0.013,0.99) 0.89

Table 5.1: How the exchange bias is predicted from the crystallography.
The number of atoms in each magnetic sublattice (NS) and the magnetisation
direction (MS) and length (Ml). This gives nun as 6.67 uncompensated spins, as
calculated from Equation 5.6. This imbalance is caused by there being an average
of 6.67 atoms more in sublattice 3 than in the other 3 sublattices, while the
magnitude is reduced due to sublattice disorder arising from local spin frustration.

interface spins can be calculated:

nun = NL −Nav, (5.6)

where NL is the number of Mn atoms in the sublattice with the largest number of

atoms in and Nav is the average number of Mn atoms in the other three sublattices.

For our interface the calculation gives nun = 6.67 which is an almost exact match

to the result calculated in Fig. 5.9(b). The discrepancy between the values is

because the calculation is simplified and assumes that the bias field lies exactly

along the direction of one of the AFM sublattices. In reality this will only occur

when NL >> Nav and the direction of the bias field will be a vector combination

of all four sublattice magnetisation directions dependent on the positions of the

removed atoms as described in Table 5.1.

As there are 780 Mn atoms in the interface layer the number of uncompensated

spins nun is about 0.9% of the total interface magnetisation. The small imbalance,

combined with a large exchange interaction, predicts an exchange bias field of

0.15 T using equation 5.5 which is very close to the numerical simulation of 0.14

T. Now we know what causes the uncompensated spins we want to know where

they are located across the interface. There are two options for the location of

these spins: a) 6.67 specific spins are pinned and the rest rotate as normal or b) a

small proportion of every spin is pinned ( 9% pinned). For the rest of the thesis I

will refer to option (a) as localised pinning and option (b) as delocalised pinning.

To investigate the location of the pinned spins we visualise the interface spin

structure throughout the hysteresis loop. The visualisation of a small section of

interface is shown in Fig. 5.10.
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Figure 5.10: A visualisation of the net magnetic moment of the interface
layer throughout the hysteresis loop. Arrows indicate spin positions at neg-
ative saturation, thin bars indicate the starting positions at positive saturation
and the colour scale shows the angular change. The small angular deviation
of individual spins demonstrates the delocalised nature of the reversible and
irreversible spins.

The magnetisation direction was compared between the positive saturation

and negative saturation points in the hysteresis loop. During the hysteresis loop

each of the interfacial spins moves only slightly, amounting to a small distortion of

the interfacial spin structure. The reversible spins come from a net change in the

total interfacial moment rather than the local reversal of individual spins. The

strong exchange coupling between the spins stabilises the overall spin structure

preventing a large angular change for individual spins. In a similar way the

pinned interface spins are not actually pinned local spins, but arise from the

net irreversible interface moment in the AFM. The figure suggests a delocalised

motion of the magnetic moments.

Previous models of exchange bias have focused on the uncompensated interface

moment being due to localised spins. Our model suggests that, the exchange bias

can also be caused by delocalised spins. We suggest that although delocalised

spins do cause exchange bias, localised spins can also cause exchange bias. In

real devices the localised spins would occur due to localised defects such as

point defects, non magnetic impurities or grain boundaries. We have simulated a

disordered - γ -IrMn3 bilayer but without the delocalised interface spins instead

we have created localised "defects" which will contribute to the exchange bias.

This was created by removing all of the AFM interface spins apart from 6, which
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Figure 5.11: Exchange bias simulations for localised and continuously distributed
uncompensated spins. (b) shows the difference between delocalised distributed
and localised spins at the interface.

are still coupled to the bulk and to the FM. These are localised points and are the

only points which contribute to the exchange bias field. We have simulated this by

removing the rest of the interface spins and replacing them with a non magnetic

material (Cu). The hysteresis loop produced is shown in Fig. 5.11 and is compared

to our previous hysteresis loop which occurred due to the delocalised interface

spins. Both of these simulations exhibit similar levels of exchange bias which

is stable with temperature. For delocalised spins all the spins in the interface

layer contribute to the exchange bias field. Both the hysteresis loops have very

different shapes, the delocalised hysteresis loop has a much larger coercivity, due

to a larger rearrangement of AFM spins at the interface whereas in the localised

hysteresis loop only the localised atoms rotate. In real exchange bias systems the

exchange bias will be a combination of these two interfaces. It is however a very
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System nun Bpred Bsim

a 5 0.16 0.14
b 7 0.23 0.25
c 8 0.26 0.25
d 10 0.33 0.21

Table 5.2: The predicted (Bpred) and simulated (Bsim) exchange bias for
the four interfaces. The predicted exchange bias in calculated using equation
5.5 from the number of uncompensated spins (nun)in each AFM interface.

interesting and never before observed result that exchange bias can exist without

the need for these defects.

5.6 The influence of the net interface moment
on exchange bias

Exchange bias is caused by the natural disorder in the AFM, and ideally we want

the exchange bias to be as high as possible to add the most stability to devices.

The disorder is due to the uneven number of Mn atoms in each sublattice, and in

this section we want to investigate if the exchange bias increases as the statistical

imbalance increases as predicted from Equation 5.5 or if there is a limit to the

increase and what would cause this limit. To test this we will create different

interface each with a different statistical imbalance and measure the exchange

bias.

The number of Mn atoms in the simulated structure depends on the random

number seed. By varying the random number seed different interfaces can be

created which will have different numbers of uncompensated spins. In this section

different interfaces were simulated and from the interface structure the exchange

bias will be predicted and then compared to the simulated result.

Four bilayer systems were generated, each one 8nm × 8nm × 8nm with 4nm

of CoFe and 4nm of disordered γ - IrMn as used in the previous section (Fig.

3.12). For each system the random number seed used to create the structure

was changed. The number of uncompensated Mn atoms in each interface was

calculated using equation 5.6 and is outlined in Table 5.2.

The number of uncompensated spins in each interface layer was used to predict

the exchange bias using equation 5.5. The predicted exchange bias was then

compared to the simulated exchange bias by running the same three simulation

92



5. THE ATOMIC ORIGIN OF EXCHANGE BIAS IN SINGLE GRAIN
γ-IRMN3/COFE BILAYERS

a b  

c  d  

BP = 0.16T
BS = 0.14T

BP = 0.23T
BS = 0.25T

BP = 0.26T
BS = 0.25T

BP = 0.33T
BS = 0.21T

-1

-0.5

 0

 0.5

 1

-1 -0.5  0  0.5  1

M
 /
 M

s

Applied field (T)

-1

-0.5

 0

 0.5

 1

-1 -0.5  0  0.5  1

M
 /
 M

s

Applied field (T)

-1

-0.5

 0

 0.5

 1

-1 -0.5  0  0.5  1

M
 /
 M

s

Applied field (T)

-1

-0.5

 0

 0.5

 1

-1 -0.5  0  0.5  1

M
 /
 M

s

Applied field (T)

Figure 5.12: Hysteresis loops showing the effect of the number of uncom-
pensated spins on the simulated exchange bias field. The interfaces have
(a) 5 (b) 7 (c) 8 and (d) 10 uncompensated interface spins. Bp is the predicted
exchange bias from the number of interface spins and BS is the simulated ex-
change bias calculated from the hysteresis loops. The predictions increase with
the number of uncompensated spins, while the simulated exchange bias saturates
and then decreases due to the effects of the exchange on the interfacial spin
structure of the antiferromagnet.

steps outlined in Section 5.4. The hysteresis loops produced are shown in Fig. 5.12

and the resulting simulated exchange biases are given in Table 5.2.

The simulated exchange bias field should increase linearly with the number

of uncompensated interface spins. Surprisingly however we find a saturating

behaviour, as seen in interface C, the number of uncompensated spins increases

after a certain point this no longer leads to an increase in the simulated exchange

bias field. The larger number of uncompensated interface spins increases the

effective coupling between the FM and the AFM leading to a larger reversible

interfacial moment. The larger moment increases the distortion of the interface

spin structure during the hysteresis loop. As the pinned spins are evenly spatially

distributed (delocalised) over the interface the distortions in the interface spin
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structure decrease the number of irreversible spins causing the exchange bias

to saturate and then decrease with increasing interfacial exchange coupling.

The prediction for the uncompensated moment only holds at low numbers of

uncompensated spins. Another noticeable difference between the hysteresis loops

is that as the number of predicted uncompensated spins increases the coercivity

also increases. The increase in coercivity is likely due to the increased distortion

of the AFM, as the distortion require energy meaning a higher field is necessary

to flip the FM.

5.7 The effect of the interface exchange
coupling on exchange bias

The simulations in the previous sections have been run with an interface exchange

constant of 1.5 × 1021 J/link. The exact value of this parameter is unknown so in

the following section the strength of this parameter will be varied to see how it

affects the exchange bias field. The 8 nm × by 8 nm × 8 nm system was set up

as in Fig 5.4 and the exchange constant was varied from 0.5 to 5 × 1021 J/link.

The interface spin structure and therefore the number of uncompensated spins

was kept constant for each of the interface spin structures. The systems were run

through the same three simulation steps as described in section 5.4.

The simulated hysteresis loops are shown in Fig. 5.13. From Equation 5.5, the

exchange bias should increase linearly with the interface coupling strength. How-

ever, although it initially increases, as the exchange coupling strength increases

more the exchange bias actually starts to decrease again. To understand why a

visualisation of the magnetic configurations throughout the hysteresis loop was

created and is shown on Fig. 5.14.

The figure shows that increasing the interface exchange coupling energy

increases the distortion of the AFM throughout the hysteresis loop. The distortion

occurs because when the exchange coupling is increased the AFM spins try to

align with the FM. As the coupling between the FM and the AFM approaches the

coupling in the bulk AFM the interface will start to align with the FM causing

more of the atoms to be reversible than irreversible. The reversibility of these

spins acts to decrease the strength of the field from the number of uncompensated

spins as it distorts the interface. The same increase in coercivity can be seen

in these simulations as with the net interface moment, this is again due to the

distortion of the AFM interface meaning it takes more energy to rotate the FM as
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Figure 5.13: Hysteresis loops for varying interface coupling strengths.
The increase in interface coupling from 1x10-21J/link to 5x10-21J/link causes an
increase in the coercivity and an initial increase in the exchange bias field but
this saturates and then decreases at higher exchange values.

more of the AFM is also reverse breaking the anisotropy. Increasing the interface

coupling does increase the exchange bias field, however this is reduced for high

values of interface exchange coupling (approaching the bulk values) as the AFM

structure is distorted reducing the exchange bias.

5.8 The temperature dependence of the
exchange bias effect in disordered IrMn3

In reality any practical use of exchange bias will not occur at zero Kelvin, and

hard disk drives operate at just above room temperature (approximately 300K).

So far this chapter has only included zero Kelvin calculations of exchange bias.

An important aspect of exchange bias in real devices is the role of thermal spin

fluctuations and the stability of the pinned interfacial spins.

Hysteresis loops have been simulated at temperatures up to 500K, systemati-

cally investigating the temperature dependence of the exchange bias field. Each
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Figure 5.14: Effect of the interface coupling on the interface spin struc-
ture. The change in interface structure for a small cross section of the interface
for different exchange coupling constants. This shows a cross section at the nega-
tive saturation point with the colour representing the change in spin angle from
positive saturation. An increase in the interface exchange coupling causes the
structure of the AFM at the interface to become distorted, meaning the interfa-
cial field at the interface which causes exchange bias is destroyed causing a net
decrease in the exchange bias.

simulation is of the same bilayer, the only difference is the temperature. The

bilayer was created using the same dimensions and then set using the same

simulation steps as described in section 5.4.

At high temperatures the simulated hysteresis loops become very noisy leading

to large possible variations in the exchange bias. The average exchange bias at a

given temperature is calculated by averaging over 10 simulations. The simulations

were all run using the same simulated bilayer but with different integration seeds

changing the simulated temperature fluctuations. The averaged hysteresis loops

for temperatures of 10K,50K, 300K and 500K are shown in Fig. 5.15.

The hysteresis loops show an increase in noise due to increased spin fluctua-
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Figure 5.15: Simulated hysteresis loops at 10K, 50K, 300K and 500K. The
hysteresis loops are averaged over ten simulations of the same system.

tions and a decrease in the exchange bias field. At 300K the loop shows a reduced

exchange bias but still 40% of the 0K value. The stability demonstrates the high

thermal stability of the pinned interfacial spins. The temperature dependence of

the exchange bias is plotted in Fig. 5.16.

Above 450K the exchange bias is zero because the the AFM loses its directional

order. For our system the blocking temperature is 450K as shown in Fig. 5.16.

Above the blocking temperature the orientation of the AFM sublattice moments

fluctuate randomly in space. The simultaneous loss of exchange bias and direc-

tional order in the bulk of the AFM shows that the delocalised pinned spins take

the order from the bulk of the AFM. This is because the pinned spins responsible

for exchange bias are delocalised and strongly coupled to the bulk AFM. This

explains their remarkable stability despite the small effective size. The same

phenomenon was observed for the localised spin structure described in Fig. 5.11

suggesting that it is the bulk AFM which is causing the stability.
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Figure 5.16: The temperature dependence of exchange bias in single
grain γ - IrMn3/CoFe bilayers. The exchange bias. decreases with temper-
ature and is positive until 450K. (b) Shows the temperature dependence of the
magnetisation showing that the Blocking temperature is also 450K. This shows
that the exchange bias holds until the blocking temperature.

5.9 The dependence of Exchange Bias on the
composition of IrMn

So far in this chapter we have focused on exchange bias in bilayer with disordered -

IrMn3 as the AFM. In real devices however compositions closer to IrMn4 to IrMn5

are used. In section 3.4.3 the magnetic ground states it was found that all of these

compositions have the same ground state as disordered - IrMn3. Therefore we

expect that all of these phases will also give exchange bias. This assumption will

be tested in the following section.

5.9.1 Exchange bias in disordered IrMn5 to IrMn3

The compositions are varied as described in section 3.4.3. Following the same

simulation steps outlined in section 5.4, the resulting zero Kelvin simulated

hysteresis loops are shown in Fig. 5.17 for compositions of Ir15Mn85, Ir17Mn83,

Ir19Mn81, Ir21Mn79. All of the hysteresis loops have shown 0.1T of exchange bias

and have a coercivity of 0.1T, very similar values to those measured for IrMn3.

These hysteresis loops seem to show no particular trend in either exchange bias

or coercivity, in contrast to experimental observations [56]. Only one hysteresis

loop was simulated for each composition and as the exchange bias is due to a

random disorder this means to extract a trend repeated simulations of different
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Figure 5.17: The simulated hysteresis loop for a) Ir15Mn85 b)Ir17Mn83 c)
Ir19Mn81 d) Ir21Mn79 The hysteresis loops all exhibit similar levels of exchange,
which is similar to the level of exchange bias previously measured in IrMn3.

structures would be required to average out this randomness. This, would be an

interesting area for further work.

5.9.2 Exchange bias in ordered L12- IrMn3

In this final section we will investigate what happens if the disordered γ -IrMn3

is replaced by ordered IrMn3. Experimental studies of ordered IrMn3 systems

give no exchange bias in the (111) orientation [53]. In ordered IrMn3 the Ir atoms

are not randomly removed, instead they are all removed from the same sublattice

leaving a perfectly compensated spin structure which is shown in Fig. 5.18. As

there are no uncompensated spins in the interface there is no net interface

magnetisation which explains the lack of exchange bias in the simulation. The

simulated system is a very simplified case due to the atomically flat interface. In

reality, the interface will not be atomically flat and this disorder may cause the

sample to exhibit some exchange bias.

Following the same simulation steps outlined in section 5.4, the resulting

99



5. THE ATOMIC ORIGIN OF EXCHANGE BIAS IN SINGLE GRAIN
γ-IRMN3/COFE BILAYERS

Ir

Mn S1
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Figure 5.18: Interface spin structure for an ordered L12- IrMn3/CoFe bi-
layer. where S represents the sublattice. The lack of exchange bias in ordered
IrMn3 is due to the completely compensated moment at the interface of the AFM
causing zero net interface moment. The colours represent the three sublattices
and the grey spheres are the Iridium atoms.

simulated hysteresis loop is shown in Fig. 5.19. The simulation gives no exchange

bias matching the previous experimental measurements.

5.10 Summary

In this chapter, the atomistic origin of exchange bias in single grain IrMn/CoFe

bilayers was discovered. Exchange bias occurs in all disordered compositions of

IrMn from IrMn5 to IrMn3 but does not exist in perfectly ordered IrMn3 due

to the perfectly compensated interface structure. The pinned interface spins

are distributed across the whole interface and are strongly coupled to the bulk

antiferromagnet explaining their stability.

It is an interesting observation that exchange bias occurs in our perfect

IrMn/CoFe system without the need for multigrain structures or grain bound-

aries. In the following sections exchange bias will be studied for more complex

structures, initially for multigrain structures and then for structures with more

complex interfaces and additional imperfections such as interface mixing.
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Figure 5.19: The hysteresis loop for an ordered L12- IrMn3, CoFe bilayer.
The hysteresis loop has exhibited no exchange bias and is the same as a hysteresis
loop measured for just CoFe.
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6

EXCHANGE BIAS IN MULTIGRANULAR

γ-IRMN3/COFE BILAYERS

In the previous chapter the origin of exchange bias was investigated for single

grain IrMn3/CoFe bilayers. The simulated single grains were 8nm × 8nm × 8nm,

orders of magnitude smaller than a real device. Real devices use structures which

are hundreds of nanometers in size causing the AFM to break up into grains. The

deposition parameters are designed to break the device up into grains because

these grains give the largest exchange bias. If the AFM was a single grain it

would give almost no exchange bias as the number of uncompensated spins would

be small compared to the number of atoms in the interface layer. While the single

grain model showed exchange bias, the values were slightly higher than observed

experimentally, the hysteresis loops show a large instability with temperature and

the coercivity is much larger than those observed experimentally. In this chapter

the IrMn/CoFe model will be extended to investigate multigranular structures,

the effect of grain size/shape and grain boundaries and on the exchange bias field.

In the next section previous models of granular exchange bias systems will be

reviewed as well as any experimental results on the shape and size of the granular

distribution.

6.1 Models and experiments of exchange bias in
multigranular systems

In section 5, previous models of exchange bias in single grain IrMn/CoFe bilayers

were discussed. All of these models assumed the interface exchange field occurs

due to domain walls, imperfections in the AFM or grain boundaries. Our model

of IrMn/CoFe proved that these are not necessary for exchange bias to occur.

Instead, exchange bias is caused by the naturally occurring statistical imbalance
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in the number of AFM spins in each sublattice at the interface. In the following

chapter, we will address the question of how having a system of many grains

affects the cause of exchange bias as these are much more relevant to real device

sizes/structures. The larger structure will also give less thermal noise and the

temperature dependence of exchange bias can be more accurately studied. We will

start by looking at previous models of exchange bias and experimental results

which were used as a basis to create the model.

The first polygranular model of exchange bias was created in 1972 by Fulcomer

and Charap [83]. They modelled the FM as a single domain and the AFM as a

system of N non-interacting grains with a distribution in size and shape. Each

particle was exchange coupled to the FM layer and the anisotropy was assumed to

be uniaxial with the easy axis of the FM and the AFM assumed to lie parallel, with

all the AFM grains having the same easy axis. The model was the first ever model

to give accurate results for the value of the exchange bias field over a wide range of

temperatures. Whilst the coercivity was accurate near the blocking temperature

the values were too large below the Néel temperature. Fulcomer and Charap

explained the inaccuracy as being due to two problems in the model. Firstly, they

used a distribution of particle volumes and deemed the shape of the distribution

to be unimportant. The shape of the distribution has been experimentally proven

to change the size of the exchange bias [5]. Secondly, they used the bulk values

for the AFM anisotropy and the interface exchange coupling. Both of these have

since been proven to be incorrect at the interface [84].

The next model of multigranular exchange bias systems came from Stiles

and McMichael [85]. Their model was similar to that of Fulcomer and Charap in

that it also assumed exchange decoupled AFM grains which only interact with

the FM layer. The major difference between the models is that Fulcomer and

Charap assumed the AFM grains to have a uniform orientation and magnetisation

whereas Stiles and McMichael assume a randomly oriented AFM. The random

orientation allows for the formation of domain walls. They also assume all the

grains to be equally sized unlike the model of Charap which used a distribution

of grain sizes. The model of Stiles and McMichael assumes the AFM grains to

have a uniaxial anisotropy, each grain having a random easy axis direction. The

interface exchange coupling was said to be due to interface disorder, leading to

both sublattices being present at the interface giving a mixture of compensated

and uncompensated moments which, when averaged over all the grains, leads to

a net coupling. The FM layer is assumed to be fully saturated along the applied

field direction. As the FM rotates, the AFM interface magnetisation attempts
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to align with the FM leading to the formation of a partial domain wall within

the AFM in an attempt to minimise the exchange energy. The model shares a

similar level of success to that of the model of Fulcomer and Charap. It can predict

the exchange bias however it is only applicable to systems of a size sufficient to

support a domain wall.

Van der Heijden et al measured the dependence of the exchange bias field

on AFM thickness [86]. They observed no change, disagreeing with the model of

Fulcomer and Charap [83]. Van der Heijden et al suggested that the grains of

NiO were in fact multi-domain and that the the model of Malozemoff [75] would

be more applicable. For the thicker AFM samples (approximately 60 nm) multiple

domains may have occurred however it is far less likely to have occurred in the

thinner (10 nm) thick layers. Furthermore, the distribution of grain sizes was not

measured which is far more important than grain thickness [5] as the switching

probability of a grain is proportional to the volume, not the thickness. The main

problem with these measurements was that they only measured two systems and

therefore no real conclusions can be drawn.

The next model of multigranular exchange bias systems, an adaptation of

the Fulcomer and Charap model, came from O’Grady et al [5]. The model is

based on an ensemble of grains distributed in size. The model makes two main

assumptions, the first is that the easy axis of the AFM grains are all aligned,

the second is that the grains are non interacting. The model is restricted to that

of single domain AF grains that reverse through coherent rotation. Aley et al
measured the variation of the anisotropy constant in (111) oriented IrMn3 [56].

They measured that in polycrystalline materials the direction of the anisotropy

could vary from fully disordered in three dimensions to aligned within the plane

of the film.

O’Grady et al assumed the the anisotropy in an AFM to be constant within

each grain, meaning the energy barrier within a grain is only dictated by its

volume [5]. The probability of a grain switching is therefore dependent on the

volume as:

1/τ= f0 exp
(
−KAFV

kBT

)
, (6.1)

where τ is the relaxation time, kB is the Boltzmann constant, T is the temperature,

kAF is the anisotropy constant of the AFM and V is the mean grain volume.
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If the grains are larger than the set volume (Vset(T)) the relaxation time will

be too long to set the uncompensated interface moment of these grains, and they

will not be aligned with the FM layer. Furthermore, if the volume is too small

the grains will be superparamagnetic at room temperature and therefore also

not contribute to the exchange bias. Therefore only grains with grain volume

(VC <V <Vset will contribute to the exchange bias as shown in Fig.6.1.

Figure 6.1: Schematic of the grain size distribution showing the fraction
that is set and thermally stable from O’Grady et al [5]. They found that
the small grains were thermally unstable and large grains were not set during the
setting process meaning only the grains between these two volumes contribute to
the exchange bias.

The exchange bias in multigranular systems can be calculated as:

Hex ∝
∫ Vset(T)

VC(T)
f (V )dV , (6.2)

where the exchange bias is proportional to the grain volume between these critical

volumes. The prediction was compared to experimental results by creating films

with different AFM grain diameters and the thickness of the AFM to get different

grain volumes. They found that the experimental results almost exactly matched

their predictions [87].

They also concluded that there will be no direct exchange coupling between

AFM grains because in polycrystalline FM films the intergranular exchange

occurs via RKKY coupling. For RKKY coupling to occur each grain must possess a

105



6. EXCHANGE BIAS IN MULTIGRANULAR γ-IRMN3/COFE BILAYERS

large moment in order to polarise the conduction electrons. AFMs do not contain

a large magnetic moment and therefore it is expected that there will be no RKKY

coupling. This has been experimentally measured in the case of Co alloys with a

CoCr boundary, where the AFM boundary reduces or even eliminates the RKKY

coupling of the Co[88]. From TEM images the grain boundaries can be observed

to be amorphous and as such direct exchange will not occur [5]. However, this

conclusion is highly debatable because it has never been directly measured.

Choo et al developed a micromagnetic model of exchange bias where both the

AFM and FM are both assumed to rotate coherently [89]. Their model used a

Monte Carlo solver and the AFM was modelled by assuming each AFM grain has

a small moment arising from the uncompensated spins. Under this assumption

you can calculate the energy of the AFM grains. Craig et al [63] used this model to

calculate the temperature dependence of exchange bias and found good agreement

with experiments. Daeng-am et al created a micromagnetic model of granular

IrMn/CoFe bilayers [90]. Their model was an adaptation of that of Choo et al and

Craig et al . Their model added a Gaussian distribution of easy axis direction for

the AFM grains. They found that the exchange bias increases with grain diameter

due to the thermal disorder of the smaller grains as predicted by O’Grady et al
[5]. Their model used a Voronoi tessellation to create a granular structure as did

our model however their model uses the uniform generation process which gives

unrealistic grain shapes at larger standard deviations. They used this model to

calculate the grain volume dependence of exchange bias [91].

a b  

Figure 6.2: Grain size distribution and TEM image (inset) for a IrMn/CoFe
bilayer. (a) Grain size distribution, the sample was experimentally measured by
G. Vallejo-Fernandez et al data from [92] (b) A close up of an granular structure
used in recording media taken from [91]

.
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Vallejo-Fernandez et al [51] measured the grain size dependence in poly-

crystalline IrMn/CoFe thin films. They measured that in the case of sputtered

thin films the grains are single crystal and usually 5-20nm in diameter. An ex-

ample grain size distribution and granular structure is shown in Fig. 6.2. They

observed that the growth process in granular systems creates grains which follow

a lognormal volume distribution [51]. The lognormal distribution is defined as:

f (D)dD = 1p
2πD

exp
(
− (ln(D)− ln(µ))2

2σ2

)
dD, (6.3)

where D is the grain diameter, µ is the median grain diameter and σ is the

standard deviation. An image of the experimentally observed granular structure

is shown in Fig. 6.2, showing a median grain diameter for the sample of 6.7nm

with grains ranging in diameters from 2 - 20 nm. Each grain is believed to

contain a single AFM domain as the domain wall size for AFMs is much larger

than the grain diameter [93]. The grains are treated as non interacting as there

is no experimental evidence of intergranular exchange coupling between AFM

grains [5].

Although many models of exchange bias in polycrystalline thin films have been

developed, every model so far has assumed some distribution for the anisotropy

and easy axis directions. In this chapter we will create our own model of poly-

crystalline thin films and use it to model exchange bias. Our model will use a

lognormal distribution of grains, matching the previous experimental results. The

anisotropy of the grains will be calculated using the Néel pair anisotropy model

and therefore each grain will have its own unique exchange bias direction, not

input by a distribution but calculated from the crystallography of the material.

6.1.1 Simulating a realistic granular structure

The first step is to evaluate the validity of the current grain structure generation

in VAMPIRE to create the same size/shape grains as those observed experimentally.

An example of a grain size distribution and a TEM image of the grain structure is

shown in Fig. 6.2 in Section 6.1. We know that in IrMn the grain volumes follow

a lognormal distribution, have a median diameter of approximately 6 nm and a

standard deviation of approximately 0.37 [56]. The current method for generating

grains in VAMPIRE uses a Voronoi construction with a hexagonal grid of seed

points. The method works well for low values of standard deviation but when the

standard deviation is increased the grain shapes are no longer realistic shapes. A
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new method for generating the granular structure was developed and the grains

created were compared to the granular distributions seen experimentally. The

new model was used to explore the grain size and temperature dependence of the

exchange bias. From this an encompassing theory of how exchange bias emerges

in realistic granular systems was created.
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Figure 6.3: Generated seed points for the Voronoi grain construction. (a)
The seed points are generated in a hexagonal grid, each seed point is separated by
a distance equal to the median grain size. (b) The grain size distribution is input
by moving each seed point a distance equal to the required standard deviation
times the average grain size multiplied by a random number between zero and
one.

Currently, the granular structure in VAMPIRE is created using a Voronoi con-

struction from a list of seed points. The seed points are generated on a hexagonal

grid as shown in Fig. 6.3a. The user inputs a median grain size and a standard

deviation. The median grain size is the distance between seed points in the hexag-

onal lattice. The standard deviation is introduced by moving each of these seed

points in a random direction a distance (d) defined as d = Rσµ where R is a ran-

dom number between zero and one, σ is the standard deviation and µ is the mean

grain size. The random number is generated using a uniform random number

generator. Fig. 6.3b shows how the seed points are moved based on the standard

deviation.

From the list of seed points the granular structure is created using a Voronoi

construction. Voronoi constructions decompose the space into regions, where each

region contains one seed point and all the points within that region are closer to

that seed point than any other seed point in the space [94].

Initially, two granular structures were generated, both with a median grain

diameter of 6 nm, one with a standard deviation of zero and one with a standard

deviation of 0.37. The generated grain structures are shown in Fig. 6.4(a). The

first shows a perfectly hexagonal structure as expected. The second has created
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Figure 6.4: The grain structure and size distribution for the hexagonal
lattice seed points. (a) The generated grain structure for a standard deviation
of 0.0 and 0.37. For σ = 0.0 the grains are all perfect hexagons. For σ = 0.37 the
grain shapes are more random and triangular. (b) The grain size distribution for
the system with a standard deviation of 0.37. The lognormal distribution from
the input parameters is compared to the distribution from the modelled grains.

grains which are no longer hexagonal in shape. The grain shapes do not match

those imaged in the experimental results in Fig. 6.2 and instead the grains have

made almost triangular pointy shapes. These shapes will have a lot of corner

effects and do not create a realistic granular distribution. The distribution of

grain sizes was also plotted against the expected distribution from the input

parameters. For σ= 0.0 both the predicted and calculated grain distribution is
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Figure 6.5: A flow chart describing the adaption of the Poisson disk sam-
pling algorithm for generating close packed grains. The algorithm gener-
ates an initial seed point (S) at (X,Y). Another seed point is generated (S’) the
grain is positioned so it should touch one of the already generated seed points.
The algorithm attempts to add the new grain to the system making sure it doesn’t
overlap any of the previous grains until the number of attempts is reached. This
is repeated until N grains have been added.

a delta function at a diameter of 6nm. For σ= 0.37 the distribution is shown in

Fig. 6.4. The radius of the grain is calculated as the average distance from the

seed point at the centre of the Voronoi grain to each of the vertex points at the

edges. The grey histogram is a distribution of the grain diameters simulated.

The blue line is a lognormal fit to this grain distribution using equation 6.3. The

grains produced have a slightly larger median grain diameter and a much smaller

standard deviation than the input values. The shape of the modelled distribution

is normal instead of the lognormal distribution we wanted. From both the shape

of the distribution and the shape of the grains created we can say that the current

method does not match the experimentally observed granular structure. A new

method was therefore created to generate seed points which improve the match

to the experimental granular structure.

6.1.1.1 A new method for generating seed points

The algorithm chosen to replace the old method was an adaptation of the Poisson-

disc sampling algorithm. Poisson-disc sampling produces points that are tightly-

packed, but no closer to each other than a specified minimum distance, resulting
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Figure 6.6: The generation of new seed points in the Poisson distribution.
The new seed point is placed a distance R+R′ away from an existing seed point,
where R is the radius of the existing seed point and R′ is the radius of the new
seed point. The new seed point could be generated anywhere on the blue dotted
circle. The position of the seed point on this line is chosen at random by choosing
a random angle (θ) between 0 and 2π.

in a more natural looking pattern. This algorithm is usually used in computer

graphics as sampling for graphics applications or mesh algorithms [95].

The algorithm creates a close packed structure by generating seed points

which touch the existing seed points. An outline of the algorithm is shown in

the flow chart in Fig. 6.5. The initial seed point is generated at point (X,Y) using

a uniform random number, this seed point has a radius (R) generated using a

lognormal random number using the median grain size and standard deviation

input by the user. A test seed point is then generated with a lognormal random

radius (R’). The new grain will be placed next to one of the preexisting grains.

The grain it is placed next to is chosen at random. The randomly chosen grain

has radius (R) the new grain will be placed at a distance R+R′ away from the

old grain at a random angle θ. The process of placing the new grain is described

in Fig. 6.6. Now the grain has a position it is tested against every other grain

already added to the system to make sure it doesn’t overlap with any of them. If

it doesn’t overlap it is added to the list of grains. If it does overlap the same grain

radius (R’) is kept and tested to see if it fits anywhere else in the system using a

new grain with radius (R) and a new angle (θ). This process is repeated until the

grain fits in the system or it has been attempted a large number of times (10,000).

Grains are continuously generated until the number of seed points equals the
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number of desired grains (N).

a

c

20nm20nm

b

Figure 6.7: The granular structure generated from the Poisson distribu-
tion. (a) The generated seed points using the Poisson distribution. The grains are
much more tightly packed than either of the previous methods. (b) The granular
structure generated. The grain shapes look realistic as do the distribution of grain
sizes. (c) The grain size distribution, the input median and standard deviation
nearly match the output distribution.

The seed points and granular structure are shown in Fig.6.7 (a) and (b) re-

spectively. The grains have realistic shape, matching the experimental images

of granular structures. The grain size distribution is shown in Fig.6.7(c). The

distribution almost exactly matches the input values for median and standard

deviation. The median grain size is correct to 1% and the standard deviation is

within 20%. The new distribution is a massive improvement compared to the dis-
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Figure 6.8: The effect of input standard deviation on the computed stan-
dard deviation. For low values of the standard deviation the input (σin) and
output (σout) match however as the input standard deviation increases the output
plateaus at about 0.4. The curve is fit as σout = -0.356σ−0.304

in + 0.787

tributions created using the old grain generation method. The method now needs

further testing to see how it holds up to very high and low standard deviation

values.

The output standard deviation value was calculated for values of input stan-

dard deviation between 0.2 and 0.9. The standard deviation was not reduced

any lower because the method does not work for low standard deviations as the
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grains are not tightly packed enough. For low standard deviations the previously

implemented hexagonal method creates much better granular structures. For

each input standard deviation a probability distribution was created and from this

the standard deviation was calculated using a lognormal fit. This was repeated

twenty times for each each value of input standard deviation and then the output

standard deviation was calculated as the average of the twenty repeats. Fig. 6.8(a).

shows four grain size distributions for input standard deviation values of 0.3, 0.5,

0.7 and 0.9. In each of the four distributions the output mean grain size matches

the input to within 15%. The output standard deviation is between 0.2 and 0.45.

The standard deviation does increase with increasing input standard deviation

however it does not match the input value. Fig. 6.8(b) shows the average output

standard deviation calculated from the twenty repeats for each value of the input

standard deviation. It shows that the maximum value calculated is never higher

than 0.5. The error in the figure is calculated as the standard deviation of the

twenty repeats. The output standard deviations do not equal the input because of

the Voronoi construction. When the seed points are created they are all given a

radius which fits the required grain size distribution. However when the Voronoi

construction is created it acts to average all of the grains towards the mean value.

This means that even if a large grain is generated if there are small grains near it

some of the space of the large grain will be included into the small grain instead

averaging the distribution.

The input to output standard deviation can be fit using σout =−0.356σ−0.304
in +

0.787 where σout and σin are the output and input standard deviations respec-

tively. As shown in Fig. 6.8, however the fit is strongly grain size dependent

and becomes a very complex function very quickly. For simulations of IrMn the

standard deviation is approximately 0.2-0.4 [56] and therefore we can use this

grain generation technique as it creates good granular structures in the range

that we require. The input standard deviation does not necessarily match the

output however we can calculate the output standard deviation and therefore this

value can be used for any analysis performed.

Now a more accurate model of the granular structure in IrMn has been created

the model can be used to explore the origin of exchange bias and how the grains

effect the exchange bias in comparison to a single grain system.
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6.2 Computational Details

The IrMn/CoFe bilayer was created in the same way as a single grain system but

this time the dimensions were 50nm × 50nm × 8nm, with 5nm of IrMn3 topped

with 3nm of CoFe in the z direction. The IrMn is modelled as a granular structure

with no exchange across the grain boundaries, and the CoFe is modelled as a

continuous film. The grain boundaries are modelled as Ir atoms, as they have to be

either Mn or Ir, and Ir are non-magnetic so will stop the exchange between grains.

The Ir in the grain boundaries does not contribute to the composition of the IrMn.

A visualisation of this structure is shown in Fig. 6.10. The structure contains over

1.5 million atoms, meaning the simulations are very computationally expensive.

This is especially true for hysteresis simulations which take nanoseconds to

complete so the system can fully equilibrate at each time-step. Running this

code in serial would take years to run even a single hysteresis loop simulation.

However, VAMPIRE is a highly scalable parallel code and for large scale systems

obeys almost ideal scaling.
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Figure 6.9: The scaling with number of cores on viking the super com-
puter located at the University of York. In VIKING each node contains 40
cores. The system scales almost ideally until 200 cores or 5 nodes.

To run the simulations VIKING was used, the cluster located at the University

of York which has 173 nodes and a total 42TB of memory, connected by a high-

speed 100Gb Infiniband network. The nodes each contain 40 cores. To test the

scaling of the multigranular system simulations were run for 10,000 steps on up

to 15 nodes and the time taken for the simulation to run was measured. On one
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50nm

50nm
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Figure 6.10: Visualisation of the multigranular IrMn/CoFe bilayer struc-
ture. The CoFe is represented by gold spheres and lifted 5nm above the IrMn to
show the multigranular structure below. The Ir is represented as black spheres
and the Mn is dark blue. The system is 50nm by 50nm in size

node the simulation took 191 seconds. For ideal scaling doubling the number of

nodes should halve the run-time. However, as the number of nodes increases the

time taken for the processors to transfer information between each other also

increases and each processor stores less information and has to receive/send more

information from the other processors, this increases the run time from the ideal

run-time.

The scaling data is shown in Fig. 6.9 and is compared to the ideal scaling. The

simulations show almost ideal scaling until 5 nodes, after this point although the

simulation time still decreases it is no longer ideal and the increase in computa-

tional resources is not worth the speed up. For the rest of this chapter and the

next chapter all simulations on multigranular systems will use be run on 5 nodes

(200 cores).

6.3 Simulation Steps

The simulation follows the same three simulation steps outlined in section 5.4.

The first step is field cooling which sets the magnetisation of the sample along the

setting field direction. In section 5.4 it was concluded that due to computational

time constraints it was not possible to set the magnetic structure of the AFM

by following the experimental procedure. Instead the AFM grains were not set

along the setting field direction but randomly set. The hysteresis loop could then

be measured along the bias field direction. In single grain systems the method

worked as the hysteresis loop could be run along any direction however in multi-

granular systems if all the grains are randomly set the system will have no
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Sublattice NS (MS) (Ml)
1 189 (-0.45, -0.81,-0.35) 0.92
2 191 (0.92,-0.08,-0.38) 0.91
3 204 (0.66,-0.71,0.24) 0.90
4 197 (-0.016,-0.013,0.99) 0.89

Table 6.1: How the exchange bias is predicted from the crystallography.
The number of atoms in each magnetic sublattice (NS) and the magnetisation
direction (MSand length (Ml). The number of uncompensated spins is calculated
as the vector summation of the number of atoms in each sublattice with the
direction of each sublattice . In this case this gives the vector (6.15, 2.45, -0.19)
with a magnitude. This imbalance is caused by there being an average of 10
atoms more in sublattice 3 than in the other 3 sublattices, while the magnitude is
reduced due to sublattice disorder arising from local spin frustration.

net bias direction as the exchange bias of all the grains will cancel out. Before

hysteresis loops can be measured for multi-granular systems the setting procedure

must be adapted.

6.3.1 The setting process

Calculate the number 
of Mn atoms in each 
sublattice for Grain

Which of the 4 sublattices 
has the maximum number 

of Mn atoms? Call this 
sublattice SMAX

Set the Mn 
atoms in SMAX 

along the 
direction SA for 

Grain

Grain = 0

Grain = Grain + 1

List the 8 
possible Mn 
sublattice 

direction (S(1-8))

Calculate (BAPP.SN) 
for N = 1 to 8

Find max (BAPP.SN)  
save SA = SN(max)

Set the other 3 
sub lattices 
along the 

corresponding 
directions

Is Grain equal 
to the number 

of grains

Yes

END

No

Figure 6.11: Flowchart describing the setting procedure to set the inter-
face spin direction of the AFM along the direction of an applied field.
BAPP is the direction of the applied field and N is the sublattice from 1-8.

A new setting procedure was created to replace the field-cooling step. The

setting procedure will force the AFM to set with the direction of the net interface

magnetisation along the direction of the setting field. In chapter 5 the mechanism

for exchange bias in a single grain was discovered, and using this knowledge we
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can create a setting procedure which will set the direction of the uncompensated

interface moment of each grain along the setting field direction. In each grain the

magnetisation of the AFM sublattices can lie along four possible directions. Table

6.1 shows these four directions for the incorrectly set grain used in chapter 5. In

this example sublattice 3 has the largest number of Mn atoms and therefore you

would expect sublattice 3 to be along the direction closest to the setting field di-

rection (1,0,0) in this case (0.92, -0.08, -0.38) however instead sublattice 2 is along

that direction. A setting procedure was created which sets the magnetisation of

the sublattice with the largest number of Mn atoms along the AFM magnetisation

direction closest to the setting field direction. The other three sublattices are

then set along the remaining three possible sublattice magnetisation directions,

which sublattice is set along each direction was calculated from the geometry, and

the magnetisation of the CoFe is set along the applied field direction. The exact

mechanism for the setting procedure is outlined in Fig. 6.11.

The new setting process was initially tested for the same single grain system

used in section 5. The system was run through the setting procedure program and

then to test whether the AFM was correctly set, an equilibration simulation was

run. In the equilibration there are no external fields acting on the FM apart from

the interface field from the AFM and therefore the FM aligns along this direction.

The simulation parameters were the same as the parameters used in section 5.4.

Fig. 6.12 shows the movement of the CoFe magnetisation through the first

0.5 ns of the equilibration simulation. The CoFe magnetisation tilts around 19

degrees from the applied field direction. The rotation occurs because although

the AFM is now set in the direction closest to the applied field, there are only 8

possible directions this direction might not necessarily be equal to the applied

field direction. In this case the FM has rotated to the direction of sublattice 3 in

5.1 as shown in Fig. 6.12.

Next, the setting procedure was tested for a multigranular system. In multi-

granular systems the setting procedure runs separately for each grain as described

in Fig. 6.11. To test the setting process a 100nm × 100nm × 8nm bilayer was

created. Usually, the FM will be modelled as a continuous thin film. However, for

this test simulation the FM was given the same granular structure as the AFM.

This was done as way of measuring the direction of the interface field the FM feels

from the AFM. The bilayer was run through the setting procedure simulation.

After the setting procedure an equilibration simulation was run. During this

simulation there are no fields acting on the FM and as the FM grains are now
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Figure 6.12: The magnetisation direction throughout the equilibration
stage of the simulation. During the equilibration step the FM relaxes to its
minimum energy position, as there is no applied field, the minimum energy occurs
when the FM aligns with the interface moment of the AFM. This causes the FM to
cant away from the applied field direction, in this case canting about 19 degrees.
Initially the interface moment is aligned along the direction of the applied field
as it is coupled to the FM but when the field is removed the magnetisation cants
towards the minimum energy direction caused by the underlying structure of the
AFM.

decoupled, each FM grain will align with the interface field from the AFM grain

below it. The resulting magnetic structure of the FM is shown in Fig. 6.13(b). The

Figure shows that whilst most of the grains have been correctly set along the

setting field direction a small proportion have not been and some of the grains

have even rotated almost 150o away from the setting direction. However the net

direction of the FM is along the setting field direction as shown in Fig. 6.13(a).

The incorrectly set grains are due to the more complicated grain shapes in the

multigranular structure than a single grain. The strength and direction of the

interface exchange field is a vector combination of the uncompensated interface

spins, and in these more complicated structures the placement of the spins in the

interface becomes more important and the simple summation we created becomes

less accurate. However, as the setting procedure has worked for the majority of

grains this method is used for the remainder of the chapter.
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Figure 6.13: The magnetisation direction throughout the equilibration
stage of the simulation and direction of the net interface exchange field.
(a) The direction of the net magnetisation of the FM throughout the equilibration
stage. The simulated magnetisation has remained along the [1,0,0] direction. (b)
During the equilibration step the FM relaxes to its minimum energy position, as
there is no applied field, the minimum energy occurs when the FM aligns with
the interface moment of the AFM. In this simulation the FM also has a granular
structure so each FM grain will follow the magnetisation of the interface field of
the AFM below it. The angle of rotation away from the setting field direction is
plotted on the histogram in (b) and shown schematically in (c). In (c) the colour in
the diagram represents the angle to the setting field direction at the end of the
equilibration simulation. Whilst most of the grains are have only canted 10 - 60o

away from the setting field direction some of the grains are almost 150o away.

6.4 Hysteresis loop simulations

The setting procedure and equilibration stages of the simulation were repeated

but replacing the granular FM with a continuous FM. This means that each of the

FM grains are now coupled together, but the AFM grains are still uncoupled. The

simulated structure was 50 nm × 50 nm × 8 nm with an input average grain size
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of 5nm and a standard deviation of 0.37. The granular structure created in the

AFM is shown in Fig. 6.14(a). The grain size distribution not including the edge

grains is shown in Fig. 6.14(b). The median grain size in the system was 5.16 nm

and the standard deviation was 0.30. This median grain size is very close to the

input size but the standard deviation is quite a lot smaller than the input value.

a b

Figure 6.14: Grain size distribution for the multigranular test system. (a)
A visualisation of the simulated granular structure. (b) A histogram of the sim-
ulated grains, this is fit to a lognormal distribution and compared to the input
lognormal distribution.

The equilibration was then run on this system, the simulation used the LLG

equation with a Heun integrator as described in section 2.3.3. The simulation

was run for 1.5 ns using a 0.1 fs timestep. During the simulation the FM cants

slightly away from the setting field direction (1,0,0) to (0.895,-0.440,0.001). This

is because the system is still relatively small and only contains 100 grains, each

with their own set direction. This is not enough grains to average out all of the

directions accurately to exactly the setting direction especially if you take into

account the unset grains seen in Fig. 6.13. The set direction is still at an angle to

the setting field direction. It is predicted that in a larger system the FM would

cant to almost exactly the setting field direction.

It was proposed by Barker et al [96] that at the interface of the FM the

magnetic structure of the FM would show an imprint of the granular AFM

magnetisation below. In this imprint above each AFM grain the FM magnetisation

would align with the interface field of the AFM. The imprint would cause the

magnetisation of the FM to not be 100% aligned. They used a micromagnetic

model to simulate the bilayer with a granular AFM and a continuous FM. The

uncompensated moment was modelled as a set field from the AFM onto the FM.

121



6. EXCHANGE BIAS IN MULTIGRANULAR γ-IRMN3/COFE BILAYERS

-1

-0.5

 0

 0.5

 1

 0  0.5  1  1.5

M
a

g
n

e
tis

a
tio

n
 (

M
/M

S
)

Time (ns)

x
y
z

a b

x (nm)

y 
(n

m
)

Figure 6.15: The motion of the FM throughout the equilibration stage of
the simulation. During the equilibration stage all external fields are removed
and the only force the FM feels is from the AFM below. (a) The motion of the FM
throughout the simulation. The FM cants slightly away from the setting field
direction and into the direction of the interface moment from the AFM below. The
direction of the interface field is only slightly away from the setting field direction.
(b) The interface layer of the FM shows canting of up to 20 degrees and imprinting
from the grains below.

The FM rotation was modelled as a Stoner - Wohlfarth coherent rotation. To test

if our model also observes this imprint we have visualised the FM spin structure

at the interface. The spin structure is shown in Fig. 6.15b, the colour of the spins

represents the angle from the average FM direction. It shows the same imprinting

pattern seen by Barker et al . Although individual grains cannot be seen the FM

spins can be seen to rotate up to 20% and the total FM M/MS has reduced from 1

to 0.992.

A hysteresis loop simulation was run along the equilibrated bias direction,

between ± 0.3T in steps of 0.01T and at each step the system was time evolved for

200,000 1 fs time-steps. The hysteresis loop produced is shown in Fig. 6.16, having

an exchange bias of 0.12T, almost the same as the single grain hysteresis loop in

Fig. 5.8. The exchange bias hasn’t changed because in the multigrain system the

total number of uncompensated spins is an average of the individual grains so

will be similar to a single grain system. The coercivity was measured to be 0.07T,

much smaller than the single grain coercivity of 0.13T. There are two possible

reasons for this decrease in coercivity. Firstly, there is now an angular dependence

to the grains, the grains have a distribution of angles to the applied field. From

Stoner-Wohlfarth [97], an increase in the angle between the field and the easy

axis reduced the coercivity. Secondly, the larger FM system now rotates with non

coherent rotation reducing the coercivity.
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Figure 6.16: Simulated hysteresis loop for a granular AFM. The hysteresis
loop exhibits 0.12T of exchange bias.

The exchange bias of the system is defined as the integral of all the grains

between VC and Vset. However, as this hysteresis loop was run at 0K, even the

smallest grains will be stable and as we have forced the grains to correctly set,

the exchange bias should be the integral over all grains. As the exchange coupling

of the FM layer is much stronger than the interface exchange coupling the FM

will only rotate when the field is higher than the net field from the AFM. It can

be observed that every AFM grain flips at the same time slightly after the FM

has rotated as shown in Fig. 6.16. The FM-AFM reversible moment in all grains

can therefore be said to rotate coherently with the FM.

6.5 The temperature dependence of exchange
bias in granular IrMn/CoFe bilayers

In section 5.8 we discussed the temperature dependence of exchange bias in single

grain IrMn/CoFe bilayers. It was found that the exchange bias was positive until

the blocking temperature which in our system was around 450K. The exchange

bias at 300K was 40% of the 0K value. In the following section we simulate the

temperature dependence of exchange bias in our multigranular system to see
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Figure 6.17: Magnetisation along the x direction for sublattice 1 through-
out the hysteresis loop for 3 different grains. Every grain of the AFM rotates
at the same time, and the shaded rectangles show the points where the FM re-
verses magnetisation.

how it varies from the single grain model and if our model will match previous

experimental measurements. The system used has a grain size distribution with a

standard deviation of 0.37. This means that although the average grain size is 6nm

there will be some grains which are much smaller and some grains which are much

larger. The grain size distribution in Fig. 6.14 shows that some grains only have a

1nm diameter. These small grains will have a very low blocking temperature and

above the blocking temperature will not contribute to the exchange bias.

Fig. 6.16 shows the 0K hysteresis loop for the system shown in Fig. 6.15. A

hysteresis loop simulation was run for temperatures between 0K and 700K, where

each simulation was started from the spin configuration after the equilibration

step, so all grains had the same initial starting configuration. In the single grain

system we had to repeat each hysteresis loop ten times to get an average value

because the small grains display large temperature fluctuations. However, in

the multigranular system the system is much larger and more thermally stable

(until the blocking temperature) meaning the hysteresis loops do not need to be

repeated.
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Figure 6.18: Simulated hysteresis loop for a granular AFM at 50K,100K,
300K, 400K, 500K and 700K.

The simulated hysteresis loops for 50, 100K, 300K, 400K, 500K and 700K are

shown in Fig. 6.18. The hysteresis loops show that as the temperature increases

the exchange bias decreases. The hysteresis loops show an initial decrease in the

coercivity from 0K to 100K, but then an increase at 300K - 400K after which the

coercivity continues to decrease. At 300K the exchange bias is 0.06T, 50% of the 0K

value. The exchange bias has decreased more than for the single grain model, this

is because our single grain was 8 nm × 8 nm × 5 nm, whereas our multigranular

system has an average grain diameter of 6 nm and a thickness of 5 nm. The

smaller grains will have a lower blocking temperature causing more thermal

instability and therefore a larger drop in exchange bias. Our multigranular

system also contains a few very small grains. At 300K these small grains will

be completely thermally unstable as the temperature is already larger than the

blocking temperature for these grains.

The temperature of the hysteresis loop simulation was systematically varied

from 0K to 700K, and the computed exchange bias and coercivity are plotted

in Fig. 6.19 (a) and (b) respectively. The exchange bias was found to decrease

with temperature and the coercivity initially decreases but as the temperature

continues to increase the coercivity also increases to a peak at about 400K -

450K. The peak in the coercivity matches the temperature that the exchange bias
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Figure 6.19: Simulated and experimental dependence of the exchange
bias and coercivity with temperature. (a) The simulated temperature depen-
dence of the exchange bias and (b) the coercivity, compared with the experimental
results of Ali et al [98]. The simulated exchange bias decreases with temperature
as does the experimental result.

decreases to zero given by the blocking temperature of the AFM. The temperature

dependence of the exchange bias and the coercivity was experimentally measured

in IrMn/CoFe systems for varying thicknesses of CoFe by Ali et al [98]. Their

results are plotted on Fig. 6.19 (a) and (b) as well. The experimental data shows

exactly the same trend as the simulated results with the exchange bias decreasing

and the coercivity having a peak at 400K - 450K. Ali et al also calculated the

coercivity for a system of just CoFe with temperature. In this system the coercivity

decreased linearly with temperature, and from this we can assume that the peak

in the coercivity at 400K comes from the AFM below. At 400K the exchange bias

disappears because the system has reached the blocking temperature and the

grains now have enough thermal energy to rotate between ground states. But

why does this cause a large increase in the coercivity if there is no exchange bias?

To investigate this, the change in magnetisation of the AFM in each grain was

observed throughout the hysteresis loop at the blocking temperature (400K). The

magnetisation along x of one AFM sublattices in one grain is shown in Fig. 6.20(a),

and the magnetisation of the AFM can be seen to reverse after the FM reverses.

The magnetisation then remains along this new direction. The magnetisation

length is shown in Fig. 6.20(b), showing that the magnetisation length remains

constant at approximately 0.6 - which is the value of M/Ms at 400K for bulk

IrMn3. This suggests that the IrMn3 is rotating coherently and not breaking up

into domains. This behaviour is observed in a large proportion of the grains.

The flipping of the AFM means that instead of the AFM adding a unidirectional

anisotropy now it adds a uniaxial anisotropy. This means it gives exchange bias in
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Figure 6.20: Magnetisation along x of one AFM sublattice in one grain, it
can be seen to rotate at negative saturation of the FM. (a) The magneti-
sation rotates between the positive and negative exchange bias directions. The
points the FM flips are outlined by the gold dashed lines. (b) The magnetisation
length remains constant suggesting the grain flips coherently and does not form
domains.

both directions, as after flipping the exchange bias is now in the opposite direction

and has been thermally reset during the hysteresis loop. This thermal resetting

therefore causes the increase in coercivity even with no exchange bias.

The experimental results have a slightly smaller amplitude than the simulated

data. The experimental calculations used a thickness of 3.9 nm whereas our

simulation was only 3 nm, decreasing our simulated values by 3/3.9. Here we

have taken a measurement from only the first hysteresis loop, however, it is well

known from Sharrock’s law that the coercivity is time-dependent [99] and the

experimental results are done over seconds whereas ours are done over ns so more

grains will flip earlier in the experimental measurements than in our simulations.

The remaining difference in magnitude could be due to the fact our system has an

atomically flat interface - increasing the exchange bias value or the experimental

calculations may have had a different grain size distribution which is not stated

in the paper but affects the exchange bias.

6.6 The dependence of the exchange bias on the
grain size distribution in IrMn/CoFe bilayers

So far we have only used one grain size distribution, assuming a median grain size

of 5 nm and a standard deviation of σ=0.37. Real devices will have a distribution

of grain sizes depending on the growth techniques. The grain size dependence

of exchange bias was discussed in the introduction to this chapter. O’Grady et al
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[5] found that under a certain grain volume (VC) the AFM grains are thermally

unstable and grains larger than the grain volume (VSET) will not be set during

the exchange bias procedure. Therefore the only grains that contribute to the

exchange bias are grains with a volume VC < V < VSET . Using this assumption

the exchange bias can be predicted from the grain volume distribution [5]. They

found that a lognormal volume distribution gave a good fit to the experimental

data. These results were matched using a micromagnetic simulation by Daeng-am

et al [91].
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Figure 6.21: The simulated grain size dependence of the exchange bias
and coercivity at 0K compared to experimental results [5]. (a) The ex-
change bias has a maximum value in 4 nm grains in contradiction with the
experiments. The experimental results were measured at 300K, explaining the
difference in magnitude between the two datasets. The fit to the experimental
data is taken from [5](b). The coercivity of the hysteresis loop seems to be un-
related to the grain diameter, as shown by the linear fit with a gradient of only
0.0005T.

The next step was the model the grain size dependence of exchange bias

using our atomistic model and see if it matches the previous experimental results.

The system dimensions were kept the same at 50 × 50 × 8nm but the median

grain size was varied from 4nm - 12nm. The standard deviation of the grain

size distribution was kept constant at 0.37. The thickness of the AFM was kept

constant at 5nm. The simulations were run through the exact same simulation

steps as has been used throughout this chapter. The output standard deviations

were checked to make sure they approximately matched the inputs.

Five simulations were run for each grain diameter each with different random

numbers used to generate the granular structure so an average exchange bias

could be calculated. The five granular structures all have approximately the same

median grain size and standard distribution but different structures.
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Figure 6.22: Predicted exchange bias in the multi-granular system for
different grain sizes. The exchange bias decreases with the grain diameter as
observed in our simulations.

The hysteresis loop simulations were initially run at 0K and the average

exchange bias was calculated from the five simulations, as plotted in Fig. 6.21 with

the experimental results from O’Grady et al. The exchange bias has a maximum

for smaller grain sizes, because the smaller the grain size the bigger the statistical

imbalance between the number of spins in each sublattice, therefore causing a

larger uncompensated interface field and therefore a larger exchange bias. In

reality, with temperature the small grains would because superparamgnetic,

decreasing the exchange bias. The number of uncompensated spins in each grain

(nun) can be predicted using the same method as used in the single grain model

described in chapter 5. The number of uncompensated spins can be calculated for

each grain, then summed to calculate the number of uncompensated spins for the

entire system. From the number of uncompensated spins the exchange bias can

be predicted as:

HEB = nunJint

µFM NFMµ0
, (6.4)

where NFM is the number of ferromagnetic atoms and µFM is the magnetic

moment of the FM atoms, Jint is the interface exchange constant and nun is the
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number of uncompensated spins. The predicted exchange bias for each grain size

averaged over the five systems is plotted in Fig. 6.22. It shows the same pattern

as shown in Fig. 6.21a but the predictions are about five times higher than the

simulated values for low values of the grain diameter and about three times

higher for high values. The reduction from the predictions is likely due to the

unset grains as shown in Fig. 6.13, arising from the presence of spins at the edges

of the grains. This effect is larger for smaller grain sizes, due to the increased edge

to volume ratio, explaining the larger difference from the prediction for smaller

grains than larger grains.
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Figure 6.23: The simulated grain size dependence of the exchange bias
and coercivity at 300K compared to experimental results [5]. The depen-
dence of the exchange bias with grain size at 300K. The experimental results for a
AFM thickness of 6nm and 12nm are shown, our simulation behaves more like a
12nm system than a 6nm system even though our AFM thickness was only 5nm.

The exchange bias is also about five times higher than the experimental results,

because our simulations were run at 0K. We expect that at room temperature the

exchange bias of the small grain sizes will decrease because the smaller grains

will become thermally unstable. The coercivity is plotted in Fig. 6.21(b) and it

seems to be unrelated to the grain size.

The average exchange bias at 300K for our different grain diameter systems is

130



6. EXCHANGE BIAS IN MULTIGRANULAR γ-IRMN3/COFE BILAYERS

shown in Fig. 6.23. The exchange bias for low diameter grains has decreased due

to the thermal fluctuations making the small grains unstable and therefore they

don’t contribute to the exchange bias. The results are plotted against experimental

data for film thicknesses of 6 nm and 12 nm [5], the thickness of the FM shifts the

peak in the exchange bias as the peak is proportional to KV /kBT. The simulated

data has a maximum at a 6nm diameter as does the experimental data for

a 12nm thick AFM. At 300K the exchange bias has dramatically reduced the

exchange bias for large grain sizes to 25% of the 0K value whereas for a 6nm grain

diameter the reduction is only about 50%. The 300K trend matches the trend seen

experimentally but it was predicted to be due to the fact that the large grains are

not set correctly during the setting process. This cannot explain the reduction

in exchange bias seen here from 0K to 300K as the grains were set exactly the

same in both simulations. One reason might be that there are too few grains in

the simulations as for 12 nm grains a 50 nm × 50 nm system will only fit in about

20 grains meaning any unset grains will drastically reduce the exchange bias.

6.7 Summary

In this chapter I have developed the first atomistic model of a multigranular

IrMn/CoFe bilayer. The size of the bilayer is comparable to realistic devices. A

granular structure was created to match the granular structures used experi-

mentally by creating a new Poisson distribution from seed point generation in

the Voronoi structure. Next a new setting procedure was created which fixes the

exchange bias setting problem that was found in chapter 5. These were used to

calculate the exchange bias in a multigranular IrMn/CoFe system.

This is the first model of exchange bias bilayers to model a realistic granular

structure in atomic level detail. The model gave exchange bias of a similar value to

the single grain system and those found experimentally but with a slightly smaller

coercivity. The model gives exchange bias without the need for imperfections or

defects in the AFM and matched experimental results such as the temperature

dependence and the grain size distribution. The temperature dependence had

the same form and held until the blocking temperature of the AFM as observed

experimentally. For the grain size distribution at 0K the simulated exchange

bias values were found to be much larger for smaller grains due to the increased

statistical imbalance between the different AFM sublattices. Whereas, at 300K,

the exchange bias matched the experimental observations, the exchange bias for

small grain sizes has decreased due to the increased thermal instabilities.

131



6. EXCHANGE BIAS IN MULTIGRANULAR γ-IRMN3/COFE BILAYERS

The model goes a long way to understanding exchange bias in multigranular

systems. It can understand and predict the cause of experimentally observed

phenomena without relying on imperfections or domain walls in the AFM in a

way no previous model has.

132



7

THE ORIGIN OF THE TRAINING EFFECT IN

EXCHANGE BIASED IRMN/COFE BILAYERS

The stability of many conventional spintronic devices is dependent on the size of

the exchange bias field, the larger the exchange bias the more stable the device.

A problem in increasing the exchange bias is the training effect. The training

effect causes a large drop in the measured exchange bias after the first hysteresis

loop [100], which continues with continuing hysteresis loops. Fernandez-Outen

et al [101] postulated that the training effect could be split into two types of

training: thermal training and athermal training. Thermal training is due to

thermally activated depinning of the uncompensated AFM spins, usually causing

a small change in the exchange bias and coercivity between every hysteresis

loop [102]. Athermal training is characterised by an abrupt decrease of coercivity

and exchange bias between the first and second measured hysteresis loops. A

schematic diagram of the athermal training effect is shown in Fig. 7.1. It shows a

reduction in both the exchange bias and the coercivity of the second hysteresis

loop with respect to the first. The switching fields HC1 and HC2 are also shown,

the first switching field (HC1) is the point at which the magnetisation of the FM

first switches to the negative saturation direction. This point is important in

real devices as it is the point where the magnetisation reverses direction and

represents the maximum field you can apply to the FM before it is no longer

stable.

Thermal training is due to well understood thermal instabilities in the AFM [103].

The origin of athermal training however is still a widely disputed problem due

to the difficulty in experimentally probing the rearrangement of AFM spins at

the interface. It has been proposed to be due to the degree of order of the AFM

at the interface. The initial cooling produces an AFM spin structure which may

be a meta stable state. The athermal training effect can then be considered to
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Figure 7.1: Schematic representation of the training effect. It shows a de-
crease in the exchange bias field and the loop coercivity between the first and
second measured hysteresis loops. The loops have also changed shape between
the first and second measured loop. The switching field (HC1) is marked on the
graphs, this is the field at which the magnetisation of the FM first reverses.

be the rearrangement of the spin structure towards the minimum energy state

during the first hysteresis loop. Biternas et al predicted that training occurs due

to Meta-Stable Spins, "These spins are in a meta-stable state created during the

setting process. During the first reversal, they reverse only once and they are

pinned to a new easy direction" [104]. This can be seen by the change in shape of

the hysteresis loops in Fig. 7.1. The first branch of the first hysteresis loop is very

square whereas the first branch of the second hysteresis loop is more rounded.

The change in shape of these first branches suggests that the AFM layer is in a

higher energy meta stable state after setting and transitions to a lower energy

state during the hysteresis loop [104]. The return branch of both the first and

second hysteresis loops are very similar suggesting that the transition actually

occurs either after or during the first branch but before the second branch.

The first model of exchange bias which included the training effect was the

Fulcomer and Charap model described in Chapter 6. Using their model, they

predicted that the training effect occurred due to a misalignment between the

FM magnetisation and the uncompensated magnetisation of the AFM. The next

model was the Hoffman model [105]. The model used two independent magnetic

sublattices for the AFM, both of which rotated with the Stoner-Wohlfarth motion.

Hoffman concluded that the large drop in the first measured hysteresis loop occurs

due to inherent frustration of the AFM interface magnetic moments. Suess et al
[106] used a granular model for exchange bias similar to those described in Section

6 where the AFM grains are exchange coupled and perfectly compensated. The
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easy axis for every grain was set randomly. These models were used to investigate

the training effect. They found the same result as Fulcomer and Charap that

training occurred due to misalignment of the FM and the AFM interface. So far all

of these models have assumed an a FM and an AFM with no defects or impurities.

The next class of models are those that no longer assume ideal FM’s and

AFM’s, including non magnetic impurities or interface effects. The first such

model was that of Malozemoff [75] as described in section 6. They modelled

roughness between the FM and the AFM, where the interface roughness produces

a random field which leads to the creation of domains in the AFM. It was predicted

that these domains are the cause of uncompensated interface spins, and therefore

the cause of training. However, we now know that domain walls are unnecessary

for exchange bias to occur. One of the first models of exchange bias to include a

rough interface came from Biternas et al. [104] Their model was an extension of

the domain state model and they found that for flat interface systems there was

little training and as the roughness of the interface was increased the training

increased. They attributed the increase in athermal training to meta-stable spins

which are created due to the interface roughness in the cooling process and during

the first hysteresis loop reverse only once and they are pinned to a new easy

direction. Whilst this model included interface roughness it only modelled one

grain and not an entire granular structure.

In the current chapter the origin of the athermal training effect in IrMn/CoFe

exchange biased bilayers is investigated. We will start by looking at IrMn/CoFe

bilayer with an atomically flat interface structure and as it is predicted that

training is due to the degree of order of the AFM we expect this system to give

no training effects. If our prediction holds true the interface between the AFM

and the FM will be intermixed to investigate whether this intermixing is enough

disorder to cause the training effect.

7.1 Simulating the athermal training effect

In section 5 it was discovered that exchange bias can occur in IrMn/CoFe systems

without the need for domain walls or interface effects. It has been predicted that

training occurs due to disorder at the interface. The first step in proving this

is to run a simulation with an atomically flat interface and prove that it does

not exhibit training. In the following section only the athermal training effect is

investigated, meaning that all the simulations are run at zero Kelvin, so that no

thermal training occurs.
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The system used in this flat interface simulation was exactly the same system

as the one shown in Fig. 6.16. The system was 50 nm × 50 nm × 8 nm bilayer with

5nm of disordered γ - IrMn and 3 nm of CoFe. The system has a granular structure

as described in section 6.1.1, the median grain size was 5 nm and the standard

deviation was 0.37. The simulation was run through the same 3 simulation steps

as described in section 5.4, once these three simulation steps were completed the

system was then run through another hysteresis loop simulation using exactly

the same parameters as the first hysteresis loop.
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Figure 7.2: First and second simulated hysteresis loops for a multigran-
ular grain IrMn\CoFe system in section 5. The system has not shown the
training effect with both hysteresis loops have a exchange bias of 0.12 T and
coercivity of 0.08 T.

The first and second simulated hysteresis loops are shown in Fig. 7.2. Both

hysteresis loops have an exchange bias of 0.12 T and a coercivity of 0.08 T. There

is also no change in the shape of the loop between the first and second measured

hysteresis loops. The lack of training is not surprising as Kaeswurm et al [102]

predicted the training effect to be due to disorder of the Mn at the interface and

the interface simulated here is completely atomically flat. To test her theory we

will add some disorder to the interface. The disorder will be added by mixing the

atoms at the interfaces. The first step is to create a bilayer system with a mixed

interface. The procedure for creating a mixed interface bilayer system is outlined

below.

7.2 Simulating the interface mixing

Experimentally, the interface mixing in IrMn/CoFe systems has been measured

to be in the region of 0.1nm - 1nm in width [103, 107]. To create a disordered

interface, the material type (CoFe or Mn) was randomly swapped (CoFe to Mn
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and Mn to CoFe) around the interface. The swapping was generated using a

probability distribution defined by:

P(z)= 1− 1
2

tanh
(
π(z− z0)

w

)
, (7.1)

where P(z) is the probability of finding an atom of a particular type at height z,

z0 is the interface height and w is the width of the tanh function, corresponding

to the width of the interface mixing in nanometers. Every atom in the IrMn layer

has a probability (P) of being changed to a CoFe atom depending on its height

(z) above the interface. The mixing can also occur the other way around mixing

the CoFe into the IrMn or both types of mixing can occur simultaneously. We will

refer to these three types of mixing as mixing types a,b and c respectively and

they are shown in Fig. 7.3.

a b c 

Figure 7.3: Visualisation of the different types of interface mixing used
in the simulations. (a) The IrMn is mixed upwards into the CoFe, (b) The CoFe
is mixed downwards into the IrMn and (c) Both type of mixing occur. All three
figures have an intermixing width of 0.1nm

Iridium has a very high atomic weight in comparison to CoFe therefore it is

expected that the CoFe will not be able to penetrate into the IrMn instead the

IrMn will penetrate into the CoFe and therefore the interface mixing will mainly

occur in the case shown in (a) in this case only the Mn is mixed into the Cofe

and not the Ir due to its high atomic weight. The choice of diffusion type matches

previous experimental measurements of the difusion [108]. We will use this type

of intermixing for the remainder of the chapter. The first step is to confirm that

the exchange bias still exists when the interface is mixed.
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7.3 Setting the Exchange Bias in multigranular
exchange biased systems with a mixed
interface

The first challenge in running a hysteresis loop with a mixed interface comes

from the setting process. In section 6.3.1 a setting procedure was developed which

calculated the number of Mn atoms in each sublattice of the interface layer of

the IrMn and then used this to set the exchange bias along the minimum energy

direction. In a mixed interface system this becomes a lot more complicated as

there is no longer only one interface layer and instead the interface is spread

over many atomic layers. Therefore, the setting procedure cannot be used as it is

no longer a simple calculation to work out the setting direction. Instead it was

found that in a system with a mixed interface after the equilibration stage the

direction of the CoFe magnetisation remained approximately along the setting

field direction. The first two steps of the simulation steps outlined in Section 5.4,

with the setting procedure being a field-cool simulation were run with interface

mixing widths varying from 0.1nm to 1nm, a total of 50 simulated structures were

created. The resulting angle from the setting field direction after the second step -

the equilibration stage is plotted in Fig. 7.4. The figure shows that the maximum

rotation from the setting field direction was 35 degrees, but the majority of the

simulations remained within 20 degrees of the setting field direction. An angle

of 35 degrees means that the magnetisation is still 80% along the setting field

direction. The small rotation from the setting field direction is expected and

observed experimentally [5].

The interface mixing causes the CoFe and IrMn to have more neighbours

of the opposite type, meaning the number of interface exchange interactions is

higher. This will increase the coupling between the CoFe and the Mn meaning the

field between the CoFe and the IrMn is higher, which could be why the setting

procedure works in mixed interface systems but not flat systems.

7.4 Simulating exchange bias in mixed interface
multigranular systems

Now, the setting procedure has been proven to work in our mixed interface systems

the exchange bias can be simulated. The first step in our simulation is to calculate

the dependence of the exchange bias and the coercivity on a system with a mixed
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Figure 7.4: Rotation of the CoFe from the setting field direction after the
equilibration simulation. The CoFe has rotated to a maximum of 35 degrees
from the setting field direction and on average the CoFe has only rotated about
20 degrees. The histogram has been fit using a Boltzman distribution shown by
the blue line. The interface mixing was varied from 0.1 nm - 1 nm in steps of 0.1
nm, with five simulation being run at each value, totalling fifty simulations.

interface and then from this determine the training.

a b c 

Figure 7.5: Visualisation of different interface mixing widths in an
IrMn/CoFe bilayer. Interface mixing of (a) 0.1nm, (b) 0.5nm and (c) 1nm.

The multigranular structure used for the flat interface exchange bias simu-

lations from Fig. 7.2 was used for these simulations so the exchange bias can be

compared to the flat interface case. The simulation was a zero Kelvin simulation,

so only the athermal training effect is accounted for. The simulation was 50nm

× 50nm × 8nm and had a median grain size of 5nm and a standard deviation of

0.37. The flat interface had a simulated exchange bias of 0.12 T and a coercivity
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of 0.08 T. The width of the interface mixing distribution was varied from 0.1nm to

1nm in 0.1nm intervals totalling 10 different values for interface mixing width.

For each value five simulations were run. The five simulations all had exactly the

same granular structure, however, the random number seed which defines the

interface mixing was changed which varies which CoFe atoms were swapped to

be Mn. A visualisation of a subsection of one grain of the bilayer in x,y is shown

for interface mixing widths of 0.1 nm, 0.5 nm and 1 nm in Fig. 7.5 (a), (b) and (c)

respectively.

The simulated systems are run through the same three simulation steps

defined in section 5.4, with the setting field along the x direction. The systems are

each cooled from above the Néel temperature under the presence of an applied

field, then the system is left to equilibriate under no field at zero Kelvin, and

finally a hysteresis loop is simulated.

7.4.1 Equilibration stage

a b 
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Figure 7.6: Magnetisation vs time data for the CoFe layer during the equi-
libration simulation. For interface mixing widths of (a) 0.1nm, (b) 1nm.

A plot of magnetisation vs time for the CoFe during the equilibration stage

is shown in Fig. 7.6, comparing the interface mixing widths of (a) 0.1 nm (b) 1

nm. The simulation with an interface mixing of 0.1 nm has canted to almost 30

degrees away from the setting field direction whereas the 1 nm simulation has

remained almost perfectly aligned along the setting field direction.

The average magnetisation directions for the CoFe at the end of the equili-

bration simulation was calculated for each of the 50 simulations and the trend is

shown in Fig. 7.7a. The figure shows that as the interface mixing increases the

angle from the setting field decreases and the system is more strongly set along

the setting field direction. It can also be observed that as the interface mixing is
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Figure 7.7: The mean angle between the magnetisation at the end of the
equilibration and the setting field direction of the CoFe after the equili-
bration stage and the length of the magnetisation. (a) The angle between
the CoFe magnetisation at the end of the equilibration simulation and the setting
field direction. There is a linear fit to guide the eye. (b) The magnetisation length
at the end of the equilibration simulation.

increased the magnetisation length of the CoFe decreases as shown in 7.7b. The

decrease in magnetisation length suggests that the CoFe spin directions become

disordered at the interface.

To investigate the cause of the decrease in magnetisation length the interface

spin structure for the simulation with an interface mixing width of 1 nm was

visualised and is shown in Fig. 7.8 (a). The interface spin structure for the CoFe is

no longer completely magnetised along the same direction. Instead at the interface

the CoFe has canted up to 10 degrees away from the average magnetisation

direction of the CoFe. The canting can be seen to be more prevalent in areas

where there are more Mn atoms nearby. In these areas the CoFe is less coupled to

the bulk CoFe and is instead coupled to the Mn causing the CoFe to cant towards

to Mn spin directions.

The magnitude of this disorder was measured by summing the magnetisation

of the CoFe atoms in each atomic layer. From this the magnetisation length is

calculated as shown in Fig. 7.8 (b). For an interface mixing width of 1 nm, far

from the interface the CoFe has a magnetisation length of one, but near the

interface the magnetisation length has decreased to only 89%. The decrease in

magnetisation is most prominent in the interface layer and only occurs for atomic

planes up to 1 nm, after 1 nm there will only be a small amount of mixing between

the CoFe and the Mn and every CoFe atom will be strongly coupled to the bulk

CoFe. For an interface mixing of 0.1 nm, the CoFe is completely magnetised at all
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Figure 7.8: The interface structure of the CoFe for an interface mixing
of 1nm and the magnetisation length for each CoFe layer for interface
mixing widths of 0.1nm and 1nm (a) The magnetisation direction of the CoFe
at the end of the equilibration simulation for a 8 nm × 8nm section of the bilayer.
The white arrows represent the Mn spins and the coloured atoms represent the
CoFe spins. The colour of the CoFe spin correspond to the angle in degrees from
the average direction of the CoFe. Some of the CoFe spins have rotated up to
about 10 degrees from the average field direction. (b) The magnetisation length of
each CoFe layer, for the simulation with 0.1 nm of interface mixing the CoFe is
perfectly aligned at each atomic layer. For the simulation with 1 nm of interface
mixing the CoFe is disordered for about 1 nm, then is completely ordered, the
magnetisation length of the interface layer is approximately 89%.

atomic planes as in all layers the CoFe atoms can couple to the bulk CoFe.

7.4.2 Simulations of the first hysteresis loop
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Figure 7.9: First hysteresis loops for multigranular simulations with in-
terface mixing. Hysteresis loops for interface mixing widths of (a) 0.1 nm, (b)
0.5 nm and (c) 1 nm.

The hysteresis loop simulations were run along the magnetisation direction

of the CoFe after the equilibration simulation to give the maximum possible

exchange bias in each system. The simulations were again run at zero Kelvin
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to remove any thermal training effects. Simulated hysteresis loops for interface

mixing widths of 0.1 nm, 0.5 nm and 1 nm are shown in Fig. 7.9. The most

noticeable difference between the three hysteresis loops is the massive increase

in coercivity as the interface mixing width becomes larger. The coercivity has

increased from 0.082 T for the 0.1 nm simulation to 0.32 T for the 1 nm simulation.

The exchange bias has also increased between the three simulations from 0.09 T

for 0.1 nm to 0.15 T for the 1 nm simulations.
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Figure 7.10: The dependence of the exchange bias and coercivity on the
interface mixing for the first simulated hysteresis loops (a) Shows the de-
pendence of the exchange bias on the interface mixing. (b) Shows the dependence
of the coercivity on the interface mixing. (c) The dependence of the switching field
on the interface mixing. In all of the figures, the error is the standard deviation
in the points from five simulations. All of the figures have been fit with straight
lines to help guide the eye.

For each hysteresis loop the exchange bias and coercivity were calculated,

the five repeats were averaged and a mean value and standard deviation was

found for each level of interface mixing. The average exchange bias for each

interface mixing width is plotted in Fig. 7.10(a) showing that there is a large

range of exchange bias values, and that the exchange bias can be seen to slightly

increase with interface mixing, but the standard deviation sizes means that there

isn’t much of a trend. The coercivity is plotted in Fig. 7.10(b) The coercivity has

massively increased to almost 0.3T for simulations with a high level of interface

mixing. The increase in coercivity is due to the fact that with interface mixing

a larger proportion of the bulk Mn is incorporated into the interface causing an

increase in the interface anisotropy. Fig. 7.10(c) shows the change in the switching

field, the switching field represents the stability of the CoFe to an applied field

in the opposite direction. The first switching field (HC1) has increased with an

increased interface mixing width. There is a noticeable correlation between the

coercivity and the first switching field value, suggesting that the second switching

field (HC2) is not affected by the interface mixing. The interface mixing instead

only affects the first switching field.
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The experimental dependence of exchange bias on interface roughness is still

not quantified [103]. There have been many experimental measurements but as

IrMn is naturally disordered and the interface mixing will have an effect on the

interface spin configurations it is hard to quantify. Qi et al [103] experimentally

measured that there was no correlation between interface mixing and exchange

bias value, for interface roughness of 0.678 nm, 0.823 nm and 1.259 nm whereas,

Parkala et al [89] measured a decrease in exchange bias with an increase in

interfacial roughness comparing interface roughness values of 0.1 nm and 1.1

nm. Our measurements do not agree with either of these results, however, both of

these measurements were done at non-zero temperature and therefore this may

cause a large decrease in the exchange bias in the structures with more disorder.

7.5 Simulations of the second and third
hysteresis loops

Now we have proven that exchange bias still exists in systems with mixed in-

terfaces we can see if the mixing has caused the hysteresis loops to exhibit the

training effect. To investigate this two more hysteresis loops have been run on the

simulated system, both at zero Kelvin. These hysteresis loops are shown in Fig.

7.11, the first, second and third simulated hysteresis loops are shown for interface

mixing widths of 0.1 nm, 0.5 nm and 1 nm.
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Figure 7.11: The first three simulated hysteresis loops for different inter-
mixing widths The interface mixing widths were (a) 0.1nm, (b) 0.5nm and (c)
1nm.

All of the hysteresis loops exhibit a decrease in the exchange bias and the

coercivity between the first and second measured hysteresis loops analogous with

the training effect. The size of the decrease in both the coercivity and the exchange

bias is observed to increase with the width of interface mixing. The change in
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the exchange bias between the first and second simulated hysteresis loops for

an interface mixing width of 0.1 nm is almost negligible. Whereas, the exchange

bias in the 1 nm simulation has decreased dramatically between the first and

second simulated hysteresis loops. In all three systems there is approximately

no change in either the coercivity or the exchange bias between the second and

third simulated hysteresis loops and no change in the coercivity. This agrees with

previous experimental measurements of low temperature systems, where a large

decrease in the exchange bias is found between the first and second measured

hysteresis loops only [102].
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Figure 7.12: The dependence of the exchange bias and coercivity on the
interface mixing for the first and second simulated hysteresis loops (a)
Shows the dependence of the exchange bias on the interface mixing. (b) Shows the
dependence of the coercivity on the interface mixing. (c) The dependence of the
switching field on the interface mixing. For all of the figures the first and second
hysteresis loops are shown and the error is the standard deviation in the points.
All of the figures have been fit with straight lines to help guide the eye.

The second and third hysteresis loops were measured for all of the fifty simu-

lated systems. Fig. 7.12 shows that for all interface mixing widths the exchange

bias and the coercivity has decreased between the first and second simulated

hysteresis loop. The most noticeable change is that for the second hysteresis loops

the larger the interface mixing the larger the decrease in exchange bias between

the first and second loops. For the second hysteresis loop all of the simulations

gave very similar values for the exchange bias field, meaning that there is no

correlation between exchange bias and interface mixing width, as experimentally

predicted by Qi et al [103]. For the coercivity, the higher the interface mixing the

higher the drop in coercivity between the first and second simulated hysteresis

loops. This leads to a plateau in the coercivity values at about 0.18 T for high

levels of interface mixing. Fig. 7.12(c) shows that the first switching field increases

with increased interface mixing, but plateaus at about 0.18T again showing a sim-

ilar form the the coercivity. The initial increase with interface mixing, increases

the stability of the CoFe. However, this plateaus because only Mn atoms which

are still coupled to the bulk Mn will increase the coercivity, once the interface
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mixing it too high the Mn atoms are no longer coupled to the bulk and therefore

don’t contribute As there is no difference between the second and third simulated

hysteresis loops these graphs for the third hysteresis loops match the data for the

second hysteresis loops.
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Figure 7.13: The change in exchange bias and coercivity between the
first and second and second and third simulated hysteresis loops (a) The
change in the exchange bias between consecutive hysteresis loops. (b) The change
in the coercivity between consecutive hysteresis loops. There is a large change in
both the coercivity and the exchange bias between the first and second simulated
hysteresis loops but almost no change between the second and third.

The mean change in exchange bias and coercivity between the first and second

and second and third hysteresis loops is shown in Fig. 7.13. The error is the

standard deviation in the values. The simulations have shown there is a large

decrease in both the exchange bias and the coercivity between the first and

second hysteresis loops, but almost no change between the second and third

simulated hysteresis loops. The change in both the coercivity and the exchange

bias is proportional to the width of the interface mixing. The more mixed the

interface the higher the change between the first and second hysteresis loops.

Experimentally, a continuous decrease is measured due to the thermal training

effect. The athermal training effect is a large decrease in training and coercivity

between the first and second measured hysteresis loops.

7.6 The interface structure throughout the
hysteresis loops

To understand what is causing the training effect, the magnetisation in the

interface layer was observed throughout the hysteresis loop for the simulated

systems with intermixing of 0.1 nm and 1 nm shown in Fig. 7.9 and Fig. 7.11. The
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direction and magnitude of the interface magnetisation of the Mn is shown in Fig.

7.14, the direction of the magnetisation can be seen to follow the direction of the

CoFe magnetisation as they are ferromagnetically coupled together.
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Figure 7.14: The magnitude and direction of the interface moment of the
Mn throughout the hysteresis loop. The direction of the Mn moment in the
interface layer (in direct contact with the CoFe) throughout the hysteresis loops
for interface mixing widths of (a) 0.1 nm and (b) 1 nm respectively. In both cases
the interface moment has followed the interface moment of the CoFe (shown in
Fig. 7.13). (c) and (d) The magnitude of the net interface moment throughout the
hysteresis loops for interface mixing widths of 0.1 nm and 1 nm respectively.

The interface magnetisation can be observed to decrease between positive

and negative saturation as was observed in section 5. The decrease in saturation

magnetisation is due to the number of irreversible Mn spins (nirr) in the interface

layer.

Both interfaces have a pronounced minima in the interface moment just after

the first switch has occurred, suggesting a large reordering of the interface at this

point. This reordering is analogous to the meta stable spins described by Biternas

et al [104]. At the start of the first hysteresis loop the interface magnetisation

of the Mn is in a meta-stable state, which arose during the setting procedure. It

takes a large field to evolve the interface magnetisation from this meta stable
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state into the ground state - causing the pronounced minima in the interface

moment. As the change in spin structure occurs just after the first switching point

of the hysteresis loop by the time the system has reached the negative saturation

point it is already in the ground state configuration and no longer in a meta stable

state. This explains why the returning loops of the first and second hysteresis

loops are always experimentally observed to have a similar shapes whereas there

is a large change in the first arms of the hysteresis loops [104].

For the 0.1 nm interface, the pronounced minima in the interface magneti-

sation (2603µB) is about 20% lower than the negative saturation value for the

interface magnetisation (2662µB). We therefore expect the exchange bias to be

about 20% lower in the second hysteresis loop simulation as it no longer has to

overcome this larger energy barrier. For the 1 nm simulation the pronounced

minima (5765µB) is about 70% lower than the interface magnetisation at negative

saturation (6183µB). It is therefore expected that the exchange bias will decrease

by about 70% between the first and second hysteresis loops. Both of these predic-

tions approximately match the change in exchange bias shown in the hysteresis

loops shown in Fig. 7.9.

Looking at Fig. 7.14 you can see that in both the 0.1 nm and 1 nm of interface

mixing hysteresis loop simulations there is a change in magnitude of the Mn

interface magnetisation between the start and the end of the first hysteresis

loop. In Fig. 7.14(b) the direction of the interface moment has also changed from

(a). This is because the interface configuration has changed from a meta-stable

state to the ground state. The change in spin configuration means that the first

and second hysteresis loops will start from different interface spin structures. To

quantify this change, a subsection of the interface spin structure was visualised

and the change in angle from start to end of the hysteresis loop was calculated.

The angles between the initial and final positions of the spins are shown in Fig.

7.15. From this image it can be seen that for low levels of interface mixing there

is almost no rotation between the initial and final states of the hysteresis loop.

However, for the larger interface mixing widths it can be seen that there has been

a large level of distortion between the initial and final states. The change in the

interface spin structure means that the interface will have a different number of

reversible and irreversible spins from the initial hysteresis loop. After this the

interface has reordered. Fig. 7.15 also shows that there is no large changes in

angle for either the 1 nm or 0.1 nm simulated system between the start and end

of the second hysteresis loop. This shows that the spin configuration has returned

to the ground state and the spin configuration has become stable.

148



7. THE ORIGIN OF THE TRAINING EFFECT IN EXCHANGE BIASED
IRMN/COFE BILAYERS

a b 

c  d 

set palette defined

 0  5  10  15  20  25  30
 0

 5

 10

 15

 20

 25

 30

set palette defined

 0  1  2  3  4  5
 0

 1

 2

 3

 4

 5

set palette defined

 0  5  10  15  20  25  30
 0

 5

 10

 15

 20

 25

 30

set palette defined

 0  1  2  3  4  5
 0

 1

 2

 3

 4

 5

Figure 7.15: The change in the interface spin structures between the start
and the end of the hysteresis loops. (a) and (b) show the change in interface
spin structure between the start and end of the first hysteresis for interface
mixing widths of 0.1 nm and 1 nm respectively. (c) and (d) show the change in
interface spin structure between the start and end of the second hysteresis for
interface mixing widths of 0.1nm and 1nm respectively. The change in colour
shows the change in angle in degrees as shown by the scale bar on the side.

To work out whether this reordering is due to a movement of the entire bulk

structure or just an interface effect the average angle between initial and final

hysteresis loop was plotted as a function of distance from the interface. The

interface used had an interface mixing width of 1nm, to show the largest changes

in angle as it is assumed this will have the largest effect on the bulk Mn. The

angles are shown in Fig. 7.16, the plot shows the average angle the atoms in each

layer have moved. The interface spins have moved an average of approximately

6 degrees at the interface but far away from the interface the spins have only

rotated about 2 degrees. This suggests that the movement is an interface effect

and not a bulk effect, this is to be expected due to the large anisotropy in IrMn.
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Figure 7.16: The average rotation of each layer of the Mn between the
start and end of the first hysteresis loop. The angle between the start and
end magnetisation of each Mn spin during the first hysteresis loop. These were
averaged across every Mn layer. The interface spins have a much higher change
in magnetisation that the bulk Mn.

7.7 Summary

In this chapter the origin of the athermal training effect was investigated. The

athermal training effect is a large drop in exchange bias after the first measured

hysteresis loop. The drop in exchange bias is caused by meta stable spin states

occurring during the the setting process, which have a higher interface moment

than the ground state. During the first hysteresis loop these spin states are

reversed and the interface falls into its minimum energy state, reducing the

interface moment and therefore the exchange bias of further hysteresis loops.

The meta-stable spin states were found to be due to roughness at the interface

as no training was found for a perfectly flat interface. The interface can be seen to

reorder between the first and second hysteresis loop where the angle between this

reordering increases with the amount of interface roughness therefore increasing

the training. This shows that training is purely an interface effect, in agreement

with the model of Biternas et al [104].
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AFM materials could hold the key to the creation of novel AFM spintronic devices

which will give smaller, faster, devices with lower power consumption to keep

up with Moore’s law. This thesis focused on increasing the understanding of

the technologically relevant AFM, IrMn, using an atomistic spin model. In the

following conclusion, the main results of each chapter are summarised and the

central conclusions are drawn.

The aim of Chapter 3 was to calculate the properties of IrMn in different

compositions, orders and finite-sizes. The first step was to validate our model

against previous experimental and theoretical results to confirm its accuracy. Once

confirmed, the properties of different compositions and orders were simulated.

IrMn has the highest exchange bias values between 17% - 25% Ir, and it was

found that in all of these compositions disordered IrMn had the same ground state

but increasing the Mn concentration caused a more thermally stable structure.

In real devices the IrMn is used in thin film form. These thin films will cause

finite-size effects in the properties of the IrMn. It was found that IrMn films show

a stronger finite size dependence of the Néel temperature than an equivalent

ferromagnet due to the existence of spin frustration. Our results suggest a larger

antiferromagnetic film thickness is required for spintronic devices operating at or

above room temperature compared to an equivalent ferromagnet, particularly for

sputtered films with a high degree of interfacial intermixing.

In Chapter 4 the effective temperature dependent anisotropy and the symme-

try was calculated for different compositions of IrMn. Modelling L10 - IrMn, which

has an in-plane anisotropy, it was found that AFM’s follow the same power scaling

laws as FM’s. In IrMn3 both ordered and disordered structures have very different

anisotropy surfaces. For ordered L12 - IrMn3 it was found that the energy surface
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is unusually complex and the scaling exponent of the effective magnetic anisotropy

differs from the expectations of Callen-Callen theory. The energy surface of dis-

ordered γ - IrMn3 has a cubic symmetry, however the temperature scaling was

calculated to be almost exactly equal to the uniaxial exponent. This surprising

result shows that the energy surface is cubic however each individual spin sits

in a uniaxial energy surface and the local environment for each spin governs

the spin fluctuations rather than the symmetry of the energy surface as a whole.

We find that in both ordered and disordered IrMn3 meta stable spin structures

lower the overall energy barrier to a tenth of the energy barrier estimated the

ab-initio values predicted by L, Szunyogh et al [25]. Our results have resolved

the discrepancy between previous experimental and theoretical results and have

contributed massively to the understanding of anisotropy in AFM materials.

Chapters 5, 6 and 7 focus on the Exchange Bias effect. Exchange bias occurs

when you couple our AFM to a FM and it used in a wide range of technological

applications such as hard disk drives. Chapter 5 focused on the origin of exchange

bias in a single grain γ− IrMn3/ CoFe bilayer. Our model is the first model of

exchange bias in these bilayers to not rely on grain boundaries or interface defects

to be the cause of exchange bias. Instead, it was found that exchange bias is

caused by a small statistical imbalance in the number of Mn atoms in each AFM

sublattice. The imbalance causes a net field at the interface which pins the FM,

causing exchange bias. Exchange Bias occurs in all disordered compositions of

IrMn from IrMn5 to IrMn3. Although exchange bias can occur due to point defects

as found in previous models it was also found that the pinned interface spins can

be delocalised across the interface.

In Chapter 6, our single grain model of IrMn/CoFe bilayers was extended

to a multigranular system, more representative of real devices. These simula-

tions are the first atomistic simulations of exchange bias on this scale, and are

only possible due to the highly scalable, parallel nature of VAMPIRE. At 0K the

simulated exchange bias values were much larger for smaller grains than the

experimental trends would suggest. At 300K, the exchange bias matched the

trend in the experimental measurements as the exchange bias for small grain

sizes has decreased due to the decreased thermal instabilities [5].

In Chapter 7, the athermal training effect was investigated. The athermal

training effect is a large drop in exchange bias after the first measured hysteresis

loop. We found that the drop in exchange bias is caused by meta stable spin states

occurring during the the setting process. These meta-stable spin states were found
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to be due to intermixing at the interface as no training was found for a perfectly

flat interface. The meta stable spin states have a higher energy to rotation than

the ground state. During the first hysteresis loop these spin states are reversed

and the interface falls into its minimum energy state, reducing the exchange bias

simulated in the following hysteresis loops. We found that training is purely an

interface effect and only the interface spins reorder in agreement with the model

of Biternas et al [104].

In conclusion, this is the first comprehensive atomistic investigation into IrMn

alloys, simulated with details which are not possible using micromagnetic or

current ab-initio approaches. The model gives results which match experimental

measurements and from this more complex structures such as finite size systems

and different material alloys can be studied. It is the first model of an exchange bi-

ased bilayer which does not rely on grain boundaries, impurities or AFM domains

to create the exchange bias field. The highly parallel, scalable nature of VAMPIRE

means that exchange bias can be simulated in systems of comparable size to those

in real devices such as hard drive read heads. Details such as interface mixing and

the effect of composition can be simulated and the model can be used to determine

the atomistic cause of macroscopically observable effects such as exchange bias

and the athermal training effect.

8.1 Further Work

The work described in this thesis only touches the surface of the interesting

magnetic effects and properties still to be explored in IrMn. With this model a

complete understanding of the material is now possible which will pave the way

for the next generation magnetic memory devices.

In this thesis we have modelled many interesting effects specifically in ex-

change bias. However, there is still a lot left to discover, such as the thermal

training effect or a more in depth study into the composition effect of exchange

bias in multigranular systems. In the longer term there are some interesting

projects relating to spin transport and spin wave resonances for novel AFM spin-

tronic devices which might be interesting to model. These are described in more

detail below:
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8.1.1 Spin current effects in IrMn

The next generation of anti-ferromagnetic spintronic devices will use the anti-

ferromagnet to store the information. For the information to be written to an

anti-ferromagnet you need a way to change the magnetic configuration. Recently

there has been significant progress in this area by using spin-orbit torque or spin

transfer torques to change the magnetic configurations of the AFM [58]. So far this

has been experimentally measured in disordered γ - IrMn3 but never theoretically

modelled. There are many models of spin transfer torque and spin orbit torque

including the Slonczewski spin torque model [109] which is implemented in

VAMPIRE.

8.1.2 Anti-ferromagnetic resonance simulations in IrMn

Anti-ferromagnetic resonance was first predicted by Kittel in 1951 [110]. He calcu-

lated that unlike FM materials even without an external field, the presence of the

internal fields can results in a dynamic response from the AFM. Spin waves can be

used to probe the properties of a material, via spin-wave resonance. The frequency

with which the spin waves precess is an important property of that material and

depends on the orientation of the material, the strength of the magnetic field, as

well as the magnetic properties of the sample. If we know the orientation of the

material and the strength of the magnetic field, the resonance frequency can be

used to calculate the material properties such as the exchange, the anisotropy and

the gyromagnetic ratio. Since the discovery of anti-ferromagnetic resonance there

have been many experimental measurements of anti-ferromagnetic resonance

spectrum’s, a lot of which show contradictory data [111–114]. This is because in

anti-ferromagnets the resonance modes are much more complex than ferromag-

nets as the magnetic structure of tends to be much more complicated. Atomistic

modelling could be the key to understanding this phenomenon, especially in

complex non-collinear anti-ferromagnets such as IrMn.

8.1.3 Spin-wave propagation in IrMn and in IrMn/CoFe
bilayers

Spin wave propagation could potentially be used in the next generation of spin-

tronic devices to transport and process information [115]. These new technologies

could massively outperform current devices using electric currents as spin wave

propagation occurs at very high frequencies and has a very low energy dissipation.

One of the most important issues stopping the development of such devices is
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tuning the ferromagnetic resonance (FMR) frequency [116]. The FMR frequencies

necessary in such devices are beyond 5GHz, meaning that the FMR has to be

increased from the natural resonance state of a material. It has also observed

experimentally that coupling a FM to an AFM increases the anisotropy via the

exchange bias effect causing the FMR frequency to increase by up to 10GHz [117].

Although this shift in resonance frequency has been well known for a number

of years, the underlying physical causes and effect on the FM are still poorly

understood [118]. Atomistic modelling could be the key to understanding this

complex phenomena and lead to the next generation of spintronic devices.
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