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Summary 

 

The nervous system is tasked with the challenge of processing a variety of sensory stimuli from the 

environment with limited coding space and energy consumption. Recent findings challenge the 

traditional view of the neuron as the elementary functional unit of the nervous system, in which 

dendrites mainly serve as input sites, and action potential propagation through axons generates 

output. Instead, individual neurites have emerged as the single functional unit capable of computing 

inputs and generating outputs locally.  

 

Despite recent advances, the link between the mechanisms that facilitate local computations and 

their behavioural relevance remains unclear. I addressed this problem in Drosophila Melanogaster. 

The anatomical organisation of the mushroom body, a brain region associated with learning, has a 

compartmentalised architecture that forms the basis for local computations. My project studied 

subcellular signalling in the mushroom body and its role in memory formation, with emphasis on 

the non-spiking APL neuron that is involved in sparse odour coding and memory formation, to 

determine if it operates locally. To investigate this, I addressed the following points. 

 

1. I investigated the nature of activity spread in the APL neuron. I found that input to the APL 

neuron evokes activity that attenuates as it propagates, supporting local computations. 

 

2. I characterised the spatial nature of inhibition from the APL neuron onto mushroom body 

neurons. I found that the inhibition had a strong local effect that diminished with distance. 

 

3. I sought to determine if there are spatial differences in the APL neuron’s response to electric 

shock, and if plasticity in the APL neuron is similarly spatially distinct. I found that electric 

shock responses are spatially distinct, but my data on plasticity was inconclusive. 

 

4. I investigated the effects of local muscarine signalling on Kenyon cell odour responses. I 

found that muscarine signalling has spatially distinct effects.  
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1. General introduction 

1.1 Local computation in the nervous system 

1.1.1 The rise of graded potentials and local computations 

 

Our understanding of the nervous system is continuously expanding. Broadly speaking, a brain 

allows an animal to gather information from its surroundings, integrate this information with its 

internal state, and generate context-specific behaviour. All of this can be tempered by previous 

experience, which the brain can store and recall. Much of this does not require a nervous system to 

accomplish. A single receptor tied to a molecular pathway can store information from the 

environment through a protein modification that signifies a change in state, leading to further 

downstream signalling and action. By making the modification transient, the information can be 

stored as a ‘memory’, and by interacting with other signalling pathways that represent the internal 

state, external and internal information can be integrated (Laughlin and Sterling, 2015).  

 

However, decision-making often involves multimodal sensory input, conflicting or incomplete 

information, and state-dependent physiological needs. Under such circumstances, the ability of the 

nervous system to integrate information at high capacity and complexity becomes essential. Doing 

so requires individual neurons to process and convey information between each other. 

 

Information is encoded as graded- and action potentials. Of the two, the action potentials, also 

known as ‘spikes’, have by far received the most attention and are traditionally considered the main 

mechanism of encoding information. The emphasis on action potentials is particularly evident in 

vertebrate research, where action potentials are more prevalent than in small invertebrates (Alle and 

Geiger, 2006, Bialek et al., 1997). However, studies from the last few decades have demonstrated 

that spatially restricted activity, whether it is graded potentials or locally restricted spikes, are 

widely used in sensory systems of both vertebrates and invertebrates, and also in invertebrate 

central circuit neurons (Burrows and Siegler, 1978, Burrows, 1980, Jahr and Nicoll, 1980, Roberts 

and Bush, 1981, Juusola et al., 1996, Zhou and Fain, 1996, Grimes et al., 2010, Chen et al., 2017, 

Liu et al., 2017), and a theoretical framework is developing for the significance of graded potentials 

or localised activity in information processing (Grimes et al., 2010, Sardi et al., 2017, Branco and 

Häusser, 2010, Wybo et al., 2019). Nevertheless, the significance of subcellular information 
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processing for higher brain function and behaviour remains largely unknown and calls for further 

studies in a genetically tractable system with well-established behavioural readouts.  

 

The compartmentalised architecture of memory formation in the olfactory system of Drosophila 

provides a great opportunity to study this question. The anterior paired lateral neuron (APL), a non-

spiking γ-aminobutyric acid (GABA)-synthesising (GABAergic) neuron, is part of the fly olfactory 

circuit, and widely innervates the mushroom body (MB) (Pitman et al., 2011, Papadopoulou et al., 

2011, Tanaka et al., 2008), the central brain region where olfactory associative learning takes place. 

Memories are formed in discrete regions in the MB (Aso et al., 2014a, Hige et al., 2015). The APL 

neuron ensures sparse odour coding by Kenyon cells (KCs) through feedback inhibition, and 

memory formation induces plasticity in the APL neuron (Lin et al., 2014a, Liu and Davis, 2009, 

Zhou et al., 2019). However, the spatial nature of the feedback inhibition and learning-induced 

plasticity remain unknown. This study aimed to characterise propagation of neuronal activity in the 

APL neuron, determine the nature of its inhibitory feedback onto KCs, and establish if learning 

induces spatially differential plasticity in the APL neuron.  

 

1.1.2 Mechanisms of encoding information 

 

Neuronal signalling relies on the polarised nature of the cell membrane. A net negative charge on 

the cytoplasmic side arises from an actively maintained difference in intracellular and extracellular 

ionic concentrations, of which sodium, potassium, chloride, and calcium are the most influential. 

This charge separation results in a resting membrane potential that largely depends on the 

composition of ion channels in the cell membrane (Kandel, 2013).  

 

This occurs through graded potentials or action potentials, and in some cases both (Pasztor and 

Bush, 1982, Alle and Geiger, 2006, Kandel, 2013). Graded potentials are analogue signals that arise 

from chemical or sensory synaptic inputs that activate receptors specific to the sensory stimulus or 

neurotransmitter. Depending on the sensory system, activation of these receptors directly or 

indirectly leads to a change in the membrane potential due to closing or opening of ion channels. 

Graded potentials propagate through the neuronal projections by passive spread, leading to 

attenuation of the membrane depolarisation as the signal spreads (Roberts and Bush, 1981) (Fig. 1.1 

A). Signal attenuation limits the distance to which a neuron can transmit signals through graded 
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potentials. To overcome signal attenuation across large distances, neurons generate action 

potentials, also known as spikes (Kandel, 2013).  

 

 

 

Figure 1.1 Local and global signalling  

Schematic of local and global signalling. (A) Graded potentials attenuate as they propagate, only evoking 

neurotransmitter release (chemical signal) from nearby synapses. (B) The regenerative nature of action potentials means 

that the signal can spread far, leading to release of neurotransmitters from nearby and distal synapses. 

 

Action potentials are all-or-none events that are generated in neurons with voltage-gated sodium 

channels. Synaptic inputs locally depolarise the cell membrane, leading to opening of voltage-gated 

sodium channels. The influx of sodium creates a positive feedback loop, leading to opening of more 

sodium channels. This inward current passes a threshold when it becomes strong enough to 

overcome outward currents that keep the membrane polarised, leading to generation of an action 

potential. This process occurs at the axon initial segment (AIS), which has a high density of sodium 

channels. (Fig. 1.1 B). Depolarisation causes an influx of calcium through voltage-gated calcium 

channels clustered at synapse terminals, the region where pre- and post-synaptic neurons make 

contact and transmit signals. Here the signal is transformed from electrical to chemical signalling. 

Synapse terminals contain docked vesicles loaded with neurotransmitters. These vesicles are bound 

to the cell membrane through Soluble N–ethylmaleimide sensitive factor (NSF) attachment protein 

receptors (SNAREs). The calcium influx increases the intracellular concentration 100-fold, which 
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causes another protein, synaptotagmin, to bind calcium, which interacts with the SNAREs to fuse 

the vesicle with the cell membrane, releasing neurotransmitters into the synaptic cleft. The 

neurotransmitters bind to specific ligand-gated receptor ion channels on the postsynaptic neuron, 

transforming the signal back to an electrical form.  

  

A key feature of neuronal anatomy is the characteristic extension of the cell membrane and 

cytoplasm to form projections that brings them into proximity of other neurons. These projections, 

collectively referred to as neurites, are subdivided into dendrites and axons. Dendrites are 

traditionally considered the input sites of neurons, comprising the postsynaptic side of the synaptic 

cleft. They form elaborate, thin branches, with sections as low as 0.05 µm in diameter. Axons are 

the output sites, and generally form thicker projections, typically in the range 0.2-4 µm for sensory 

neurons, but up to 1 mm in the extreme case of the squid giant axon. (Laughlin and Sterling, 2015). 

 

The diameter of a neurite is an important measure for passive propagation of currents in neurons, 

affecting both the conduction velocity of electric signals in neurons, and the distance it can cover. 

The thinner a neurite, the higher the resistance through the conducting cytoplasm, core, also known 

as axial resistance, ri. Together with the membrane resistance, rm, which depends on the ion channel 

composition in the cell membrane, these two parameters give the length constant, λ. This parameter 

largely determines how far a signal reliably can be transmitted. The time it takes for the signal to 

decay to 37% of its initial amplitude is given by  λ = √
𝑟𝑚

𝑟𝑖
 

Being relatively thin, dendrites have high axial resistance. Consequently, they are usually less than 

1 mm long. For insect brains, this is not a significant limitation for transmission across “large” 

distances. As an example, the fruit fly brain measures less than 600 µm in its largest dimension.  

 

The speed of a signal conveyed by passive spread is limited by the rate of current flow, as the ions 

carrying charge must navigate between molecules in the cytoplasm. Increasing neurite diameter 

allows higher current flow, reducing axial resistance, which leads to increased conduction velocity. 

Furthermore, changes in membrane potential do not instantaneously reach a peak value. Like a 

capacitor, the cell membrane can store charge, determined by its capacitance, cm. The greater the 

membrane surface area, the more charge it can store. For current to flow, charge must be deposited 

on the membrane. Therefore, the change in membrane potential reaches its peak only after a delay. 
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This delay is given by the time constant, τ,  which denotes the time it takes for a change in 

membrane potential to reach 63% of its peak value,  given by τ = 𝑟𝑚 × 𝑐𝑚 

With these parameters in mind, what are the main differences between graded- and action 

potentials? 

 

Due to the sharp and high current generated by action potentials, they are much better suited than 

graded potentials for signalling across large distances at high velocity. Action potentials can reach 

conductance velocities higher than 1 mm/ms, while graded potentials only reach up to 50 µm/ms 

(Laughlin and Sterling, 2015).  

 

However, graded potentials are analogue signals that can gradually change to represent many 

different response levels, whereas an action potential encodes information by digital signalling, 

representing spaced changes of membrane potential between two levels. Graded potentials can 

transmit information at a rate higher than 2000 bits/s, while action potentials are limited to 500 

bits/s or less. Furthermore, sending information with graded potentials is energetically more 

efficient than action potentials, as a single action potential requires a change in membrane potential 

of ~100 mV for 1 ms, whereas graded potentials can transmit information by changing the 

membrane potential by a few mV. The larger the change in membrane potential, the costlier the 

subsequent transport of sodium out of, and potassium into, the cell required to repolarise the 

membrane potential. Additionally, the diameter of projections required for transmission of action 

potentials are larger than those used for graded potentials, increasing maintenance costs and 

utilising more space (Laughlin and Sterling, 2015). Thus, the maximum speed and distance of 

activity propagation that neurons can achieve are balanced by costs in energy expenditure and 

utilised space.  

 

These differences between the two modes of signalling, and the relatively small size of the insect 

nervous system, can explain why analogue signalling is commonly observed in insects, including 

Drosophila melanogaster (Pasztor and Bush, 1982, Juusola et al., 1996).  

 

Action potentials have long been considered the prevailing mode of information coding and 

transmission in the nervous system, and further studies into action potentials are revealing nuances 

in this mode of transmission (Alle and Geiger, 2006, Bean, 2007). However, in sensory systems, 

and many central circuits in insects and other invertebrates, graded potentials, or spatially restricted 
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synaptic potentials, are commonly the means of encoding information (Pasztor and Bush, 1982, 

Juusola et al., 1996, Heidelberger, 2007, Castro and Urban, 2009, Marder, 2006). Recent studies 

also suggest that graded potentials can modulate neurotransmitter release elicited by action 

potentials (Alle and Geiger, 2006, Zbili et al., 2016). Finally, there are numerous studies from 

various animals showing that localised signalling facilitates local computations in individual 

neurites (Branco and Häusser, 2010, Wybo et al., 2019, Ludwig et al., 2016, Medan et al., 2018, 

Cichon and Gan, 2015, Bayley and Hedwig, 2018, Ogawa and Oka, 2015)  These findings 

demonstrate that graded potentials, or spatially restricted synaptic potentials, are an essential 

mechanism for encoding and transmitting information in the nervous system and warrant further 

study to understand their role in ultimately generating decision making. 

 

The following sections will cover the theoretical rationale for localised information processing, the 

actual studies that demonstrate the prevalence of local computations in the nervous system, and its 

functional significance physiologically and behaviourally.  

 

1.1.3 The basis of local computations  

 

The beautiful illustrations of the nervous system published by Ramón y Cajal established the 

canonical view of neurons as the functional units of the nervous system (Swanson and Swanson, 

1995), which was further cemented by the characterisation of action potentials by Hodgkin and 

Huxley (Hodgkin and Huxley, 1952). In this view neurons are unidirectional. The dendrites act as 

input sites that collect information, and convey a signal to the axon initial segment, where these 

signals are integrated to generate action potentials for further transmission of the information.  

 

Our understanding of information processing has expanded upon this view to recognize that the 

action potential is not the only way for neurons to convey information. Neuronal input and output 

generation can occur locally, independently of action potentials. Dendritic branches can function as 

independent units that locally compute inputs, and release neurotransmitters onto specific 

postsynaptic targets. There are numerous studies that demonstrate the use and importance of local 

information processing for sensory processing and task-specific memory formation in vertebrate 

model systems (Branco and Häusser, 2010, Wybo et al., 2019, Ludwig et al., 2016, Medan et al., 

2018, Cichon and Gan, 2015). However, the importance of local processing for extraction of 

different sensory features, or processing of input from different sensory channels, in spatially 
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segregated branches has also been observed in invertebrates (Dan et al., 2018, Liu et al., 2017, Yang 

et al., 2016, Zhang et al., 2019, Elyada et al., 2009), implying that local computations are widely 

utilised across the nervous system of organisms. What are the implications of localised 

computations in neuronal projections? 

 

(1) Instead of operating as a single processing unit, a neuron takes on the role of a network, 

vastly increasing the computational power of a single neuron. By limiting activity spread to 

a branchpoint or even more locally within a branch, a single neuron can perform 

computations in spatially segregated compartments (Branco and Häusser, 2010, Wybo et al., 

2019).  

(2) A single neuron facilitates independent computations and output signalling to multiple 

postsynaptic targets. Inputs originating from different parts of the brain, e.g. different 

sensory channels, can be processed independently. In turn, local processing would lead to 

local output, targeting specific postsynaptic targets relevant to the type of input (Branco and 

Häusser, 2010, Wybo et al., 2019). 

(3) Energy and space constraints posit that information should be processed utilising as little 

space as possible (Laughlin and Sterling, 2015). If inputs, computations, and outputs all 

occur locally within a dendritic branch, there is no need to spend energy on conveying the 

information to other parts of the neuron before reaching the postsynaptic target. Thus, local 

processing optimizes energy expenditure. 

 

Localised information processing relies on the ability to restrict activity spread. How can activity in 

neuronal projections be spatially restricted? Activation of ligand-gated ion channels evoke graded 

potentials in neurites. Graded potentials exponentially decay with distance. Consequently, activity 

decays rapidly in dendritic branches (as thin as 0.05 µm) due to their high axial resistance (Laughlin 

and Sterling, 2015). Thus, one way to compartmentalise analogue signals is simply to transmit 

through thin neurites.  

 

Modelling studies suggest that inhibition is also an important mechanism for compartmentalization 

of activity in dendritic branches. Inhibition onto dendritic branches would serve not only to restrict 

the spread of activity within a branch, but also differentially affect computations in the branch 

depending on where along the branch the inhibitory synapse is localised (Wybo et al., 2019, Bloss 

et al., 2016). Several studies have confirmed that inhibition facilitates functional 

compartmentalisation, (described below) (Poleg-Polsky et al., 2018, Chen et al., 2017). In summary, 
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restricting spread of activity through passive conductance and inhibition are ways to facilitate local 

computations 

 

What are the functional roles of local computations? Branch-specific computations have been 

extensively characterised in the vertebrate visual system. Studies on amacrine cells, who have no 

defined axonal projections, have elegantly demonstrated that computations occur within individual 

dendritic branches (Losonczy et al., 2008, Grimes et al., 2010, Vlasits et al., 2016, Poleg-Polsky et 

al., 2018). Starburst amacrine cells have numerous dendritic projections radiating from the cell 

soma that provide GABAergic input to neighbouring dendrites of direction-selective ganglion cells 

(DSGCs). The dendrites of starburst amacrine cells are selective for outward-moving, or 

‘centrifugal’, stimulus (Euler et al., 2002). DSGCs receive non direction-selective excitatory input 

from bipolar cells. In turn, the GABAergic output from the starburst amacrine cell dendrites specific 

to stimulus direction inhibits their neighbouring DSGC dendrites, cancelling out the null-direction 

excitation (Mauss et al., 2017).  

 

Direction-selectivity in the starburst amacrine cell dendrites is thought to arise from lateral 

inhibition, where dendrites with opposed direction-selectivity inhibit each other, and from 

organizing excitatory inputs to the dendrites so that temporal summation is strongest when 

excitatory input arrives outwardly, from the cell soma to the end of the dendrites (Fransen and 

Borghuis, 2017, Ding et al., 2016). This lateral inhibition is also thought to enhance 

compartmentalization between individual dendritic branches, improving direction-selectivity 

(Poleg-Polsky et al., 2018). Thus, lateral inhibition is crucial for establishing direction-selectivity 

but promoting compartmentalization, which allows individual neurites to specifically encode 

stimulus that follows a certain pattern. 

 

The significance of passive spread and synaptic inhibition as facilitators of spatially segregated 

computations between dendritic branches has also been illustrated in glutamatergic amacrine cells. 

These cells are presynaptic to both ON- and OFF-pathways in the visual system. However, they 

maintain the parallel processing of the pathways by computing input and generating output to and 

from the two pathways in spatially segregated compartments of their dendrites. This spatial 

segregation is in part due to attenuation of synaptic potentials through passive spread, but also due 

to synaptic inhibition (Chen et al., 2017).  
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How do neurons that receive multimodal sensory input maintain the origin or identity of the inputs? 

Local dendritic computations facilitate independent processing of such inputs. The giant cricket 

interneuron, descending brain neuron ipsilateral 1-2, provides a great example of this. This neuron 

responds to visual stimulus, touch to the antennal flagellum, and stimulation of strain receptors at 

the antennal base. Each type of stimulus evokes distinct, localised calcium influx. For touch 

stimulus, the calcium influx is further refined to match a topographic map of the antenna. (Bayley 

and Hedwig, 2018). This is enabled by spatially restricting activity within neurites. 

 

The Mauthner cells of the goldfish are another example of a neuron where dendritic 

compartmentalization facilitates multimodal computation of inputs from the visual and auditory 

system. Active conductance selectively allows postsynaptic potentials evoked by auditory inputs to 

reach the dendrites that receive visual input, but not the other way around, demonstrating how 

variations in ion channel expression selectively can facilitate asymmetric cross-compartmental 

signalling and computations (Medan et al., 2018).  

 

Rather than processing multimodal sensory input in the same neuron, some neurons integrate 

different features of the same stimulus in segregated branches. Serotonergic neurons in Drosophila 

project to both the antennal lobes and the lateral horn. Odour stimulus elicits an inhibitory response 

in the neurites that innervate the antennal lobes in an odour-invariant manner, while the same 

stimulus evokes an excitatory response in the lateral horn projections in an odour-dependent 

manner. However, these projections are asymmetrically separated, as inhibition from the antennal 

lobe neurites reaches the lateral horn neurites, but not vice versa (Zhang et al., 2019). The inhibitory 

input to the serotonergic neuron’s projections in the antennal lobe scales with odour concentration 

(Zhang, 2016). This serves as a gain control that allows the odour identity-specific excitation the 

serotonergic neurons receive in the lateral horn to be less concentration-dependent (Zhang et al., 

2019).  

 

In summary, local computations are facilitated by passive spread of activity, actively restricted 

dendritic spikes, and inhibition onto individual neurites. This serves a variety of sensory 

computations and numerous studies have demonstrated how local computations facilitate 

multimodal or feature-specific information processing in a single neuron.  
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1.1.4 Dendritic release of neurotransmitters 

 

For dendritic branches to be considered truly independent functional units, they should be able to 

not only integrate inputs, but also generate outputs. Dendrites can release conventional 

neurotransmitters like GABA and glutamate (Castro and Urban, 2009, Duguid et al., 2007), but also 

neuromodulators and numerous peptides (Zilberter et al., 1999, Patel et al., 2009, Duguid et al., 

2007, Ludwig et al., 2016).  

 

What facilitates dendritic neurotransmitter release? Dendrites harbour the different intracellular 

membrane compartments associated with secretory trafficking and exocytosis: endoplasmic reticulum, 

Golgi membranes, endosomes, and vesicles containing neurotransmitters can be found in dendrites 

(Kennedy and Ehlers, 2011). Synaptic potentials evoke calcium influx in dendritic branches (Yuste 

and Denk, 1995, Jackie et al., 1998). Dendritic release of glutamate, GABA, and dopamine is 

mediated by calcium influx (Zilberter et al., 1999, Patel et al., 2009, Castro and Urban, 2009, Jeffry, 

2001). This has been linked to a requirement for SNARE proteins, suggesting that dendritic release 

depends on the exocytosis pathway (Ludwig and Stern, 2015, Duguid et al., 2007, Branco and 

Häusser, 2010). It has yet to be determined if these findings from specific neurons are generalizable, 

or if there are other mechanisms that serve a similar function in other neurons or organisms.  

 

What is the physiological and behavioural functions of dendritic neurotransmitter release? There is 

little knowledge on this matter. One of the proposed functions of dendritic release is feedback 

inhibition to maintain neuronal activity within a certain range through retrograde or autocrine 

signalling (Regehr et al., 2009).  

 

One example of this is from the auditory system. Auditory neurons of the lateral superior olive 

release GABA upon activation, which retrogradely regulates its excitatory and inhibitory inputs 

through GABA-B receptor signalling. It is proposed that this allows the auditory neurons to regulate 

the excitation/inhibition balance to accommodate the auditory stimulus they receive (Magnusson et 

al., 2008). Autocrine regulation of activity is mediated by dopamine signalling. Dopaminergic 

neurons in the substantia nigra pars compacta release dopamine from their dendrites, which 

regulates their activity through D2 auto receptors, and also targets downstream GABAergic 

neurons, increasing their release of GABA, and ultimately regulating motor behaviour (Rice and 

Patel, 2015).  
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Dendritic neurotransmitter release plays an important role in sensory processing. Dendrodendritic 

signalling between mitral and granule cells of the olfactory bulb mediate dendritic release of GABA 

from granule cell, onto mitral cells (Isaacson and Strowbridge, 1998, Jahr and Nicoll, 1982). 

Granule cells lack axons and instead release GABA from their dendritic projections. Behaviourally, 

the dendrodendritic feedback inhibition regulates the latency of olfactory discrimination. Increasing 

the GABA-mediated feedback inhibition reduces the latency of odour discrimination, while 

reducing GABA signalling has the opposite effect (Abraham et al., 2010).  

 

Similar to granule cells, the GABAergic APL neuron in the Drosophila olfactory system has no 

defined axons, but instead expresses pre- and post-synaptic markers throughout its extensive 

projections (Wu et al., 2013). Depending on stimulus strength, this neuron provides local or global 

feedback inhibition to a population of neurons that encode multimodal sensory information (Yagi et 

al., 2016, Vogt et al., 2016, Kirkhart and Scott, 2015, Marin et al., 2020, Turner et al., 2008)., 

known as KCs (Inada et al., 2017). This feedback inhibition maintains sparse odour coding in the 

KC population (Lin et al., 2014a).  

 

In summary, local computations and dendritic neurotransmitter release enables single neurites to 

operate as independent functional units.  

 

1.1.5 Local computations facilitate stimulus-specific adaptation and branch-specific 

plasticity   

 

Behavioural adaptation to a changing environment relies on stimulus-specific learning. What are the 

implications of local computations in terms of memory formation and storage capacity? Theoretical 

work suggests that a neuron with dendritic branches that have independent thresholds for synaptic 

inputs has much greater storage capacity than a neuron with linear summation of inputs to its 

dendrites. When these two neuronal types were trained with different patterns of stimulus, the linear 

summation model neurons could respond to 600 patterns, while the non-linear, independent 

thresholding model neurons learned 27000 patterns (Poirazi and Mel, 2001). Practically speaking, 

the level of noise at individual dendritic branches might limit to what extent they can operate 

independently, depending on the number of active synapses at each branch.  
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Another hypothesis posits that local computations in branches underlies stimulus specific 

adaptation. By segregating representations of different stimulus types or parametric values into 

different dendritic regions or branches, adaptation can be stimulus specific, maintaining the nervous 

system’s ability to detect novelty (Prešern et al., 2015). What is the physiological and behavioural 

significance of localised plasticity and adaptation?  

 

Spatial segregation of dendritic computations facilitates branch-specific plasticity or adaptation 

(Losonczy et al., 2008, Prešern et al., 2015, Cichon and Gan, 2015, Ogawa and Oka, 2015). A well-

described example of this is from motor control in rodents. Branch-specific plasticity is crucial for 

maintaining parallel memory formation in rodent motor cortex pyramidal neurons. Different motor-

related learning tasks evoke calcium influx in distinct dendritic branches of these pyramidal 

neurons. The spatial segregation of dendritic computations is enabled by inhibition. Blocking 

inhibition disrupts the spatial segregation, which makes memory formation for otherwise 

separately-encoded motor tasks overwrite each other (Cichon and Gan, 2015).  

 

In the olfactory system of Drosophila melanogaster, dopaminergic neurons (DANs) encode reward 

and punishment and induce plasticity in synapses between the KCs that encode sensory stimulus 

and the mushroom body output neurons (MBONs) that are postsynaptic to KCs. This occurs within 

discrete regions of the mushroom body, where DANs and MBONs innervate segregated 

compartments (Aso et al., 2014a). The DANs only induce plasticity locally in the compartment they 

innervate, selectively suppressing excitatory drive to MBON that guide approach or avoidance 

behaviour, depending on the valence of the stimulus (Hige et al., 2015, Cohn et al., 2015). This 

topic is discussed in detail in sections 1.2.6-1.2.9. 

 

Stimulus specific adaptation has been observed in various insect sensory systems. TN-1 neurons of 

the conehead katydid, Neoconocephalus triops, undergo stimulus-specific dendritic adaptation. 

These neurons receive inputs from auditory sensory neurons that are tonotopically distributed across 

the dendrites of TN-1 neurons such that different regions of the dendritic field are excited by 

stimulus with specific carrier frequencies. Adaptation preferentially occurs in dendritic regions 

specific to a carrier frequency (Prešern et al., 2015). 

 

Wind-sensitive giant interneurons in crickets undergo stimulus specific adaptation. Repeated 

exposure to air currents from a given direction leads to branch-specific increase in calcium influx, 

which was correlated with increased wind-evoked avoidance behaviour (Ogawa and Oka, 2015).  
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These examples demonstrate how localised computations facilitate stimulus-specific encoding of 

sensory input and subsequent adaptation or plasticity following repeated exposure or learning.  

 

1.1.6 The case for using Drosophila melanogaster to study local computations 

 

The discoveries outlined above clearly demonstrate that dendrites are not merely linear summation 

input sites from which inputs are integrated to generate spikes, but instead can operate 

independently, locally computing information and signalling to other neurons. In some cases, 

dendrites in neurons devoid of axons are the sole input and output sites, locally computing 

information and signalling to other neurons (Inada et al., 2017, Grimes et al., 2010, Isaacson and 

Strowbridge, 1998, Castro and Urban, 2009). These local computations facilitate multimodal 

processing of sensory information (Bayley and Hedwig, 2018, Medan et al., 2018), stimulus 

specific adaptation (Prešern et al., 2015, Ogawa and Oka, 2015), and branch-specific plasticity 

(Cichon and Gan, 2015, Losonczy et al., 2008).  

 

However, most of these studies were conducted in model systems where the nervous system has 

complex connectivity and many neurons, with limited tools for accessing specific neurons (Cichon 

and Gan, 2015) (Abraham et al., 2010, Castro and Urban, 2009, Isaacson and Strowbridge, 1998, 

Grimes et al., 2010), or with limited tools for genetic manipulations (Ogawa and Oka, 2015, Prešern 

et al., 2015). 

 

While some of these studies demonstrate the behavioural significance of local computations 

(Cichon and Gan, 2015) (Abraham et al., 2010), the link between local computations and their 

behavioural significance remains unclear. To understand the link between the molecular basis for 

localised activity and the behavioural relevance of local computations, we need tools that: 

(1) Allow us to characterise genetic expression on single-neuron or neuron-subtype level 

(2) Record neuronal activity on whole-neuron level, rather than only recording from part of a 

neuron as with electrophysiology 

(3) Label single neurons or neuron-subtypes for manipulation of neuronal activity 

(4) Clear behavioural paradigms that allow us to link physiological changes in the nervous 

system to changes in behaviour 
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Drosophila melanogaster fulfils all these criteria to study the physiological and behavioural 

significance of local computations. There is a variety of genetic tools available that are widely used 

and continuously improved to characterise, image, and manipulate the nervous system (Venken et 

al., 2011), and multiple established behavioural paradigms to evaluate the effect of alterations in the 

nervous system (Pitman et al., 2009).  

 

The olfactory system of the fruit fly has been extensively characterised on the anatomical level 

(Tanaka et al., 2008, Aso et al., 2014a, Takemura et al., 2017, Xu et al., 2020, Zheng et al., 2018), 

revealing an associative memory centre, the mushroom body, associative conditioning leads to 

formation of memory traces in spatially segregated compartments (Hige et al., 2015, Cohn et al., 

2015). The APL neuron innervates all these compartments, and receives input from both the 

Kenyon cells that carry odour identity and the dopaminergic neurons thought to signal stimulus 

valence (Takemura et al., 2017, Lin et al., 2014a, Zhou et al., 2019, Xu et al., 2020). A previous 

study suggested that it is a non-spiking neuron, raising the possibility that activity is 

compartmentalised within the APL neuron (Papadopoulou et al., 2011). However, it remains 

unclear if this neuron locally computes information, and what functional significance it would have.  

 

The following sections describe our current knowledge of how the fly olfactory system is organised, 

how this ties together with its physiological function, and how it facilitates olfactory associative 

condition, which ultimately drives behaviour towards olfactory cues. Finally, I will emphasise why 

this system is of interest with regards to local computations, and why the APL neuron is a good 

candidate for studying local computations.  

 

 

 

1.2 Olfactory processing in Drosophila  

1.2.1 The challenge of processing olfactory sensory information  

 

Sensory systems allow organisms to gather information from their surroundings and make decisions 

on this basis. To accomplish this, it is necessary for the sensory system to classify the stimulus it 

receives. An inherent challenge in any sensory system is the limited coding space available to 

represent different types of stimulus. For olfaction there is no parameter, like the wavelength of 

visual stimulus or the frequency of auditory stimulus, by which to distinguish the stimulus type. 
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Instead, olfactory perception relies on discrimination of odours by a wide array of receptors 

corresponding to identities of odourant molecules. The olfactory systems of both vertebrates and 

invertebrates are organised into glomeruli that each represent an individual odour channel, 

determined by the olfactory receptor expressed by its cognate olfactory receptor neurons. In mice, 

there are ∼1800 such glomeruli, while Drosophila has ∼50 (Mombaerts et al., 1996, Laissue et al., 

1999). These glomeruli converge in higher brain regions where neurons sample information from 

multiple odour channels. Animals can encounter complex stimuli that involve any combination of 

these channels, presenting too large a number for the limited coding space of the brain (Su et al., 

2009).  

  

How does the brain address this problem? One option is for the higher order neurons to unbiasedly 

sample from the glomeruli, with each brain using its limited coding space to sample a random set of 

glomerular combinations. Another approach is predictive sampling, where stereotyped 

combinations of glomeruli are over-represented across flies, signifying that certain type of stimuli 

are predicted to be behaviourally significant (Jeanne et al., 2018). Two higher brain regions in the 

fly receive input from the glomeruli, known as the MB and lateral horn (LH). The sections below 

will illustrate how these two regions differ in which of the two sampling approaches they utilise, 

and how this ties together with their behavioural roles.  

 

1.2.2 Anatomy and physiology of the Drosophila early olfactory system 

 

In Drosophila, stimulus discrimination takes place in three orders of neurons. First order neurons 

are known as ORNs, the second order neurons are called projection neurons (PNs), with the third 

order neurons consisting of two distinct cell populations, KCs and lateral horn neurons (LHNs).  

 

ORNs are localised in the antennae and maxillary palps. Each antenna contains ∼1200 ORNs 

(Stocker et al., 1990). These are covered by sensilla, where the dendrites of the ORNs reside. There 

are ∼50 ORN types, each expressing mostly one of ∼60 olfactory receptors (Benton et al., 2009, 

Couto et al., 2005, Fishilevich and Vosshall, 2005). Each receptor has varying affinity for different 

sets of odourant molecules (Hallem and Carlson, 2006), representing the first level of sensory 

discrimination. Some ORN types are broadly tuned to a variety of odourant molecules, while others 

respond to a select few, and some ORNs respond to the same odourant at different concentration 

levels, with high concentrations recruiting more ORNs, resulting in overlapping receptive fields 
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(Hallem and Carlson, 2006). ORNs show spontaneous spiking, with the average firing rate 

depending on the type of receptor a given ORN expresses (Hallem and Carlson, 2006). Notably, 

many odourants simultaneously excite some ORNs while inhibiting the spontaneous firing rate of 

others. Thus, any odourant molecule is encoded in the first order neurons by a pattern of excitatory 

and inhibitory responses across multiple ORN types.  

 

ORNs extend their projections to glomeruli in the antennal lobes (Fig. 1.2). All ORNs of a given 

type innervate the same glomerulus, with a few types innervating more than one glomerulus 

(Vosshall et al., 2000, Grabe et al., 2016). ORNs synapse onto PNs, the cholinergic second order 

neurons, in the glomeruli.  

 

 

Figure 1.2 Organisation of the fly early olfactory system 

Schematic of olfactory channels in the fly olfactory system. Each ORN expresses a unique type of olfactory receptor 

(indicated by different colours). ORNs expressing the same receptor project their axons to the same glomerulus. 

Likewise, projection neurons send their dendrites to a single glomerulus. Local neurons (LNs) laterally connect the 

glomeruli, mainly providing inhibition. Thus, ORN axons and PN dendrites converge in glomeruli in a manner that 

maintains the specificity of olfactory receptors, giving rise to spatially segregated unique olfactory channels.  

 

Like the ORN axons, the dendrites of individual PNs only innervate a single glomerulus, 

maintaining the anatomical segregation of odour-specificity encoded by ORNs (Vosshall et al., 
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2000, Grabe et al., 2016) (Fig. 1.2). Multiple PNs innervate the same glomerulus, referred to as 

sister PNs, and each PN receives input from every ORN within the same glomerulus (Vosshall et 

al., 2000). Thus, ORN-PN connectivity is stereotyped, and gives rise to ∼50 odour channels. 

Because of similarity of input origin and the convergence of multiple ORNs onto each PN, sister 

PNs have highly correlated odour responses compared to the ORNs they receive input from. 

(Kazama and Wilson, 2009). 

 

What is the functional advantage of transmitting the encoded odour stimulus to a second layer of 

neurons where the coding space is reduced (∼1200 ORNs to ∼200 PNs)? Although recordings from 

ORNs and PNs innervating the same glomeruli have revealed that their responses are similar in 

terms of which odours they respond to, there are significant differences in their response properties. 

The convergence of multiple ORN inputs onto each PN means that the latter averages its inputs. 

(Bhandawat et al., 2007). This reduces the level of noise, improving trial-to-trial variability of 

individual PNs compared to ORNs, and ultimately means that PNs more reliably fire when the fly is 

subjected to a specific odourant (Bhandawat et al., 2007). For the same reason, they are highly 

sensitive to weak odour stimulus, displaying a sharp increase in firing rates in response to small 

increases in odour concentration, but also saturating at lower concentrations than their cognate 

ORNs. Furthermore, each ORN axon forms multiple synapses onto the dendrites of each cognate 

PN. These synapses have a high vesicle release probability. This contributes to the reliable firing of 

PNs and their sensitivity to low odour concentrations (Kazama and Wilson, 2008). 

 

The glomeruli also house the projections of predominantly GABAergic (a few cholinergic) local 

neurons (LNs) that form connections across glomeruli, of which many innervate all glomeruli (Ya-

Hui et al., 2010). In contrast to the stereotyped connectivity of PNs and ORNs, LNs show great 

variability in glomerular innervation patterns, and equally diverse odour response properties (Ya-

Hui et al., 2010). The main role of LNs seems to be mediation of odour-evoked lateral inhibition 

between glomeruli.  

 

Both ORNs and PNs receive lateral inhibition, although ORN axons seem to be the most prominent 

targets. Lateral inhibition has been proposed to serve two roles. First, it broadens the range of 

stimulus strength that PNs can encode by reducing the sensitivity of PNs to input from ORNs at 

high levels of total ORN activity (Olsen et al., 2010). Second, lateral inhibition decorrelates activity 

between different glomeruli (Olsen et al., 2010), which improves naïve odour discrimination by 

third order neurons in the lateral horn (Parnas et al., 2013, Liang et al., 2013). It is known that 
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lateral inhibition generally increases with the total level of ORN activity (Olsen et al., 2010), and a 

recent study found that the level of inhibition between different glomeruli is odour invariant, but 

that each glomerulus has a specific level of sensitivity to lateral inhibition (Hong and Wilson, 

2015).  

 

Even less is understood of the cholinergic LNs in the antennal lobes (Wilson, 2013). They evoke 

depolarisations in PNs, seemingly not through synaptic release of acetylcholine, but rather through 

gap junctions (Olsen et al., 2007, Root et al., 2007, Shang et al., 2007, Yaksi and Wilson, 2010). 

 

At this point in the olfactory circuit, the PNs branch out to two regions that are generally associated 

with innate and learned behaviours, known as the lateral horn (LH) and mushroom body (MB), 

respectively. These will be described in the following sections. We will see that there are structural 

and functional differences between the neurons of the LH and MB that receive input from PNs, and 

how these play into their distinct, but in some cases overlapping, physiological and behavioural 

functions. 

 

1.2.3 Stereotyped PN-LH connectivity implies that the LH uses predictive sampling 

 

Traditionally, the lateral horn has been considered the fly central brain region that mediates innate 

behavioural responses to primarily odourant stimulus. What anatomical organisation underlies such 

functionality? Several older studies found that PN-LH connectivity is rather stereotypic (Marin et 

al., 2002, Tanaka et al., 2004), and more recent ones have characterised this to greater extent.  

 

The LH has no clear boundaries, but instead is delineated by the PN axons that terminate in this 

region. Three major PN axonal tracts have been identified. The majority of PNs extend their axons 

towards the MB and LH through the medial antennal lobe tract (mALT). These axons pass through 

the MB calyx and from there extend further to the LH (Jefferis et al., 2007, Tanaka et al., 2012). 

Other PNs’ axons extend through the mediolateral antennal lobe tract (mlALT) which bypasses the 

MB calyx, directly going to the LH (Tanaka et al., 2012). The third tract, the lateral antennal lobe 

tract (lALT), is comprised of PN axons that directly innervate the LH, some of which branch from 

there to the MB lobes. PNs extending their axons through these nerve fibres are mainly 

uniglomerular (innervates a single AL glomerulus with their dendrites) and cholinergic, while some 
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are multiglomerular and GABAergic (Parnas et al., 2013, Liang et al., 2013). These PN axons 

synapse onto local lateral horn neurons (LHNs), which themselves can be excitatory or inhibitory.  

 

What is the relationship between the PN-LHN synapses and the olfactory channels that these PNs 

represent, and what does this tell us about the sampling approach utilised by LHNs? LHNs are 

postsynaptic to PN presynapses from combinations of glomeruli, and the same type of LHNs have 

similar, but not identical, inputs (Jeanne et al., 2018). On average, a glomerulus makes connections 

to 13% of LHNs, with some narrowly-tuned glomeruli making an exceptionally higher number of 

connections (Jeanne et al., 2018).  

 

Rather than converging independently onto LHNs, certain combinations of glomeruli converge onto 

specific LHN types. Notably, glomeruli that are part of a combination that converge have low odour 

tuning correlations. Instead, there is a tendency for such glomerular combinations to be tuned to 

odours associated with specific behaviours (egg laying, courtship, fruit volatiles) (Jeanne et al., 

2018). As mentioned before, a hallmark of predictive sampling is biased, or stereotyped, 

connectivity that is over-represented across individuals. Such anatomical organisation implies that 

certain stimulus features or identities are predicted to serve a specific function or role. These 

anatomical findings strongly suggest that PN-LHN connectivity is stereotyped, suggesting that PN-

LH connectivity utilises predictive sampling (Jeanne et al., 2018).  

 

Little was known about the inputs and outputs to and from the LH from non-AL brain regions 

(Frank et al., 2015, Kim et al., 2015) until the recent work by Dolan et al. and Frechter et al., who 

published a large set of split-Gal4 drivers that allow researchers to dissect the role of the LH in 

olfactory processing by monitoring neuronal activity and manipulate specific types of LH neurons 

(Dolan et al., 2019). The authors extensively characterised the anatomy of LHNs, dividing them 

into lateral horn local neurons (LHLNs), lateral horn input neurons (LHINs), and lateral horn output 

neurons (LHONs) types. In total, they estimated the size of the LH population at ~1400 LHNs 

(Frechter et al., 2019).  

 

The authors found novel LHIN inputs that originate from the visual, auditory, gustatory and 

mechanosensory pathways. These multimodal inputs innervate a restricted, ventral region of the 

LH, which is largely devoid of inputs from the AL (Dolan et al., 2019). LHONs mainly project their 

axons to the superior lateral protocerebrum, but also to the superior intermediate protocerebrum and 

the superior medial protocerebrum (Dolan et al., 2019). A subset of ∼30% LHONs project axons 
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that overlap with DAN dendrites or MBON axons, suggesting that innate responses in the LH play a 

role in memory formation, and are integrated with output from the MB onto downstream targets 

(Dolan et al., 2019). Finally, the LH receives input from the MB. Several MBONs project axons to 

the LH or other areas where LHN dendrites reside (Tanaka et al., 2008, Aso et al., 2014a, Dolan et 

al., 2018, Dolan et al., 2019, Séjourné et al., 2011)  

 

The anatomical findings showing stereotyped connectivity between PN-LHNs support the notion of 

the LH utilising predictive sampling to drive innate behaviour, but the crosstalk between DANs, 

MBONs and LHNs suggests that the MB and LH are not separate entities driving learned and innate 

behaviour in parallel.  

 

1.2.4 The LH utilises predictive sampling to drive innate responses 

 

How are the anatomical findings of PN-LHN connectivity reflected in the odour responses of 

LHNs? 

LHONs are more broadly tuned to odours than PNs. While PNs respond to 12% of odours, LHONs 

respond to 35%. This is possibly due to convergence of PNs from multiple glomeruli onto LHONs. 

There is higher correlation between odour responses of different LHON types than the odour 

responses of PNs. It has been proposed that this could be due to inhomogeneous sampling of 

glomeruli. This is evident from the finding that LHONs respond to odours categorized by chemical 

structure (i.e. amines, acetates). Both LHONs, and LHLNs to a lesser extent, encode odour 

categories to a stronger degree than PNs (Frechter et al., 2019). There are regions in the LH and 

superior protocerebrum that receive innervations from projections of LHONs that encode either of 

the odour categories amines, esters, aldehydes, and carboxylic acids, suggesting that processing of 

odour categories is regionalized (Frechter et al., 2019). 

 

How are inputs from multiple glomeruli integrated? This has been addressed behaviourally by 

stimulating single or pairs of olfactory channels and observing if this promotes attraction or 

repulsion. For certain pairs, linear summation was observed, while other pairs showed sublinear 

summation. Activation of olfactory channels with opposing sign led to repression of the attractive 

effect (Bell and Wilson, 2016). 
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These findings demonstrate that LHNs are more broadly tuned towards odours than PNs, and 

receive inputs from glomeruli pairs that either encode odours from the same chemical category, or 

odours that are associated with a specific behavioural response, strongly suggesting that LHNs 

encode the predicted behavioural significance of a given stimulus rather than its identity. This is 

coherent with predictive sampling being suitable for stimuli who are predicted to be behaviourally 

significant.  

 

How is this reflected in the fly’s behavioural responses to different odour stimuli? There are several 

concrete examples of this. Egg-laying in Drosophila can be suppressed by activating a subset of 

glomeruli (Chin et al., 2018). The PNs that innervate these glomeruli project their axons to a 

specific region in the LH, suggesting the presence of hard-wired connectivity that suppresses egg-

laying upon stimulation by the odour(s) they are tuned towards, such as geosmin (Chin et al., 2018). 

CO2 exposure, which specifically activates the V glomerulus, evokes avoidance behaviour in flies 

(Suh et al., 2004). Artificial activation of this glomerulus opposes the attractive effect of activating 

other glomeruli. Conversely, activation of ORNs that are tuned to detect odourants associated with 

citrus fruits promotes egg-laying, presumably because citrus fruits are an ideal egg-laying site 

(Dweck et al., 2013). More specifically, artificial activation of different glomeruli alone or in pairs 

either evokes approach or avoidance depending on which pairs are co-activated. This is further 

supported by experiments that have demonstrated the ability of certain LHNs subtypes to elicit 

approach or avoidance, or elicit context-dependent motor programmes (Dolan et al., 2019).  

 

To summarize, anatomical studies have found that different glomeruli that convey stimuli with 

ethologically similar implications converge on the same LHNs. This stereotypic connectivity 

supports predictive sampling. Physiologically, LHNs are broadly tuned to odour stimuli, suggesting 

that they do not encode identity, but rather odour categories. This supports the rationale behind 

predictive sampling. Finally, activation of LHNs drives approach or avoidance behaviour, 

suggesting that responses evoked in LHNs by their cognate odour category elicits stereotyped 

response. These findings establish the link between predictive sampling and innate behavioural 

responses.  

 

1.2.5 Identifying the MB as a locus of olfactory learning 
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The LH has largely been determined to govern innate behavioural responses. However, animals will 

face changes in their environment that call for behavioural adaptation. Flies demonstrate the ability 

to learn to a variety of stimuli. They can learn to use visual cues for navigation (Ofstad et al., 2011), 

colour recognition (Vogt et al., 2014), and pattern recognition (Marcus et al., 1993). The males 

establish social hierarchies based on aggressive bouts (Yurkovic et al., 2006) and undergo courtship 

conditioning following failed mating attempts (Siegel and Hall, 1979).  

 

One of the most widely studied forms of learning in Drosophila is olfactory learning. Flies can 

associate the presence of an odour with either reward (sugar) (Tempel et al., 1983) or punishment 

(electric shock) (Quinn et al., 1974). This requires learned olfactory discrimination. If flies 

experience a specific odour paired with reward (e.g., sugar) or punishment (e.g., electric shock), 

they learn the association and thereafter approach/avoid the trained odour, but not untrained odours 

(Keene and Waddell, 2007). This process requires the brain to (1) form unique representations of 

odours or odour scenes, (2) assign valence (reward/punishment) to these representations, and (3) 

drive attraction or avoidance based on stimulus valence. In Drosophila, it is widely understood that 

the MB is the central brain region responsible for this process (McGuire et al., 2005, Keene and 

Waddell, 2007, Hige, 2018, Cognigni et al., 2018, Aso et al., 2014a).  

 

Historically, associative learning in Drosophila was initially studied on the molecular level. These 

studies relied on the chemical mutagenesis approach pioneered by Seymour Benzer (Benzer, 1967) 

to identify mutant flies with impaired learning. The first learning paradigm utilised for olfactory 

learning relied on flies running into a tube with a light source and a grid that could deliver electric 

shocks (unconditioned stimulus) paired with an odour (conditioned stimulus, CS). The learning 

efficiency was assessed by scoring the fraction of flies who subsequently went into a tube with an 

unpaired odour vs the fraction who went into a tube with the paired odour to obtain a performance 

index (Quinn et al., 1974). The early classic learning deficiency mutants, dunce (Dudai et al., 1976), 

rutabaga (Livingstone et al., 1984)  cabbage (Aceves-Piña and Quinn, 1979), and amnesiac (Quinn 

et al., 1979) were identified using this approach. However, this learning paradigm was not robust, 

with relatively low performance index (0.3), presumably because not all flies went into the tube 

used for training (McGuire et al., 2005).  

 

This led to the development of the T-maze method (Tully and Quinn, 1985), where the flies are 

subjected to electric shock and odour pairing using vacuum to draw the odour into the training tube, 

ensuring that all flies are subjected to both shock and odour. This method produced more robust 



31 

 

learning, with performance index scores of 0.7-0.9 (McGuire et al., 2005). Many additional 

mutations that impair learning have been identified since then (McGuire et al., 2005, Keene and 

Waddell, 2007). 

 

These important findings shed light on the molecular basis of olfactory learning but left the question 

open if learning occurs in a particular brain region. What were the initial findings that implicated 

the MB in olfactory learning? By staining the brain of mutant flies with structural deficiencies and a 

process of elimination, researchers were able to pin down that alteration of the MB structure, but 

not other brain regions, was correlated with impaired olfactory associate learning (Heisenberg et al., 

1985).  

 

1.2.6 The arbitrary nature of PN-KC connectivity and KC odour responses provide a 

basis for associative learning 

 

Associative learning posits that the animal can assign valence to an arbitrary stimulus. As described 

in the previous section, flies are capable of associative olfactory learning, implying that Drosophila 

can encode arbitrary stimuli. How does it achieve this? This will first be addressed from the 

anatomical perspective, followed by the physiological basis. Parts of section 1.2.6-1.2.8 are based 

on my personal contributions to a published review paper, Amin and Lin, 2019.    

 

 

Figure 1.3 Anatomy of the olfactory system 

Adult fly female brain generated using 3D image rendering software. The antennal lobes (AL) are shown in blue. PNs 

project to the MB, which consists of the MB lobes, pedunculus, and the calyx. The lobes are composed of KC axons 

and are subdivided into the αβ (teal), α′β′ (yellow), and γ lobes (orange), based on the KC subtypes that constitute each 

lobe. The calyx (purple) is composed of KC dendrites and is divided into the main calyx, the dorsal accessory calyx 

(dAC), and the ventral accessory calyx (vAC). Taken from Aso et al., 2014a. 
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PN axons carry odour information to the MB, where they synapse onto the dendrites of KCs (Fig. 

1.3 A). These cholinergic neurons (Barnstedt et al., 2016) are divided into three main subtypes; αβ, 

α′β′, and γ KCs (Tanaka et al., 2008, Lee et al., 1999, Aso et al., 2014a) (Fig. 1.3 B). The MB is 

comprised of the dendritic and axonal projections of the KCs, with their dendrites giving rise to the 

calyx and their axons forming the horizontal and vertical lobes (Tanaka et al., 2008, Aso et al., 

2014a). The dendrites of different KC subtypes occupy partially segregated areas of the calyx. PN 

projections from the same glomerulus are similarly regionalized (Lin et al., 2007, Leiss et al., 

2009). The dendrites of several KCs form a microglomerulus. These are comprised of actin-rich, 

claw-like structures with 2-11 claws each (Caron et al., 2013). The microglomeruli can be 

comprised of different KC subtypes (Leiss et al., 2009). PNs synapse onto KC dendrites in the calyx 

of the MB in the centre of the microglomeruli, where multiple claws wrap onto the same PN bouton 

(Leiss et al., 2009). Thus, a PN bouton can synapse onto multiple KC claws from multiple subtypes, 

and a KC can receive input from PNs that originate from distinct glomeruli.  

 

Does PN-KC connectivity suggest unbiased sampling? One study found there was no structure in 

PN-KC connectivity for PNs from the same glomerulus, implying that connectivity between KC 

and PNs is stochastic (Caron et al., 2013). This is in contrast with previous studies suggesting 

regionalized PN projections (Lin et al., 2007, Leiss et al., 2009) and a recent EM study that found 

strong regionalization for projections of PNs from the same glomerulus (Zheng et al., 2018). 

Additionally, a functional connectivity study also found that intra-KC claw responses are more 

similar than inter-KC claw responses (Gruntman and Turner, 2013). Together, these findings 

suggest that PN-KC connectivity is probabilistic, but regionalized/structured to some extent. By 

sampling multiple odour channels each, KCs give rise to a combinatorial code for odour input in the 

fly brain.  

 

How do KC odour responses reflect this anatomical structure? Theoretical work suggests that 

associative learning based on stimulus discrimination is optimized by sparse coding (few neurons 

encoding a given stimulus type) and expansion of the coding space, which makes stimulus 

representations more distinct and describes the stimulus more specifically (Olshausen and Field, 

2004, Marr, 1969). Sparse odour coding can be observed in KCs. While PN inputs to KCs respond 

broadly to odours (Bhandawat et al., 2007), only 5-10% of KCs respond to a given odour 

(Honegger et al., 2011, Perez-Orive et al., 2002, Turner et al., 2008, Ito et al., 2008). However, the 

degree of sparseness in KCs still allows generalisation of associative learning to similar odours 

(Hige et al., 2015, Campbell et al., 2013). Theoretical work suggests that the fly olfactory circuit 
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drives learned behaviour towards stimuli that is similar to previously conditioned stimuli using a 

variant of the computer algorithm called “locality-sensitive hashing” (Dasgupta et al., 2017). 

 

Sparseness relies on inhibition from the GABAergic APL neuron. This non-polarised, non-spiking 

neuron has post- and pre-synapses throughout the MB (Papadopoulou et al., 2011, Wu et al., 2013) 

and forms reciprocal connections with KCs (Lin et al., 2014a, Inada et al., 2017). The GABAergic 

feedback inhibition from the APL neuron onto KCs is mediated by both the ionotropic GABAA and 

the metabotropic GABAB receptors (Inada et al., 2017). Blocking the APL neuron’s activity 

broadens odour representation in KC somata and impairs learned discrimination of similar odours 

(Lin et al., 2014a). The extensive arborisations of this neuron cover the entirety of the MB (Fig. 

1.4). Considering its non-spiking nature, this anatomical organisation has interesting implications 

for the spatial extent of activity propagation within the APL neuron. This is further discussed in 

section 1.2.10. 

 

Figure 1.4 Anatomy of the APL neuron 

Expression of spaghetti-monster GFP in the APL neuron 

using MultiColour-FlpOut (Nern et al., 2015). The calyx 

and pedunculus (ped) are highlighted. Scale bar is 20 µm. 

Taken from Aso et al., 2014a. 

 

 

 

 

 

 

Another contributing factor to sparseness is that KCs mainly spike when they receive multiple 

dendritic inputs simultaneously (Gruntman and Turner, 2013). This integration of dendritic inputs 

reflects the drift-diffusion model of evidence accumulation, which posits that decision-making is 

based on evidence accumulation in neurons. Only when enough evidence has been accumulated to 

meet a threshold does the neuron spike. This model explains the nature of animals’ reaction times 

based on the ambiguity of the stimuli it faces: when the stimuli are easily discriminated, evidence 

accumulation quickly passes the threshold, while noisy or ambiguous stimuli leads to prolonged 

evidence accumulation (Shadlen and Kiani, 2013).  
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A recent study elegantly demonstrated that stimulus integration in αβc KCs follows the drift-

diffusion model of evidence accumulation. This KC subtype integrates information from 

subthreshold synaptic inputs over time. αβc KCs take longer to reach spiking threshold the more 

ambiguous the stimulus (Groschner et al., 2018). The authors had previously found that mutation of 

the gene encoding forkhead box P transcription factor in flies, a transcription factor that is widely 

involved in developmental processes in both humans and flies (Santos et al., 2011, Castells-Nobau 

et al., 2019), affected reaction times in discrimination tasks (Dasgupta et al., 2014). Mutation of this 

transcription factor was found to regulate expression of a voltage-gated potassium channel, Shal, 

which reduced the intrinsic excitability of αβc KCs reaction times, increasing the latency from 

stimulus onset to the first spike. Indeed, this latency accurately predicted how long it took flies to 

decide (Groschner et al., 2018).  

 

The probabilistic nature of PN-KC connectivity allows KC to form sparse representations of 

arbitrary combinations of odour stimulus, while their ability to accumulate evidence from olfactory 

input allows them to more accurately discriminate ambiguous stimuli. Together, this forms the basis 

for olfactory associative learning.  

 

Although the main topic discussed here is related to olfactory sensory processing, it should be noted 

that the MB is more broadly connected to sensory modalities. In addition to the main calyx, the 

calyx consists of accessory calyces (Fig. 1.3 B). Like the main calyx, these accessory calyces 

harbour KC dendrites. However, instead of olfactory input, the dendrites receive input from visual, 

gustatory, and thermosensory pathways (Yagi et al., 2016, Vogt et al., 2016, Kirkhart and Scott, 

2015, Marin et al., 2020). Thus, the MB is a brain region with much broader function than merely 

processing of olfactory, instead serving as a centre where multimodal sensory input converges for 

further processing. What further processing entails will be outlined in the sections below. 

 

1.2.7 Integration of stimulus identity and valence in the mushroom body facilitates 

memory formation 

 

How is valence assigned to the sparse odour representations held by KCs, and how does coupling of 

valence and stimulus identity guide learned behaviour? The current understanding in the field is that 

DANs extrinsic to the MB respond to the unconditioned stimulus and ‘label’ the stimulus as either 

appetitive or aversive. DANs are subdivided into two clusters, protocerebral anterior medial (PAM, 
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mainly reward), and paired posterior lateral (PPL, mainly punishment) DANs. Different DANs 

respond to either reward (sugar) or punishment (electric shock) (Cohn et al., 2015, Burke et al., 

2012, Liu et al., 2012, Mao and Davis, 2009) Artificial activation of DANs coupled to odour 

stimulus (conditioned stimulus) substitutes for either reward or punishment (unconditioned 

stimulus) (Liu et al., 2012, Aso and Rubin, 2016, Aso et al., 2010, Aso et al., 2012, Burke et al., 

2012, Claridge-Chang et al., 2009, Hige et al., 2015), while blocking DANs prevents memory 

formation (Lin et al., 2014b, Huetteroth et al., 2015, Yamagata et al., 2015). These findings have 

established that signalling from DANs is crucial for labelling sensory stimulus as either appetitive 

or aversive, acting as the reinforcement signal during memory formation.  

Because of the way DANs and MBONs are matched, learning is mediated by depression of 

behavioural drive opposed to the stimulus valence: when an odour is coupled with a reward, DANs 

that encode appetitive stimulus valence depress synapses between KCs and avoidance MBONs in 

their cognate compartment, skewing the balance between approach and avoidance towards 

approach. Likewise, DANs encoding aversive stimulus depress approach KC-MBON synapses, 

increasing the behavioural drive towards avoidance (Hige et al., 2015, Cohn et al., 2015, Berry et 

al., 2018). When the fly subsequently encounters a reinforced stimulus, the memory is recalled by 

activation of the MBON through the depressed KC-MBON synapse. 

 

These findings have led to the current hypothesis in the field that olfactory learning in Drosophila 

depends on a balance between the behavioural drives for approach and avoidance towards a given 

stimulus. DANs suppress the ‘wrong’ or opposite behavioural drive relative to the stimulus valence 

they encode, skewing the behavioural drive towards approach or avoidance (Fig. 1.5 A). This is due 

to the way MBONs direct behaviour. Stimulus identity and valence is read out by both approach- 

and avoidance-directing MBONs. Thus, it is the balance between these two opposing forces that 

determines if the fly will approach or avoid an odour. This is apparent in forced-choice tasks, where 

the fly must choose between two odours. However, these opposing forces can also regulate naïve 

preferences observed in single odour tasks, as observed when flies choose to approach a pure air 

stream over an odour they have naïve aversion towards: when output from the avoidance-directing 

MBON-β′2mp and MBON-γ5β′2a is blocked, the flies instead approach the odour (Owald et al., 

2015). 

 

The tuning of KC-MBON synapses ultimately affects the output of MBONs. What is the function 

of MBON output? Artificial activation of MBONs drives flies towards approach or avoidance 

(Owald et al., 2015, Aso et al., 2014b), while blocking MBON output can prevent a memory from 
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being recalled when the fly subsequently encounters the conditioned stimulus (Owald et al., 2015, 

Aso et al., 2014b, Perisse et al., 2016, Felsenberg et al., 2017, Berry et al., 2018), suggesting that 

they are important for guiding fly behaviour based on associative conditioning.  

 

 

 

Figure 1.5 Mushroom body architecture 

(A) Schematic of the compartmentalised architecture of the MB. KC axons carry sensory identity to the individual 

compartments, where DANs that respond to rewards (green) or punishment (pink) synapse onto the KC axons. In turn, 

the KC axons synapse onto MBON dendrites. DAN signalling depresses KC-MBON synapses within their respective 

compartments during conditioning. Because of the opposing pairing of reward-DANs with avoidance-MBONs and 

punishment-DANs with approach-MBONs, reward signals reduce excitatory drive to avoidance-MBONs, while 

punishment signals reduce excitatory drive to approach-MBONs. (B) Example of DAN-KC-MBON connectivity. The 

PPL1-γ1pedc is a punishment-DAN that innervates the γ1-compartment and depresses the synapses between γ-KCs and 

MBON- γ1pedc>α/β during aversive conditioning. (C) Schematic of the MB lobes divided into the KC subtypes and 

subdivided into colour coded compartments according to the type of DANs that innervate them (pink for punishment, 

green for reward), or other known functions they are implicated in. Striped colouring indicates that the compartment is 

innervated by both types of DANs. Adapted from (Amin and Lin, 2019) 

 

Importantly, the timing between the sensory stimulus and the reinforcement signal can skew fly 

behaviour towards either approach or avoidance, regardless if it is a reward or punishment signal.  

When sensory stimulus precedes or coincides with punishment (forward pairing) the flies will avoid 

the sensory stimulus on subsequent exposure. However, if the punishment precedes the conditioned 

stimulus (backward pairing) the flies are attracted by the conditioned stimulus (Tanimoto et al., 

2004, König et al., 2018, Vogt et al., 2015, Handler et al., 2019). The latter is thought to signify that 

the conditioned stimulus indicates the cessation of punishment, and thus becomes appetitive to the 

fly. This can be demonstrated by differentially timing artificial activation of DANs with sensory 

stimulus (König et al., 2018, Handler et al., 2019). What is the physiological basis of the DAN 

signal, and how does it regulate fly behaviour? 
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The DAN signal is believed to form a memory trace that is read out by another set of MB-extrinsic 

neurons, known as MB output neurons (MBONs). KCs are presynaptic to MBONs, providing 

excitatory input to MBONs during sensory stimulus. Odour stimulus coupled to unconditioned 

stimulus depresses KC-MBON synapses, reducing MBON odour response (Cohn et al., 2015, 

Owald et al., 2015, Séjourné et al., 2011, Hige et al., 2015, Berry et al., 2018). This occurs in a 

timing-dependent manner, so that the depression only occurs when the odour stimulus precedes or 

coincides with the unconditioned stimulus (Hige et al., 2015, Cohn et al., 2015). Likewise, some 

evidence suggests that backward pairing can reverse this depression of a KC-MBON synapse, or 

potentiate the synapse, compared to pre-conditioning response levels (Handler et al., 2019). Even in 

the absence of odour stimulus, DAN signalling alone can potentiate its cognate KC-MBON 

synapses (Berry et al., 2018, Cohn et al., 2015).  

 

What is the mechanistic basis of the temporally specific bidirectional tuning of KC-MBON 

synapses? It is thought to be mediated by dopamine 1-like receptor 1 and 2 (Dop1R1 and Dop1R2), 

which are expressed in KCs (Han et al., 1996, Kim et al., 2003, Handler et al., 2019). These 

receptors signal through different pathways. Dop1R1 activates the G protein Gs, which initiates 

signalling by cAMP through a calcium-dependent adenylyl cyclase, Rutabaga. This functions as a 

coincidence detector between odour-mediated calcium-influx and the dopamine signal during 

learning (Levin et al., 1992, Himmelreich et al., 2017, Gervasi et al., 2010). In contrast, Dop1R2 

activates Rac1 and Scribble through the G protein Gq G to drive release of calcium from the ER 

(Himmelreich et al., 2017, Cervantes-Sandoval et al., 2016, Shuai et al., 2010, Berridge, 1993).  

 

What does signalling through these receptors convey about the temporal order of sensory stimulus 

and reinforcement? Although cAMP production is at its max when KC activation slightly precedes 

or is synchronized with DAN activation, its production does not strictly depend on the temporal 

order of neuronal activation, suggesting that Dop1R1 signalling does not provide information about 

the temporal order of stimulus and reinforcement pairing. Instead, endoplasmic reticulum release of 

calcium mediated by Dop1R2 signalling is dependent on the temporal order of odour and 

reinforcement pairing, being released from the endoplasmic reticulum only with backward pairing 

(i.e. DAN activation precedes KC activation). With forward or synchronized pairing, cAMP 

production is at its highest, endoplasmic reticulum release of calcium is at its lowest, and the KC-

MBON synapses are depressed. Conversely, when learning is done with backward pairing, ER 

release of calcium is at its highest, cAMP production is comparatively lower, and the KC-MBON 
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synapse becomes potentiated. Mutation of Dop1R1 abolishes the increase in cAMP production and 

depression of KC-MBON synapses induced by learning, while mutation of Dop1R2 abolishes ER 

release of calcium and potentiation of KC-MBON synapses induced by backward pairing (Handler 

et al., 2019).  

 

Thus, the concerted action of signalling through two distinct dopamine receptors in KCs are 

required for bidirectionally tuning the KC-MBON synapses according to the temporal order of 

sensory stimulus and the reinforcement signal.  

 

How do these three elements – stimulus representation, valence, and readout – come together? The 

neuronal processes of KCs, DANs and MBONs converge in the MB lobes, forming a highly 

compartmentalised structure that lays the foundation for stimulus-specific learning (Tanaka et al., 

2008, Aso et al., 2014a, Takemura et al., 2017, Zheng et al., 2018). KCs extend their axons from the 

calyx, giving rise to the MB peduncle and lobes. The lobes are divided into 15 compartments (Fig. 

1.5 B), defined by the DANs and MBONs that innervate each compartment. This has led to the 

classification and naming of the DANs and MBONs based on the anatomical segregation of their 

projections into specific compartments or regions (Aso et al., 2014a, Tanaka et al., 2008). 

Individual DANs and MBONs typically innervate only a single MB compartment. DANs and 

MBONs that innervate the same compartment encode opposite valence (i.e., appetitive DAN + 

avoidance MBON; aversive DAN + approach MBON) (Fig. 1.5 B). Within these compartments, 

DANs form axoaxonal synapses with KCs, while KCs are presynaptic to dendritic projections of 

MBONs (Takemura et al., 2017, Zheng et al., 2018). DAN signalling operates locally, inducing 

plasticity in KC-MBON synapses only in the compartment they innervate (Hige et al., 2015, Cohn 

et al., 2015).  

 

How does MBON output drive behaviour? Anatomical studies suggest that information from the 

MBONs converge in higher brain regions that integrate information from sensory pathways and the 

animal’s internal state. However, some MBON axonal projections also overlap and synapse onto 

LHN dendrites within and outside the LH (Dolan et al., 2019, Tanaka et al., 2008, Aso et al., 2014a, 

Dolan et al., 2018). One of these is MBON-α2sc, an approach-MBON whose output is required for 

aversive memory recall (Hige et al., 2015, Séjourné et al., 2011). MBON-α2sc is presynaptic to the 

LH neurons PD2a1 and PD2b1. Punishment suppresses olfactory drive to MBON-α2sc (Hige et al., 

2015). In line with this, punishment leads to decreased odour responses in PD2a1/b1, presumably 

due to the reduced output from MBON-α2sc. Like MBON-α2sc, their output is required for 
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aversive memory recall (Dolan et al., 2018). PD2a1 and PD2b1 are additionally postsynaptic to PNs 

and other LH neurons and are required for unlearned attraction to certain odours, suggesting that 

they fulfil a dual function that involves both innate, and learned responses.  

 

These findings suggest that PD2a1 and PD2b1 integrate information from both innate and olfactory 

learning pathways to drive behaviour (Dolan et al., 2018). It is possible that future functionality 

studies will find that more of the MBON-LH connections can play a role in olfactory memory recall 

(Dolan et al., 2019), and elucidate how MBON output ultimately translates to goal-oriented motor 

output. 

 

What could be the purpose of having multiple MB compartments? While having one compartment 

that encodes reward/avoidance and one for punishment/approach could in theory suffice, the many 

compartments in the MB allow storage of memories with differences in terms of the type of training 

required (single session vs multiple), memory duration, capacity to store multiple memories, and 

how easily the memory trace is erased (Yamagata et al., 2015, Aso and Rubin, 2016, Hige et al., 

2015, Aso et al., 2012). In these terms, the diversity across compartments could be instrumental for 

the fly to prioritise what information to store based on stimulus identity and intensity, and the 

reliability of odour-valence pairing. Indeed, different kinds of rewards and tastes (water, sweet, 

nutritious, bitterness) are encoded by distinct DANs, and the memories formed by signalling from 

different DANs have different levels of stability (Huetteroth et al., 2015, Yamagata et al., 2015, Lin 

et al., 2014b, Burke et al., 2012, Felsenberg et al., 2017, Felsenberg et al., 2018, Kirkhart and Scott, 

2015).  

 

Unsurprisingly, there is greater anatomical and functional complexity to the MB than the relatively 

simple above depiction of the MB may give the impression of. Within MB compartments, KCs 

form reciprocal connections with both MBONs and DANs, while DANs also synapse onto MBONs 

in addition to KCs (Takemura et al., 2017, Xu et al., 2020). Some MBONs project axons to multiple 

compartments (Aso et al., 2014a), synapsing onto other MBONs (Felsenberg et al., 2018). The 

functional significance of these variations on MB connectivity will be covered in section 1.2.9. 

 

MBON function is also broader than simply driving approach or avoidance behaviour. One study 

found that some MBONs have little or no effect in terms of approach or avoidance when activated 

on their own (Aso et al., 2014b). MBONs that do not drive approach or avoidance behaviour could 

have other, context-specific functions, such as MBON-a′3, which only responds strongly to novel 
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odours and evokes alerting behaviour (Hattori et al., 2017), or MBON-β′1 which regulates the 

duration of flight bouts (Manjila et al., 2019). It is possible that the MBONs have other, yet to be 

discovered functions.  

 

There are several lines of evidence suggesting that KC subsets are differentially required for 

memory acquisition, consolidation, and retrieval (Krashes et al., 2007, Perisse et al., 2013, 

Yamazaki et al., 2018, Trannoy et al., 2011). These KC subtype-specific requirements for different 

aspects of learning are possibly linked to subtype-specific innervations of different compartments 

(Aso et al., 2014a, Tanaka et al., 2008).  

 

Finally, some findings suggest there are exceptions to the general observation that a given 

compartment is innervated by DANs encoding either appetitive or aversive stimuli, and not both 

types of DANs. The β2 and β′2 compartments receive dopaminergic input from PAM-β2β′2a whose 

activation can substitute for negative reinforcement to form short-term aversive memories (Aso et 

al., 2010). These compartments also receive input from other DANs that provide reward signals and 

substitute for positive reinforcement for memory formation (Huetteroth et al., 2015).  

 

The next section will elaborate on how the MB integrates information from sensory channels with 

information from the fly’s internal milieu, and how this plays into the fly’s behaviour. 

 

1.2.8 The MB integrates information from sensory pathways and the fly’s internal 

state to generate context-specific innate and learned behaviour 

 

How an organism responds to sensory input such as that encoded in the MB depends on its internal 

state. An organism’s energy level limits what it is capable of, and all physiological processes 

require energy expenditure, including the act of foraging to replenish energy levels. To respond 

appropriately to external cues, notably food odours, the fly brain must integrate this information 

with its internal state. The DANs that innervate the MB seem to play an important role for this 

purpose. They do not only provide reinforcement signals during associative learning, but also 

encode satiety state and arousal  (Tsao et al., 2018, Cohn et al., 2015, Lin et al., 2019, Plaçais and 

Preat, 2013, Perisse et al., 2016, Krashes et al., 2009). 
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A well-characterised example of coupling between the fly’s motivational state and physiological 

response to external cues is the satiety state-dependent role of PPL1-γ1pedc DANs and MBON-

γ1pedc>α/β in appetitive memory performance. Flies that are fed after appetitive conditioning show 

poor memory performance compared to starved flies when they are subsequently tested for the 

strength of the formed memory, suggesting that satiety state affects memory performance (Krashes 

et al., 2009). This satiety-associated memory recall becomes potentiated by activation of neurons 

that release Drosophila neuropeptide F (dNPF), an ortholog of mammalian neuropeptide F (Brown 

et al., 1999) that regulates feeding behaviour (Clark et al., 1984, Stanley and Leibowitz, 1985), onto 

PPL1-γ1pedc DANs. Likewise, blocking output from PPL1-γ1pedc strengthens appetitive memory 

recall, while activation of PPL1-γ1pedc blocks expression of appetitive memory even in starved 

flies. This suggests that the hunger signal from Drosophila neuropeptide F suppresses PPL1-γ1pedc 

activity.  

 

How does this translate to stronger or weaker memory recall? This happens through regulation of 

the balance between approach and avoidance drive from the MBONs. The MB compartment that 

PPL1-γ1pedc innervates harbours dendrites from the approach-promoting MBON-γ1pedc>α/β. 

Starvation increases the odour drive to this MBON, and artificially activating this neuron increases 

appetitive memory performance in fed flies. In contrast, blocking its output disrupts expression of 

appetitive memory (Perisse et al., 2016). MBON-γ1pedc>α/β is GABAergic, synapsing onto the 

avoidance-promoting MBON-β′2mp and MBON-γ5β′2a (Felsenberg et al., 2018). This 

configuration means that starvation strengthens the inhibitory drive from MBON-γ1pedc>α/β onto 

avoidance-MBONs, skewing the balance towards approach.  

 

Output from PPL1-γ1pedc regulates this MBON configuration. PPL1-γ1pedc activity is higher in 

fed flies compared to starved flies (Plaçais and Preat, 2013). Artificial activation of PPL1-γ1pedc 

depresses olfactory drive to MBON-γ1pedc>α/β (Hige et al., 2015). This suggests that the increased 

activity of PPL1-γ1pedc in fed flies would similarly depress MBON-γ1pedc>α/β odour responses, 

effectively decreasing the inhibition from MBON-γ1pedc>α/β onto the avoidance-promoting 

MBON-β′2mp and MBON-γ5β′2a.  

 

The hunger signal from Drosophila dNPF-positive neurons presumably suppresses PPL1-γ1pedc, 

potentiating olfactory drive to MBON-γ1pedc>α/β and skewing the balance between approach and 

avoidance towards approach by increasing feedforward inhibition onto the avoidance-promoting 

MBON-β′2mp and MBON-γ5β′2a.  
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In this way, the fly’s motivational state and previous experience is connected to external cues. An 

odour that previously has been associated with a reward drives approach behaviour. This interaction 

between motivational state, and external, appetitive cues exemplifies how neuronal function in the 

MB tempers the behavioural drive that arises from associative conditioning according to the fly’s 

needs: re-exposure to the appetitive external cue evokes a strong attractive response in starved flies, 

whereas fed flies are only weakly attracted, if at all.  

 

Another study found that MBON-γ1pedc>α/β and PPL1-γ1pedc, amongst numerous other DANs 

and MBONs, mediate innate yeast food-seeking behaviour (Tsao et al., 2018). Drosophila is 

strongly attracted to yeast, which is present in naturally occurring food sources like ripe fruits. The 

presence of yeast in the food substrate promotes egg-laying, and has a strong impact on adult size, 

reproduction, survival, and food preference (Becher, 2012, Palanca et al., 2013, Grangeteau et al., 

2018, Scheidler et al., 2015).  

 

Flies seek out yeast-containing food sources when they are starved. The longer they are starved, the 

faster they locate a drop of yeast in a circular petri dish (Tsao et al., 2018). This food-seeking 

behaviour relies on olfactory reception and output from all KC subsets. Output from multiple pairs 

of MBONs and DANs that innervate specific MB compartments associated with either approach or 

avoidance are required for flies to seek out yeast. The yeast odour responses of these MBONs are 

modulated by the satiety state of the fly, suggesting that MBONs or DANs that regulate the odour 

responses receive hunger or satiety signals (Tsao et al., 2018). Knockdown of receptors in DANs 

for hunger and satiety cues like dNPF, serotonin, and insulin-like peptides affects yeast food-

seeking behaviour, but it does not establish functional connectivity between e.g. serotonergic or 

peptidergic neurons and the DANs they presumably regulate. 

 

In summary, food-seeking behaviour seems to involve multiple DANs and MBONs that drive both 

approach and avoidance, but it is unclear how the individual MBONs and DANs contribute to the 

behaviour, or which neurons establish the link between the fly’s satiety state and the various DANs 

and MBONs identified in Tsao et al., 2018. 

 

Brains allow organisms to navigate environments that present conflicting cues, determining when it 

is desirable to approach an area with potential rewards, even in the presence of danger. Flies 

innately avoid CO2 (Suh et al., 2004), a cue that is released by stressed flies, possibly signalling 
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danger to other flies. CO2 is also generated by fermentation, which is prevalent in fly food sources 

like rotting fruits. How is innate repulsion and appetitive cues from the same food source weighed 

to guide behaviour?  

 

Although CO2 avoidance responses can be processed in the LH (Varela et al., 2019), it can also be 

modulated by satiety state, in an MB-dependent manner (Bräcker et al., 2013, Lewis et al., 2015). 

This involves the previously mentioned avoidance-promoting MBON-β′2mp and MBON-γ5β′2a, 

that both respond to CO2. Interestingly, this response decreases in the co-presence of vinegar (Lewis 

et al., 2015). Blocking MBON-β′2mp and MBON-γ5β′2a output reduces CO2 avoidance behaviour 

in fed flies (Lewis et al., 2015). These findings suggest that MBON-β′2mp and MBON-γ5β′2a 

mediate innate CO2 avoidance behaviour, but also are regulated by satiety state and odours that 

signify food.  

 

How does satiety state regulate CO2 avoidance? A DAN that innervates the same MB compartment, 

PAM-β′2a, strongly responds to some food-related odours, more so in starved flies. Knockdown of 

the dNPF receptor, which mediates the NPF hunger signal, in PAM-β′2a leads to weaker yeast 

food-seeking behaviour (Tsao et al., 2018). Furthermore, activation of PAM-β′2a abolishes CO2 

avoidance behaviour (Lewis et al., 2015), but promotes yeast food-seeking behaviour (Tsao et al., 

2018). These findings suggest that PAM-β′2a activity plays a role in fly approach behaviour 

towards food sources even in the presence CO2 by suppressing CO2 avoidance behaviour.  

However, Lewis et al., 2015 lacks important experimental evidence to determine if PAM-β′2a 

activation can modulate MBON-β′2mp and MBON-γ5β′2a responses to CO2. Thus, it is unclear 

how, or if, satiety state is functionally connected through PAM-β′2a (either directly from PAM-

β′2a, or indirectly through KCs) to these MBONs whose output is required for innate CO2 

avoidance behaviour. 

 

As MBON-β′2mp and MBON-γ5β′2a receive feedforward inhibition from MBON-γ1pedc>α/β 

(Perisse et al., 2016), it is possible that CO2 avoidance behaviour is modulated cross-

compartmentally through the hunger-regulated function of MBON-γ1pedc>α/β and PPL1-γ1pedc 

described above. In starved flies, the increased olfactory drive to MBON-γ1pedc>α/β would 

potentiate feedforward inhibition onto MBON-β′2mp and MBON-γ5β′2a, effectively reducing the 

behavioural drive for CO2 avoidance. 
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These examples illustrate how various MB compartments are involved in different physiological 

processes and behaviours and demonstrate that the MB operates as an integrator of both external 

and internal cues to guide fly behaviour. However, more work is required to determine how satiety 

state is functionally connected to MBONs, and how MBONs are physiologically regulated in 

different contexts. 

 

Although this section has solely focused on MB function with regards to the fly’s energy state and 

food-associated behaviours, MB function is clearly important for a variety of other behaviours and 

physiological processes that are not covered here, such as courtship conditioning (Keleman et al., 

2012, Lim et al., 2018), memory formation resulting from aggression bouts (Kim et al., 2018), 

temperature preference (Shih et al., 2015), distinguishing novel stimuli from familiar ones (Hattori 

et al., 2017), flight regulation (Manjila et al., 2019), and visual memory formation (Vogt et al., 

2014, Vogt et al., 2016), but should be mentioned to highlight the diverse functions of the MB as an 

integrative centre of sensory information and the fly’s internal state. 

 

1.2.9 Network-level recurrent activity and compartment-crosstalk underlie post-

learning processing 

 

How are memories processed once they are established?  Olfactory memories have different 

durations depending on the robustness of the association between the odour stimulus and the 

reinforcement, in the sense that repetition forms longer-lasting memories.  Single training sessions 

with electric shock form aversive short-term memory (STM), which decays within a day. Multiple, 

spaced training sessions form long-term memory (LTM) in a protein-synthesis dependent manner, 

which remains strong for multiple days (Tully and Quinn, 1985, Tully et al., 1994). In contrast, a 

single session of appetitive learning with sugar as reinforcement leads to formation of LTM 

(Krashes and Waddell, 2008, Colomb et al., 2009). Being qualitatively different, it is not possible to 

make direct comparisons between sugar and electric shock reinforcement, but the requirement for 

multiple spaced sessions with electric shock vs a single session with sugar suggest that different 

types of reinforcement are differentially weighted in the context of conditioning.  

 

What mechanisms facilitate memory consolidation? Several lines of evidence suggest that recurrent 

activity, persisting beyond the time of memory acquisition, is required for memory consolidation 

(Cognigni et al., 2018). One of the initial findings came from studies on the learning-impairing 
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amnesiac mutation and its expression in the DPM neuron (Waddell et al., 2000), an MB extrinsic 

neuron that widely innervates the MB lobes, forming pre- and post-synaptic connections with 

DANs, MBONs, and KCs (Takemura et al., 2017). Output from the DPM neuron is required for 

both appetitive and aversive memory consolidation (Waddell et al., 2000, Keene et al., 2004, Keene 

et al., 2006), for which α′β′ KCs are also important (Krashes et al., 2007), while the other KC 

subtypes are required for all or some aspects of olfactory learning (Trannoy et al., 2011, Yamazaki 

et al., 2018, Krashes et al., 2007, Perisse et al., 2013). Intriguingly, the KC subset-specific roles in 

memory formation match the requirement for output from the MBONs in the compartments 

innervated by these KCs, suggesting the two are linked in some cases at least (Shyu et al., 2017, 

Ichinose et al., 2015).  

 

Recurrent activity between DANs, KCs and MBONs is essential for olfactory learning. 

Consolidation of appetitive conditioning to LTM relies on recurrent activity between the 

components of the α1 compartment. Anatomical characterisation suggests that MBON-α1 axons 

synapse onto the dendrites of PAM-α1 in the superior intermediate, and lateral protocerebra 

(Ichinose et al., 2015). Blocking output of either of these neurons or the α/β KCs disrupts memory 

consolidation, while knockdown of the D1-like dopamine receptor in α/β KCs, but not MBON-α1 

also disrupts consolidation.  

 

Another configuration of recurrent activity is axoaxonic connectivity, which has been observed 

between DANs and KCs in the α2α′2 compartment. Cholinergic feedback from KCs to PPL1-α2α′2 

modulates its ongoing activity and is required for appropriate levels of dopamine release from 

PPL1-α2α′2, which seems to be required for memory acquisition. Thus, a recurrent PAM-α1>α/β 

KC>MBON-α1>PAM-α1 circuit facilitates consolidation of appetitive memories in the α1 

compartment (Ichinose et al., 2015), while a recurrent loop between KCs and DANs in the α2α′2 

compartment is required for memory acquisition (Cervantes-Sandoval et al., 2017).  

 

How is LTM mechanistically gated? A clue to this question has been provided by studies into 

aversive LTM consolidation. LTM requires ongoing oscillatory activity in PPL1-γ1ped in a 

temporally specific window (Plaçais et al., 2012). These oscillations are modulated by GABAergic 

input to PPL1-γ1ped from MBON-γ1pedc > α/β. This GABAergic input is required 30-60 minutes 

post memory acquisition. Artificially activating MBON-γ1pedc > α/β before this period disrupts 

memory consolidation (Pavlowsky et al., 2018). The oscillatory activity in PPL1-γ1ped depends on 

output from a pair of serotonergic neurons. depends on activity from a pair of serotonergic 
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projection neurons. Output from these serotonergic neurons is regulated by Dnc, a 

phosphodiesterase that, at baseline level, inhibits PKA/cAMP activity. Spaced training disinhibits 

PKA/cAMP activity, leading to increased signalling from the SPNs onto the DANs. This facilitates 

the oscillatory activity required in PPL1-γ1ped for memory consolidation (Scheunemann et al., 

2018). Thus, serotonergic gating of LTM and recurrent activity between MBONs and DANs form 

the basis for consolidation of aversive memories.  

 

As environmental conditions change, organisms may find that their associative memories are poor 

predictors of stimulus valence What happens when a fly is re-exposed to a conditioned odour and 

the expected outcome is not met? When the fly is exposed to an odour that was previously 

associated with punishment, but now in the absence of punishment, the old memory undergoes 

‘extinction’. Instead of erasing the old memory, however, the unexpected lack of punishment acts as 

a ‘reward’, leading to formation of a new memory of opposite valence in parallel that counteracts 

the old memory (Felsenberg et al., 2018). What is the physiological basis of this process?  

Aversive memory formation suppresses MBON-γ1pedc>α/β responses to the conditioned stimulus, 

an approach MBON that provides feedforward inhibition to MBON-γ5β′2a and MBON-β′2mp 

(Perisse et al., 2016). Extinction does not completely erase this memory trace. Instead, the dendrites 

and axons of MBON-γ5β′2a, but not MBON-β′2mp, show decreased responses to the conditioned 

stimulus, suggesting that a parallel, appetitive memory trace is formed. How is this parallel memory 

trace formed? 

 

Aversive memory extinction in flies requires output from reward-signalling PAM DANs 

(Felsenberg et al., 2018). Some of these DANs are functionally connected to the avoidance-

directing MBON-β′2mp and MBON-γ5β′2a, their dendrites overlapping with the axons of these 

MBONs (Aso et al., 2014a). Interestingly, activation of these MBONs evokes a strong excitatory 

response in PAM DANs that project axons to the γ5 compartment, and to a smaller extent in β′2m 

and β′2p, suggesting that output from MBON-β′2mp and MBON-γ5β′2a can drive activity in DANs 

that could potentially suppress the KC presynapses in the very same MBON compartments 

(Felsenberg et al., 2018). Output from MBON-β′2mp and MBON-γ5β′2a is necessary to drive 

aversive memory extinction.  

 

A similar configuration seems to drive appetitive memory extinction, where output from approach-

directing MBONs that innervate the α2sc, α′1, α2p3p, α′3ap and α′3m compartments recruit 

punishment-signalling PPL1 DANs that project their axons to the very same compartments 
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(Felsenberg et al., 2017). This suggests that both aversive and appetitive memory extinction in flies 

relies on functional MBON-DAN connectivity. Due to the increased excitatory drive of avoidance-

directing MBONs after aversive conditioning, the MBON network presumably recruits reward-

DANs more strongly than punishment-DANs, forming an appetitive ‘extinction’ memory when re-

exposed to the conditioned odour in absence of punishment (Felsenberg et al., 2018). The extinction 

memory that is formed after aversive memory extinction is therefore like an appetitive memory 

trace. How is the original aversive memory and the appetitive extinct memory integrated? 

 

MBON-γ1pedc>α/β forms inhibitory synapses along the primary neurite, and the root of the 

dendritic tree, on MBON-γ5β′2a, while synapsing onto the distal dendritic branches of MBON-

β′2mp. This difference between the localisation of inhibitory synapses suggests that MBON-γ5β′2a 

could integrate input from the original aversive memory through feedforward inhibition from 

MBON-γ1pedc>α/β and the putative depression arising from reward-DAN signalling to the γ5 

compartment. Blocking reward-DANs provides compelling evidence that DAN signalling is 

required for extinction memory formation (Felsenberg et al., 2018), but the case could be made 

stronger by determining whether activation of a smaller subset of reward-DANs can suppress 

MBON-γ5β′2a odour responses.  

 

Thus, the connectivity between DANs, KCs and MBONs serves not only to form and retrieve 

memories, but also to evaluate their accuracy. When the expected outcome is no longer met, 

MBONs seemingly drive DANs to form an extinction memory of opposite valence. 

 

Behaviourally, the fly avoids the conditioned odour to a lesser extent after extinction. Thus, the fly 

brain forms parallel memory traces of conflicting information, which can be integrated to guide 

decision-making (Felsenberg et al., 2018).  

 

Section 1.2.6-1.2.9 have elaborated on the function of the MB as a brain region that encodes 

sensory information and internal cues to shape associative learning, driving, or suppressing both 

innate and learned behaviours in conjunction with the LH. To summarise, KCs encode arbitrary 

combinations of sensory information to serve as the substrate for associative learning. KC axons 

comprise the MB lobes, where they form en passant synapses onto MBONs. DANs synapse onto 

the KC-MBON synapses to locally label, or categorise the sensory input, tempered by internal cues 

of the that are thought to regulate DAN activity. MBONs out this label in their respective 

compartment to guide the fly’s behaviour towards the external cues. This information processing 
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can take place on a local level, due to the spatial nature of DAN and MBON innervation of the MB 

lobes, where individual DANs and MBONs occupy distinct MB compartments. Details are 

emerging of the variety of behaviours that MBONs regulate other than approach or avoidance 

behaviour towards sensory stimulus, such as responding to novel stimuli and flight regulation. 

Recent studies highlight the complexity of functional connectivity between DANs, KCs and 

MBONs that goes beyond DAN-KC and KC-MBON synapses, and the role of various synaptic 

arrangements for memory formation and re-evaluation of memories. 

 

Much remains unknown about the neuronal identity and function of the inputs that DANs receive, 

and how MBON output translates into regulation of motor output to steer behaviour. On a broader 

level, little is known about state-dependent memory recall except in the context of hunger state. 

When in different locomotor states, e.g. during flight, when walking, or when stationary, do flies 

recall certain memories strongly, while others are suppressed? This could be sensory modality-

dependent, as the different behavioural states have an impact on the sensory cues the fly would 

experience, and act upon. Another question is whether memories that arise from different sensory 

modalities can be integrated. Can flies combine e.g. visual and olfactory cues to guide behaviour?  

 

Large-scale connectome studies (Takemura et al., 2017, Zheng et al., 2018, Xu et al., 2020), 

combined with development of drivers to label subsets of neurons to probe for functional 

connectivity will help determine the function of pre- and post-synaptic partners of MB neurons for 

fly behaviour. Whole-brain imaging of freely moving flies offers the potential of recording neuronal 

activity during different states or behavioural contexts, which could shed light on state-dependent 

modulation of MB function (Grover et al., 2020).  

 

 

1.2.10 The case for studying the APL neuron in the context of localised processing 

 

In the context of the compartmentalised structure and function of the MB, the APL neuron presents 

an interesting candidate to study localised computations for the reasons outlined below. 

1. The APL neuron widely innervates the MB 

2. There is some evidence suggesting that the APL neuron is non-spiking, implying that 

activity could be localised 
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3. Its output is required for sparse odour coding by KCs, but is also thought to be involved in 

memory formation  

 

Below I will outline what is known about this neuron and emphasise the gaps in our knowledge 

about this neuron’s function and emphasise why this is interesting to study with regards to local 

information processing.  

 

The anatomy of the APL neuron, together with the possibility that it is a non-spiking neuron, is 

intriguing in the context of local computations. The GABAergic APL neuron extensively innervates 

the MB lobes, forming parallel neurites that follow the KC axons, but also innervates the calyx (Liu 

and Davis, 2009, Pitman et al., 2011, Aso et al., 2014a, Tanaka et al., 2008), forming reciprocal 

synapses with KCs in both regions (Takemura et al., 2017, Xu et al., 2020, Zheng et al., 2018). It is 

pre- and post-synaptic to the DPM neuron, while in the α lobe it is known to be post-synaptic to 

DANs and mainly pre-synaptic to MBONs (Takemura et al., 2017, Lin et al., 2014a, Inada et al., 

2017). Thus, it is connected to other parts of the olfactory system that govern sensory coding and 

associative conditioning. What is known about the APL neuron’s function in the MB?  

 

Its reciprocal connections to the KCs are required for maintaining sparse coding of odour stimuli by 

providing feedback inhibition to the KCs (Lin et al., 2014a). Depending on the odour concentration 

of the stimulus, the feedback inhibition can operate globally or locally. Blocking a specific KC 

subset is not sufficient to abolish the feedback inhibition – only when all subsets are blocked is the 

inhibition disrupted (Lin et al., 2014a). However, at lower stimulus strength the feedback inhibition 

seems to become subset-specific (Inada et al., 2017). There is some evidence that the APL neuron is 

non-spiking (Papadopoulou et al., 2011) supporting the notion that the APL neuron can operate 

differentially depending on the excitatory drive it receives.  

 

What remains unclear is to what extent activity in the APL neuron remains localised. This is of 

great interest because there are clear spatial distinctions in the organisation of KC neurites in 

different parts of the MB. First, KC dendrites all reside in the calyx, while their axons give rise to 

the lobes. Second, the dendrites of different KC subtypes are largely intermingled in the calyx, 

while the KC axons are strictly segregated into different lobes (Takemura et al., 2017, Xu et al., 

2020, Aso et al., 2014a). Does the APL neuron inhibit KCs in both the MB lobes and calyx? The 

anatomical data suggests it could, but there is a lack of functional evidence to confirm this. If it 

does, and activity in the APL neuron is spatially segregated between the calyx and the lobes, where 
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KC input and output sites reside, respectively, it would suggest that feedback inhibition in these two 

regions can operate independently and serve different purposes. Thus, it is first necessary to 

determine if activity in the APL neuron is localised. If this is case, the next step is to determine 

where in the MB the APL neuron can inhibit KCs, and characterise how locally its inhibitory output 

operates 

 

Another interesting observation, although not in the scope of the work conducted for this thesis, is 

that the APL neuron could encode multimodal sensory stimulus. As some KCs receive input from 

the accessory calyces of other sensory modalities than olfaction (Yagi et al., 2016, Vogt et al., 2016, 

Kirkhart and Scott, 2015), and connectome data (Xu et al., 2020) shows that these KCs form 

connections with the APL neuron (query of connectome data available on 

https://neuprint.janelia.org/), it seems plausible that the APL neuron also encodes information other 

sensory modalities than olfaction. If activity in the APL is localised, it would raise the question to 

what extent input to the APL neuron from different sensory modalities remain spatially segregated, 

or if they are in fact integrated. Strong integration would imply that the APL neuron mediates cross-

inhibition between sensory modalities.  

 

Finally, the APL neuron’s connections with MBONs and DANs are interesting in the context of 

associative learning, as the APL neuron has been implicated in memory formation and expression. 

It responds to electric shocks (Liu and Davis, 2009, Zhou et al., 2019), which is often used for 

aversive conditioning in flies. Aversive conditioning can suppress the APL neuron’s response to the 

conditioned odour, suggesting that a ‘memory trace’ is formed, which seems to involve signalling 

through dopamine receptors (Liu and Davis, 2009, Zhou et al., 2019). Some evidence suggests that 

this dopamine signal to the APL neuron has an effect on the strength of immediate memory 

expression (Zhou et al., 2019). 

 

What is the nature of dopamine signalling to the APL neuron? Zhou et al. used a G protein-coupled 

receptor-activation–based DA sensor (GRABDA) (Sun et al., 2018) and P2X2-mediated activation of 

PPL1 DANs to show that the APL neuron receives signals from DANs through the DA sensor,  

suggesting that there are functional connections between DANs and the APL neuron (Zhou et al., 

2019). Using genetically encoded calcium sensors (discussed in section 3.1.2) to record neuronal 

activity while perfusing dopamine onto the brain evoked an increase in calcium signal at the tip of 

the vertical lobe and a decrease in the stalk and heel regions. Adding tetrodotoxin to block 

neurotransmission blocked the dopamine-evoked increase in calcium signal at the tip of the vertical 
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lobe (Zhou et al., 2019). Artificial activation of PPL1 DANs (broadly labelled by TH-GAL4) while 

imaging the APL neuron in the presence of tetrodotoxin and an acetylcholine receptor antagonist 

(added to block cholinergic input to the APL neuron) increased the calcium signal in the APL 

neuron (Zhou et al., 2019). This suggests that direct or indirect dopamine signalling has spatially 

differential effects on the APL neuron activity, where some parts of APL are inhibited by the 

dopamine signal, and others are excited.  

 

How is the DAN signal conveyed to the APL neuron? The DAN-APL signalling seems to be 

mediated in part by the dopamine 2-like receptor (Dop2R). Knockdown of this receptor, or 

pharmacological blocking, weakened the dopamine perfusion-evoked suppression of the calcium 

signal in the ‘stalk’ and ‘heel’ region of the vertical lobe. Blocking Dop2R increased the APL 

neuron’s response to artificial activation of PPL1 DANs. Electric shock was also found to elicit an 

excitatory response in the APL neuron, which was increased by blocking Dop2R (Zhou et al., 

2019). These findings suggest that there is both an excitatory and inhibitory component to DAN 

signalling onto the APL neuron, possibly mediated by different receptors, in different regions.  

 

What is the functional role of DAN signalling to the APL neuron? Behaviourally, knockdown of 

Dop2R in the APL neuron slightly decreased learning performance of flies subjected to aversive 

conditioning as measured straight after conditioning (Zhou et al., 2019). Physiologically, 

knockdown of Dop2R abolished training-induced suppression of the APL neuron’s response to 

conditioned stimulus in flies subjected to aversive reinforcement using electric shock. The 

suppression of the APL neuron’s response was abolished both during, and after, conditioning 

(multiple odour-electric shock pairings). This suggests that dopamine signalling to the APL neuron 

is required during conditioning, after conditioning, or both, for suppression of the APL neuron’s 

response to conditioned stimulus and has an impact on immediate memory expression. As 

dopamine signalling was constitutively impaired by knockdown of the Dop2R receptor, it is not 

possible to say from this study if dopamine signalling is specifically required during conditioning 

for the APL neuron’s role in immediate memory expression. 

 

Importantly, it remains unknown if the ‘memory trace’ induced in the APL neuron by aversive 

condtioning is spatially restricted to one or more MB compartments, or if it adheres to the 

compartmental division at all. This was not addressed by Zhou et al., as they quantified the APL 

neuron’s responses during and after conditioning in a single plane of the vertical lobe, referred to as 

the ‘lower stalk of the vertical lobe’. Their quantification of the APL neuron’s responses to artificial 
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activation of DANs and electric shock were also limited to single planes of the vertical lobe. Due to 

these limitations, the study provides no knowledge of the spatial nature of the APL neuron’s in any 

of the above-mentioned contexts. This is an essential point to address, because our current 

understanding of fly olfactory learning is that plasticity is induced in a compartment-specific 

manner by having DANs that respond to the unconditioned stimulus suppress the KC-MBON 

synapses specifically in the compartments they innervate (Hige et al., 2015, Cohn et al., 2015).  

The APL neuron innervates the MB compartments, receives input from dopaminergic neurons, and 

responds to electric shocks. Since the plasticity imposed on KC-MBON synapses by DAN 

signalling occurs in a compartment-specific manner, it seems plausible that the plasticity in the APL 

neuron should also occur in this manner.  

Another limitation of the study is that they only determine if the APL neuron responds to artificial 

activation of PPL1 DANs. Whether the APL neuron responds to activation of PAM DANs, and if 

its response is spatially uniform, remains unknown.  

 

What could be the function of learning-induced suppression in the APL neuron, and how does this 

depend on whether inhibition from the APL neuron works locally or globally?  

 

One possibility is that inhibition from the APL neuron onto KCs works as a gating mechanism for 

learning. Disinhibition would then allow the memory to be formed. What could be the mechanistic 

basis of inhibition from the APL neuron working as a gating mechanism? Perhaps it is necessary to 

reduce inhibition from the APL neuron onto KCs during learning to increase the level of calcium 

influx evoked by odour stimulus. This could be required for the coincidental detection of calcium 

and the reinforcing dopamine signal by the calcium-dependent adenylyl cyclase, Rutabaga (Levin et 

al., 1992, Himmelreich et al., 2017, Tomchik and Davis, 2009, Gervasi et al., 2010). If the 

inhibition from the APL neuron restricts calcium influx through voltage-gated calcium channels to 

an extent that it is not detected by Rutabaga, perhaps the APL must be suppressed to disinhibit KCs, 

thereby increasing calcium influx.  

 

There is some evidence in support of this theory. Zhou et al. reported that they observed a 

suppression of APL neuron’s response to conditioned stimulus both during and after conditioning. 

This suppression was abolished when Dop2R was knocked down in the APL neuron. These 

findings suggest that dopamine signalling is required for suppression of the APL neuron during and 

after learning. Furthermore, knockdown of Dop2R in the APL neuron impaired immediate memory 

recall  (Zhou et al., 2019). This finding suggests that suppression of the APL neuron could be 
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required either during training, after training, or both, for the APL neuron’s effect on immediate 

aversive memory recall. This possibility would also explain the observation that knockdown of 

GAD or Rdl in the APL neuron or KCs, respectively, improves learning performance (Liu and 

Davis, 2009).  

 

Would this proposed function work with local or global inhibition? If suppression of the APL 

neuron is required specifically during training to gate memory formation, then it could work either 

locally or globally. Even if inhibition from the APL neuron is global, it should only affect memory 

formation where KCs synapses coincidentally receive the dopamine teaching signal and increased 

calcium influx. 

 

However, if suppression of the APL neuron is required after training for memory recall, it is 

difficult to envision how it would work if inhibition from the APL neuron is global, equally 

affecting approach and avoidance compartments. In this case, suppression of the APL neuron would 

potentiate KC odour responses, increasing the excitatory drive to both approach and avoidance 

MBONs. 

 

Interestingly, another study found that output from the APL neuron is required after training for 3 h 

appetitive memory recall (Pitman et al., 2011). The authors suggested that output from the APL 

neuron might be required for maintaining synaptic specificity of learning-associated recurrent 

activity. It was not in the scope of this study to determine if output from the APL neuron is required 

during training, nor if appetitive learning led to formation of a memory trace in the APL neuron. 

Thus, it is unclear if the role for the APL neuron in relation to 3 h appetitive memory is related to 

what happens to the APL neuron during aversive conditioning. Nevertheless, their finding suggests 

that learning-induced suppression of the APL neuron could be short-lasting, or that its level of 

output must be narrowly controlled for memory recall.  

 

Another possibility is that suppression of the APL neuron’s response to the conditioned stimulus 

counteracts the suppression of KC-MBON synapses induced by conditioning, due to the reduced 

inhibition from the APL neuron onto KCs (Concept proposed by Andrew C. Lin, personal 

communication). Consider the scenario where there is no inhibition from the APL neuron (no 

GABA release from APL, or no GABA receptors in KCs) and the fly is subjected to aversive 

conditioning. This suppresses excitatory drive from KCs to approach MONs, strongly skewing the 

balance towards avoidance (Fig. 1.6 A).  
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Now compare this to the default scenario where the APL neuron does provide feedback inhibition 

to KCs. Aversive conditioning suppresses KC-MBON synapses to approach-MBONs. It also 

suppresses the APL neuron’s response to the conditioned stimulus (Liu and Davis, 2009, Zhou et 

al., 2019), which would presumably reduce the strength of feedback inhibition onto KCs. The result 

would be that conditioning inhibits MBONs by suppressing KC-MBON synapses, but also 

indirectly potentiates KC-MBON synapses by reducing inhibition from the APL neuron onto KCs, 

increasing the excitatory drive from KCs to MBONs. It is a skew in the balance in excitatory drive 

to the approach and avoidance MBONs that drives behaviour. Thus, if inhibition from the APL 

neuron operates locally and it is only suppressed locally to the conditioned stimulus, this would 

counteract the depression of KC-MBON synapses in the approach compartment, but maintain the 

default level of inhibition onto KCs in the avoidance compartment, effectively counteracting the 

strength of the aversive memory. In other words, local suppression of the APL neuron’s response to 

the conditioned stimulus would work as an ‘anti-memory’, working in opposition to the DAN-

induced suppression of the KC-MBON synapse (Fig. 1.6 B).  

 

If aversive conditioning suppresses the APL neuron globally, or if inhibition from the APL neuron 

operates globally, however, inhibition from the APL neuron should not influence the strength of the 

memory, because it would equally affect the KC odour responses in both approach and avoidance 

compartments (Fig. 1.6 C), just as though there was no inhibition from the APL neuron altogether 

(Fig. 1.6 A). This is under the assumption that inhibition from the APL neuron has a linear effect in 

different compartments. If inhibition from the APL neuron has nonlinear effects in different 

compartments, then even global inhibition could differentially affect compartments.    

 

Under the assumption that the APL neuron operates locally, this ‘anti memory’ model could explain 

the previous observations that knockdown of GAD in the APL neuron or Rdl in KCs leads to 

stronger memory expression (Liu and Davis, 2009), and impairs reversal learning (Wu et al., 2012). 

Fly reversal learning involves an initial training cycle where flies are subjected to one odour-

reinforcement pairing, and a second unpaired odour, followed by a cycle where the second odour is 

paired with reinforcement and the first odour is unpaired.  
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Fig. 1.6 Local vs global inhibition in the context of APL neuron plasticity 

Cartoon showing the predicted effects of local vs global inhibition of KCs by the APL neuron in the context of learning-

induced plasticity. Blue lines represent the APL neuron’s neurites, while red lines represent KC axons. (A) If there is no 

inhibition from the APL neuron, aversive conditioning will simply suppress KC synapses to approach MBONs, skewing 

the balance towards avoidance (right). (B) Aversive conditioning suppresses the APL neuron and KC synapses to 

approach MBONs. If inhibition from the APL neuron onto KCs is local, the learning-induced suppression of the APL 

neuron will locally increase KC activity in the approach compartment, but not the avoidance compartment, mitigating 

the skewed balance towards avoidance. (C) If inhibition from the APL neuron is global, suppression of the APL neuron 

should equally affect KCs in approach and avoidance compartments, and thus have no effect on the balance between the 

opposing forces.   

 

If inhibition from the APL neuron onto KCs is impaired (Rdl or GAD knockdown), there would no 

longer be the ‘anti-memory’ effect from suppressing the APL neuron in the same compartment as 

the suppressed KC-MBON synapse, shifting the excitatory drive to avoidance MBONs relative to 

approach MBONs further towards avoidance (Fig. 1.6 A). Another contributing factor could be that 

the lack of inhibition from the APL neuron broadly increases KC odour responses, leading to 

depression of more KC-MBON synapses. This would presumably strengthen memory expression. 

Because of the stronger initial memory formation, reversal learning could be more difficult and 

require multiple reversal training sessions to achieve.  
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The potentially local function of the APL neuron in associative conditioning, combined with its 

non-spiking nature and ubiquitous innervation of the compartmentalised MB structure makes it an 

interesting candidate for studying local computations relevant to essential behavioural output. 

 

1.2.11 Tools for imaging neuronal activity 
 

In this and the next section, I will outline the technical requirements of the experiments I conducted 

and explain why the tools I used were suitable for the task. I also briefly mention alternative 

methods that I considered using while conducting my experiments. Since then there have been 

advances and improvements of genetic tools used for recording neuronal activity (Dana et al., 2019, 

Kannan et al., 2019), but as these were not available at the time of my experimental work, they will 

not be considered here.  

 

The conventional method of recording neuronal activity is known as patch clamping. For 

electrophysiological recordings of neuronal responses to stimuli, the common approach, known as 

whole-cell patch clamping, is to bring a patch pipette into contact with the target neuron and create 

suction to rupture the cell membrane, creating a tight seal. This connects the electrode solution with 

the cell interior, allowing for intracellular recordings of both subthreshold voltage deflections and 

action potentials. For population-level recordings, multi-electrode arrays can be utilised, where each 

channel records local extracellular changes in ionic currents (Obien et al., 2014). Although this 

method offers the most accurate and sensitive measure of neuronal activity, it has several 

limitations. 

 

The invasive nature of electrophysiological recordings can potentially compromise cell physiology, 

as subsequent diffusion of solutes between the recording electrode and the cytoplasm can 

potentially change the kinetics or amplitude of responses, especially for extended recordings.  

 

More importantly, electrophysiological recordings lack spatial resolution both on a single-neuron 

level, but also population wise, as activity is recorded from an individual neuron, typically at the 

cell soma. Recording from a single site is problematic because neurons with elaborate branching 

can receive inputs from spatially distal sites that are electrically segregated (Grimes et al., 2010, 

Medan et al., 2018) Furthermore, it can be technically difficult, if not impossible, to record from 

individual neurites due to their small sizes. Global electrophysiological recordings can be achieved 

using multi-electrode arrays, consisting of hundreds of individual electrode channels. While multi-
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electrode arrays circumvent the limitation of recording from a single neuron at a time, they still 

suffer from low spatial resolution due to the inherent difficulty of assigning neuronal activity to 

individual neurons (Hilgen et al., 2017, Carlson and Carin, 2019). 

 

The limitations of spatial resolution with electrophysiological recordings were not compatible with 

the experiments I had to conduct, as they required a means of recording neuronal activity from 

specific neurons in the entire MB volume in intact flies. For this purpose, optical imaging of 

neuronal activity is superior to electrophysiological recordings.  

 

In vivo imaging of a neuronal activity presents a great challenge in terms of signal-to-noise ratio 

(SNR, peak signal during stimulus period over the standard deviation of the signal in a pre-stimulus 

period) due to background fluorescence, light scattering, and signal attenuation when recording 

from deep brain regions. When acquiring recordings from multiple imaging planes (volume 

imaging), fewer frames are acquired from each imaging plane compared to single plane imaging. 

Therefore, it is not possible to down-sample the framerate to average the signal to the same extent 

when acquiring a volume as it is for single plane recordings.  

 

Optical imaging can be achieved using fluorescence-based genetically encoded calcium or voltage 

indicators (GECIs and GEVIs, respectively). GECIs and GEVIs can be expressed in neurons using 

the yeast binary transcription-activation system comprised of GAL4 and upstream activation 

sequence (UAS). GAL4 is a transcription factor that recognises and binds to the UAS, initiating 

transcription of genes downstream of the UAS. This system has been repurposed to drive tissue-

specific expression of transgenes in Drosophila melanogaster (Brand and Perrimon, 1993). By 

placing the Gal4 sequence under control of enhancer fragments (either through targeted or random 

insertion into the genome), the expression pattern of GAL4 can be restricted to subsets of cells. By 

crossing a fly that harbours the Gal4 sequence to another fly that carries the UAS, the offspring that 

receive both elements will express the gene of interest specifically in the cells where both GAL4 

and UAS are present (Brand and Perrimon, 1993) (Fig. 1.7) This system has led to development of 

large libraries of fly lines with distinct GAL4 expression patterns (Jenett et al., 2012, Aso et al., 

2014a, Kvon et al., 2014, Tirian and Dickson, 2017, Hayashi et al., 2002).  
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Fig. 1.7 The GAL4/UAS 

system. 

Enhancer fragments drive the 

expression of GAL4, a 

transcription factor that binds to 

UAS and initiates transcription of 

downstream genes of interest. 

Crossing flies that express GAL4 

with ones that harbour UAS yield 

progeny that can have both 

elements, driving expression of the 

gene of interest in cells where both 

GAL4 and UAS are present. Taken 

from 

https://andreabrandlab.org/gal-4-system 

 

Depending on the genetic construct, a GECI or GEVI can be ubiquitously expressed throughout the 

neuron’s cytoplasm, including its neurites, or more specifically localised to synaptic sites (Cohn et 

al., 2015). The ability to ubiquitously express an activity indicator fulfilled the requirement of my 

experiments to record activity throughout entire neurons.  

 

Optical imaging of a genetically encoded indicator disposes of the need for an invasive procedure to 

record neuronal activity and circumvents the technical difficulty of targeting a single neuron or 

neurite inherent to whole-cell patch clamping, greatly increasing throughput. Combined with cell-

type specific expression of an indicator, optical imaging allows you to simultaneously record 

neuronal activity across a defined population of neurons, revealing differences in responses not only 

between neurons, but also in individual neurites of a single neuron (Yang et al., 2016, Cohn et al., 

2015). Thus, optical imaging of a genetically encoded indicator seemed ideal for my purposes.  

 

For my experiments I used a GECI known as GCaMP6f (Chen et al., 2013). This indicator consists 

of a circularly permutated enhanced GFP that is linked to calmodulin, a calcium-binding protein, 

and the calmodulin-binding peptide known as M13 (Crivici and Ikura, 1995, Nakai et al., 2001). 

Calcium indicators rely on the ~100-fold increase in cytosolic calcium levels evoked by 

depolarisation (Grienberger and Konnerth, 2012) to report neuronal activity. Subsequent calcium 

binding by calmodulin induces conformational changes in the construct that alters the chemical 
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environment around the GFP chromophore, increasing fluorescence intensity (Wang et al., 2008, 

Akerboom et al., 2009). Thus, they provide an indirect measure of neuronal activity.  

 

Several studies have aimed at optimising the initial GCaMP construct (Nakai et al., 2001) to 

increase sensitivity (lowest level of activity that the sensor can report), dynamic range (amplitude of 

fluorescence change for different levels of stimulus), and kinetics (rise to peak and decay to half 

intensity times) (Tian et al., 2009, Akerboom et al., 2012, Chen et al., 2013). At the time that these 

experiments were conducted, the GCaMP6 indicators were the most optimised variants available. 

This family consists of GCaMP6s (slow), m (medium), and f (fast), referring to their response rise 

and decay times, with the slower variants having higher sensitivity (Chen et al., 2013). 

 

Although my goal was mainly to spatially characterise activity spread and inhibition, I also sought 

to capture differences between MB regions in terms of the kinetics of activity spread, as faster or 

slower temporal decay of activity could explain why activity propagates farther from certain 

regions, but not others. Thus, I used GCaMP6f as my activity reporter, because it has the fastest rise 

(~50-200 ms, time to peak from stimulus onset) and decay (~200-600 ms, time to half peak activity) 

times of all three variants while still offering improved sensitivity and dynamic range compared to 

its predecessor, GCaMP5 (Chen et al., 2013). 

 

An alternative optical imaging approach is to use a GEVI. This emerging method directly reports 

neuronal activity by linking voltage fluctuations to a change in fluorescence signal. Voltage 

indicators consist of a voltage-sensing domain, derived from proteins such as ion channels, voltage-

sensitive phosphatases, or opsins, coupled to a fluorescent protein. Fluctuations in membrane 

potential induce conformational changes in the voltage-sensing domain, or protonation of the 

rhodopsin chromophore, retinal, modulating the fluorescence signal of the connected fluorophore 

(Kannan et al., 2019). By directly measuring voltage fluctuations, these voltage indicators can 

report any change in membrane potential, even if there is no concomitant change in calcium levels 

(subthreshold changes or hyperpolarisation). Voltage indicators also address the limited temporal 

resolution of GECIs. Whereas GCaMP6f at best resolves spikes up to a rate of 20 Hz, some voltage 

indicators resolve spikes at rates higher than 100 Hz (Kannan et al., 2019). 

 

The use of GECIs and GEVIs with respect to my experimental findings are discussed in section 

6.5.1. 
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1.2.12 Tools for local, artificial activation of neurons.  
 

The other requirement of my experiments was to locally activate or inhibit neurons in the MB. The 

challenges involved with this task are how to limit the manipulation to a specific type of neurons, 

how to titrate the effect to the desired level, and how to spatially restrict the local activation or 

inhibition to a small region in the MB. Cell-type specific targeting can be achieved by using a 

ligand-gated ion channel. Importantly, the ligand-gated ion channel should not be endogenously 

expressed, so that only the neurons that express it are directly activated by application of the ligand. 

By adjusting the ligand concentration, it is possible to adjust the stimulation strength, and by 

coupling delivery of the ligand solution to a pressure system, it is possible to restrict bulk flow to a 

small region in the brain.  

 

These requirements can be fulfilled using ATP-mediated activation of neurons expressing P2X2, a 

ligand-gated ion channel that belongs to the family of purinergic receptors (Valera et al., 1994, 

Brake et al., 1994) and mainly conducts calcium and sodium currents upon ATP binding (Liu and 

Adams, 2001, Evans et al., 1996). Signalling through this receptor family is involved in various 

processes, such as cell migration, differentiation, and neuronal signalling in the nervous system 

(Burnstock, 2018). Due to lack of endogenous expression of P2X2 in the Drosophila genome 

(Littleton and Ganetzky, 2000), it is possible to selectively stimulate neurons labelled by a GAL4 

line that drives expression of P2X2 using ATP application.  

 

For direct suppression of neurons, I instead applied GABA, a major inhibitory neurotransmitter in 

the insect central nervous system, to the MB (Enell et al., 2007).  

 

To deliver ATP or GABA, a patch pipette filled with drug solution and coupled to a pressure 

ejection system (Picospritzer) was manually brought to the desired stimulus site in the MB. By 

adjusting the duration and pressure applied to the patch pipette, it was possible to locally apply the 

drug solution in the MB.  

 

To estimate how widely the patch pipette solution dispersed, I co-ejected a red dye to approximate 

how widely the ejected drug disperses. I identified Setau-647 (Seta Biomedicals) and Alexa Fluor 

647 (Fischer) as potential candidates. The molecular weights of ATP and GABA are 507.18 g/mol 

and 103.12 g/mol, respectively, while Alexa Fluor 647 is 1155.06 g/mol, and Setau-647 is 1461 

g/mol. Thus, based on molecular weight, Alexa Fluor 647 would be a better approximation of ATP 
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and GABA dispersion, but Setau-647 has a higher quantum yield and total brightness across a range 

of dye-to-protein ratios. For some of my recordings, the red dye signal was less than 2% ΔF/F, so a 

dimmer dye would possibly have caused complications due to low signal-to-noise ratio. Therefore, I 

chose Setau-647. The reliability of the red dye as an approximation of drug spread is discussed in 

section 3.3.1. 

 

Another popular approach for artificial activation of neurons is coined  ‘optogenetics’ (Deisseroth, 

2015). This method relies on genetically expressing photon-gated ion channels, known as 

channelrhodopsins, in the neurons of interest and using a laser to activate the ion channels, which 

depolarises the neurons through influx of cations (Deisseroth, 2015). In Drosophila melanogaster, 

the blue light-gated (∼480 nm) channelrhodopsin-2 was the first variant used to study neuronal 

function (Simpson and Looger, 2018). However, this approach was severely limited by the 

penetrance of blue light through the fly cuticle (∼1%) (Inagaki et al., 2014), omitting its use for 

deep-brain stimulation. To overcome this limitation, red-shifted variants, such as ‘red-activatable 

channelrhodopsin’ (∼610 nm) (Lin et al., 2013) or Chrimson (∼590 nm) (Klapoetke et al., 2014) 

can be utilised, as red wavelengths can penetrate the cuticle up to ten-fold more strongly than blue 

light (Inagaki et al., 2014). For simultaneous optical stimulation of select regions and calcium 

imaging, two lasers with different wavelengths are required to avoid cross-activation of the 

channelrhodopsin by the scanning laser (Packer et al., 2013).  

 

In section 6.5.2, I discuss the advantages and drawbacks of different artificial stimulation 

approaches in light of my experimental findings 

 

1.2.13 Parallels between the mushroom body and the vertebrate nervous system 

 

What can the fly olfactory system teach us about sensory processing and learning in the vertebrate 

brain? Fruit flies display a wide array of motor and social behaviours (courtship, aggression, 

foraging), including experience-dependent behaviours, suggesting that their nervous system carries 

out complex processes that are required for similar behaviours in vertebrates. With regards to the 

olfactory system, the numerically simpler brain of the fly and the wide array of genetic tools 

available allows us to study how sensory information is encoded at different levels throughout the 

nervous system. The anatomical segregation between innate (section 1.2.2-1.2.4) and learned 

(section 1.2.5-1.2.9) responses lends itself well to studying the differences in sensory processing 
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between predictive and unbiased sampling, respectively, but also to understand how these two paths 

converge and interact to shape fly behaviour.  

 

There is a striking similarity between the anatomical organisation of the fly and rodent olfactory 

systems. Like the fly ORNs, these neurons express one specific olfactory receptor and project only 

to a single or two distinct glomeruli in the rodent olfactory bulb, maintaining odour identity in 

separate channels (Mombaerts et al., 1996, Godfrey et al., 2004). Mitral and tufted cells receive 

input in the olfactory bulb and project to the piriform cortex where they synapse onto pyramidal 

neurons (Price and Powell, 1970). Odourants evoke responses in a sparse, unique ensemble of 

neurons in the piriform cortex with no apparent spatial clustering (Stettler and Axel, 2009, Iurilli 

and Datta, 2017, Poo and Isaacson, 2009), similarly to what has been observed for KCs in the 

mushroom body (Honegger et al., 2011, Perez-Orive et al., 2002, Turner et al., 2008, Ito et al., 

2008). Sparse odour coding in the piriform cortex is thought to be maintained by inhibition 

originating from interneurons that receive broadly tuned olfactory input (Poo and Isaacson, 2009, 

Large et al., 2016), similar to the importance of feedback inhibition from the APL neuron onto KCs 

for sparse coding (Lin et al., 2014a, Inada et al., 2017).  

 

Thus, there are clear similarities between the mouse and fly olfactory system in terms of sensory 

discrimination. The value of studying sensory discrimination in the fly is the numerically simpler 

nervous system, exemplified by the single APL neuron per hemisphere versus the multiple types of 

interneurons in the piriform cortex. This makes it much simpler to study the function of a neuron or 

neuronal type, by selectively manipulating that neuron using the wide selection of genetic tools 

available for flies.  

 

How does the compartmentalised nature and its importance for olfactory learning in the mushroom 

body relate to associative conditioning in vertebrates?  

 

There is little knowledge of this with regards to the piriform cortex. Network activity in the piriform 

cortex changes after associative olfactory learning, and artificial stimulation of ensembles of 

piriform cortex neurons is sufficient to drive learned behaviours, suggesting that the piriform cortex 

encode memories (Chen et al., 2011, Sevelinges et al., 2004). 

 

However, there is another structure in the vertebrate brain, the cerebellum, which has striking 

functional and structural similarities to the mushroom body. The cerebellum is thought to process 
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multimodal information in parallel, facilitating associative learning (Apps et al., 2018, Xiao and 

Scheiffele, 2018).  

 

Structurally, the cerebellum consists of granule cells that form parallel fibres akin to KC axons. 

Granule cell dendrites form claw-like shapes onto which mossy fibre afferents form connections 

within well-defined glomeruli, or ‘rosettes’, reminiscent of the microglomeruli structures where 

PNs and KCs form connections. Granule cells receive multimodal sensory or motor input from 

mossy fibres, with each granule cell receiving multiple inputs, suggesting that they encode 

representations or associations between sensory and motor information (Xiao and Scheiffele, 2018). 

The granule cell parallel fibres heavily converge onto Purkinje cells, similarly to the convergence of 

KC parallel axons onto MBONs (Farris, 2011).  

 

Functionally, parallel fibres receive broad, lateral feedback inhibition from Golgi cells in the 

cerebellum (D'Angelo et al., 2013), like the feedback inhibition from the APL neuron onto KCs. 

The synapses between parallel fibres and Purkinje cells can undergo both long-term potentiation 

(LTP) and long-term depression (LDP) (Coesmans et al., 2004), similarly to how KC-MBON 

synapses undergo plasticity through DAN signalling.  

 

To summarize, there is the same fan-out fan-in architecture for both brain structures, suggesting that 

this architecture is recurrent throughout nervous systems. Importantly, the cerebellum is also 

thought to operate in modular units, processing different types of information in parallel (Apps et 

al., 2018). Both structures decorrelate information from the previous layer, PNs to KCs for the MB, 

and mossy fibres to granule cells for the cerebellum, and then converge onto efferent neurons that 

undergo LTP and LDP.  Although the mushroom body and the cerebellum process different types of 

input (with the piriform cortex being more related to the MB in this regard), the fact that they share 

structural similarities and process multimodal information in parallel suggests that this organisation 

serves a specific mode of information processing. Indeed, this architecture has been proposed as a 

suitable substrate for associative learning (Marr, 1969, Albus, 1971).  

 

The strength of the fruit fly as a model system is exemplified by the extensive knowledge already 

obtained about the compartmentalised architecture of the mushroom body and how convergence of 

sensory identity and teaching signals onto efferent neurons drives behaviour. The 

compartmentalised, or modular, nature of the cerebellum, and the requirement for feedback 
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inhibition in vertebrate structures such as the piriform cortex and the cerebellum highlight the 

potential in studying the APL neuron.   

 

Unravelling the mechanistic basis of local computations in the fly olfactory system, will further our 

understanding of how neurons process information from different origins. Linking this to learning 

and decision-making will demonstrate the importance of local computations in the nervous system. 

From there, future studies in vertebrates can develop our understanding of learning and decision-

making in the human brain. 

 

 

Focus of this thesis 

 

To investigate the gaps in our knowledge about the function of the APL neuron and whether it 

operates locally, I set out to address the following questions. 

 

1. How does activity propagate within the APL neuron? Does depolarisation in the APL 

neuron propagate throughout its neurites (from lobes to calyx) or stay 

localised?  

 

2. What is the nature of feedback inhibition from the APL neuron to KCs? Does the spatial extent of 

feedback inhibition correspond to activity spread in the APL neuron? 

 

3. What are the spatial dynamics of plasticity in the APL neuron? Are there spatial differences in its 

electric shock response, and how does this relate to where a memory trace is formed following 

aversive conditioning? 

 

During my PhD, I was also offered the opportunity to take part in a study on the role of signalling 

through muscarine receptors in KCs on olfactory learning. The part of the study that I contributed 

was to determine where in the MB muscarine receptors played a role, and if there were KC subset-

specific effects of muscarine signalling. This was of great interest to me, as it involved a question 

similar to the ones I was addressing in my own project: what is the role of subcellular signalling in 

olfactory learning?  
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2. Materials & Methods 

2.1 Materials 

 

2.1.1 Fly rearing 

 

Fly stocks and crosses were kept at 25 °C or 18 °C (long-term stock maintenance) on a 12L:12D 

(light/dark) cycle in vials containing the following food mix: 

H2O 1 L 

Medium Cornmeal 80 g 

Dried Yeast 18 g 

Soya Flour 10 g 

Malt Extract 80 g 

Molasses 40 g 

Agar 8 g 

10% Nipagin in Absolute Ethanol 25 ml 

Propionic Acid 4 ml 

 

 

2.1.2 Fly stocks 

 

 

Designation Reference Availability 

OK107-GAL4 (Connolly et al., 1996) BDSC:854 

MB247-DsRed (Riemensperger et al., 2005) 

FLYB:FBtp0022384 

  

UAS-GCaMP6f (VK00005) (Chen et al 2013), FLYB: 

FBst0052869 

BDSC:52869 

UAS-GCaMP6f  (attP40) (Chen et al 2013), FLYB: 

FBst0042747 

BDSC:42747 

tub-FRT-GAL80-FRT (Gordon and Scott, 2009; 

Lin et al., 2014) 

BDSC:38880 
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MB247-LexA (Lin et al., 2014; Pitman et 

al., 2011), 

FLYB:FBtp0070099 

Gift from S. Waddell 

LexAop-P2X2  Unpublished Gift from A. Lin 

LexAop-GCaMP6f (Barnstedt et al., 2016) Gift from S. Waddell 

GH146-FLP (Hong 2009), FBtp0053491   

UAS-mcherry-CAAX (Kakihara et al., 2008; Lin et 

al., 2014), 

FLYB:FBtp0041366 

  

NP2631-Gal4 (Tanaka 2008) DGRC:104266 

UAS-P2X2 (Lima and Miesenbock 

2005), FLYB: FBtp0021869 

BDSC:76032 

UAS-P2X2(attP40) (Clowney et al., 2015)   Gift from V. Ruta 

UAS-Ort (Rister et al., 2007) 

FLYB:FBrf0201203 

Gift from C.Lee 

VT43924-Gal4.2 (Lin lab, unpublished) VDRC:v201194 

VT43924-LexAp65 (Lin lab, unpublished) VDRC:v201194 

LexAop2-jRGECO1a (Sun et al., 2017) FLYB: 

FBst0064426 

BDSC:64426 

UAS-CD8::GFP?? (Lee et al., 1999), FLYB: 

FBst0005130 

BDSC:5130 

R82C10LexA (Jenett et al., 2012), FLYB: 

FBst0054981 

BDSC:54981 

R48H11LexA (Jenett et al., 2012), FLYB: 

FBst0052745 

BDSC:52745 

R48B03LexA (Jenett et al., 2012), FLYB: 

FBst0054214 

BDSC:54214 

R30G08LexA (Jenett et al., 2012), FLYB: 

FBst0052679 

BDSC:52679 

474-Gal4 (Gohl et al., 

2011)FBst0063344 

BDSC:63344 

MB077B (Aso et al., 2014) 

FBrf0227179 

BDSC:68283 
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2.1.3 Equipment 

 

Equipment Vendor 

Leica S8 APO stereomicroscope Leica 

Narishige PC-10 NARISHIGE GROUP 

DSP controller LC.400 (1-Channel) npoint 

Pockels amplifier 350-80LA  conoptics 

Microscope movement controller 

MPC200 Sutter Instrument 

PXIe-1073 National Instruments 

Sutter Resonant scan box MDR-R Sutter Instrument 

Sutter Moveable Objective Microscope Sutter Instrument 

Shutter controller SC10 Thorlabs 

GO-5000M-USB camera Jai 

DALSA GENIE NANO-M1280-NIR Stemmer 

Double PatchStar Micromanipulator 

System - One Cube Scientifica 

Mai Taie eHP DeepSee Ti:S laser Spectra-Physics 

Thermorack 401 Solid State Cooling Systems 

2-Channel PicoSpritzer III 0-30PSI MCI 

Constant current isolated stimulator DS3 Digitimer 

Watson-Marlow 120S/DM2 pump Scientifica 

Nanodrop ND+1000 Fisher 



68 

 

DS3 Constant Current Isolated 

Stimulator Digitimer Ltd. 

USB6059 Digital I/O Device National Instruments 

 

 

 

2.1.4 Reagents 

 

Material Model/Reference Vendor 

TES T5691-100G Sigma 

KCl 500 g 10735874 Fisher 

CaCl2 21115-100ML Sigma 

MgCl2 M1028-100ML Sigma 

NaH2PO4 S5011-100G Sigma 

4-methylcyclohexanol 153095-250ML Sigma 

3-octanol 218405-50G Sigma 

Trehalose T9531-100G Sigma 

proteinase K P2308-10MG Sigma 

D-(+)-Glucose (aka dextrose) G8270-1KG Sigma 

histamine dihydrochloride, 5g H7250-5G Sigma 

SeTau-647-NHS K9-1949 
Seta 

Biomedicals 
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1 M HCl 15676840 Fisher 

MgATP A9187-500MG Sigma 

GABA A5835-10G Sigma 

Muscarine (mAChR agonist) M6532-5MG Sigma 

GeneJET Plasmid Miniprep Kit K0503 
Fisher 

Library Efficiency® DH5α™ Competent 

Cells 18263-012 Fisher 

One Shot® MAX Efficiency® DH5α™-

T1R Competent Cells 12297-016 Fisher 

One Shot®ccdB Survival™ 2 T1R 

chemically competent cells 10733874 Fisher 

CutSmart Buffer B7204S 

New 

England 

Biolabs 

KpnI-HF R3142S 

New 

England 

Biolabs 

HindIII-HF R3104S 

New 

England 

Biolabs 

EcoRV-HF  R3195S 

New 

England 

Biolabs 

EcoRI R3101T 

New 

England 

Biolabs 

SYBR Safe DNA Gel Stain 
S33102 

Fisher 
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Gel Loading Dye Purple (6X) B7024S 

New 

England 

Biolabs 

Platinum™ Pfx DNA Polymerase  11708013 
Fisher 

Qiaquick gel extraction kit  101676Z Qiagen 

Invitrogen™ T4 DNA Ligase (5U/uL) 10443242 Fisher 

Clonase II LR enzyme mix Gateway(TM) 

20 
10134992 Fisher 

Carbogen gas tank 131-J BOC 

Zero grade compressed air 270028-L  BOC 

 

 

 

 

2.1.5 List of filters used for widefield and two-photon microscopy 

 

Widefield: 

 

GFP filter cube 

49002 from Chroma 

excitation: 470/40 

dichroic: long-pass 495 

emission: 525/50 

 

dsRed filter cube 

49004 from Chroma 

excitation: 545/25 

dichroic: long-pass 565 

emission: 605/70 
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Cherry filter cube 

LED-mCherry-A-000 from Semrock / Laser2000 

excitation: 578/21 

dichroic: long-pass 596 

emission: 641/75 

 

Far red filter cube 

49311 from Chroma 

excitation: 599/13 

dichroic: long-pass 612 

emission: 632/28 

 

Two-photon: 

Zeiss filter holder (91015 ZEISS AXIO 2-5 Cube) 

Green filter  

525/50 from Semrock / Laser2000 

Dichroic 565dcxr CO-O551400 25.6 x 36 x 1 mm (Chroma) 

 

2.2 Methods 

2.2.1 Fly preparation 

 

Flies were cold-anesthetized and mounted in a preparation chamber covered with aluminum foil 

with a hole in the middle, using wax and dental floss, such that the fly’s dorsal and ventral sides 

were kept on opposite sides of the hole. The dorsal part was then immersed in carbogenated (95% 

O2, 5% CO2) external solution (103 mM NaCl, 3 mM KCl, 5 mM trehalose, 10 mM glucose, 26 

mM NaHCO3, 1 mM NaH2PO4, 3 mM CaCl2, 4 mM MgCl2, 5 mM N-Tris (TES), pH 7.3). The 

cuticle from the back of the fly’s head was carefully removed using forceps, followed by removal of 

fat tissue and trachea. During experiments, the brain was continuously perfused with carbogenated 

(95% O2, 5% CO2) external solution using a Watson-Marlow pump (model 120S DM2).  
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2.2.2 Functional imaging 

 

The brains were initially inspected using widefield microscopy (Moveable Objective Microscope, 

Sutter) and a xenon-arc lamp (model LAMBDA LS, Sutter). Functional imaging was carried out 

using two-photon laser-scanning microscopy (Ng et al., 2002; Wang et al., 2003). Fluorescence in 

the brain was excited using the microscope (Moveable Objective Microscope, Sutter), coupled to a 

Ti-Sapphire laser (Mai Tai eHP DS, 70 fs pulses, Spectra-Physics) set to 910 nm (or other if 

specified in figure legends), which was attenuated by a Pockels cell controller by a voltage 

amplifier (model 350-80LA, Conoptics), and connected to a galvo-resonant scanner (model MDR-

R, Sutter). Excitation was focussed using a 1.0 NA 20X objective (Olympus). Emitted light was 

captured and detected by GaAsP photomultiplier tubes (model PS-2LV, Hamamatsu Photonics) 

whose currents were amplified (TIA-60, Thorlabs) and transferred to the computer used for 

imaging. Volume imaging was carried out using a piezo objective stage (nPFocus400, nPoint). 

Volume image were acquired at 5 Hz using ScanImage 5 software. Recordings from brains that 

sustained injury, as observed by sudden, repetitive MB-wide surges in calcium signal were 

discarded. 

 

 

 

2.2.3 Odour delivery 

 

10-3 odour dilutions delivery (~ 10 ppm measured at odour tube exhaust) of 4-methylcyclohexanol 

(MCH), 3-octanol (OCT), and isoamyl acetate (IAA) was carried out by switching mass-flow 

controlled carrier and stimulus streams (Sensirion) via software-controlled solenoid valves (The Lee 

Company). This odour concentration was previously determined to evoke robust responses. 

Delivery rates were 0.5 or 0.8 l/min at the exit of the odour tube, which was positioned ~1 cm from 

the fly’s head. Labview 2015 (National Instruments) software on the image acquisition computer 

was used to control odour delivery. Odour pulses lasted 5 s. At the end of each recording where 

odour pulses were given, the tubes were purified by passing pure air through. A tube connected to a 

pump was positioned behind the fly to deplete the air of odours remaining after the odour pulse. 
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2.2.4 Picospritzer local drug application 

 

ATP, GABA or muscarine at the concentrations indicated in figure legends, together with a red dye 

for visualisation of fluid ejection, were applied locally by pressure ejection from patch pipettes 

(resistance ~10 MOhm; capillary inner diameter 0.86 mm, outer diameter 1.5 mm - Harvard 

Apparatus 30-0057) coupled to a Picospritzer III (Parker) (puff duration 10 ms, pressure 12.5 psi). 

The patch pipette was mounted on a micromanipulator with a control cube (Patchstar, Scientifica). 

The Picospritzer trigger was controlled using Labview 2015 software. The patch pipette was 

carefully brought down to the brain and pushed into the brain to be positioned at the tip of the 

vertical lobe, close to the junction point in the horizontal lobe, or in the central part of the calyx. 

Before initiating recording, fluid was manually ejected to ensure that the pipette was not blocked.  

For experiments where ATP or GABA were applied during odour stimulus, the fluid ejection was 

set to trigger the same time as the odour pulse, whereas for muscarine application the fluid ejection 

was set to occur one second before the odour pulse. The brain was continuously perfused with 

carbogenated external solution during the experiment.  

 

2.2.5 Electric shock 

 

Electric shocks were applied to the fly by bringing a rectangle of stacked copper plates coupled with 

wires to a DS3 Constant Current Isolated Stimulator (1.2 s, 32 mA, Digitimer Ltd.) into contact 

with the fly’s abdomen. The fly’s physical reaction to shock was observed with a Genie Nano-

M1280 camera (Stemmer) coupled to the computer used for image acquisition. 

 

2.2.6 Aversive conditioning 

 

Flies were subjected to aversive conditioning by pairing odour stimulus with delivery of electric 

shocks. 

 

 

For the negative reinforcement control experiment where MBONγ2α′1 responses were measured 

(Fig. 4.2), flies were exposed to OCT for 5 s, then MCH for 5 s, with a 10 s interval between the 

two odour pulses. After approximately 90 s (partially the time it takes for the script to finish after 

the last odour pulse, and the variable time it takes to select the next script, prepare the imaging 
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software for the next recording, and visually inspect the setup to confirm that the copper plates are 

still touching the fly and no water has leaked through) the flies were subjected to the training 

protocol, which consisted of 12x electric shocks (1.2 s pulse every 5 s) coupled to 60 s of OCT 

exposure, followed by 60 s MCH exposure, with a 45 s interval between the two odour pulses. This 

was followed by a post-conditioning test that was identical to the pre-conditioning protocol. 

 

The same protocol was applied for the negative reinforcement experiment where I measured the 

APL neuron’s responses (Fig. 4.3), except that the pre- and post-conditioning tests included a 5 s s 

pulse of IAA: OCT for 5 s, then MCH for 5 s, and finally IAA for 5 s, with a 10 s interval between 

each odour pulse. 

 

2.3 Analysis  

2.3.1 Analysis of imaging data 

 

∆𝐹/𝐹 calculation in ImageJ was done as follows: 

𝐹(𝑡) = 𝐹𝑅𝑂𝐼(𝑡) − 𝐹𝐵𝑘𝑔𝑛𝑑(𝑡) 

𝐹0(𝑡) = 𝐹𝑚𝑒𝑎𝑛(𝑡) over the user-defined pre-stimulus window 

∆𝐹/𝐹 = [𝐹(𝑡) − 𝐹0(𝑡)]/𝐹0(𝑡) 

 

Where F(t), the fluorescence signal at time t, is given by the difference between the fluorescence 

signal in the user-defined ROIs, 𝐹𝑅𝑂𝐼(𝑡) and the fluorescence signal in the user-defined background 

ROI, 𝐹𝐵𝑘𝑔𝑛𝑑(𝑡).  

𝐹0(𝑡) is the baseline fluorescence, given by the mean fluorescence signal in the user-defined ROIs 

during the user-defined pre-stimulus period, 𝐹𝑚𝑒𝑎𝑛(𝑡). 

 

For experiments that show quantification of neuronal responses not involving 3D-skeletonization, 

the raw ΔF/F was obtained in ImageJ by manually drawing ROIs around the MB (further specified 

below) on a montage of all captured z-slices, and an ROI in an empty region from the deepest slice 

to get an accurate measure of background fluorescence. All manual drawings of ROIs were based 

on MB landmarks revealed by expression of DsRed in the entire MB using MB247-DsRed 

(Riemensperger et al., 2005).  
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For Fig. 3.1 ROIs were drawn around the tip of the vertical lobe and the central region of the calyx, 

where the ATP was applied, judging by a co-ejected red dye ((SeTau-647, SETA BioMedicals) 

(Podgorski et al., 2012).  

 

For Fig. 4.1 and 4.3 the raw ΔF/F was obtained in ImageJ based on ROIs drawn around (V) the first 

four imaged planes from the tip of the vertical lobe, (S) the lower part, or stalk, consisting of the 

remaining vertical lobe imaging planes until the horizontal lobe becomes visible, (γ) the γ1-y3 

compartments, and the remainder of the horizontal lobe (H). See Fig. 2.2 for a schematic. Data was 

analysed in Igor Pro, where neuronal response traces from recordings were smoothed by a moving 

average over a 1 s window. For Fig. 4.1 the average ΔF/F responses were quantified by taking the 

average ΔF/F over a 2.5 s time window starting from onset of electric shock. This was further 

averaged across all 3 electric shocks given during the recordings. For Fig. 4.3 the responses for 

each odour were calculated by taking the mean ΔF/F over a 3.5 s time window starting 0.5 s into 

the odour pulse. This time window captured the most significant portion of the response across 

stimulus all regions, taking into account the delay from triggering odour delivery to a neuronal 

response. The following equation describes how the change in odour responses between pre- and 

post-conditioning was quantified (CS+ example): 

Δ𝐹/𝐹 (𝐶𝑆 +𝑝𝑜𝑠𝑡)

Δ𝐹/𝐹(𝐼𝐴𝐴𝑝𝑜𝑠𝑡)
−

Δ𝐹/𝐹 (𝐶𝑆 +𝑝𝑟𝑒)

Δ𝐹/𝐹(𝐼𝐴𝐴𝑝𝑟𝑒)
 

For recordings where an ROI had an IAA response that was within 1 standard deviation of the noise 

level (measured as the mean fluorescence signal during the pre-stimulus period), the data point for 

that ROI was excluded.  

 

 

Fig. 2.2 Schematic of ROIs for quantification of electric shock response 

Schematic showing the ROIs used to quantify the APL neuron’s responses to electric shocks and pre- and post-

conditioning odour responses. The same schematic is shown in Fig. 4.1 and 4.3. 

 

For Fig. 4.2 ROIs were drawn around all neurites visible by GCaMP6f fluorescence in all the 

imaged planes. Data was analysed in Igor Pro, where neuronal response traces from recordings were 
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smoothed by a moving average over a 1 s window. The responses for each odour were calculated by 

taking the average ΔF/F over a 3.5 s time window starting 0.5 s into the odour pulse. The following 

equation describes how the change in odour responses between pre- and post-conditioning was 

quantified (CS+ example): 

Δ𝐹/𝐹 (𝐶𝑆 +𝑝𝑜𝑠𝑡)

Max Δ𝐹/𝐹(𝐶𝑆 +𝑝𝑟𝑒)
−

Δ𝐹/𝐹 (𝐶𝑆 +𝑝𝑟𝑒)

Max Δ𝐹/𝐹(𝐶𝑆 +𝑝𝑟𝑒)
 

 

For Fig. 5.1 and 5.2, the raw ΔF/F was obtained in ImageJ based on ROIs drawn around each KC 

subset in both the vertical and horizontal lobe. Data was analysed in Igor Pro, where neuronal 

response traces from recordings were smoothed by a moving average over a 1 s window and 

responses were calculated as the average or maximum ΔF/F in the time windows specified in the 

panels or figure legend.  

 

2.3.2 3D-skeletonization  

 

The following is based on MATLAB code mainly conceptualized by Andrew Lin. I mainly 

contributed to conceptualization, troubleshooting, and bug fixing, and writing of the part required 

for interpolation and plotting of the time series (further described below).  

 

To visualise the whole brain structure of interest and characterise neuronal responses in 3D 

throughout this structure, a custom-written MATLAB code was used to generate a 3D-skeleton of 

the brain structure. This code loads the movie recording and creates an ‘activityMap’ class with a 

set of parameters relevant to the recording (number of dimensions, dimension lengths, number of 

slices, pixel calibration, frame rate), which calculates and stores ΔF/F data for ScanImage 

recordings. Another class, ‘activityMapParams’, holds all the parameters required to create an 

activityMap object.  

 

The movie is displayed as a montage, with z-slices shown in individual windows. The user draws 

ROIs around the brain structure in all the windows, creating a mask of it. This mask, shown as a 

montage, is used to manually set points along the structure, creating a connected series of points 

that correspond to a branch. Here, we drew two branches. The first one from the tip of the vertical 

lobe to the tip of the calyx, and the second one starting from the junction between the lobes and to 

the tip of the horizontal lobe. The user then defines a zero point from which a skeleton of the whole 

structure is generated. Here, the zero point corresponds to the junction between the horizontal and 
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vertical lobes. From this point, the skeleton is drawn as evenly spaced nodes of user-defined 

spacing, consisting of the designated branches (Fig. 2.3) 

  

For multiple movies from experiments on the same fly (individual recordings of responses to: odour 

alone, odour+drug, and drug alone, at different puff sites: vertical, horizontal, or calyx), the code 

loads all the movies together, using the first movie as a template to superimpose the other movies 

onto, and runs cross-correlation to find offsets that describe how much each movie must be moved 

to have the highest correlation with the template. From this an average image is constructed, on 

which the user draws a mask that is used to generate a skeleton that is common for all those movies.  

 

In order to compare neuronal responses in the MB from different experiments (different genotypes 

with the same or different stimulus) we expanded the code to normalize the dimensions of the MB 

from any recording to a set of averaged dimensions. The code calculates the average length of the 

vertical lobe, horizontal lobe, and the peduncle based on all recordings. These average values are 

used to stretch or squish each individual recording to match the averages, whereby we can match 

responses of different recordings at any given distance from the zero point of the skeleton 

(junction).  

 

The code calculates the background signal in a user defined channel and ROI (for each recording I 

chose a region outside the MB in the deepest z-slice). The loaded movie is smoothed in the in x-y 

plane using a Gaussian filter and smoothed in time by using a moving average window of 5 frames. 

The background is subtracted after filtering. The user sets a pre-stimulus period which is used for 

calculating ΔF/F. With a user-defined stimulus time-window, the code calculates ΔF/F for each 

skeleton node, generating a ΔF/F vs distance plot, indicating which branch the node belongs to, 

with each node represented as a set distance away from the zero point. It also generates a time series 

plot, displaying ΔF/F for each node vs time.  

 

For recordings from multiple experiments (different genotypes, different stimulus) that have been 

analysed together, the code calculates ΔF/F separately for the different conditions and generates 

CSV files where ΔF/F is plotted vs distance. In this case the code treats the tip of the calyx as the 

‘zero distance point’ and generates separate files for calyx-vertical lobe and calyx-horizontal lobe 

plots (Fig. 2.3). For the spatial analysis of the normalized inhibitory effect shown in Fig. 3.20-3.22, 

3.25, and 3.27, the calculation was done as follows: 
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(𝑂𝑑𝑜𝑟&𝐴𝑇𝑃 − 𝑂𝑑𝑜𝑟)

𝑀𝐴𝑋𝑂𝑑𝑜𝑟
 

 

 

 

Figure 2.3 3D skeleton representations of the lobes 

Example images showing a 3D skeleton divided into two branches, representing (A) the vertical lobe or (B) the 

horizontal lobe. The 3D skeletons are colour-coded for distance (C), with the calyx set as the origin (0). Higher 

intensity indicates greater distance. The images were generated using a custom written MATLAB code.   

 

Time series plots were generated by using the movie recordings with normalized skeleton 

dimensions (described above). Because the resonant scanner’s frequency can vary slightly from one 

recording to another, the code interpolates the time points in each recording to match a frame time 

of 0.2 s for all recordings from flies with the same genotype and same type of stimulus. For each 

skeleton node at each time point, the inhibitory effect of activating the APL neuron on KC odour 

responses was quantified as the difference in ΔF/F between the KC odour response with and 

without ATP stimulation of the APL neuron, normalized to the ΔF/F peak odour response without 

ATP stimulation:  

(𝑂𝑑𝑜𝑟&𝐴𝑇𝑃 − 𝑂𝑑𝑜𝑟)

𝑀𝐴𝑋𝑂𝑑𝑜𝑟
 

Using the peak odour response instead of the average for normalizing was more robust for 

recordings where the odour response was low, where normalizing to the average caused extreme 

magnification of small changes These values are then averaged across all the recordings that have 

the same ATP stimulus site. Finally, it duplicates the skeleton into calyx-vertical lobe and calyx-

horizontal lobe branches and plots ΔF/F vs time for each skeleton node. 
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For the spatial analysis shown in Fig. 3.20-3.22, 3.25, and 3.27, the normalized inhibitory effect 

was calculated the same way, but instead of calculating the effect at each time point, it was 

calculated as the mean ΔF/F response in a 2.5 s time window from the onset of odour stimulus, or 

the onset of ATP stimulation for recordings with ATP alone.  

2.4 Molecular biology 

2.4.1 Gel electrophoresis 

 

Gel electrophoresis was carried out using 0.7-1.0% agarose gel containing 1 µg/mL ethidium 

bromide or 1% Sybr safe (Fisher), and 1x Gel Loading Dye Purple (6X) (New England Biolabs) in 

1x TBE buffer at 80 or 100V.  

 

2.4.2 Generation of new DNA constructs 

 

Plasmids 

pBPGUw was a gift from Gerald Rubin (HHMI Janelia Research Campus. 19700 Helix Dr, 

Ashburn, VA 20147, United States) (Addgene plasmid # 17575; http://n2t.net/addgene:17575; 

RRID: Addgene_17575) 

pUAST-ZipLexADBD was a gift from Chi-hon Lee (Institute of Cellular and Organismic Biology, 

Academia Sinica. 128 Academia Road, Section 2, Nankang, Taipei, 115, Taiwan) (Ting et al, 2011)  

The following enhancer constructs were gifts from Gerald Rubin: VT049483, VT039550, 

VT030604, GMR35B12, GMR12F03, GMR44E04, GMR45H04, GMR21D08, GMR16A06, 

GMR13F02 (Jenett et al., 2012) 

 

2.4.3 Strategy 

 

The following work was carried out to generate enhancer-ZipLexADBD lines for split-LexA 

labelling of KC subsets. The outline below describes the strategy to reach the final step of creating a 

Zip-LexADBD construct with a Gateway cassette in front, and subsequently use the Gateway LR 

clonase reaction to swap the cassette for the different enhancer-sequences. 

1. Amplify the ZipLexADBD fragment from the pUAST-ZipLexADBD plasmid  

2. Replace the Gal4 sequence in PBGUw with ZipLexADBD by restriction digest and 

subsequent ligation reaction 
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3. Use Gateway LR clonase reaction to insert the various enhancers in front of ZipLexADBD 

in the PBGUw-ZipLexADBD construct 

 

Amplification of Zip-LexADBD 

The following primers 5’-ATTAGGTACCATGCTGGAGATCCGCGCC-3’ (forward) and 

‘GCTAAAGCTTTTACAGCCAGTCGCCGTT’ (reverse) were used to amplify ZipLexADBD 

from the pUAST-ZipLexADBD vector (Ting et al., 2011) using Platinum™ Pfx DNA Polymerase 

(Invitrogen, Fisher). The reaction mix consisted of: 

1x Pfx amplification buffer 5 µL 

10 mM dNTPs 1.5 µL 

10 µM forward primer 1.5 µL 

10 µM reverse primer 1.5 µL 

50 mM MgSO4 1 µL 

DNA template 1 µL 

Platinum Pfx DNA polymerase 0.4 µL 

dH2O 39 µL 

 

PCR program: 

1x 94°C  94°C, 180 s 

 

30x 

94°C 15 s 

55°C 30 s 

68°C 60 s 

1x 68°C 420 s 

 

Transformation of PBGUw in One Shot®ccdB Survival™ 2 T1R chemically competent cells 

(Fisher), and pUAST-ZipLexADBD in One Shot® MAX Efficiency® DH5α™-T1R Competent 

Cells (Fisher) was carried out as follows: 

For each transformation, a vial of the cells was thawed on ice. 0.5 μL of DNA of interest and 1 μL 

of the pUC19 control plasmid were added to a vial each and gently mixed. The vials were incubated 

on ice for 30 min, then heat-shocked for 30 s at 42 °C, and subsequently put on ice for 2 minutes. 

250 μL S.O.C Medium was added to each vial. The vials were shaken horizontally at 37 °C at 225 

rpm for 1 h. 10 (PBGUw, pUC19) and 100 μL (PBGUw, pUC19, and pUAST-ZipLexADBD)  or 
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20 μL and 200 μL (PBGUw-ZipLexADBD ligation reaction product)  from each transformation 

was spread on pre-warmed selective plates. Plated were incubated overnight at 37 °C. 

The enhancer constructs were transformed in Library Efficiency® DH5α™ Competent Cells 

(Fisher) similarly to transformation of PBGUw as described above.  

Single colonies were transferred to individual 4 mL liquid cultures with 4 μL ampicillin (100 

mg/mL) and 4 μL chloramphenicol (25 mg/mL) (PBGUw, PBGUw-ZipLexADBD ligase reaction 

product) or 4 μL ampicillin (100 mg/mL) (pUAST-ZipLexADBD) and incubated overnight at 37 

°C.  

 

Replacing Gal4 sequence with Zip-LexADBD 

PBGUw was subsequently restriction-digested with Kpn1-HF and HindIII-HF using Cutsmart 

buffer (all from New England Biolabs) by 1 h incubation at 37 °C.  

PBGUw digest and ZipLexADBD PCR products were purified from a gel using Qiaquick gel 

extraction kit (Qiagen). ZipLexADBD was subsequently digested with Kpn1-HF and HindIII-HF 

using Cutsmart buffer, run on a gel, and purified using Qiaquick gel extraction kit.  

The reaction mix consisted of: 

5x Ligase reaction buffer 4 µL 

Vector DNA (PBGUw) 5 µL 

Insert DNA (ZipLexADBD) 0.5 µL (3:1 insert to vector ratio) 

T4 DNA ligase 1 µL 

dH2O 9.5 µL 

The reaction was incubated for 1 h at 24 °C. A similar reaction was prepared for a vector-only 

control. The reactions were subsequently transformed in One Shot®ccdB Survival™ 2 T1R 

chemically competent cells as previously described, plated and incubated overnight at 37 °C. 6 

individual colonies were transferred to liquid cultures, from which minipreps were carried out using 

GeneJET plasmid Miniprep kit (Fisher). The isolated plasmids were restriction digested with 

EcoRV-HF and HindIII-HF using Cutsmart buffer. The ligase reaction products were verified by 

gel electrophoresis. One of these verified plasmids was sent for sequencing with the primers 

5’- CCGCTGCCTTCGTTAATA-3’ (forward) 

5’-TTTAAAAACTTAAGCCAGG-3 (reverse) 

 

Enhancer vectors were isolated using GENEJET plasmid Miniprep kit, and DNA concentrations 

were determined using a Nanodrop ND-1000 (Fisher). 
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LR clonase reaction 

LR clonase reaction was carried out with the enhancer vectors as donors and PBGUw-

ZipLexADBD as the destination vector, using Clonase II LR enzyme mix Gateway(TM) 20 

(Fisher). This was done according to manufacturer’s protocol, with the exception that: 

(1) All components were scaled down to half the indicated volume. 

(2) Transformation was carried out with Library Efficiency® DH5α™ Competent Cells. 

The clonase reaction products were restriction digested using EcoRI-HF (New England Biolabs) 

and EcoRV-HF for verification of products and sent to Bestgene for fly injection.  

 

3. Input to the APL neuron remains localised, but its output has a 

widespread effect 

 

3.1 Overview of the chapter 
 

This chapter covers a series of experiments I conducted to determine (1) whether activity in the 

APL neuron can remain localised, (2) to what extent it attenuate as it propagates, (3) where in the 

MB the APL neuron inhibits KCs, and (4) how widespread its inhibitory effect is on KC activity. 

 

Section 3.2.1 addresses (1), where I investigate whether APL neuron activity evoked by local 

stimulation in the vertical lobe or the calyx attenuates before it reaches the other region. 

 

In section 3.2.2 I use a novel method to characterise temporal and spatial decay of activity in the 

APL neuron in the entire MB using imaging using a custom written MATLAB code.  

 

I address (3) and (4) in section 3.2.3 and 3.2.4 by quantifying how local stimulation of the APL 

neuron in the MB lobes and calyx affects KC activity spatially to determine how widespread the 

APL neuron’s inhibitory effect is. 

 



83 

 

In section 3.2.5 I investigate whether the spatial extent of the APL neuron’s inhibitory effect on KC 

activity can be reproduced by local GABA application, or if GABA application has a more limited 

effect. This indirectly addresses how reliable my estimate of activity spread in the APL neuron is.  

 

Finally, section 3.2.6 addresses one of the main challenges with my experimental approach, trying 

to estimate the extent of drug dispersion from the patch pipette.  

 

3.2 Results  

 

3.2.1 Activity arising in the lobular and calyceal projections of the APL neuron are 

spatially segregated 

 

Section 1.2.10 highlighted the anatomical and functional features of the APL neuron that makes it 

an interesting candidate for studying local computations. One of the main questions to be addressed 

is whether activity remains localised in the APL neuron. The previous finding suggesting that the 

APL neuron is non-spiking (Papadopoulou et al., 2011), combined with the extensive arborisations 

of the APL neuron in the MB strongly point towards the possibility that input to the APL neuron 

would evoke a local, not global, response. 

 

I initially sought to determine if there was spatial segregation between activity in the APL neuron’s 

projections in the MB lobes and the calyx (henceforth referred to as lobular and calyceal 

projections, respectively). Determining this would establish if there is spatial segregation of activity 

in the APL neuron on a broader level. The actual characterisation of activity spread in the entire MB 

is presented in section 3.3.2.  

 

Segregated activity between the APL neuron’s lobular and calyceal projections has implications for 

its role in sparse coding of KC odour responses. It is unclear whether the inhibition required for 

sparse odour coding observed in KC cell soma (Lin et al., 2014a) arises from inhibition of KC 

axons in the lobes, the calyx or both. As the APL neuron forms reciprocal synapses to KCs 

throughout the MB (Xu et al., 2020), the feedback inhibition onto KCs could impose sparseness on 

odour responses in any part of the MB.  
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The lobes and cell soma are distal to the KC putative AIS (Trunova et al., 2011). Presumably, 

sparseness would have to be imposed before KCs fire action potentials, as it is difficult to envision 

how the responses observed in the KC cell soma could be sparse otherwise. This makes it unlikely 

that the sparseness observed in KC cell soma is due to feedback inhibition in the MB lobes, as KCs 

would have to spike for activity to reach the MB lobes. If instead the APL neuron imposes 

sparseness on KC odour responses by feedback inhibition through its reciprocal synapses with KC 

dendrites, any activity that reaches the cell soma and lobes would be sparsened. This idea is 

supported by the finding that KC dendrites can release vesicles (Christiansen et al., 2011).  

 

Thus, for the sparseness observed in KC cell soma, it follows that if there is spatial segregation of 

activity between the APL neuron’s lobular and calyceal projections, it would suggest that the APL 

neuron can impose sparseness on KC odour responses locally in the calyx. Of course, this would 

not exclude the possibility that feedback inhibition from the APL neuron’s lobular projections also 

contributes to sparse coding of odour responses in the KC axons.  

 

To investigate whether there is spatial segregation of activity in the APL neuron, I initially decided 

to determine if local input from KCs to the APL neuron would evoke activity that propagates from 

the calyx to the tip of the vertical lobe, or vice versa, as this is the longest distance between two 

points along the neurites of the APL neuron. Because KCs generate action potentials (Perez-Orive 

et al., 2002, Turner et al., 2008), but their lobular projections are distal from their putative AIS 

(Trunova et al., 2011), I thought that local stimulation of KCs in the calyx and the lobes might have 

different effects, with only calyceal stimuli likely to generate spikes and concurrent widespread 

activity in the APL neuron. To do this, I expressed P2X2 in the KCs using the MB247-LexA driver. 

By driving expression of GCaMP6f (Chen et al., 2013) in the APL neuron, I could image its 

responses to activation of KCs in different parts of the MB. 
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Figure 3.1 Activity in the APL neuron is spatially restricted 

Imaging responses of the APL neuron to ATP stimulation of: (B2) KCs in 474-Gal4>UAS-GCaMP6f, MB247-

LexA>LexAop-P2X2 flies or (B3) 474-Gal4>UAS-GCaMP6f, MB247-LexA (negative control), (B4) or ATP 

stimulation of the APL neuron in tubP-FRT-Gal80-FRT, GH146-FLP, NP2631-Gal4>UAS-GCaMP6f, UAS-P2X2 flies 

with 1.5mM ATP (100 ms pressure ejection at 12.5 psi) in the tip of the vertical lobe or the calyx, as indicated in the 

schematics and tables. Response curves show the average across all flies with SEM shading. Scatter plots show 

individual data points, quantifying responses for 5s (grey shading) from stimulus onset (vertical black bar). (A) Table 

showing which neuron was imaged, what the genotype of the flies were, and what type of stimulus was used. (B1) MB 

schematics showing the ROIs where responses were quantified, and where ATP was applied (arrow). (B2-B4) Response 

curves of the APL neuron to ATP stimulation of KCs or the APL neuron, as indicated in the table. (C1) Scatter plot 

showing the ratio of the average responses of the APL neuron in the unstimulated region to the stimulated region. (C2-

C4) Scatter plots showing the average response of the APL neuron. (D) Expression pattern of 474-Gal4>UAS-GFP 

(adapted from inSite database, accessed 06.11.2019). The outline shows expression of GFP in the APL neuron’s 

projections, while the arrows indicate the cell bodies. (E) Expression pattern of NP2631-GAL4>UAS-mCherry, tubP-
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FRT-Gal80-FRT, GH146-FLP, MB247-LexA>LexAop-GCaMP3. Scale bar is 50 µm (adapted from Lin et al., 2014). n 

(B2, C2) = 11 (7 flies), n (B3, C3) = 8 (4 flies), n (B4, C4) = 11 (9 flies). Statistics: (C1) paired t-test, **p<0.01. (C2) 

Two-way ANOVA, interaction factor ****p<0.0001. (C3) Two-way ANOVA, interaction factor = *p<0.0394. (C4) 

Multiple t-tests with Holm Sidak multiple comparisons correction, ***p<0.001. 

 

Using patch pipettes coupled to a pressure ejection system, I locally puffed ATP on the tip of the 

vertical lobe. This elicited activity at the tip of the vertical lobe, and possibly elsewhere in the APL 

neuron’s lobular projections, but not the calyx, while ATP application in the calyx evoked activity 

in both the calyceal and lobular projections of the APL neuron (Fig. 3.1 B2, C1, C2). The same 

stimulation of flies without the KC driver for P2X2 elicited no detectable response in any case (Fig. 

3.1 B3, C3). These results are consistent with the notion that calyceal stimulation would lead to 

integration at the KC AIS and generate spikes, eliciting widespread activity in the APL neuron, 

while lobular stimulation only locally depolarises the KCs and in turn elicits local activity in the 

APL neurites. 

 

A more direct approach to the question would be to image the APL neuron while directly 

stimulating the APL neuron. To do this I expressed P2X2 and GCaMP6f in the APL neuron, and 

puffed ATP on the same regions as described above. Because the 474-Gal4 driver (Gohl et al., 

2011) used in Fig. 3.1 B, C labels other neurons close to the MB, I decided to use an intersectional 

approach to achieve more sparse labelling for specific activation of the APL neuron (Fig. 3.1 D vs 

E). GH146-FLP (Weizhe et al., 2009) and NP2631-Gal4 (Tanaka et al., 2008) both label the APL 

neuron. Combined with tubP-FRT-Gal80-FRT, the Gal80 will be expressed ubiquitously, except in 

the neurons labelled by the GH146 driver, where expression of FLP will excise the Gal80. Thus, 

Gal4 will only be expressed in neurons labelled by both GH146 and NP2631, leading to specific 

labelling of the APL neuron (Fig. 3.1 E).  

 

Stimulation of the APL neuron in either region evoked no activity in the unstimulated region (Fig. 

3.1 B4, C4). These findings establish that activity arising in the APL neuron in either of the regions 

described above does not propagate to the other region. This suggests that sparsening of KC somata 

odour responses by feedback inhibition from the APL neuron might be independent of the APL’s 

lobular projections.  

 

This approach provided no information about the extent to which activity propagates in the APL 

neuron throughout the MB, only that it does not propagate from the tip of the vertical lobe to the 
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calyx, and vice versa. Characterising activity spread in the APL neuron in the entire MB would 

show to what extent activity arising from different parts of the APL neuron propagates. Depending 

on how localised activity in the APL neuron is, it could be differentially affecting KC activity 

between different MB compartments. The findings to this question could expand our understanding 

of how the APL neuron operates in the context of memory formation in the MB. 

 

One way to approach this task would be to manually draw ROIs throughout the entire MB for every 

recording. However, this could introduce great variability in the way ROIs are drawn from one 

recording to another, and make it difficult to compare responses in different parts of the MB 

between recordings from flies where the shape or size of the MB varies due to the brains of 

different flies being slightly compressed or stretched. A semi-automated approach that takes into 

account differences in MB size and shape across different recordings would generate more robust 

results in considerably less time.  

 

3.2.2 Whole-MB characterisation of activity attenuation in the APL neuron 

 

To achieve this goal, Dr. Andrew Lin and I developed a MATLAB code (henceforth referred to as 

‘skeleton code’) to analyse the MB as a 3D ‘skeleton’ of the MB. This 3D skeleton is based on user-

drawn ROIs outlining the MB (based on the MB-specific anatomical marker MB247-DsRed 

(Riemensperger et al., 2005)) in individual z slices from the two-photon microscopy recordings. 

The software constructs a 3D skeleton from these ROIs, divides the skeleton into evenly spaced 

segments, and calculates the change in GCaMP signal for each segment during a defined period (see 

Methods section 2.3.2 for detailed description) (Fig. 3.2).  
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Figure 3.2 Example 3D skeleton and anatomical reference for quantification of responses 

(A) The image is generated from user-drawn ROIs of the MB, using MB247-DsRed as landmark, divided into equally 

spaced segments, and colour-coded for distance. In this example, the junction between the horizontal and vertical lobe 

was set as the origin. Higher intensity indicates greater distance (scale on right). (B) Cartoon showing a simplified 

representation of the 3D skeleton with distance coordinates and letters indicating the two distalmost segments of the 

calyx (C, black), the vertical lobe (V, green), and the horizontal lobe (H, blue). These three coloured letters are 

henceforth used to represent the described segments in figures and text below.  

 

There will be differences between the length of the vertical and horizontal lobular branches and the 

peduncle from one fly to another. To be able to match neuronal responses of flies from different 

experiments, the skeleton code calculates an average length of the vertical and horizontal lobe, and 

the peduncle. For every recording, the code stretches or compresses the lengths of these parts to 

match the average lengths. This allowed us to characterise neuronal activity throughout the MB, but 

also to make comparisons between different experiments. For these experiments I added a red dye 

to the patch pipette to be able to approximate how far the ATP puff spreads. I identified Setau-647 

(Seta Biomedicals) and Alexa Fluor 647 (Fischer) as potential candidates. The MW of ATP is 

507.18 g/mol, while Alexa Fluor 647 is 1155.06 g/mol, and Setau-647 is 1780 g/mol. Thus, based 

on MW, Alexa Fluor 647 would be a better approximation of ATP spread, but Setau-647 has a 

higher quantum yield and total brightness across a range of dye-to-protein ratios, and therefore I 

chose the latter. For some of my recordings, the red dye signal was less than 2% ΔF/F, so a dimmer 

dye would possibly have caused complications due to low signal-to-noise ratio. 

 

A previous student in Andrew Lin’s lab, Raquel Suarez-Grimalt, developed a new APL driver, 

VT43924-Gal4.2, based on the original VT43924-Gal4 (Tirian and Dickson, 2017). This line 

showed more reliable expression than the original VT line and didn’t have stochastic labelling like 

the intersectional approach described above. It also labels fewer neurons near the MB compared to 

474-Gal4, making it applicable for ATP stimulation of the APL neuron. For this reason, I used 

VT43924-Gal4.2 for the following experiments.  

Looking at the time courses, localised artificial activation of the APL neuron elicited a strong local 

response that attenuated as it propagated throughout the neuron, with higher concentration of ATP 

leading to prolonged and larger responses (Fig. 3.3 A1-A3 vs B1-B3 and C1-C3). For puffing on 

the horizontal lobe, there were no strong differences between the different segments in terms of how 

persistent the evoked responses were (Fig. 3.3 A1-C1).  
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Figure 3.3 Time courses of the APL neuron’s responses to local artificial activation 

Imaging responses of the APL neuron to ATP stimulation (10 ms pressure ejection at 12.5 psi). (A-C) top: Table 

showing which neurons were imaged, fly genotype, and stimulus type, with MB schematics below showing which 

neuron expresses what transgene(s). Left: Example 3D-skeletons divided into the vertical (top) and horizontal (bottom) 

lobular branches, with distance-coloured segments, and an arrow showing where the ATP was puffed. Right: The 

curves show the ΔF/F vs time averaged across all recordings with the same conditions (ATP concentration and puff site) 

in the branch indicated by the 3D-skeleton on the left across time. Each curve shows the response of its colour-matched 

segment. (A1-A3) 0.3 mM, (B1-B3) 0.75 mM, and (C1-C3) 1.5 mM ATP stimulation. Stimulation occurred at 0 s. Grey 

shading indicates the time window used for quantification of the matching plots in Fig. 3.4. Fly genotype: VT43924-

Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. n (A1) = 8 (5 flies), n (A2) = 7 (4 flies), n (A3) = 4 (4 flies), n 

(B1, B2) = 10 (6 flies), n (B3) = 6 (4 flies), n (C1, C2) = 9 (6 flies), n (C3) = 5 (4 flies). 

 

In contrast, activity evoked by puffing ATP on the vertical lobe and calyx were most persistent in 

the proximal segments (Fig. 3.3 A2-C2 and A3-C3). 

 

To get a clear picture of the extent of activity spread, I carried out spatial analysis of the 3D 

skeleton by quantifying the responses for each segment in a time window that I deemed would 

capture the greatest part of the effect across different concentrations and puff regions (0-2.5 s from 

stimulus onset), highlighted by the grey shading in the figures. Furthermore, I chose to make 

statistical comparisons of the tip of the two lobular branches and the calyx (referred to as V, H, and 

C), depicted in the cartoon in Fig. 3.2, comparing the responses at the stimulated site to the 

unstimulated ones (Fig. 3.4).  

 

For stimulation of the horizontal lobe, I found that 0.3 mM ATP stimulation elicited a statistically 

significantly lower response at the tip of the vertical lobe and the calyx, whereas at higher 

concentrations the difference was only significant compared to the calyx (Fig. 3.4 A1-C1).  

 

Calyceal stimulation elicited a statistically significantly lower response at the tip of the lobular 

branches (V and H, as shown in Fig. 3.2) only with 0.75 mM ATP. Although this was not the case 

for 0.3 and 1.5 mM, the trend was clear, with very little variation in the data, and more repeats 

would likely confirm this (Fig. 3.4 A3-C3).   

 

In comparison, stimulation of the vertical lobe showed pronounced attenuation, eliciting a small 

response in the junction only at the highest concentration, and no detectable response in the calyx or 

the tip of the horizontal lobe (Fig. 3.3 and 3.4, A2-C2).  
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Fig. 3.4 Spatial quantification of the APL neuron’s responses to local artificial activation 

(A-C) top: Table showing which neurons were imaged, fly genotype, and stimulus type, with MB schematics below 

showing which neuron expresses what transgene(s). Left: MB schematics showing the 3D-skeleton distance 

measurements, with the calyx represented by 0 (origin), and the vertical and horizontal branches represented in green 

and blue colours, respectively. Top panels: Response curves showing mean ΔF/F responses of the imaged neuron to the 

indicated stimuli, vs distance from the calyx to the tip of the two lobular branches, in the grey-shaded periods shown in 

Fig. 3.3 (2.5s from stimulus onset). The colour of the curves matches the vertical (green) and horizontal (blue) lobular 

branches depicted in the schematics shown on the left. Data shown is the average across all flies for that condition 
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+SEM shading. Bottom panels: Scatter plots showing the average response of the two most distal segments of the calyx 

(C), vertical (V), and horizontal lobe (H), quantified from the same period as the top panels. Each dot represents an 

individual recording. Data shown is mean. Error bars show mean +SEM. Fly genotype: VT43924-Gal4.2>UAS-

GCaMP6f, UAS-P2X2, MB247-DsRed. n (A1) = 8 (5 flies), n (A2) = 7 (4 flies), n (A3) = 4 (4 flies), n (B1, B2) = 10 (6 

flies), n (B3) = 6 (4 flies), n (C1, C2) = 9 (6 flies), n (C3) = 5 (4 flies). 

 

Calyceal stimulation elicited the longest lasting activity (Fig. 3.3 A3-C3), possibly due to the ATP 

taking longer to wash away in the calyx, nevertheless the activity did not spread farther than the 

peduncle (Fig. 3.4 A3-C3). Possible explanations for regional differences in activity propagation 

are discussed in section 3.3.1. 

 

How does this artificial activation of the APL neuron compare to more naturalistic stimulus in terms 

of stimulus strength? The extent of activity spread in the APL neuron to odour stimulus could be 

higher if odour stimulus evokes a stronger response than what I observe with artificial activation, 

meaning that my experiment would underestimate activity spread in the APL neuron in a more 

physiologically relevant context.  

 

Figure 3.5  

Imaging responses of the APL neuron to odour 

stimulus  

(A-B) Left: Example 3D-skeletons divided into the vertical 

(A) and horizontal (B) lobular branches, with distance-

coloured segments. Right: The curves show the average of all 

recordings in the branch indicated by the 3D-skeleton on the 

left across time. Each curve shows the response of its colour-

matched segment. The thick black horizontal bar indicates the 

onset and duration of IAA stimulus. Fly genotype: VT43924-

Gal4.2>UAS-GCaMP6f.  n = 6 (5 flies).  
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However, if artificial activation elicits a stronger response than odour stimulus, it would suggest 

that activity spread in the APL neuron is more restricted than my data indicate. To determine this, I 

recorded activity in the APL neuron while providing the flies with odour stimulus (Fig. 3.5). 

 

Compared to odour responses, the ATP stimulation elicited a stronger local response in the APL 

neuron at either of the stimulus sites (Fig. 3.3 vs 3.5). 0.3 mM ATP stimulation was most similar in 

amplitude to odour responses, except for stimulation of the vertical lobe, where the local response 

was more than twice as high with ATP stimulation. Thus, it is unlikely that local KC input to the 

APL neuron during odour stimulus evokes more widespread activity in the APL neuron than what I 

observed with ATP stimulation. 

 

In summary, activity propagation was generally observed to be more widespread with higher ATP 

concentration, but it was evident that the activity was attenuating from the stimulation site and 

outwards. These findings established that activity originating from different regions of the lobes or 

the calyx in the APL neuron is spatially restricted, in agreement with a previous study suggesting 

that the APL neuron is non-spiking (Papadopoulou et al., 2011). Spatially segregation of inputs 

suggests that the APL neuron could locally compute information.  

 

3.2.3 Local activation of the APL neuron has a largely local inhibitory effect on KC 

baseline activity 

 

My next aim was to investigate how widely the inhibition from the APL neuron affects KCs. If the 

inhibitory effect attenuates as it propagates from the stimulus site, it would indicate that the APL 

neuron can function locally. This is an intriguing possibility in the context of the anatomically 

segregated MB compartments formed by MBON and DAN neuronal processes (Aso et al., 2014a). 

If inhibition from the APL neuron locally affects KC responses, it could match the MBON 

compartment-specific plasticity that occurs during olfactory learning (Hige et al., 2015, Owald et 

al., 2015, Perisse et al., 2016). In this context it is most interesting to characterise the inhibitory 

effect of the APL neuron in the lobes, as this is where the MBON compartments are situated. 

However, as an extension of determining how localised activity spread in the APL neuron is, and to 

get a comprehensive picture of the effect of feedback inhibition originating from different parts of 

the APL neuron, I decided to also stimulate the APL neuron in the calyx.  
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Throughout the remainder of the chapter, there will be tables providing an overview of the 

numerous figures making various comparisons between different experiments or groups within 

experiments to help orient the reader. In some figures there will be data from puffing GABA on 

the MB. They are shown together with the ATP puffing data for the sake of comparison in 

section 3.2.5, and not duplicated to avoid redundancy and excessive use of space.   

 

 

Fig# Type Neurons 

imaged 

APL> 

P2X2? 

Odour? Stim ATP 

conc 

3.6 Traces KC Y N ATP, GABA various 

3.7 Quantification 

(3.6) 

KC Y N ATP, GABA various 

3.8 Quantification 

(3.11-12) 

APL v 

KC 

Y v N N ATP 0.3 mM 

3.9 Quantification 

(3.13-14) 

APL v 

KC 

Y v N N ATP 0.75 mM 

3.10 Quantification 

(3.15-16) 

APL v 

KC 

Y v N N ATP 1.5 mM 

Table 3.1 Overview of figures below 

The table shows an overview of the figures described in the text below. “Fig#” indicates the number of the figure. 

“type” indicates whether the figure shows traces or quantification of traces. “Neurons imaged” shows whether KCs, the 

APL neuron, or both, were imaged. “APL>P2X2?” indicates whether P2X2 was expressed or not “Odour?” indicates 

whether the flies were given an odour stimulus or not. “Stim” indicates the type of stimuli given to the flies. “ATP 

conc” indicates which concentration(s) of ATP were used.   

 

I initially stimulated the APL neuron while imaging KCs in absence of any odour stimulus to 

determine if this would affect the neurons’ baseline activity, as it has previously been reported that 

there is subthreshold activity and spontaneous spikes in KCs (Gu and O'Dowd, 2006, Turner et al., 

2008). To do this I expressed P2X2 in the APL neuron, and GCaMP6f in the KCs. Additionally, I 

looked at the time courses of the recordings to observe if there were temporal differences between 

the responses of individual segments.   

 

ATP stimulation of the APL neuron in either of the three puff regions in absence of any odour 

stimulus revealed that there is a level of baseline activity in KCs which decreases upon stimulating 
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the APL neuron (Fig. 3.6). This was observed at all ATP concentration levels. This decrease in 

baseline activity could originate from spikes, (Turner et al., 2008), subthreshold spontaneous 

activity (Gu and O'Dowd, 2006), or a combination of both.  

 

Higher concentrations elicited a stronger and longer lasting decrease in baseline activity (Fig. 3.6 

A1-A3 vs B1-B3 vs C1-C3). Stimulation of the horizontal lobe seemed to have a stronger effect 

than stimulation of the vertical lobe (Fig. 3.6 A1-C1 vs A2-C2) and was more widespread (Fig. 3.6 

A1-C1 and A2-C2 horizontal branch vs vertical branch).  

 

Surprisingly, puffing ATP on the calyx elicited a local increase in calcium influx, while having the 

opposite effect in the lobes of KCs. This is likely due to leaky expression (uncontrolled expression 

of the gene of interest, discussed further below). The effect of puffing on the calyx lasted longer 

than that for the other puff sites (Fig. 3.6 A1-C1 vs A2-C2 vs A3-C3). There was no striking 

difference between the time courses for different segments of the 3D skeleton for any given puff 

site. 

 

To get a clear picture of the spatial extent of the APL neuron’s inhibitory effect on KC baseline 

activity and make direct comparisons between the V, H, and C segments of the 3D skeleton (Fig. 

3.2), I carried out spatial analysis as I did for activity spread in the APL neuron. Fig. 3.7 compares 

spatial analysis across the different ATP concentrations to determine differences due to stimulus 

strength. For each puff site, the responses are normalized to the largest absolute value within that 

group (A1-D1, A2-D2, and A3-D3, in Fig. 3.7), for comparisons across concentrations (and later 

comparison to GABA application). The subsequent three figures show side-by-side spatial analysis 

comparisons of activity spread in the APL neuron elicited by ATP stimulation (Fig. 3.8-3.10 A1-

A3), the effect of APL activation on KC baseline activity (Fig. 3.8-3.10 B1-B3), and the negative 

control without a P2X2 driver (Fig. 3.8-3.10 C1-C3). These figures emphasise how activity spread 

in the APL neuron relates to the inhibitory effect of locally stimulating the APL neuron on KC 

baseline activity. For each puff site, the response plots for the experimental and negative control 

flies were normalized to the largest absolute value in the experimental fly plots (C1 to B1, C2 to 

B2, C3 to B3, in Fig. 3.8-3.10) to make comparisons between the experimental and negative control 

flies.  
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Figure 3.6 Time courses showing inhibition of KC activity caused by activation of the APL 

neuron or GABA application 

Fly genotypes: (A-C) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (D) OK107-Gal4>UAS-

GCaMP6. n (A1-A3) = 10 (9 flies), n (B1-B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 9 (7 flies), n (D1, D2) = 

13 (8 flies), n (D3) = 11 (6 flies). Grey shading indicates time window used for quantification in Fig. 3.6. See legend for 

Fig. 3.3 for further details. 
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The time courses for these figures are described further below (Fig. 3.11-3.16). For clarity, it 

should be noted that the normalizations described above for the spatial analysis were not 

carried out for time courses, only spatial analysis.  

 

The inhibitory effect of stimulating the horizontal lobe was most prominent locally, the effect 

decreasing towards C and V, with higher concentrations evoking a more widespread effect. For 1.5 

mM ATP there was not statistically significant difference between H and V in terms of the decrease 

in baseline activity (Fig. 3.7 A1-C1). Stimulation of the APL neuron in the horizontal lobe had a 

more far-reaching effect on KC baseline activity than the extent of activity spread observed in the 

APL neuron, which attenuated as it propagated through the peduncle and the vertical lobe (Compare 

panel A1 and B1 in Fig. 3.8-3.10).  

 

Puffing ATP on the vertical lobe had a strong local effect on KC baseline activity that attenuated 

with distance. Higher concentrations had a stronger and more far-reaching effect (Fig. 3.7 A2-C2). 

The decrease in baseline activity was only significantly different between V and H for 0.3 mM 

ATP. This effect was considerably more widespread than what I observed for activity spread in the 

APL neuron (Compare A2 to B2 in Fig. 3.8-3.10). Whereas activity in the APL neuron evoked by 

puffing on the vertical lobe evoked a strong local response that attenuated before even reaching the 

horizontal lobe (panel A2 in Fig. 3.8-3.10), the inhibitory effect on KC baseline activity was much 

broader. It affected baseline activity in parts of the peduncle and horizontal lobe, albeit to gradually 

weaker extent as it propagated away from the puff site (panel B2 in Fig. 3.8-3.10). 

 

Spatial analysis confirmed the observation that calyceal stimulation of the APL neuron evoked an 

increase in GCaMP6f signal locally in the calyx, but otherwise decreased baseline activity 

elsewhere in KC projections (Fig. 3.7 A3-C3). Puffing ATP on the calyx in flies with no P2X2 

driver evoked an increase in GCaMP6f throughout the KC projections, while puffing ATP on the 

lobes had no clear effect (Fig. 3.8-3.10 C1-C3). This was likely due to leaky expression of P2X2 in 

the PNs or KCs. In the experimental flies, puffing ATP on the calyx activated the APL neuron, 

which locally releases GABA onto the KCs in the calyx. It is likely that this leaky expression causes 

a local increase in calcium influx in the calyx, but the simultaneous inhibition from the APL neuron 

likely blocked spikes from occurring, which would explain why there was a concurrent decrease in 

baseline activity in the lobes (Fig. 3.7 A3-C3).  
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Figure 3.7 Spatial quantification showing inhibition of KC activity caused by GABA 

application or activation of the APL neuron with different ATP concentrations 

Fly genotypes: (A-C) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (D) OK107-Gal4>UAS-

GCaMP6f. n (A1-A3) = 10 (9 flies), n (B1-B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 9 (7 flies), n (D1, D2) = 

13 (8 flies), n (D3) = 11 (6 flies). See legend for Fig. 3.4 for further details. 
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Figure 3.8 Spatial comparison of activity spread in the APL neuron to the inhibition of KC 

activity caused by APL neuron activation or negative control (0.3 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n 

(A1) = 8 (5 flies), n (A2) = 7 (4 flies), n (A3) = 4 (4 flies), n (B1-B3) = 10 (9 flies), n (C1-C3) = 4 (2 flies). See legend 

for Fig. 3.4 for further details. 

 

 



100 

 

 

Figure 3.9 Spatial comparison of activity spread in the APL neuron, to the inhibition of KC 

activity caused by APL neuron activation or negative control (0.75 mM ATP). 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n 

(A1, A2) = 10 (6 flies), n (A3) = 6 (4 flies), n (B1, B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 5 (3 flies). See 

legend for Fig. 3.4 for further details. 
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Figure 3.10 Spatial comparison of activity spread in the APL neuron, to the inhibition of KC 

activity caused by APL neuron activation or negative control (1.5 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f See 

legend for Fig. 3.4. n (A1, A2) = 9 (6 flies), n (A3) = 5 (4 flies), n (A3) = 9 (7 flies), n (C1-C3) = 6 (4 flies), n (D1-D3) 

= 11 (6 flies).  
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In summary, the effect of local activation of the APL neuron with ATP locally decreased baseline 

activity in KCs, attenuating as it propagated from the stimulus site. In the lobes, the effect was 

strongest and more sustained for puffing ATP on the horizontal lobe compared to the vertical lobe. 

This difference between the puff sites in suppression of KC baseline activity could be due to the 

same reasons that contribute to differential activity spread in the APL neuron when puffing ATP on 

different sites, i.e. differences in ATP dispersion or ion channel expression. This observation is 

further discussed in section 3.3.2. The results for calyceal stimulation are difficult to interpret due to 

the leaky expression causing an increase in KC baseline activity in the calyx, but the concurrent 

decrease in the lobes suggests that inhibition from the APL neuron onto KCs in the calyx does 

affect baseline activity throughout the MB.  

 

3.2.4 Local stimulation of the APL neuron inhibits KC odour responses beyond the 

spatial extent to which it is activated  

 

The next step was to determine how local activation of the APL neuron would affect KC odour 

responses. Before I was looking at KC baseline activity, where the feedback loop between KCs and 

the APL neuron is unlikely to play a significant role. With odour stimulus, a broader network of 

neurons is recruited, including the feedback loop between KCs and the APL neuron, making 

interpretation of the results more complicated. First, I wanted to compare the time courses of KC 

odour responses with (Fig. 3.11-3.16 C1-C3) and without ATP (Fig. 3.11-3.16 A1-A3), relative to 

the time course of KC baseline activity inhibition evoked by activation of the APL neuron (Fig. 

3.11-3.16 B1-B3)..  

 

Fig# type Neurons 

imaged 

APL> 

P2X2? 

Odour? Stim ATP 

conc 

3.11 Traces KC Y Y v N ATP, IAA 0.3 mM 

3.12 Traces KC N Y v N ATP, IAA 0.3 mM 

3.13 Traces KC Y Y v N ATP, IAA 0.75 mM 

3.14 Traces KC N Y v N ATP, IAA 0.75 mM 

3.15 Traces KC Y Y v N ATP, IAA 1.5 mM 

3.16 Traces KC N Y v N ATP, IAA 1.5 mM 

Table 3.2 Overview of figures below 

See legend for Table 3.1 for details.  
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This allowed me to determine how well the temporal decrease in KC odour responses matches the 

effect of APL activation on KC baseline activity 

 

For 0.3 mM ATP puffing on the horizontal lobe and vertical lobe, the inhibitory effect on odour 

responses was most prominent just before the odour response, and during the peak of the response. 

(compare panels A1-C1 to A2-C2 in Fig. 3.11). This matches well with the time course of KC 

baseline activity during activation of the APL neuron (Fig. 3.11 B1 and B2). Compared to 0.3 mM 

ATP, puffing 0.75 and 1.5 mM ATP on the lobes showed a stronger and longer lasting decrease in 

KC baseline activity, which was reflected in the inhibitory effect on KC odour responses (Fig. 3.13 

and 3.15, A1-C1 and A2-C2). There was no such clear effect from ATP application on the lobes in 

the corresponding negative controls (Fig. 3.12, 3.14, and 3.16, A1-C1 and A2-C2).  

 

0.3 mM ATP evoked a relatively modest increase in GCaMP6f signal in the calyx (Fig. 3.11 B3 vs 

Fig. 3.13 B3 and 3.15 B3), and an overall strong decrease in odour responses throughout the MB 

(Fig. 3.11 A3 vs C3). This suggests that the local increase calcium influx evoked by puffing ATP 

on the calyx did not reflect actual depolarisation of the KCs, as this would likely have resulted in 

some level of increased GCaMP6f signal in the KC lobular projections. The observed decrease in 

the KC lobular projections is likely because activation of the APL neuron simultaneously inhibited 

the KCs in the calyx (further elaborated in section 3.3.2).  

 

Compared to 0.3 mM ATP, puffing 0.75 or 1.5 mM ATP on the calyx evoked a stronger and 

longer-lasting response (Fig. 3.11 C3 vs C3 in Fig. 3.13 and Fig. 3.15). In view of the leaky 

expression of P2X2 that likely causes a local increase in calcium influx in the calyx, this response 

was not as large as would be expected if there was a summation of the ATP- and odour-evoked 

calcium influx (A3 vs C3 in Fig. 3.13 and Fig. 3.15). This supports the notion that the increased 

calcium influx caused by ATP activating P2X2 channels in the KCs in the calyx does not represent 

a matching depolarisation of KCs. In the negative control flies, however, I observed that there was 

summation of the ATP- and odour-evoked increase in calcium influx throughout the KC projections 

when puffing ATP on the calyx (Fig 3.14 and Fig. 3.16, A3 vs C3), suggesting that puffing ATP on 

the calyx in the negative control flies did depolarise the KCs. 
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Figure 3.11 Time courses showing inhibition of KC baseline activity or odour responses 

caused by APL neuron activation (0.3 mM ATP)   

Fly genotype: VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (all graphs) = 10 (9 flies). Grey 

shading indicates time window used for quantification in Fig. 3.8. See legend for Fig. 3.3 for further details. 
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Figure 3.12 Time courses showing the effect of ATP application on KC baseline activity or 

odour responses (no P2X2 driver, 0.3 mM ATP)  

Fly genotype: UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (all graphs) = 4 (2 flies). Grey shading indicates time 

window used for quantification in Fig. 3.8. See legend for Fig. 3.3 for further details. 
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Figure 3.13 Time courses showing inhibition of KC baseline activity or odour responses 

caused by APL neuron activation (0.75 mM ATP)   

Fly genotype: VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (A1-C1, A2-C2) = 10 (9 flies), n 

(A3-C3) = 9 (8 flies). Grey shading indicates time window used for quantification in Fig. 3.9. See legend for Fig. 3.3 

for further details. 
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Figure 3.14 Time courses showing the effect of ATP application on KC baseline activity or 

odour responses (no P2X2 driver, 0.75 mM ATP)   

Fly genotype: UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (all graphs) = 5 (3 flies). Grey shading indicates time 

window used for quantification in Fig. 3.9. See legend for Fig. 3.3 for further details. 
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Figure 3.15 Time courses showing inhibition of KC baseline activity or odour responses 

caused by APL neuron activation (1. 5 mM ATP) 

Fly genotype: VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (all graphs) = 9 (7 flies). Grey 

shading indicates time window used for quantification in Fig. 3.10. See legend for Fig. 3.3 for further details. 



109 

 

 

Figure 3.16 Time courses showing the effect of ATP application on KC baseline activity or 

odour responses (no P2X2 driver, 1.5 mM ATP)  

Fly genotype: UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (all graphs) = 6 (4 flies). Grey shading indicates time 

window used for quantification in Fig. 3.10. See legend for Fig. 3.3 for further details.  
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How well did the spatial extent of the APL neuron’s inhibitory effect correspond to the spread of 

activity in the APL neuron? Addressing this question would be insightful in terms of assessing how 

reliable my characterisation of activity spread in the APL neuron is. If the APL neuron’s inhibitory 

output is more widespread, the GCaMP6f signal might underestimate the actual extent of activity 

spread in the APL neuron. Alternatively, my estimate of activity spread is accurate, and other 

mechanisms could facilitate a more widespread inhibitory effect (discussed in section 3.3.2). First, I 

looked at the time courses to see how these two measurements matched temporally. For each 

segment at each time point, the inhibitory effect of activating the APL neuron on KC odour 

responses was quantified as the difference between the KC odour response with and without ATP 

stimulation of the APL neuron, normalized to the peak odour response without ATP stimulation: 

(𝑂𝑑𝑜𝑟&𝐴𝑇𝑃−𝑂𝑑𝑜𝑟)

𝑀𝐴𝑋𝑂𝑑𝑜𝑟
 . Using the peak odour response instead of the average for normalizing was 

more robust for recordings where the odour response was low, where normalizing to the average 

caused extreme magnification of small changes.      

 

Fig# type Neurons 

imaged 

APL> 

P2X2? 

Odour? Stim ATP 

conc 

3.17 Traces APL v 

KC 

Y Y v N ATP, 

IAA 

0.3 mM 

3.18 Traces APL v 

KC 

N Y v N ATP, 

IAA 

0.75 mM 

3.19 Traces APL v 

KC 

Y Y v N ATP, 

IAA 

1.5 mM 

3.20 Quantification 

(3.17) 

APL v 

KC 

N Y v N ATP, 

IAA 

0.3 mM 

3.21 Quantification 

(3.18) 

APL v 

KC 

Y Y v N ATP, 

IAA 

0.75 mM 

3.22 Quantification 

(3.19) 

APL v 

KC 

N Y v N ATP, 

IAA 

1.5 mM 

Table 3.3 Overview of figures below 

See legend for Table 3.1 for details. 

 

For 0.3 mM ATP puffing on the lobes, there was a strong match between activity spread in the APL 

neuron and the inhibition time courses for the horizontal lobe (Fig. 3.17 A1 vs B1),  
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Figure 3.17 Time courses showing APL neuron activity spread or inhibition of KC odour 

responses caused by APL neuron activation or negative control (0.3 mM ATP) 

(A1-A3) APL neuron ΔF/F responses to ATP stimulation (10 ms pressure ejection at 12.5 psi), or (B1-B3, C1-C3) 

normalized inhibitory effect of ATP stimulation of the APL neuron on KC odour responses. This is quantified as the 

difference between KC odour responses with and without ATP stimulation of the APL neuron, normalized to the odour 

responses without ATP stimulation, for each individual segment, at each timepoint.  (A-C) top: Table showing which 

neurons were imaged, fly genotype, and stimulus type, with MB schematics below showing which neuron expresses 

what transgene(s). Left: Example 3D-skeletons divided into the vertical (top) and horizontal (bottom) lobular branches, 

with distance-coloured segments, and an arrow showing where the ATP was puffed. The curves show the ΔF/F (A1-A3) 

or normalized inhibitory effect (B1-B3 and C1-C3) vs time averaged across all recordings with the same conditions 

(ATP concentration and puff site) in the branch indicated by the 3D-skeleton on the left. Each curve shows the response 

or effect of its colour-matched segment. Stimulation occurred at 0 s. Grey shading indicates the time window used for 

quantification in Fig. 3.20. Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. 

(B1-B3) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-

LexA>LexAop-GCaMP6f n (A1) = 8 (5 flies), n (A2) = 7 (4 flies), n (A3) = 4 (4 flies), n (B1-B3) = 10 (9 flies), n (C1-

C3) = 4 (2 flies). 

 

while activity spread in the APL neuron evoked by puffing on the vertical lobe lasted considerably 

longer than its inhibitory effect on KC odour responses, with the latter showing a sharp peak and 

quick decay compared to the former (Fig. 3.17 A2 vs B2). 

 

For 0.75 and 1.5 mM ATP, the results were quite similar, with the disparity between activation of 

the APL neuron and its inhibitory effect on KC odour responses becoming more obvious (Fig. 3.18 

and Fig. 3.19, A2 vs B2).  

 

For 0.3 mM ATP KCs in the negative control flies showed an effect of similar magnitude to KCs in 

the experimental flies, although this was biphasic, with a brief decrease followed by a rise (Fig. 

3.17 C1 and C2). This could be due to the leaky expression of the P2X2 driver in the APL neuron, 

KCs, or other unknown neurons. Interestingly, at higher concentrations, this effect was smaller 

relative to the effect observed in the experimental flies (Fig. 3.18 and Fig. 3.19, C1-C2 vs B1-B2). 

As the spatial analysis further below will show, puffing ATP on the lobes in the experimental flies 

had a clear spatially differential effect for 0.75 and 1.5 mM ATP in particular, whereas for the 

negative controls the effect was comparably negligible, and spatially indistinguishable (Fig. 3.20-

3.22). 
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Figure 3.18 Time courses showing APL neuron activity spread or inhibition of KC odour 

responses caused by APL neuron activation or negative control (0.75 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f n 

(A1, A2) = 10 (6 flies), n (A3) = 6 (4 flies), n (B1, B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 5 (3 flies). Grey 

shading indicates time window used for quantification in Fig. 3.21. See legend for Fig. 3.17 for further details. 
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Figure 3.19 Time courses showing APL neuron activity spread or inhibition of KC odour 

responses caused by APL neuron activation or negative control (1.5 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n 

(A1, A2) = 9 (6 flies), n (A3) = 5 (4 flies), n (B1-B3) = 9 (7 flies), n (C1-C3) = 6 (4 flies). Grey shading indicates time 

window used for quantification in Fig. 3.22. See legend for Fig. 3.17 for further details. 
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For puffing on the calyx, activation of the APL neuron was longer-lasting than the corresponding 

activation observed when puffing in other regions (Fig. 3.17-3.19, A3 vs A1 and A2). The 

inhibitory effect on KC odour responses was also notably lengthy, lasting ~3-4s longer than the 

odour pulse (Fig. 3.17-3.19, B3 vs B1 and B2).  

 

I then carried out spatial analysis to properly determine how widespread the inhibitory effect of 

local activation of the APL neuron was, and to make direct comparisons between specific parts of 

the MB (Fig. 3.2, regions V, H, and C). For Fig. 3.20-3.22, the inhibitory effect was quantified as 

previously described (page 95), except that the time domain was collapsed into a single interval 

where the inhibitory effect was quantified, highlighted by the grey shading in Fig 3.17-3.19. 

Additionally, for each puff site, the inhibitory effect plots for the experimental and negative control 

flies were normalized to the largest absolute value in the experimental fly plots (Compare C1 to B1, 

C2 to B2, C3 to B3, in Fig. 3.20-3.22) to make comparisons between the experimental and negative 

control flies.  

 

Activating the APL neuron in either the vertical or horizontal lobes had a considerably more 

widespread effect on KC odour responses than the activity spread evoked in the APL neuron (Fig. 

3.20-3.22 A1 vs B1 and A2 vs B2).  

 

This disparity in spatial extent between the activity propagation in the APL neuron and the 

inhibitory effect on KC odour responses was particularly prominent in the case of puffing ATP on 

the vertical lobe, considering that activity in the APL neuron did not spread any further than the 

junction with any ATP concentration for this puff site (Fig. 3.20-3.22, A2). Puffing 0.3 mM ATP 

on the vertical lobe showed similarly sized effects for the experimental and negative control flies 

(3.20 B2 and C2), which reflects the dip observed in the time courses of the inhibitory effect for 

these recordings (Fig. 3.17 B2 and C2). The raw odour response traces show that, for the 

experimental flies, there was a modest decrease in odour response from puffing ATP on the vertical 

lobe (Fig. 3.11 A2 vs C2), while for the negative control flies it is hard to make out any difference 

by looking at the raw odour response time courses (Fig. 3.12 A2 vs C2). The reason the effect looks 

prominent in the spatial analysis (Fig. 3.20 C2) is because the negative control values in the spatial 

analysis are normalized to the experimental values (Fig. 3.17 B2), which had a modest maximum 

effect size itself. There was no obvious effect of puffing 0.75 or 1.5 mM ATP on the lobes in the 

negative control flies (Fig. 3.21-3.22 C1 and C2). 
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Figure 3.20 Spatial comparison of activity spread in the APL neuron to the inhibition of KC 

odour responses caused by APL neuron activation or negative control (0.3 mM ATP) 

(A-C) top: Table showing which neurons were imaged, fly genotype, and stimulus type, with MB schematics below 

showing which neuron expresses what transgene(s). Left: MB schematics showing the 3D-skeleton distance 

measurements, with the calyx represented by 0, and the vertical and horizontal branches represented in green and blue 

colours, respectively. Top panels: Response curves showing mean ΔF/F responses of the APL neuron to ATP 

stimulation (A1-A3), or the normalized inhibitory effect on KC odour responses caused by ATP stimulation of the APL 

neuron (B1-B3, C1-C3), vs distance from the calyx to the tip of the two lobular branches, in the grey-shaded periods 
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shown in Fig. 3.15 (2.5s from stimulus onset). The colour of the curves matches the vertical (green) and horizontal 

(blue) lobular branches depicted in the schematics shown on the left. The normalized inhibitory effect was quantified as 

the difference between KC odour responses with and without ATP stimulation of the APL neuron, normalized to KC 

odour responses without ATP stimulation, for each individual segment. Data shown is for responses averaged across all 

recordings for that condition +SEM shading. Bottom panels: Scatter plots showing the average response of the two most 

distal segments of the calyx (C), vertical (V), and horizontal lobe (H), quantified from the same period as the top panels. 

Each dot represents an individual recording. Data shown is mean. Error bars show mean +SEM. Fly genotypes: (A1-

A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-Gal4.2>UAS-P2X2, MB247-

LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n (A1) = 8 (5 flies), n (A2) = 7 (4 

flies), n (A3) = 4 (4 flies), n (B1-B3) = 10 (9 flies), n (C1-C3) = 4 (2 flies). 

 

 

For puffing 0.75 and 1.5 mM ATP on the horizontal lobe, the inhibitory effect was statistically 

significantly different for H compared to V and C, while no difference was found for 0.3 mM ATP. 

This suggests that, while the inhibitory effect was widespread, it was strongest locally. For vertical 

lobe stimulation with 0.75 and 1.5 mM ATP, there was only a statistically significant difference 

between V and C (Fig. 3.21-3.22 B2), emphasizing the contrast with the strictly localised activity 

spread in the APL neuron when puffing on the vertical lobe (Fig. 3.20-3.22 A2). No difference was 

found for 0.3 mM ATP stimulation (Fig. 3.20 B2).  

 

Puffing ATP on the calyx decreased KC odour responses in the lobes (Fig. 3.20-3.22 B3), but 

similarly to the effect I observed on baseline activity (Fig. 3.7 A3-C3), it increased the GCaMP6f 

signal in the calyx (Fig. 3.21-3.22 B3). The exception was 0.3 mM ATP, where there was a 

decrease in odour responses throughout the KC projections (Fig. 3.20 B3), reflecting the modest 

local increase in calcium influx resulting from puffing 0.3 mM ATP on the calyx (Fig. 3.11 A3-C3 

and Fig. 3.20-3.22 A1). The results for the calyceal stimulation must be interpreted with caution, as 

the leaky expression meant that the ATP puff stimulated the KCs in the calyx, but to a smaller 

extent for 0.3 mM ATP. I observed an inhibitory effect on the lobes from stimulating the APL 

neuron in the calyx for all concentrations, suggesting that inhibition from the APL neuron onto KCs 

in the calyx has a widespread effect (Fig. 3.24 A3-C3).  
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Figure 3.21 Spatial comparison of activity spread in the APL neuron to the inhibition of KC 

odour responses caused by APL neuron activation or negative control (0.75 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n 

(A1, A2) = 10 (6 flies), n (A3) = 6 (4 flies), n (B1, B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 5 (3 flies). See 

legend for Fig. 3.20 for further details. 
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Figure 3.22 Spatial comparison of activity spread in the APL neuron to the inhibition of KC 

odour responses caused by APL neuron activation or negative control (1.5 mM ATP) 

Fly genotypes: (A1-A3) VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-

Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. n 

(A1, A2) = 9 (6 flies), n (A3) = 5 (4 flies), n (B1-B3) = 9 (7 flies), n (C1-C3) = 6 (4 flies). See legend for Fig. 3.20 for 

further details. 
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In summary, local stimulation of the APL neuron in the lobes and the calyx decreased KC odour 

responses (with the caveat that there was a local influx of calcium due to leaky P2X2 expression), 

suggesting that the APL neuron can inhibit KCs in both the MB lobes and the calyx. The inhibitory 

output of the APL neuron seemed to be more widespread than my estimates of its internal activity 

spread would suggest. This could be either due to an underestimation of activity spread in the APL 

neuron, widespread release of GABA from the APL neuron, or other mechanisms that facilitate 

widespread inhibition (discussed in section 3.3.2).  

 

3.2.5 Local puffing of GABA and local activation of the APL neuron have similar 

effects on KC activity 

 

Does the APL neuron release GABA more widely than my estimates of its activity spread suggests? 

This could occur if there is a level of calcium spread that is too low for GCaMP6f to detect, but 

sufficient to evoke vesicle release, and thereby inhibit KCs. To address this question, I attempted to 

reproduce the increased inhibition onto KCs by locally stimulating the APL neuron through locally 

applying GABA. To my knowledge, the APL neuron is the only known neuron that targets KCs 

with GABA release. One study suggested that the DPM neuron is GABAergic and can inhibit KCs 

(Haynes et al., 2015). This was based on GABA antibody staining showing colocalization with the 

DPM neuron and using a chloride sensor to show that activation of the DPM neuron increases 

chloride levels in KCs. However, a recent transcriptome study found no Gad1 expression in the 

DPM neuron (Aso et al., 2019). The increased chloride in KCs observed from DPM activation 

could be indirectly mediated by GABA release from the APL neuron, as the two neurons are 

coupled by gap junctions (Wu et al., 2011).  

 

Thus, puffing GABA on the MB can be used as an approach to approximate GABA release from 

the APL neuron. If puffing GABA on the MB has a considerably more localised effect, it would 

suggest that activity propagates further in the APL neuron than the calcium transients show, or that 

its inhibitory effect is not as localised as its spread of intracellular activity. Thus, puffing GABA on 

the MB could have a similar effect on KCs as activation of the APL neuron, depending on how far 

it spreads from the application site, and the amplitude of its effect. First, I looked at the time courses 

of the KC raw odour responses to odour stimulus with and without locally puffing GABA on the 

MB to characterise the temporal nature of its inhibitory effect on different segments (Fig. 3.23).  
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Figure 3.23 Time courses showing KC responses to IAA, GABA application, or both 

Fly genotype: OK107-Gal4>UAS-GCaMP6f. n (A1-C1, B2-C2) = 13 (8 flies), n (A3-C3) = 11 (6 flies). Grey shading 

indicates time window used for quantification in Fig. 3.7. See legend for Fig. 3.3 for further details. 
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I observed modest decreases in KC odour responses when puffing GABA on the lobes (Fig. 3.23 

A1 vs C1 and A2 vs C2), while puffing on the calyx strongly decreased KC odour responses (Fig. 

3.23 A3 vs C3). For puffing GABA on the lobes, the inhibitory effect mainly affected the peak of 

the odour responses, which corresponded well with the brief dip in KC baseline activity evoked by 

GABA application in absence of odour stimulus (Fig. 3.23 B1 vs C1 and B2 vs C2). Puffing 

GABA on the calyx had a longer-lasting effect on KC baseline activity, and a corresponding longer 

effect on KC odour responses (Fig. 3.23 B3 vs C3). 

 

The next two figures show the time courses from Fig. 3.17-3.19 column B (Fig. 3.24) and the 

spatial analysis graphs from Fig. 3.20-3.22 column B (Fig. 3.25) side-by-side, respectively, to 

compare the effects of locally activating the APL neuron with local application of GABA. For the 

time courses, the inhibitory effect was calculated and normalized as previously described (page 

112). No normalization was carried out between individual panels.  

 

For puffing GABA on the horizontal lobe, the result was most similar to that of activating the APL 

neuron with 0.3 mM ATP (Fig. 3.24 A1 vs D1), while puffing GABA on the vertical lobe looked 

more similar to 0.75 or 1.5 mM ATP, but broadened the inhibitory effect over a longer duration 

(Fig. 3.24 A2-C2 vs D2). Puffing GABA on the calyx closely resembed the inhibitory effect evoked 

by activating the APL neuron with 0.3 mM ATP, but seemed to have a longer-lasting effect for the 

calyceal segments (Fig. 3.24 A3 vs D3), and as expected, did not show the local increase in calcium 

influx in KC calyceal projections due to leaky P2X2 expression that I observed when I activated the 

APL neuron with higher concentrations (Fig. 3.24 B3-C3 vs D3). 

 

To characterise the spatial differences in the inhibitory effect and make direct comparisons between 

specific segments of the MB (Fig. 3.2, regions V, H, and C), I carried out spatial analysis of the 3D 

skeleton (Fig. 3.25). The inhibitory effect was quantified as previously described (page 112), except 

that the time domain was collapsed into a single interval where the inhibitory effect was quantified, 

highlighted by the grey shading in Fig 3.24. Furthermore, for each puff site, the responses are 

normalized to the largest absolute value within that group (A1-D1, A2-D2, and A3-D3), for 

comparison between local activation of the APL neuron and local GABA application. This section 

will also cover the effect of locally puffing GABA on KC baseline activity (panels D1-D3 in Fig. 

3.6 and 3.7). 
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Figure 3.24 Time courses showing inhibition of KC odour responses caused by GABA 

application or APL neuron activation with different ATP concentrations 

Fly genotypes: (All but D1-D3) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (D1-D3) OK107-

Gal4>UAS-GCaMP6f. n (A1-A3) = 10 (9 flies), n (B1-B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 9 (7 flies), n 

(D1, D2) = 13 (8 flies), n (D3) = 11 (6 flies). Grey shading indicates time window used for quantification in Fig. 3.25. 

See legend for Fig. 3.17 for further details. 
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Figure 3.25 Spatial quantification showing inhibition of KC odour responses caused by GABA 

application or activation of the APL neuron with different ATP concentrations 

Fly genotypes: (All but D1-D3) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (D1-D3) OK107-

Gal4>UAS-GCaMP6f. n (A1-A3) = 10 (9 flies), n (B1-B2) = 10 (9 flies), n (B3) = 9 (8 flies), n (C1-C3) = 9 (7 flies), n 

(D1, D2) = 13 (8 flies), n (D3) = 11 (6 flies). See legend for Fig. 3.20 for further details.  

 

Puffing GABA on the MB lobes had largely similar effects on KC baseline activity as activation of 

the APL neuron with ATP. The effect size was most like 0.3 mM ATP activation of the APL 

neuron (compare panels D1-D3 to A1-A3, B1-B3, and C1-C3 in Fig. 3.6). The decrease in KC 

baseline activity at H was statistically significantly stronger than V or C for puffing GABA on the 

horizontal lobe (Fig. 3.7 D1), while the statistics for puffing on the vertical lobe were similar to the 

results for 0.75 and 1.5 mM ATP (Fig. 3.7 A2-D2). In contrast to ATP, GABA puffing on the calyx 
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did not increase the baseline activity at C, but rather caused a decrease throughout the MB (Fig. 3.7 

D3).  

 

GABA puffing on the MB lobes had a strong local, but also widespread, effect on KC odour 

responses (Fig. 3.24 and Fig. 3.25). Puffing on the horizontal lobe strongly decreased odour 

responses at H, but also decreased the responses at C and V to a lower extent (Fig. 3.25 D1). This 

effect size was most similar to 0.3 mM ATP. Puffing GABA on the vertical lobe had a strong 

inhibitory effect on V, but also affected odour responses at C and H, with no statistically significant 

difference between V and H. Interestingly, the effect size at V was stronger than that observed with 

any concentration of ATP (Fig. 3.25 A2-D2). Puffing GABA on the calyx reduced KC odour 

responses throughout the MB (panel D3 in Fig. 3.24 and Fig. 3.25).  

 

In summary, the inhibitory effect of puffing GABA on the MB lobes had a strong local, but also 

weaker distal effects on KC odour responses, similar to the observations made for APL activation. 

As expected, puffing GABA on the calyx inhibited KC odour responses throughout the MB. These 

findings do not directly demonstrate how widely the APL neuron releases GABA. However, they 

suggest that the widespread inhibitory effect observed from locally stimulating the APL neuron is 

not due to an underestimation of activity spread in the APL neuron, or widespread release of 

GABA. In section 6.5.1 I discuss other ways of addressing the spatial extent of the APL neuron’s 

inhibitory output. 

 

3.2.6 Comparison of activity or effect spread vs red dye spread 

 

One of the main limitations of my method of stimulating the APL neuron is the lack of a direct 

measure of ATP spread from the point of fluid ejection from the pipette. The smaller molecular 

weight of ATP vs the red dye means that quantification of red dye spread is at best an 

approximation of ATP spread.  

 

To determine how well the red dye reflected the release of ATP and concomitant spread of activity 

in the APL neuron, I created scatter plots of red dye ΔF/F against the GCaMP6f ΔF/F or the 

inhibitory effect. The spread of the red dye was a reasonable approximation of activity spread in the 

APL neuron, particularly so for puffing on the vertical lobe, where the neuronal response and the 

red dye both show a steep drop from the puff site (Fig. 3.26 A2). For puffing on the horizontal lobe 
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and the calyx, the more widespread red dye signal was reflected in the widespread response (Fig. 

3.26 A1 and A3). The highest-responding segment was rarely the same as the one with highest red 

dye signal, but there was a general trend to observe.  

 

For the suppression of KC baseline activity observed with APL activation, the plots reflect the more 

widespread effect, particularly for puffing on the vertical lobe. Even when the red dye signal is at 0, 

there are still many segments with a large response (Fig. 3.26 B2). This was also the case for the 

horizontal lobe, although to a lesser extent (Fig. 3.26 B1). For puffing on the calyx, the plot shows 

the opposite effects on the calyx and the lobes due to the leaky expression of P2X2, with a peak 

response coinciding at or near the segment with the highest red dye signal (Fig 3.26 B3).  

Plotting the inhibitory effect on odour responses vs the red dye signal showed a similar trend to 

what was observed for the suppressive effect on KC baseline activity (Fig. 3.27). Many of the 

segments showed responses despite there being no red dye signal, for both puffing on the vertical 

lobe and the horizontal lobe (Fig. 3.27 A1 and A2).  

 

For the effect of GABA puffing on KC baseline activity and odour responses, I observed similar 

behaviour when puffing on the vertical lobe (Fig. 3.26 and 3.27 A2 vs D2). There was a clearer 

correlation between effect size and red dye signal with GABA puffing on the horizontal lobe, 

compared to ATP (Compare panel A1 vs D1 in Fig. 3.26 and 3.27).  

 

For both GABA and ATP puffing on horizontal lobe, there was the characteristic ‘loop’, where the 

plot reaches the maximum red dye signal, but then loops back to the left on the x-axis to reach the 

maximum effect size. This represents the segment at the tip of the horizontal lobe which showed the 

largest effect size when puffing on the horizontal lobe (Fig. 3.6 and 3.25 A1-D1). 

 

To summarize, the red dye signal spread was a reasonable estimate of activity spread in the APL 

neuron (Fig. 3.26 A1-A3). It is plausible that the red dye would underestimate the activity spread to 

a degree, because activity is likely to propagate away from the stimulus site, and the ATP is likely 

to diffuse away from the stimulus site to some extent.  
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Figure 3.26 GCaMP6f vs red dye plot for APL neuron activation/GABA application  

Plots of neuronal responses measured by GCaMP6f signal vs red dye signal of data from (A1-A3) Fig. 3.4, (B1-B3, D1-

D3) Fig. 3.7, (C1-C3) Fig. 3.8, 3.9, and 3.10. The points represent individual 3D skeleton segments. Horizontal and 

vertical branch segments are shown in blue and green, respectively. (A-D) top: Table showing which neurons were 

imaged, fly genotype, and stimulus type, with MB schematics below showing which neuron expresses what 

transgene(s). Left: MB schematics showing the 3D-skeleton distance measurements, with the calyx represented by 0, 

and the vertical and horizontal branches represented in green and blue colours, respectively. Fly genotype: (A1-A3) 

VT43924-Gal4.2>UAS-GCaMP6f, UAS-P2X2, MB247-DsRed. (B1-B3) VT43924-Gal4.2>UAS-P2X2, MB247-

LexA>LexAop-GCaMP6f. (C1-C3) UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (D1-D3) OK107-Gal4>UAS-

GCaMP6f. The legend above the schematics shows the colour-coding of the different concentrations.  
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Figure 3.27 Normalized inhibitory effect vs red dye plot for APL neuron activation/GABA 

application recordings 

Plots of normalized inhibitory effect vs red dye signal of data from Fig. 3.24. The points represent individual 3D 

skeleton segments. Horizontal and vertical branch segments are shown in blue and green, respectively. (A-D) top: Table 

showing which neurons were imaged, fly genotype, and stimulus type, with MB schematics below showing which 

neuron expresses what transgene(s). Left: MB schematics showing the 3D-skeleton distance measurements, with the 

calyx represented by 0, and the vertical and horizontal branches represented in green and blue colours, respectively. Fly 

genotype: (A1-A3) VT43924-Gal4.2>UAS-P2X2, MB247-LexA>LexAop-GCaMP6f. (B1-B3) UAS-P2X2, MB247-

LexA>LexAop-GCaMP6f. (C1-C3) OK107-Gal4>UAS-GCaMP6f. The legend above the schematics shows the colour-

coding of the different concentrations.  
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In contrast, the red dye signal spread was a poor indicator of how widespread the suppressive effect 

on KC baseline activity (Fig. 3.26 B1-B3) and the inhibitory effect on KC odour responses were 

(Fig. 3.27 A1-A3). This was particularly evident when puffing ATP on the vertical lobe (panel A in 

Fig. 3.26 and 3.27). However, the fact that ATP stimulation evoked spatially restricted activity in 

the APL neuron (Fig. 3.4, Fig. 3.26 A1-A3) argues that the widespread inhibitory effect was not 

caused by the ATP diffusing extensively. Instead, there are other possible explanations for the 

widespread inhibitory effect (discussed below). 

 

3.3 Discussion 

 

3.3.1 Whole-MB characterisation of activity spread in the APL neuron 

 

My findings characterise activity propagation in the APL neuron throughout its projections in the 

MB. My initial experiment showed that activity originating in the vertical lobe or the calyx 

attenuates before it reaches the other region (Fig. 3.1). This experiment built on the evidence in 

Papadopoulou et al., 2011 that no spikes were observed in the APL neuron when recording from the 

cell soma with a sharp electrode. Instead of relying on measurements from the cell soma, however, 

this was based on direct imaging of the APL neuron’s projections in the MB.  

 

I expanded upon these findings by using a custom-written MATLAB code to generate a 3D-

skeleton of the entire MB, allowing me to characterise activity spread in the APL neuron in equally 

spaced segments. This demonstrated how activity attenuates as it propagates from the puff site and 

outwards (Fig. 3.3 and Fig. 3.4). Additionally, I observed that activity evoked by stimulation of the 

different puff sites propagated to varying extents. Puffing on the vertical lobe evoked strongly 

restricted activity in comparison to puffing on the horizontal lobe or the calyx (Fig. 3.4 A1 vs A2 

and A3). The comparatively lower activity propagation for puffing ATP on the vertical lobe could 

be explained by differences in tissue structure that affect the extent to which ATP disperses when 

puffed onto the different regions, as suggested by the spread of the red dye. For puffing on the 

vertical lobe, the red dye signal was undetectable after propagating only ~20-30 µm from the peak 

of the signal (green dashed line in Fig. 3.4 A2-C2) compared to puffing on the horizontal lobe or 

calyx (blue dashed lines in Fig. 3.4 A1-C1 and A3-C3) where the signal persists until ~100 µm. 

Another contributing factor could be that there are spatial differences in expression of the ion 
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channels that drive activity spread in the APL neuron, such that activity originating from different 

regions can propagate to a different extent. 

 

The spread of the red dye signal followed the spread of activity, but somewhat underestimated 

activity spread in the APL neuron (striped blue and green lines in Fig. 3.4, and further analysed in 

section 3.2.6). This could be explained by the greater molecular mass of the red dye compared to 

the ATP, making the dye spread less extensively. Or it could simply be due to the level of passive 

spread that occurs within the APL neuron. Most likely it is a combination of both. Therefore, it is 

plausible that local excitatory input from KCs to the APL neuron during odour stimulus is even 

more localised than what I observed with artificial activation. This possibility is further supported 

by the observation that ATP stimulation with the lowest concentration evoked a stronger response 

than that observed with odour stimulus (Fig. 3.3 A1-A3 vs Fig. 3.5).  

 

It is possible that part of the activation of the APL neuron observed in Fig. 3.3 arose from 

feedforward excitation from KCs, because UAS-P2X2 showed leaky expression (Fig. 3.6 and Fig. 

3.7), which led to local activation of KCs when ATP was applied to the MB. This was mainly the 

case when puffing on the calyx, and not the lobes (Fig. 3.8, Fig. 3.13, and Fig. 3.17). Thus, it is 

unlikely to play any role for the results observed for puffing on the lobes.  

 

Do these findings exclude the possibility that there are spikes in the APL neuron? It is possible that 

spikes restricted to individual neurites are not detected when recording from the cell soma, as 

electrical signals evoked by synaptic inputs to dendrites can be spatially restricted. This implies that 

The APL neuron has only been electrically recorded from by sharp electrode in the cell soma 

(Papadopoulou et al., 2011). Thus, it is feasible that spikes are generated in segregated projections 

of the APL neuron, and that they simply do not reach very far due to limited active conductance. It 

follows that I cannot exclude from my GCaMP6f recordings of activity in the APL neuron that it 

operates by graded potentials only. Visualisation of ion channel expression throughout the APL 

neuron’s neurites could provide further clues to this question.  

 

What do these findings indicate about where the APL neuron imposes sparse coding on KC cell 

soma odour responses? The spatial segregation between activity in the calyx and the MB lobes (Fig. 

3.4), together with the finding that local stimulation of the APL neuron in the calyx inhibits KC 

odour responses (Fig. 3.25), suggests that the sparse coding observed in KC cell soma arises from 

feedback inhibition onto KC dendrites in the calyx.  
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Finally, I cannot exclude that there is a difference between the spread of the calcium signal 

observed in the APL neuron and the extent to which local stimulation depolarises the APL neuron.  

As noted in section 1.2.11, there can be differences between changes in membrane potential and 

calcium fluctuations. A small change in membrane potential does not necessarily equal a change in 

calcium influx. It follows that there could be more widespread depolarisation in the APL neuron 

than the calcium signal I recorded would suggest. This point and other limitations of my 

experimental approach are further discussed in section 6.5.1 

 

3.3.2 Local and distal effects of APL activation on KC activity 

 

The prospect of the APL neuron operating locally, both in terms of input and output, is of great 

interest with regards to the compartmentalised architecture of the MB lobes, as this is where the 

reinforcement signal from DANs and the odour identity carried in the KC axons coincide, giving 

rise to plasticity in the KC-MBON synapse (Cognigni et al., 2018, Hige, 2018).  

 

Having established that input to the APL neuron is localised to a degree, I then characterised the 

spatial extent of feedback inhibition from the APL neuron onto KCs. Local activation of the APL 

neuron with ATP while imaging KC baseline fluorescence levels revealed that there was baseline 

activity in the KCs (Fig. 3.6 and Fig. 3.7). This is in agreement with previous studies showing that 

there is subthreshold activity and spontaneous spikes in KCs (Gu and O'Dowd, 2006, Turner et al., 

2008).  

 

When puffing ATP on the horizontal lobe, KC baseline activity was suppressed locally, but also to a 

lesser and declining extent distally (Fig. 3.7 A1-C1). The spatial extent of this effect was largely 

similar to the extent of activity spread in the APL neuron for all ATP concentrations (compare panel 

A1 to B1 in Fig. 3.8-3.10). APL activation in the horizontal lobe had a more widespread effect on 

KC odour responses compared to the effect on KC baseline activity (compare panels A1-C1 in Fig. 

3.7 to A1-C1 in Fig. 3.25), but the effect was still strongest locally for 0.75 and 1.5 mM ATP (Fig. 

3.25 B1 and C1). 

 

Surprisingly, puffing on the vertical lobe also had a widespread effect on KC baseline activity that 

almost reached the calyx (Fig. 3.7 A2-C2), in stark contrast to its strongly attenuating activity 

spread in the APL neuron (compare panel A2 to B2 in Fig. 3.8-3-10). Similar results were obtained 
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for the inhibitory effect of APL neuron activation on KC odour responses, but here the distal effect 

seemed even more pronounced (Fig. 3.25 A2-C2). 

 

What could explain this widespread inhibitory effect? First, it is unlikely that this effect is due to 

widespread diffusion of ATP from the puff site, because locally activating the APL neuron with 

ATP mainly evoked a strong local response that decayed with distance from the puff site, 

particularly when puffing on the vertical lobe (Fig. 3.4, Fig. 3.26 A1-A3). Thus, although the red 

dye spread was a poor estimator of how widespread KC odour responses were inhibited by 

activating the APL neuron (Fig. 3.27 B1-B3), it is unlikely to mean that the ATP spread or diffused 

widely.  

 

Another possibility is that ATP stimulation of the APL neuron evoked activity and elicited 

neurotransmitter release in a more widespread manner than the GCaMP6f signal in the APL neuron 

suggested. If so, I would have expected local GABA puffing on the MB to have a more local effect. 

However, this explanation also seems unlikely, because locally puffing GABA on the MB lobes had 

widespread effects on KC baseline activity and odour responses (panel D1 in Fig. 3.7 and 3.25). 

This suggests that the widespread inhibitory effect of local activation of the APL neuron is not due 

to widespread release of GABA from the APL neuron, because a similar inhibitory effect was 

observed with local application of GABA. 

 

Although the spread of activity did not propagate farther than the peduncle in the APL neuron when 

puffing ATP on the horizontal lobe (Fig. 3.4 A1-C1), it is possible that the inhibitory effect reached 

the axon initial segment-like region in KCs (Trunova et al., 2011). There is some evidence to 

suggest that action potentials can backpropagate from this region to the dendritic branches of KCs: 

odour stimulus that evokes a response in the vertical lobe is correlated with widespread calcium 

influx in the dendrites, while only local calcium transients are observed in the calyx when the odour 

stimulus does not evoke any response in the lobes (Li et al., 2013). This could be due to 

backpropagation of spikes, or it could simply mean that KCs require multiple inputs to spike 

(Gruntman and Turner, 2013).  

 

If KC spikes do backpropagate from their generation site, it could explain why I observed an 

inhibitory effect on KC neurites in the calyx when I puffed ATP on the horizontal lobe (Fig. 3.25 

A1-C1). However, this cannot explain why puffing ATP on the vertical lobe influenced KC odour 



133 

 

responses in the calyx, because there is hardly any spread of activity in the APL neuron when 

puffing on the vertical lobe (Fig. 3.4 A2-C2) 

 

Since neurotransmitter vesicle release is dependent on calcium influx, it seems reasonable to 

assume that the APL neuron only releases GABA where there is a detectable increase in GCaMP6f 

signal when it is artificially activated. However, it is possible that the dynamics of activity spread in 

the APL neuron differ during odour stimulus, either because the widespread activation of the APL 

neuron evoked by KC spikes facilitates propagation of activity spread to a greater extent, or because 

other, unspecified neurons can modulate activity spread in the APL neuron during odour stimulus. 

But if the widespread effect was due to modulation of activity spread in the APL neuron during 

odour stimulus, then local GABA application should not have recapitulated the results of ATP 

application. And yet it did (compare panel A1-C1 to D1 and A2-C2 to D2 in Fig. 3.25). Instead, a 

different mechanism must be responsible. 

 

A previous study found that PNs and LNs are excited by artificial activation of KCs in the MB 

lobes using P2X2 and identified several neurons with processes in the MB lobes and AL as 

potential candidates that could convey this positive feedback from KCs to PNs (Hu et al., 2010). 

The study did not quantify to what extent this feedback from KCs to PNs affects KC odour 

responses. Regardless, this could explain the widespread inhibitory effect that activating the APL 

neuron in the lobe has on KC odour responses throughout the MB.  

 

Another factor could be that homeostatic control mechanisms are disrupted when the APL neuron is 

artificially stimulated to release excess GABA during odour exposure. Dysfunction of glial cells is 

known to play an important role in epileptic seizures, possibly due to their role in regulating ion 

balance (Kunduri et al., 2018, Mazaud et al., 2019, Weiss et al., 2019, Rusan et al., 2014)  Perhaps 

the local increase in GABA concentration exceeds the capacity of mechanisms that control neuronal 

excitability by regulating ion balance. It is unclear how glial cells could mechanistically propagate 

an effect of excess GABA, but a previous study has shown that calcium waves can propagate 

through neighbouring glial cells (Newman, 2001), and there are networks of glial cells innervating 

the fly brain, including ones that specifically surround the mushroom body (Awasaki et al., 2008). 

 

What differences were there between the inhibitory effect of puffing ATP vs GABA on the MB? 

The suppression of KC baseline activity and odour responses were stronger when puffing ATP on 

the horizontal lobe compared to puffing on the vertical lobe (compare panel A1-C1 to A2-C2 in 
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Fig. 3.6 and 3.24), whereas with GABA the suppression observed when puffing on either region 

was similar. (compare panel D1 to D2 in Fig. 3.6 and 3.24). This could be explained by the APL 

neuron forming more or stronger synapses with KCs in the horizontal lobe. It seems more plausible 

than the horizontal lobe being more sensitive to inhibition or expressing a higher density of GABA 

receptors. If either of these alternatives were true, the GABA puffing should then also have affected 

the horizontal lobe more strongly than the vertical lobe. Another possibility is that the density of 

P2X2 channels is higher in the horizontal lobe. However, there was not a great difference in the 

amplitude or duration of evoked activity in the APL neuron between stimulation of the vertical and 

horizontal lobe (compare panels A1-C1 to A2-C2 in Fig. 3.3).  

 

During my experiments, I obtained results indicating that there was leaky expression of the P2X2 

construct (Fig 3.6 A3-C3). Leakiness can arise from activation of the transgene construct promoter 

by endogenous transcription factors (Akmammedov et al., 2017). Although the leaky expression of 

P2X2 meant that puffing ATP on the calyx locally stimulated KCs, their lobular projections showed 

a decrease. This is likely due to P2X2 opening creating an influx of calcium to enter the KCs locally 

where the ATP is applied, leading to an increased signal from GCaMP6f in the calyx. At the same 

time the APL neuron is activated, inhibiting the KCs in the calyx, but not blocking the calcium 

influx. The decrease in KC activity in the lobes likely arises from the inhibition of KCs in the calyx, 

blocking or reducing spike generation. This is supported by the results obtained from the negative 

control flies when applying 0.75 and 1.5 mM ATP. Without the APL neuron driver, puffing ATP on 

the calyx mainly evokes an increase in calcium throughout the KC projections, suggesting that the 

KCs are depolarised in the calyx, presumably generating spikes (panel C3 in Fig. 3.9 and 3.10). 

 

4 Characterising electric shock responses and plasticity in the APL neuron 

4.1 Introduction 

 

What is the role of the APL neuron in MB memory formation, and where in the neuron are memory 

traces formed? We know from a previous study that the APL neuron is required for 3h labile 

memory (Pitman et al., 2011).  The APL neuron responds to ES, and punishment learning with ES 

reinforcement induces plasticity in the APL neuron (Liu and Davis, 2009, Zhou et al., 2019). 
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This is of great interest in relation to the architecture of the MBON and DAN projections, because 

the plasticity induced in KC-MBON synapses is compartment-specific, depending on the type of 

stimulus and the training protocol(Aso et al., 2012, Lin et al., 2014b, Huetteroth et al., 2015, Hige et 

al., 2015, Aso and Rubin, 2016). If there are spatially differential ES responses and plasticity in the 

APL neuron, it would suggest that, within the APL neuron, information related to memory 

formation remains localised. 

 

Zhou et al. found that the APL neuron showed an increase in calcium signal upon activation of 

dopaminergic neurons, which was enhanced by knocking down the dopamine 2-like receptor, 

suggesting that activation of dopaminergic neurons has, directly or indirectly, both an excitatory 

and inhibitory effect on the APL neuron. This study also confirmed a previous finding that the APL 

neuron responds to electric shocks ((Liu and Davis, 2009), and went further to show that electric 

shock-odour coupling induces plasticity in the APL neuron in a dopamine 2-like receptor dependent 

manner, leading to a reduced response in the APL neuron to the odour paired with electric shock. 

However, the authors only imaged APL neuron responses in a single plane of the vertical lobe 

(Zhou et al., 2019). Thus, it is unclear if there are spatial differences in ES responses and plasticity 

in the APL neuron.  

 

 

4.2 Results  

4.2.1 APL neuron ES responses are spatially differential  

 

To determine the spatial nature of the APL neuron’s response to ES stimulus, I subjected flies 

expressing GCaMP6f in the APL neuron to electric shocks by placing a copper grid coupled to a 

current stimulator against the abdomen of the flies, and stimulated them with 32 mA 1.2s pulses. To 

quantify the responses, I subdivided the MB into the top-middle part of the vertical lobe (V), the 

lower part, or stalk, of the vertical lobe (S), the γ1-y3 compartments, and the remainder of the 

horizontal lobe (H). This subdivision was based on the findings in a previous study, suggesting that 

the vertical stalk region is particularly responsive to ES stimulus, and undergoes plasticity (Zhou et 

al., 2019), and other studies that found the dopaminergic neurons innervating the γ1-y3 

compartments to respond to electric shocks or drive negative reinforcement when activated (Aso et 

al., 2012, Cohn et al., 2015).  
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Visual inspection of the results suggests that there may be electric shock responses, albeit a small 

one, in all the ROIs I selected. However, due to noisy data and generally low amplitude responses, 

it was difficult to determine if there was an actual response to electric shocks in any region other 

than V. Electric shock stimulus elicited a clear response in the V region, but otherwise only the 

response in the γ region was statistically significantly different from zero (Fig. 4.1 C, indicated by 

hash symbols). The mean values for the regions were quite similar, apart from V: V (0.2568), S 

(0.07730), γ (0.07346), H (0.06847). The response in V was statistically significantly different to 

the response in any other region, while the response in γ was not different from the responses in S 

and H (Fig. 4.1 C, indicated by asterisks). Based on these findings it seems that the APL neuron’s 

responses to electric shock stimulus is spatially distinct. 

 

 

 

 

 

Figure 4.1 Spatially differential responses to ES in the APL neuron 

Imaging responses of the APL neuron to ES in 474-Gal4>GCaMP6f flies. (A) Schematic of the ROIs that were used for 

quantification of the APL neuron’s responses. The colour-coded letters represent these regions. (B) APL neuron 

response traces to ES stimulus. Three shocks lasting 1.2 s at 32 mA were delivered with a 12s interval. Black vertical 

bar indicates onset of the electric shock. Grey-shaded time windows indicate the interval (2.5s) that was used for 

quantification of the average response. (C) Scatter plot showing quantification of APL neuron responses to ES. Data 

shown is the mean response of each ROI during the grey-shaded time windows, averaged across all three stimulus trials. 

Each point represents an individual recording. One sample t-test vs null hypothesis (0) with Bonferroni correction for 

multiple comparisons, ###p<0.001, #p<0.05. One-way ANOVA for V against H, S, and γ, and γ against H and S 

***p<0.001, *p<0.05. n = 12 flies.  
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4.2.2 Characterising plasticity in the APL neuron 

 

Having characterised the APL neuron’s responses to electric shock stimulus, I used the same 

approach to determine if there were any spatial differences in the plasticity induced in the APL 

neuron from electric shock-odour coupling. To validate that the experimental setup was able to 

induce plasticity, I first conducted a control experiment where I looked at the odour responses of 

MBON γ2α′1, where a memory trace is formed after electric shock-odour coupling, leading to a 

decreased response to the CS+ odour (Berry et al., 2018).  

 

Figure 4.2 ES-odour pairing reduces odour response to CS+ in MBONγ2α′1  

Imaging and quantifying responses of MBONγ2α′1 in MB077B>UAS-GCaMP6f flies to OCT and MCH pre and post 

conditioning. ROIs were drawn around all visible neurites through a whole-MB scan. (A) Flies were exposed to OCT 

for 5s, then MCH for 5s, with a 10s interval between the two odour pulses. After approximately 90s the flies were 

subjected to the training protocol, which consisted of 12x electric shocks coupled to 60s of OCT exposure, followed by 

60s MCH exposure, with a 45s interval between the two odour pulses. This was followed by a post-conditioning test 

that was identical to the pre-conditioning protocol. (B) MBONγ2α′1 pre- (black) and post-conditioning (red) response 

traces showing the average response across all recordings (SEM shading. Black horizontal bar shows the onset and 

duration of CS+ and CS-. (C) Plot showing the difference between post- and pre-conditioned average responses of 

MBONγ2α′1 to CS+ and CS-, normalized to the peak CS+ and CS- pre-conditioning responses, respectively. The 

responses were quantified by taking the average from 0.5 s after odour pulse onset to 4 s into the odour pulse. Paired 

data are connected with lines. Paired t-test. n = 5 (4 flies).  
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For training, the flies were subjected to 12 electric shock stimuli coupled to OCT and then exposed 

to MCH in absence of any shock stimulus (Fig. 4.2). The protocol was adapted from (Berry et al., 

2018). 

 

There was a clear decrease in the CS+ response after training, while the CS- pre- and post-

conditioning responses looked very similar (Fig. 4.2 B). However, I found no statistically 

significant difference between the CS+ and CS- (Fig. 4.2 C) likely due to low sample size. Power 

analysis revealed that with the observed effect size, a sample size of 10 would yield a statistically 

significant result with a significance level of p<0.05.  

 

Despite that the control experiment did not show a statistically significant result, I was confident 

that the protocol successfully induced plasticity in MBONγ2α′1 due to the visually obvious 

difference between CS+ and CS-, and because another member of our group observed a similar, but 

statistically significant, effect (personal communication, Andrew Lin).  

 

 

Figure 4.3 ES-odour pairing in the APL neuron  

Imaging and quantifying responses of the APL neuron in 474-Gal4>UAS-GCaMP6f, MB247-DsRed and 474-

Gal4>UAS-GCaMP6f, UAS-GCaMP6f, MB247-DsRed flies (pooled data) to OCT, MCH and IAA pre and post 

conditioning. (A) Schematic of the ROIs that were used for quantification of the APL neuron’s responses. The colour-

coded letters represent these regions. (B) Flies were exposed to OCT, MCH, and IAA consecutively for 5s each with a 

10s interval between each odour pulse. After approximately 90s the flies were subjected to the training protocol, which 

consisted of 12x ESs coupled to 60s of OCT exposure, followed by 60s MCH exposure, with a 45s interval between the 

two odour pulses. This was followed by a post-conditioning test that was identical to the pre-conditioning protocol. (C-
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F) Left: APL neuron pre- (dark) and post-conditioning (light) response traces showing the average response across all 

recordings (SEM shading). Traces are colour-coded to match the ROI they represent. Black vertical bar indicates onset 

of the odour pulses. Grey-shaded time windows indicate the interval that was used for quantification. Right: Plots 

showing the difference between post- and pre-conditioned responses of the APL neuron to CS+ and CS-, normalized to 

the peak IAA pre- and post-conditioning responses, respectively. Paired data are connected with lines. Paired t-test. n = 

5 (4 flies). n (C, D) = 12 (10 flies). n (E) = 7 (6 flies). n (F) = 8 (6 flies) 

 

Thus, I decided to apply the same protocol to see if this would induce plasticity in the APL neuron, 

and if the plasticity would be spatially differential (Fig. 4.3). I observed no statistically significant 

difference between CS+ and CS- for any of the ROIs that I quantified. While there was a clear 

decrease in the CS+ response for the γ region post conditioning, there was also a strong decrease in 

the AA response, suggesting that the effect was not specific for the conditioned odour (Fig. 4.3 E). 

The p-values for the V and γ ROIs indicated that, if anything, these regions showed the strongest 

trend towards a significant effect: V (p=0.3481), γ (p=0.3458), S (p=0.9077), H (p= 0.9856).  

 

4.3 Discussion 

4.3.1 Characterisation of electric shock responses in different regions of the APL 

neuron 

 

My findings confirm that the APL neuron responds to ES. This expands on the previous findings in 

Liu, X., Davis, R. L., 2009 and Zhou et al., 2019 by recording the APL neuron’s responses to 

electric shock throughout the MB simultaneously. Sampling the whole MB meant that the data for 

the deeper regions (S, γ, H) was very noisy. Light scattering increases as the beam passes through 

more tissue, and the sampling rate decreases the larger the imaged volume. Both of these factors 

lower the signal-to-noise ratio. Based on my results, I cannot exclude that there is a response to 

electric shock throughout the APL neuron in the ROIs I chose to quantify, despite only finding that 

the responses in the V and γ regions were statistically significantly different from zero, particularly 

when you consider that the means for S, γ, and H were quite similar, and that the spread of the data 

for these three regions are quite similar with the exception of one negative outlier for both S and H 

(Fig. 4.1 C).  

 

It remains unclear from where the APL neuron receives the electric shock input. Dopaminergic 

neurons that respond to electric shocks are one of the main candidates. Dopaminergic neurons 
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innervating various parts of the MB lobes respond to electric shocks, including the γ1- γ3 

compartments, and parts of the vertical lobe (Mao and Davis, 2009, Cohn et al., 2015, Dylla et al., 

2017). It is not yet established if the response profiles of different DANs are specific to punishment 

or reward, or what functional significance their varying degrees of response hold. Activation of 

PPL1 DANs can substitute for aversive learning (Aso et al., 2010, Claridge-Chang et al., 2009), 

suggesting that they carry the aversive teaching signal. EM data has confirmed that the APL neuron 

receives inputs from the PPL1 cluster DANs in the α2 and α3 compartments (Takemura et al., 

2017). Zhou et al. 2019 used nsyb-GRASP to identify potential synapses between DANs (labelled 

by TH-LexA) and the APL neuron (labelled by GH146-Gal4), and found that, upon electric shock 

stimulation, the signal strongly increased in the medial region of the vertical lobe, but also to a 

smaller extent in the “heel” (roughly γ1- γ2, α′1/β′1, and α1/β1 compartments) and the “tip” of the 

horizontal lobe (the rest of the horizontal lobe), suggesting that the APL neuron is broadly 

connected to various DANs. They confirmed that the APL neuron receives dopaminergic input from 

the DANs broadly labelled by TH-LexA, by using a G protein-coupled receptor-activation–based 

DA sensor. The signal from the sensor in the APL neuron increased when the DANs were activated.  

 

However, their findings suggested that dopamine signalling onto the APL neuron through the 

DD2R receptor is at least partially suppressive: knockdown of this receptor increased the APL 

neuron’s response to electric shock (Zhou et al., 2019). It is also possible that the APL neuron is 

indirectly activated by DANs through KCs, for which there is some evidence to suggest that this 

could evoke responses in the APL neuron (Akalal et al., 2010, Dylla et al., 2017).  

 

I intend to repeat the experiment with another APL driver, GH146-Gal4, or the original 

intersectional approach (Fig. 3.1) to see if I can obtain a better signal. I decided to use 474-Gal4 for 

the electric shock and plasticity experiments instead of VT43924-Gal4.2 because I was unable to 

drive expression of GCaMP6f towards the end of my experimental work. This could be due to 

contamination of the parent stocks, but I did not manage to determine this yet.  

 

4.3.2 No plasticity observed in the APL neuron following electric shock-odour 

coupling 

 

Despite not finding a statistically significant difference between the change in CS+ response 

compared to the change for CS- from pre- to post-conditioning, the visually striking difference 
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between CS+ and CS- reassured me that the training protocol for inducing plasticity in MBONγ2α′1 

was working (Fig. 4.2), particularly because another person in our group had used the same 

protocol and obtained a statistically significant result (Andrew Lin, personal communication).  

 

However, when I used the same training protocol and imaged odour responses in the APL neuron, I 

observed no statistically significant difference between CS+ and CS- for the difference in pre- to 

post-conditioning responses for any of the ROIs I chose (Fig. 4.3 C-F). It should be noted that for 

about half of the recordings I had to exclude the responses measured from the γ and H regions, on 

the criterion that the IAA response, or lack thereof, was within 1 standard deviation of the noise 

(measured as the mean fluorescence signal during the pre-stimulus period). In these cases, the IAA 

response was also visually absent from the traces. Therefore, there is a discrepancy in the number of 

recordings for the different ROIs that I quantified. It was my intention to do the reverse pairing 

of the odours (MCH as CS+ and OCT as CS-), but due to time constraints I had to omit this 

part of the experiment.  

 

The remaining data is a sparse basis for drawing any conclusions, other than that I cannot reject the 

null hypothesis that there is no statistically significant difference between the change in CS+ and 

CS- from pre- to post-conditioning. It is possible that a larger data set would reveal a significant 

difference for one or more of these regions, but it is also possible that the training protocol induces 

plasticity in MBONγ2α′1 without affecting the APL neuron. There is, to my knowledge, no studies 

showing that a protocol that induces plasticity in any given MBON necessarily leads to formation of 

plasticity in the APL neuron.  

 

I also carried out a preliminary experiment using the training protocol in Zhou et al., 2019, with 

which the authors observed a depressed CS+ response in the APL neuron. However, my initial data 

from using this protocol did not show any learning in the APL neuron. Liu et al., 2009 looked at the 

APL neuron’s responses in the horizontal lobe, while Zhou et al., 2019 imaged its responses in a 

transverse plane of the lower part of the vertical lobe. In contrast, I quantified the APL neuron’s 

responses in volume ROIs. It is possible that I did not find a stimulus-specific suppression because 

the plasticity is restricted to very specific regions. It is possible that my choice of ROIs masks or 

averages out formation of plasticity in the APL neuron in one or more regions. A different approach 

would be to quantify the γ2 and α′1 compartments specifically. However, due to how noisy the data 

is, and these compartments being smaller than the ROIs I chose, this could prove even more 

difficult to quantify.  
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Finally, I considered analysing the data with the MATLAB 3D skeleton, but initial attempts at this 

suggested that the data was too noisy with the level of segmentation that I used for looking at 

activity spread. Using larger segments could have solved this, as averaging over a larger area could 

reduce the noise, but that would have defeated the purpose of trying to determine where plasticity in 

the APL neuron is induced, and also does not differentiate between different parts of the MB, like I 

was able to by selecting an ROI that corresponds to the γ1- γ3 compartments.  

 

5 Local muscarine application differentially affects KC subsets 

5.1 Introduction  

 

Metabotropic receptors for glutamate, the main excitatory neurotransmitter in mammalians, play an 

important role in formation of synaptic plasticity (Jörntell and Hansel, 2006, Lüscher and Huber, 

2010). However, the complexity of mammalian systems makes it difficult to link the role of 

metabotropic receptors in synaptic plasticity to subsequent behavioural changes. The fruit fly, 

Drosophila, offers a genetically malleable model system with a simple and well-established 

behavioural readout for learning-related changes. Memory formation has been extensively studied 

in fruit flies, particularly in the context of olfactory learning (Cognigni et al., 2018, Amin and Lin, 

2019, Hige, 2018), where acetylcholine is the primary excitatory neurotransmitter, which is also the 

neurotransmitter used by KCs, the principal cells of the MB (Barnstedt et al., 2016). KCs 

themselves express both the nicotinic (ionotropic) and muscarinic (metabotropic) acetylcholine 

receptors (Crocker et al., 2016, Croset et al., 2018, Shih et al., 2019). Nicotinic acetylcholine 

receptors are involved in fast excitatory neurotransmission (Su and O'Dowd, 2003), but it little is 

known about its role in cognitive processes.  

 

Mammalian muscarinic acetylcholine receptors (mAChRs) are subdivided into the generally 

excitatory ones that signal through the G-protein Gq/11 (M1-type) and ones that are generally 

inhibitory (M2-type) and signal through Gi/o G protein. Drosophila has three known mAChRs, 

mAChR-A, -B, and -C. Of these, mAChR-A is the most homologous to the mammalian mAChRs. 

Previous studies suggest that it works like the M1-type mAChRs, where activation of the receptor 

leads to release of calcium from internal stores through Gq/11 signalling (Ren et al., 2015, Collin et 

al., 2013). 
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A previous study found that knocking down expression of mAChR-A impairs memory formation in 

Drosophila larvae (Silva et al., 2015). However, it is unknown if mAChR-A plays any role in 

olfactory learning in Drosophila adults.  

 

During my PhD I worked on a side-project with collaborators in the laboratory of Dr. Moshe 

Parnas. We investigated the role of metabotropic acetylcholine receptors in memory formation.  

We found that the mAChR-A is required for aversive conditioning. RNAi knockdown of the 

receptor impaired aversive memory formation. The expression of mAChR-A was specifically 

required in γ KCs. Next, we showed that knockdown of the receptor increased γ KC odour 

responses, suggesting that the receptor has an inhibitory effect on KCs. In fact, bath application of 

the mAChR-agonist, muscarine, suggested that the signalling through the receptor has an inhibitory 

effect on all KC subtypes. Using an mAChR-A construct with a FLAG-tag at the 3’-terminal, we 

showed that mAChR-A localizes to the calyx, and that overexpression of this construct rescues 

learning in flies depleted of m-AChR-A, suggesting that mAChR-A excerts its effect on learning in 

the MB calyx. Finally, we showed that knockdown of mAChR-A impairs aversive memory 

formation in MBON-γ1pedc>α/β. 

 

We initially had not carried out the mAChR-A FLAG-tag localization experiment, and instead 

relied on a different approach to address this question. While the bath application of muscarine 

showed that it had an effect on KC odour responses, it provided no information as to where in the 

MB muscarine had this effect. To pin down where in the MB muscarine affects KC odour 

responses, we locally puffed muscarine on the calyx and the horizontal lobe to observe if this would 

differentially affect KC odour responses.  

 

My personal contribution to the study was to demonstrate the effects of locally puffing muscarine 

on the MB calyx and horizontal lobe. I found that puffing muscarine on either region differentially 

affected the baseline activity of KC subsets in a time-dependent manner. Muscarine broadly 

inhibited odour responses when puffed on the calyx, while the effects observed from puffing on the 

horizontal lobe seemed to mainly affect odour responses in the γ and β lobes. 
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5.2 Results 

 

5.2.1 Muscarine differentially affects the baseline activity of KC subsets, but overall 

inhibits odour responses throughout the MB 

 

To determine the effects of muscarine on KC baseline activity, I locally puffed muscarine on either 

the calyx or the horizontal lobe and quantified odour responses in the lobes and the calyx (Fig. 5.1 

A).  

 

The red dye did not spread to the lobes when I puffed muscarine on the calyx. Likewise, I did not 

observe any red dye signal in the vertical lobe or the calyx when I puffed muscarine on the 

horizontal lobe (Fig. 5.1 B). This suggests that the muscarine remained localised. Puffing muscarine 

on the horizontal lobe differentially affected the KC subtypes. The γ and β lobes showed a 

significant decrease in baseline activity 0.5-1.5 s after muscarine application, followed by a gradual 

rise (Fig. 5.1 A and C), while the α′β′ lobes showed a significant increase in baseline activity 

around 3-4 s after muscarine application (Fig. 5.1 D). Puffing muscarine on the calyx elicited a 

significant increase in baseline activity in the calyx and the α lobe (Fig. 5.1 E).  

 

The local increase in calcium levels evoked by puffing muscarine on the calyx (Fig. 5.1 A) could be 

due to release of calcium from internal stores through Gq/11 signalling. The effect of puffing 

muscarine on the calyx seemed to have an opposite effect on the α′ and β′ lobes compared to 

puffing on the horizontal lobe, causing a nonsignificant decline in baseline activity (Fig. 5.1 A and 

E). These results suggested that muscarine differentially affects KC subtypes, on different 

timescales.  

 

Next, I applied muscarine to the calyx or the horizontal lobe together with odour stimulus (Fig. 5 F 

and G). The muscarine was applied 1 s before the odour stimulus, as this had a stronger impact on 

the odour responses compared to applying it directly at odour onset (data not shown). Muscarine 

application on the horizontal lobe significantly decreased responses to OCT throughout the lobes 

and the calyx, while only decreasing odour responses in the γ and β lobes for MCH stimulus (Fig. 

5.1 G). This discrepancy is addressed in section 5.3. 
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Puffing muscarine on the calyx strongly decreased responses to OCT throughout the lobes, except 

for the α lobe and the calyx. This is further discussed in section 5.3. Although the responses to 

MCH were only statistically significantly decreased for the α′ and β lobes, there was a clear 

decrease in all regions except for the calyx, as is visible from the time courses Fig. 5.2 panel C. The 

stronger decrease for OCT compared to MCH is possibly because more KCs respond to OCT, and 

so the effect would be more pronounced (Perisse et al., 2013, Lin et al., 2014a).  

 

The decreased odour response in the calyx evoked by muscarine application suggest that the 

increase in baseline activity evoked by applying muscarine to the calyx (Fig. 5.1 A) is not 

excitatory. If it was excitatory, it should have summed to cause increase in odour responses, as the 

calyceal increase in GCaMP6f signal lasted more than 5 seconds, well into the timing of the odour 

response.  

 

Generally speaking, muscarine application to the MB had no effect on odour responses in the 

opposite hemisphere (Fig. 5.1 G and Fig 5.2 B, C). Although there were some regions in the 

opposite hemisphere that seemed to be affected, it is more likely to be experimental noise than a 

genuine functional effect, as neither the quantification or the raw time courses showed a consistent 

effect across odours or across regions (Fig. 5.1 G and Fig. 5.2 B and C). 

 



146 

 

 

Figure 5.1 Local muscarine application to the calyx and horizontal lobe differentially affects 

KC subtypes 

(A) Left: Schematic of MB, showing colour scheme for the different regions where responses were quantified. Right: 

Average ∆F/F GCaMP6f signal in different areas of the MB of OK107>GCaMP6f flies in response to a 10 ms pulse of 

20 mM muscarine on the horizontal lobe (left column) or the calyx (right column). Data are mean (solid line) ± SEM 

(shaded area) of all recordings. Dashed vertical line shows the timing of muscarine application. Grey and purple shaded 

bars indicate time windows used to quantify responses in panel 7C-E. n given as number of hemispheres (number of 

flies): 15 (8) for pulsing on the horizontal lobe, 7 (5) for calyx. 

(B) ∆F/F traces of red dye indicator, estimating which MB regions the muscarine spread to. The traces follow the same 

colour scheme and visuals as shown in panel A. 

(C-E) Scatter plot showing average ∆F/F of GCaMP6f signal of the different MB regions at time 0.5-1.5 s (C) and 3-4 s 

(D) following 10 ms pulse of 20 mM on the horizontal lobe or the calyx (E, time 0-1 s), quantified from traces shown in 

(A). Colours match the shaded time windows in A. n: 15 (8) for pulsing on the horizontal lobe, 7 (5) for calyx. * p < 

0.05, ** p < 0.01, one-sample t-test (different from 0), Bonferroni correction for multiple comparisons.  

(F) Average ∆F/F GCaMP6f signal of the calyx and γ lobe during odour pulses of OCT (horizontal bar), before (black) 

and after (red) muscarine application on the horizontal lobe (top), or the calyx (bottom), 1 s before the odour pulse 
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(vertical bar). Data are mean (solid line) ± SEM (shaded area). n: 12 (8) for pulsing on the horizontal lobe, 7 (5) for 

calyx. See Figure 5.2 for all traces. 

(G) Line-bar plots showing paired peak ∆F/F GCaMP6f responses of the different MB regions during 5 s odour pulses 

of MCH or OCT, before (grey) and after (pink) muscarine application to the calyx or the horizontal lobe, in the 

hemisphere where the muscarine was applied (same side, right) or the opposite (opposite side, left). Muscarine was 

applied 1 s before the odour pulse. Bars show mean value. n: Horizontal lobe same side MCH 23 (15), OCT 22 (15), 

opposite side MCH 13 (7), OCT 13 (7). Calyx same side MCH 8(6), OCT 10 (8), opposite side MCH 7 (5), OCT 7 (5). 

* p < 0.05, ** p < 0.01, *** p < 0.001 by 2-way repeated measures ANOVA with Holm-Sidak multiple comparisons 

test. n differs for panel F vs G because a scripting error meant that for 10 of the recordings, the odour pulse paired with 

muscarine presentation lasted 4 s, not 5 s. These data are included in G, because the peak ∆F/F always occurred within 

the first 4 s of the odour pulse and thus was unaffected by the scripting error, but they are excluded from F because the 

stimuli do not match. Adapted from (Bielopolski et al., 2019) 
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Figure 5.2 Response traces for local muscarine application  

Average ∆F/F GCaMP6f traces of the different MB regions of OK107>GCaMP6f flies that only received the muscarine 

pulse (A) or received an odour pulse (MCH or OCT) before (black) or after (red) 10 ms pulse of 20 mM muscarine  

(B, C). Panel A is duplicated from Figure 5.1A; panels B, C are the traces corresponding to the Figure 5.1G. 

Muscarine was applied either in the horizontal lobe or calyx, 1 s before the odour pulse where applicable. Traces are 

from the same side or the opposite side that muscarine was applied. Data are mean (solid line) ± SEM (shaded area). 

Horizontal bars indicate odour pulse timing and duration. Vertical bars indicate timing of muscarine pulse. n, by 

number of hemispheres (number of flies): Horizontal lobe same side MCH 13 (8), OCT 12 (8), opposite side MCH 6 

(3), OCT 6 (3), muscarine alone 15 (8). Calyx same side MCH 6 (4), OCT 7 (5), opposite side MCH 5 (3), OCT 5 (3), 

muscarine alone 7 (5). n for odour + muscarine traces differs between this figure vs. Figure 5.1 G because a scripting 

error meant that for 10 of the recordings, the odour pulse paired with muscarine presentation lasted 4 s, not 5 s. These 

data are included in Figure 5.1 G, because the peak ∆F/F always occurred within the first 4 s of the odour pulse and 

thus was unaffected by the scripting error, but they are excluded from traces shown in this figure because the stimuli do 

not match. 

5.3 Discussion  

 

My results from puffing muscarine on the calyx and the horizontal lobe without odour stimulus 

suggest that the KC subtypes are differentially affected by muscarine signalling. Puffing muscarine 

on the horizontal lobe decreased the baseline activity in the γ and β lobes, while increasing the 

signal in the α′ and β′ lobes, but at different times after muscarine application (Fig. 5.1 A, C and D). 

For puffing on the calyx, there was an increase in GCaMP6f signal locally and in the α lobe, 

nonsignificant decreases in the α′ and β′ lobes, and nonsignificant increases in the γ and β lobes 

(Fig. 5.1 A and E).  

 

Muscarine had an inhibitory effect on KC odour responses (Fig. 5.1 F and G, Fig. 5.1 B and C).  

There was a decrease in all regions when puffing muscarine on the calyx. Judging by the raw data, 

odour responses in all regions decreased (Fig. 5.2 C), but only to a modest extent in the calyx. 

Although the decreased responses in the calyx and α lobe were not statistically significant for the 

calyx and the α lobe (Fig. 5.1 G), it is likely that there was a genuine decrease in these two regions, 

as puffing muscarine on the calyx in absence of odour stimulus increased GCaMP6f signal in these 

two regions (Fig. 5.1 A), but nevertheless led to decreased odour responses in both regions (Fig. 5.1 

G).  
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Based on the quantification, puffing muscarine on the horizontal lobe significantly decreased odour 

responses to OCT in all regions. The time courses showed clear decreases for the calyx, α lobe, and 

γ lobe, with only modest decreases in the other regions. For MCH, the quantification suggests that 

there were significant decreases in the β and γ lobes. Judging by the raw data there was a modest 

decrease in the γ lobe only (Fig. 5.2 B). However, it should be noted that the datasets in Fig. 5.1 G 

and Fig. 5.2 B are not identical. Due to a script error, the odour pulse only lasted 4 seconds for 10 

of the recordings. This did not matter for the quantification, because the peak response occurred 

within the first 4 seconds regardless. However, these 10 recordings are not included in the data 

shown in Fig. 5.2, because the stimuli between the dataset with 4 and 5 s odour pulses, respectively, 

are temporally mismatched. In time courses of these 10 excluded recordings, there is a decreased 

response to MCH in the β lobe. This explains why quantification of the MCH response in the β lobe 

shows a decrease (Fig 5.1 G). Therefore, the data suggest that puffing muscarine on the horizontal 

lobe at least affects odour responses in the β and γ lobes (Fig. 5.1 G and Fig. 5.2 B). Because there 

is not a consistent effect for all regions for both odours (Fig. 5.1 G and Fig. 5.2 B), it remains 

possible that other regions are also affected, but the data are not conclusive on this point.  

 

What could explain that puffing muscarine on the calyx broadly affected KC odour responses while 

puffing on the lobe only affected the β and γ lobes? First, puffing on the calyx is likely to affect 

integration of inputs from the KC dendrites. This means that muscarine signalling in the calyx could 

affect KC spike generation, which would explain the widespread effect on odour responses.  

 

Puffing muscarine on the horizontal lobe significantly decreased both MCH and OCT odour 

responses in the β and γ lobes, but not in the β′ lobe. This could be due to the lower level of 

mAChR-A expression in the α′β′ KCs as revealed by single transcriptome analysis (Croset et al., 

2018, Davie et al., 2018). Another possibility is that there are unknown, intrinsic differences 

between KC subtypes that causes muscarine signalling to have different effects.  

 

If puffing muscarine on the horizontal lobe genuinely affects KC responses broadly, then it is 

interesting to note that the effect I observed spread beyond the lobes to the calyx (Fig. 5.1 G). One 

possible explanation is that the muscarine spreads further than the red dye. The MW of muscarine is 

174.26 g/mol, which is roughly 1/10th of the MW of the red dye (1780 g/mol). Thus, it is likely that 

the muscarine spreads farther than the red dye. However, puffing muscarine on the horizontal lobe 

did not evoke any detectable change in the baseline activity in the calyx (Fig. 5.1 A). If any 
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muscarine reached the calyx, it had a considerably weaker effect than what I observed when puffing 

muscarine directly on the calyx (Fig. 5.1 A).  

 

Another possibility is that the inhibitory effect of muscarine on the lobes indirectly affects odour 

responses in the KC calyceal projections. This far-reaching inhibitory effect is reminiscent of what I 

observed when I locally activated the APL neuron with ATP in the lobes or puffed GABA on the 

lobes and observed its effect on KC odour responses (Fig. 3.25 A1-D1 and A2-D2).  

 

The far-reaching effect of puffing muscarine on the horizontal lobe could also be mediated through 

the indirect feedback from KCs to the PNs demonstrated in Hu et al., 2010. This could happen by 

muscarine inhibiting the KCs locally in the lobes, causing the indirect excitatory feedback from the 

KCs to PNs to decrease, leading to an overall widespread reduction in KC odour responses.  

 

When we initially submitted the paper, the reviewers argued that, based on the red dye alone, we 

could not draw conclusions of where muscarine exerts its effect, because we could not exclude that 

muscarine applied to the lobes simply spread to the calyx, and vice versa. Because muscarine has a 

considerably lower MW than the red dye, it likely spreads further than the red dye. However, as 

mentioned before, puffing muscarine on the lobes did not affect KC baseline activity in the calyx, 

whereas puffing muscarine on the calyx evoked a substantial local increase in baseline activity (Fig. 

5.1 A), which to me suggests that, if anything did propagate from the lobes to the calyx, it a 

negligible amount in terms of baseline activity.  

 

The reviewers further argued that the data did not support our claims about the muscarine 

differentially affecting KC subtypes, because the observed differences could be due to non-uniform 

distribution of muscarine to the different KC subtypes. They suggested the data be re-analysed so 

that only GCaMP6f signal from neuropil where the red dye is present should be included. This is a 

sound objection to raise, although I think it is likely that the muscarine spreads to neuropil where 

the red dye does not spread to, or regions where the signal gets canceled out by noise. Regardless, it 

would be interesting to re-analyse the data to quantify differences in red dye signal between the 

ROIs, and normalize the effect observed in different subsets to the amplitude of the red dye signal.  

 

To address the issues raised by the reviewers, we conducted a rescue experiment of impaired 

learning in flies with an mAChR-A deficiency using a FLAG-tagged mAChR-A construct 

(Bielopolski et al., 2019). The tag allowed us to assess where the mAChR-A localised to, which 
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could provide a clue as to where it exerts its function. Overexpression of a FLAG-tagged mAChR-

A construct rescued the learning deficiency in these flies. The FLAG-tagged mAChR-A only 

localised to the calyx, suggesting that it exerts its learning-related function in the calyx (Bielopolski 

et al., 2019).  

 

Considering these findings, it is possible that the results I observed from puffing muscarine arise 

from muscarine exerting its effect through other receptors than mAChR-A, such as mAChR-B, or 

unidentified receptors. mAChR-B is 1000-fold less sensitive to muscarine (Collin et al., 2013), but 

it is possible that muscarine could exert an effect on KC odour responses through mAChR-B if it is 

expressed in the MB lobes (Bielopolski et al., 2019). Another possibility is that that the level of 

mAChR-A in the lobes was too low to detect with the FLAG-tagged construct, or that the construct 

mis localised, and failed to be transported to the lobes. The last possibility seems unlikely, as other 

overexpressed proteins seem to properly localize to KC axons (Trunova et al., 2011, Bielopolski et 

al., 2019).  

 

Finally, how does muscarine signalling reduce KC odour responses? Previous studies found that 

Drosophila  mAChR-A signalling through the receptor works through Gq/11 signalling to release 

calcium from internal stores (Ren et al., 2015, Collin et al., 2013), based on exogenous expression. 

It is difficult to explain how this on its own would cause a decrease in odour responses. It is 

possible that muscarine signalling simply has a different effect in KCs to what was observed in the 

Chinese hamster ovary cells. There are examples of Gq/11 signalling inhibiting or reducing currents 

through calcium and sodium channels (Gamper et al., 2004, Kammermeier et al., 2000, Keum et al., 

2014, Suh et al., 2010, Cantrell et al., 1996). Muscarine signalling could similarly inhibit 

depolarizing currents in KCs (Bielopolski et al., 2019). 
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6 Discussion 

 

6.1 Summary of findings 

 

This project aimed to establish whether the APL neuron in the fly olfactory system can locally 

compute information based on (1) spread of activity within the neuron, (2) the spatial extent of its 

output, and (3) the spatial nature of its responses to electric shock and learning-induced plasticity. 

This thesis also contains results from my experimental contributions to a joint publication, where I 

measured the effect of local muscarine application on KC activity. 

 

I found that there is limited spread of activity between the vertical lobe and the calyx in the APL 

neuron (Fig. 3.2). Using a custom written MATLAB code, I visualised the MB as a 3D-skeleton 

(Fig. 3.2) and quantified activity spread in the APL neuron in the entire MB, and found that activity 

originating from different sites propagates to different extents (Fig. 3.3 and 3.4). Activating the 

APL neuron in either the lobes or the calyx inhibited KCs (Fig. 3.6 and 3.7), suggesting that there is 

feedback inhibition from the APL neuron to KCs in both the calyx and the lobes. Surprisingly, the 

inhibitory output of the APL neuron was more widespread than the spread of activity in the APL 

neuron (Fig. 3.8-3.10 and 3.20-3.22). I investigated if this widespread effect on KC activity could 

be due to more extensive GABA release from the APL neuron than my measurements of activity 

spread would suggest by locally applying GABA to the MB. However, this widespread inhibitory 

effect was also observed for local GABA application (Fig. 3.25). 

 

My results show that there are spatially local differences in the APL neuron’s response to electric 

shocks, with a strong response in the vertical lobe, but little or no response in other parts of the 

lobes (Fig. 4.1). I did not observe learning-induced plasticity, and thus could not determine if such 

plasticity in the APL neuron is spatially distinct. 

 

I found that local application of muscarine to the horizontal lobe or the calyx differentially affected 

baseline activity of KC subsets (Fig. 5.1 A, C and D), while broadly inhibiting KC odour responses 

(Fig. 5.1 F and G, Fig. 5.1 B and C).   
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The following sections will discuss the implications of these findings, how the experimental 

approach could have been improved, and which experiments to conduct to expand on my findings. 

 

6.2 Localised activity in the APL neuron 

 

The implication of my findings on spread of activity in the APL neuron is that local excitatory input 

to the APL neuron evokes a response that attenuates as it propagates. My measurements are likely 

an overestimation of how widely activity spreads within the APL neuron, due to dispersion and 

diffusion of ATP and the large responses evoked by ATP application (discussed in section 3.3.2).  

 

To what extent are inputs originating from different parts of the APL neuron functionally 

segregated? The results from puffing 1.5 mM ATP on the horizontal lobe evoked a response that 

attenuated to the extent that it did not reach the calyx, and vice versa for puffing on the calyx (Fig. 

3.4 C3). Considering the amplitude of the response evoked by this stimulation compared to an 

odour response (compare panels C1 and C3 in Fig. 3.4 to Fig. 3.5), it is likely that activity arising 

in the lobes and the calyx are functionally segregated. Stimulating the APL neuron in the vertical 

lobe showed strong attenuation regardless of ATP concentration (Fig. 3.4 B1-B3). However, 

activity propagation from the horizontal lobe towards the tip of the vertical lobe was considerably 

less localised (Fig. 3.4 A1-A3). Thus, my data shows that local input to the APL neuron evokes 

strong local activity that diminishes as it propagates, but it is difficult to conclude from my data 

whether different parts of the lobes are functionally segregated or not without knowing how unitary 

excitatory inputs from KC axons are summed temporally and spatially. 

 

How informative was this approach for addressing whether the APL neuron can operate locally? 

My approach towards characterising the spread of activity in the APL neuron was reductionist in 

the sense that, in a more physiologically relevant context, the APL neuron is active in concert with 

the whole olfactory circuit, not in isolation. I believe this is advantageous for determining whether 

spread of activity in the APL neuron can be restricted, and whether there are differences in the 

extent to which activity originating from different MB regions can spread. Thus, my results do not 

demonstrate to what extent activity in the APL neuron spreads during olfactory stimulus, but rather 

that input to the APL neuron evokes activity that can be spatially segregated, which could allow 

local processing of information.  
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6.3 Determining the spatial extent of the APL neurons output 

 

What are the implications of the APL neuron’s widespread inhibitory effect on KC activity 

compared to its more local activity spread for the possibility that it operates locally? In terms of 

locally computing inputs, one could argue that it is not relevant whether the effect of the APL 

neuron’s inhibitory output from a single neurite is confined to only affect activity of neighbouring 

KC projections or if the inhibitory output globally affects KC activity, as the effect could arise from 

either local or global computation of input to the APL neuron. 

 

However, in terms of operating locally, the widespread effect of its output suggests that it does not 

operate purely on a local level where input from KCs only translates into a local inhibitory effect on 

KC activity. Although the inhibitory effect is widespread, the stronger inhibitory effect observed 

proximally at the puff regions compared to the distal regions (H vs C and V in Fig. 3.25 B1-C1, and 

V vs C, in Fig. 3.25 B2-C2) shows that the inhibitory output is not spatially uniform. This 

difference could facilitate spatially distinct functions of the APL neurons output. As such, it is not 

necessary for the APL neuron’s inhibitory effect to be strictly limited to the spatial extent of activity 

spread in the APL neuron to say that it operates locally.  

 

Taken together, my findings on activity spread in the APL neuron and the proximal and distal 

effects of increasing feedback inhibition from the APL neuron onto KCs during odour stimulus 

support the notion that there is a degree of spatial segregation of activity in the APL neuron that 

could facilitate local computations. Despite the widespread inhibitory effect observed from locally 

stimulating the APL neuron, the spatially non-uniform strength of the effect suggests that the APL 

neuron can operate both locally and globally.  

 

In sections 6.5.1 and 6.6, I discuss other ways of estimating the spatial extent of the APL neuron’s 

output, and the implications of my findings for the APL neuron’s function in the MB, respectively.  

 

6.4 Plasticity in the APL neuron  

 

The third point I wanted to address was the spatial nature of electric shock responses, and the 

concomitant plasticity induced by aversive conditioning with electric shocks, in the APL neuron. 
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Previous studies reported that the APL neuron responds to electric shocks, but only imaged its 

response in a single imaging plane (Liu and Davis, 2009, Zhou et al., 2019). My results expanded 

on those reports by demonstrating the spatially distinct nature of the APL neuron’s electric shock 

responses (Fig. 4.1). 

 

My findings on the APL neuron’s responses to electric shock agree with my characterisation of 

activity spread in the APL neuron, which shows that activity attenuates as it propagates throughout 

its neurites (Fig. 3.4). In fact, the attenuation was particularly pronounced for activity evoked by 

stimulating the APL neuron in the vertical lobe (Fig. 3.4 A2-C2). It is possible that the spatially 

distinct responses of the APL neuron to electric shock are facilitated by restricting spread of activity 

in its neurites. Taken together, these findings suggest that the APL neuron can locally compute the 

input it receives from electric shocks. 

 

The increased calcium influx in the vertical lobe evoked by electric shock suggests that there might 

be a transient increase in GABA release from the APL neuron. It is possible that this plays a role 

during learning. My data from characterising the spatial extent of feedback inhibition from the APL 

neuron onto KCs suggests that this would have a strong local, albeit also widespread, inhibitory 

effect on KC odour responses. The increased calcium influx in the vertical lobe could possibly play 

a role in memory formation if this process depends on calcium influx in the APL neuron.  

 

To investigate the spatial nature of plasticity in the APL neuron, I carried out aversive conditioning 

by coupling odour stimulus to electric shocks. I did not find a stimulus-specific suppression of 

responses in the APL neuron post conditioning with the protocol I employed and the ROIs I chose 

to quantify (Fig. 4.3 C-F). Two studies have previously documented a suppression in the APL 

neuron’s responses to CS+ (Liu and Davis, 2009, Zhou et al., 2019). Liu et al. looked at the APL 

neuron’s responses in the horizontal lobe, while Zhou et al. imaged its responses in a transverse 

plane of the lower part of the vertical lobe. In contrast, I quantified the APL neuron’s responses in 

volume ROIs. This could be one reason I did not observe stimulus-specific depression post 

conditioning (further discussed in section 4.3.2).  

 

Another notable difference is that in Liu & Davis, 2009 and Zhou et al., 2019 the authors did not 

include a third odour that was not part of the training protocol to normalize the CS+ and CS- 

responses to. Neither did they make a comparison between the difference in the APL neuron’s pre- 

and post-conditioning responses for CS+ and CS-. I quantified the difference between the APL 
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neuron’s pre- and post-conditioning responses for CS+ and CS-, then compared this difference for 

CS+ vs CS- to determine if it was statistically significantly different (Fig. 4.3 C-F). This 

comparison was not made in the two previously mentioned studies (Zhou et al., 2019, Liu and 

Davis, 2009).  

 

This point is particularly important for the findings in Zhou et al., 2019. They reported a drop in 

peak ΔF/F odour responses for OCT (CS+) from ~ 15% pre-conditioning to ~ 12 % during- and ~ 

11 % post-conditioning, but they also found a decline in MCH (CS-) peak ΔF/F responses from ~ 

18% pre-conditioning to ~ 17 % during- and ~ 15 % post-conditioning. It would have been very 

informative had they reported comparisons between the drop they observed for CS+ vs CS-.  

 

What does this imply for the roles of the APL neuron in relation to memory formation proposed in 

section 1.2.9? To recapitulate, the model I proposed where suppression of the APL neuron opposes 

the depression of KC-MBON synapses induced by learning relies on (1) inhibition from the APL 

neuron locally affecting KCs and (2) learning-induced suppression of the APL neuron occurring 

locally (Fig. 1.6 B). The other possibility I proposed was that inhibition from the APL neuron gates 

memory formation. Suppression of the APL neuron would then allow the memory to be formed by 

increasing calcium influx in the KCs, leading to coincidental detection of calcium and the dopamine 

signal by the adenylyl cyclase, Rutabaga, which is required for memory formation.  

 

My findings suggest that activity in the APL neuron remains spatially restricted in the lobes (Fig. 

3.4 A1-C1 and A2-C2). The feedback inhibition had a more widespread effect on KC odour 

responses, but nevertheless was strongest proximally, decreasing in strength with distance (Fig. 

3.25 A1-C1 and A2-C2). Although the feedback inhibition is not strictly localised, the gradual 

decline suggests that local learning-induced suppression of the APL neuron would mostly affect its 

output locally.  

 

However, my results were inconclusive with regards to formation of a memory trace in the APL 

neuron in any of the ROIs I quantified (Fig. 4.3 A). Thus, based on my findings, I cannot say that 

both criteria are met. This does not mean that the model proposed in Fig. 1.6 should be discounted. 

If suppression of the APL neuron is required only during training, and dispensable after, for 

immediate memory recall, then its suppression after training could still serve to locally counteract 

depression of KC-MBON synapses as the model suggests (Fig. 1.6 B). Thus, suppression of the 

APL neuron’s response to the during training would explain its requirement for memory gating 
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(Zhou et al., 2019), but also explain why output from the APL neuron is required for reversal 

learning (Wu et al., 2012). 

 

Contrary, if it is necessary to keep the APL neuron suppressed after training for immediate memory 

recall, it would suggest that increasing activity of the APL neuron would weaken or disrupt memory 

recall. This goes against the proposition that suppression of the APL neuron counteracts learning. 

As the exact temporal requirement for suppression of the APL neuron is not clear from the findings 

in Zhou et al., 2019, neither of the roles proposed in section 1.2.9 can be dismissed. Thus, the 

role(s) of the APL neuron with regards to memory formation remains unclear. 

 

6.5 Expanding upon my findings and improving the experimental approach 

 

6.5.1 Optical imaging of neuronal activity 

 

How well did GCaMP6f serve the purpose of imaging neuronal activity? Estimating neuronal 

activity with GCaMP6f was adequate for characterising the spread of activity in the APL neuron 

and its inhibitory effect on KC activity in the entire MB (chapter 3), owing to its high dynamic 

range that allowed me to reliably demonstrate regional differences in activity spread and the APL 

neuron’s inhibitory effect (discussed in sections 6.2 and 6.3).  

 

What are the limitations of using GCaMP6f to estimate neuronal activity? GECIs are inherently 

limited in their reliability as reporters of neuronal activity because they indirectly measure activity 

through changes in calcium levels. This leads to several drawbacks. One is the nonlinearities 

between cytoplasmic calcium levels to the spike frequency and to the fluorescence intensity of the 

fluorophore, meaning that calcium indicators at best approximately quantify neuronal activity 

(Akerboom et al., 2012, Chen et al., 2013). Another issue is the slow kinetics of the indicators 

compared to the duration of individual spikes. Even the fastest GECI, GCaMP6f can only resolve 

individual spikes if they are more than 50-75 ms apart (Chen et al., 2013), rendering the sensor 

unreliable for resolution of spikes at higher rates. Thus, there can be large disparities between 

voltage fluctuations and the activity reported by GECIs (Chen et al., 2013, Yang et al., 2016). This 

difference is most obvious in neurites with little to no spontaneous activity, where GECI signals are 

rectified and respond to depolarisations, but not hyperpolarisations (Yang et al., 2016). With that 
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said, in terms of determining where the APL neuron is active to the extent that it releases GABA, 

measuring calcium should provide a good estimate, under the assumption that calcium influx 

precedes vesicle release. 

 

If the main priority of an experiment is to directly measure the spatial extent of depolarisation, 

using a GEVI would have been the better choice. At the time of my experiments, a recently 

developed voltage indicator, ASAP2f, with improved signal-to-noise ratio compared to its 

predecessor, was published (Yang et al., 2016). ASAP2f and GCaMP6f have been used to compare 

voltage and calcium fluctuations in fly visual system neurons evoked by visual stimulus (Yang et 

al., 2016). In terms of kinetics, the GCaMP6f signal took 5-fold longer than ASAP2f to reach peak 

response, and ~10-fold longer to decay to baseline levels. However, the superior temporal 

resolution offered by ASAP2f or other GEVIs would have been irrelevant due to the low sampling 

rate I used for acquiring volume imaging (5 Hz).  

 

The main issue with GEVIs is the relatively low peak ΔF/F evoked by activity, which can be 20-

fold lower for ASAP2f compared to GCaMP6f (Yang et al., 2016), even though ASAP2f is 

amongst the highest-responding GEVIs available (Kannan et al., 2019). A 20-fold difference in 

ΔF/F would likely have made some of the KC baseline activity or odour responses I measured more 

difficult to discern from the background noise, particularly when the responses were suppressed by 

inhibition from activating the APL neuron (panels B1-B3 and C1-C3 in Fig. 3.11-3.15). As such, I 

believe using GCaMP6f over a GEVI was the right decision for volume imaging.  

 

Importantly, Yang et al., 2016 also showed that there are differences between GCaMP6f and 

ASAP2f signals across neuronal arbours, with region-specific disparity between the two indicators 

(Yang et al., 2016). These findings suggest that voltage and calcium fluctuations can vary widely 

within the same neuron, showing that GECIs do not necessarily reproduce the spatial dynamics of 

membrane depolarisation faithfully.  

 

Therefore, it would be valuable to characterise activity spread in MB neurons using a GEVI like 

ASAP2f in addition to GCaMP6f. The former directly reports changes in membrane potential 

(input), whereas the latter shows calcium influx, which precedes vesicle neurotransmitter release 

(output) (Grienberger et al., 2012). Using both sensors could reveal if there are spatial differences in 

the relationship between input and output in the APL neuron. If the peak ΔF/F signal is too weak to 

record the entire MB volume simultaneously with a GEVI, one could image the spread of activity 
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longitudinally in the horizontal lobe (along the APL neuron’s projections) in a single plane. This 

would not provide a global picture of activity spread throughout the APL neuron, but a comparison 

of activity spread as measured by ASAP2f and GCaMP6f from a single longitudinal imaging plane 

would be helpful to determine how faithfully GCaMP6f can report membrane depolarisation in the 

APL neuron. Alternatively, instead of measuring activity in the APL neuron using flies that express 

either ASAP2f or GCaMP6f (both GFP-based), one could express ASAP2f in conjunction with a 

red-shifted GECI like jRCaMP1b (Dana et al., 2016), so that calcium and voltage fluctuations can 

be captured and compared in the same recordings.  

 

Finally, there are some concerns that GECI expression can perturb cell physiology. GCaMP 

variants with high calcium affinity can potentially function as strong calcium buffers, which could 

affect calcium dynamics in neurons. One study showed that expression of GCaMP6f in mouse 

cortical neurons perturbed calcium dynamics and calmodulin-dependent gene expression (Yang et 

al., 2018), while another study found that GCaMP6m expression could alter synaptic vesicle release 

probability in the mouse giant nerve terminal ‘calyx of Held’ (Singh et al., 2018).  

 

I did not conduct any experiments to determine whether expression of GCaMP6f perturbed KC or 

APL neuron function. Thus, I cannot exclude that GCaMP6f perturbed the calcium dynamics or cell 

signalling in these neurons to some extent. However, I was able to record odour responses in both 

KCs (Fig. 3.11-3.16) and the APL neuron (Fig. 3.5) using GCaMP6f, suggesting that both types of 

neurons were at least in a functional state sufficient to respond to naturalistic stimulus 

 

Another unresolved issue from my experiments is the discrepancy between the spatial extent of the 

APL neuron’s inhibitory output on KC odour responses and the spread of activity in the APL 

neuron. To investigate whether this could be due to more widespread GABA release than my 

estimates of activity spread (Fig. 3.4) would suggest, I locally applied GABA to the MB. I found 

this to have a similarly widespread inhibitory effect on KCs as stimulation of the APL neuron 

(compare panels D1-D3 to A1-A3 in Fig 3.25). However, this approach does not directly address 

the spatial extent of the APL neuron’s output. How could this be further substantiated? One way 

would be to look at vesicle release from the APL neuron during ATP stimulation, or by recording 

GABA signalling onto KCs.  

 

The first option is possible through expression of synaptopHluorin in the APL neuron. This is a 

genetically encoded fluorescent probe that is a fusion protein of pH-sensitive GFP and the vesicle 
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protein VAMP2, which increases its fluorescence when it is released from the acidic lumen of 

vesicles (Miesenböck et al., 1998). Assuming that the fluorescent signal is strong enough, this 

method could visualise the spatial dynamics of GABA release from the APL neuron when it is 

artificially stimulated during odour exposure.  

 

The other option is possible by expressing an intensity-based GABA sensing fluorescence reporter 

in KCs. This is a genetically encoded GABA sensor that is a fusion protein of a bacterial 

periplasmic GABA-binding protein and circularly permuted superfolder GFP that translocates to the 

cell membrane and emits increased fluorescence upon binding GABA (Marvin et al., 2019). This 

approach would not directly visualise GABA release from the APL neuron, but it would reveal to 

what spatial extent KCs receive the increased GABA signal evoked by local stimulation of the APL 

neuron. 

 

6.5.2 Local activation of neurons 

 

To locally activate neurons of interest, I expressed P2X2 in the neurons and locally applied ATP to 

the MB using a patch pipette coupled to a pressure system. This way, I was able to evoke local 

responses in the APL neuron (Fig. 3.4), and by changing the concentration of ATP in the patch 

pipette solution, I could alter the strength of the stimulus (Fig. 3.3).  

 

This method of local artificial stimulation has several limitations. First, the procedure of positioning 

the patch pipette inside the brain to stimulate a specific region is difficult to accurately reproduce 

from one fly to another. This is greatly improved by expressing DsRed, a red-shifted fluorescent 

protein isolated from Discosoma coral (Matz et al., 1999), in the MB, instead of relying on the 

baseline fluorescent signal of GCaMP6f. Visualising the MB using DsRed allowed me to use its 

anatomical features as landmarks to direct the patch pipette to the same region in each fly. 

However, because of the elasticity of the brain tissue, it is not possible to directly position the patch 

pipette in the desired location in the MB. As such, there will be slight variations in the puff site 

between flies.  

 

Second, it is not possible to spatially restrict the stimulus to an exact region of interest. Irrespective 

of stimulus duration (determined by the duration of pressure applied by the Picospritzer and drug 

removal by continuous perfusion) and pressure, the bulk flow of the drug solution will disperse to 
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some extent. The dispersion will not be uniform, but instead depends on the way the tissue is 

organised around the puff site. This is another factor that contributes to variability between flies. 

 

Third, it is difficult to determine how widely the ATP dispersed when it is ejected from the pipette, 

despite the co-ejection of a red dye to estimate the spread of patch pipette solution (covered in 

section 3.2.6 and 3.3.1). Furthermore, I found that P2X2 had leaky expression (Fig. 3.6 A3-C3), 

which complicated interpretation of the results from stimulating the calyx.  

 

There are also potential concerns regarding the effect of ectopic expression of P2X2 in neurons. 

P2X2 is likely to change the intrinsic membrane properties due to its leak current (Fujiwara et al., 

2009) which could change the resting membrane potential. I cannot exclude that this was the case 

when I expressed P2X2 in the APL neuron. Another issue is that uneven spatial distribution of 

P2X2 can give the false impression that there are regional differences in the extent of activity 

spread. Although I did observe differences in the spatial extent of activity spread originating from 

the vertical lobe and the horizontal lobe, this can be explained by the more restricted dispersion of 

the patch pipette solution when puffing on the vertical lobe (discussed in section 3.3.1).  

 

What other approaches could have been used to locally stimulate neurons? 

An alternative way to locally activate the APL neuron would have been to locally apply 

acetylcholine, a major excitatory neurotransmitter in insect brains (Dupuis et al., 2012), and the 

neurotransmitter released by KCs (Barnstedt et al., 2016), together with bath application of 

tetrodotoxin, a sodium channel blocker (Narahashi et al., 1964), to block KCs from spiking. 

Acetylcholine application would be more similar than ATP application to the excitatory input that 

the APL neuron receives from KCs, and therefore arguably more physiologically relevant. This 

would avoid the issue of expressing an ectopic ligand-gated ion channel in the cell membrane, 

which could change the resting membrane potential, or cause leaky expression. However, it is 

possible that acetylcholine application would also indirectly activate the APL neuron due to 

electrical coupling to the DPM neuron through gap junctions (Wu et al., 2011). Therefore, 

expressing the ectopic P2X2 ion channel and applying ATP offers a more controlled activation, 

barring leaky expression.  

 

Another advantage of the approach I used is that I can relate the extent of activity spread in the APL 

neuron evoked by a certain concentration of ATP to its inhibitory effect on KC activity. The issue 

with acetylcholine application and bath perfusion with tetrodotoxin is that it precludes any 
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measurement of the inhibitory effect of the APL neuron on KC odour responses. I would have to 

use another means of locally stimulating the APL neuron.  Activating the APL neuron with P2X2 

by local ATP application allowed me to measure spread of activity in the APL neuron and to relate 

the spread of activity to the spatial extent of its inhibitory effect on KC odour responses. What 

would be a better way to achieve the same that overcomes the limitations of this drug application 

approach? 

 

An optogenetics stimulation approach could be used to conduct the experiments I carried out that 

required local artificial activation of neurons. This approach offers greater control over stimulus 

parameters compared to ATP-mediated stimulation of P2X2-expressing neurons. First, there is no 

invasive procedure required to deliver the stimulus, and subsequently no difficulty with targeting 

the stimulus to a specific region, whereas the elasticity of the brain tissue makes it difficult to 

position the patch pipette in an exact location. Second, optogenetic stimulation circumvents the 

issue of uneven dispersion of the stimulation drug caused by the local tissue structure. Third, it 

offers greater control over stimulus duration and intensity, as optical stimulation can provide a pulse 

stimulus, rather than a stimulus with a time to peak and decay as with drug delivery. In terms of 

how small a stimulus region can be achieved using optogenetics, an optical stimulus decay distance 

to half intensity of 12 µm laterally and ~24 µm axially has been reported (Packer et al., 2015), 

comparable to the decay distance to half intensity of ~10-25 µm for the red dye indicator I used 

when applying ATP with a patch pipette (Amin et al., 2020). It is possible to narrow the stimulus 

beam further, but there is a limit to how a small a region must be stimulated to open enough 

channels to activate the target neuron (Packer et al., 2015). Thus, optogenetic stimulation does not 

necessarily provide more spatially confined activation, but offers the other advantages listed above.  

 

Despite offering the above-mentioned advantages over ATP-mediated stimulation of P2X2-

expressing neurons, optogenetic stimulation was not practically possible, as our two-photon 

microscopy setup does not feature a second laser and the scanning optics required for simultaneous 

optical stimulation and imaging.  

 

Optogenetics also offers a different way to probe the spatial extent of the APL neuron’s inhibitory 

effect. Instead of determining the spatial extent of the APL neuron’s inhibitory output by recording 

KC odour responses while stimulating the APL neuron, one could locally inhibit the APL neuron to 

measure the spatial extent of KC disinhibition. What could we learn from this experiment? If the 

results would show that inhibition of the APL neuron locally increases KC odour responses, it 



164 

 

would suggest that the APL neuron’s output can operate locally. Whereas if local inhibition of the 

APL neuron were to strongly disinhibit KCs proximally, but also to a smaller extent distally, it 

would confirm what I have already found by observing KC odour responses while locally activating 

the APL neuron. I initially attempted to conduct such an experiment by expressing a native 

histamine-gated chloride channel, in the APL neuron, and locally applying histamine to the MB. 

Bath application of histamine has previously been shown to efficiently inhibit Ort-expressing 

neurons in flies (Liu and Wilson, 2013). However, in the majority of my recordings, I was unable to 

observe any effect on KC odour responses from applying histamine and decided to abandon the 

experiment. What other ways could the APL neuron be locally inhibited? 

 

This experiment could be conducted in the same way as the optogenetic stimulation approach 

described above, by driving the expression of an anion-gating channel, such as the Guillardia theta 

anion channelrhodopsins (GtACRs) (Govorunova et al., 2015) in the APL neuron and activating the 

channel in a small region with a separate laser. However, there are several reasons why this 

approach could be difficult to implement. GtACRs require excitation wavelengths in the 470-510 

nm range, which holds for the majority of other optogenetic tools that have been used for 

suppression of neuronal activity (Wiegert et al., 2017). Excitation of these constructs could be 

difficult due to the limited penetrance of these wavelengths through the cuticle (Inagaki et al., 

2014). Another issue is that this range of wavelengths would cross-activate GCaMP6f (Chen et al., 

2013). This could possibly be circumvented by using a different GECI, like jRCaMP1b, whose 

excitation spectrum is red-shifted (Dana et al., 2016). 

 

6.5.3 Measuring plasticity in the APL neuron 
 

How could I improve my approach towards determining if and where associative conditioning leads 

to formation of plasticity in the APL neuron?   

 

Intend to repeat the experiment shown in Fig. 4.3 with the GH146-Gal4 driver that labels PNs and 

the APL neuron, and the APL neuron-specific intersectional approach that I used in for the 

experiment in Fig. 3.1, to determine if any of these approaches yields a stronger GCaMP6f signal in 

the APL neuron compared to the 474-Gal4 driver. This could solve the issues I had with noise in 

my recordings.  
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An alternative approach to studying the spatial nature of DAN-mediated suppression in the APL 

neuron would be to pair artificial activation of specific DAN types with odour stimulus. This 

approach has previously been shown to induce memory formation (Liu et al., 2012, Aso and Rubin, 

2016, Aso et al., 2010, Aso et al., 2012, Burke et al., 2012, Claridge-Chang et al., 2009, Hige et al., 

2015). One could then compare the APL neuron’s response to the paired and an unpaired odour in 

the compartment(s) that are innervated by the activated DANs with those that are not, to determine 

if this induces compartment-specific potentiation or suppression of the APL neuron’s odour 

response. This is not as physiologically relevant as actual aversive reinforcement and is unlikely to 

recapitulate the network activity evoked by a sugar reward or electric shock, but it can provide a 

clear link between DAN signalling and the spatial nature of memory formation in the APL neuron. 

My preliminary data for this experiment has confirmed that it is feasible to activate DANs locally 

using P2X2 (data not shown).  

 

6.6 The implications of my findings for APL neuron function in the MB 
 

Why would the APL neuron utilise graded potentials? What does it suggest for the APL neuron’s 

function in the MB that there is localised activity in the APL neuron, while its inhibitory output is 

widespread, but non-uniform?  

 

The use of graded potentials over spikes in the APL neuron could reflect a requirement for high 

rates of information transfer, as graded potentials have up to four-fold greater information capacity 

than action potentials (Laughlin and Sterling, 2015). However, KC firing rates evoked by odour 

stimulus are typically below 5 Hz (Turner et al., 2008), suggesting that the APL neuron is not 

required to transmit information at high rates. Another possibility is that the APL neuron’s broad, 

but non-uniform feedback inhibition must be fine-tuned to the level of input it receives from KCs. 

The analogue nature of graded potentials can represent smaller levels of change in response 

compared to action potentials, and thus would be better suited to accurately adjust the level of 

inhibitory output.  

 

Another possibility is that the use of analogue signalling in the APL neuron reflects a constraint in 

space or energy expenditure, rather than serving a particular function. As mentioned before, graded 

potentials are favourable to action potentials in terms of energy expenditure and utilised space 

(discussed in section 1.1.2). Due to the relatively small size of the fly brain, graded potentials could 
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suffice to transmit information at adequate speed and distance to meet the APL neuron’s functional 

needs. 

 

In section 1.2.10, I speculated that, assuming that there was limited spread of activity between the 

calyx and the lobes in the APL neuron, the feedback inhibition could play distinct roles in these 

regions, due to differences in their anatomical organisation. My findings suggest that such a 

difference is possible. What could be the different roles of feedback inhibition in the calyx and the 

lobes? 

 

As previously mentioned, feedback inhibition in the calyx could impose sparse coding on KC odour 

responses (see section 3.2.1). This is plausible, considering that activity between the calyx and lobes 

are segregated, and that KC neurites are intermingled in the calyx, such that feedback inhibition 

from the APL neuron can affect all KC subsets. A role for the APL neuron to impose sparse coding 

in the calyx, where the KC neurites are intermingled, would agree with the previous finding that 

feedback inhibition from the APL neuron to KCs is all-to-all, such that reciprocal signalling 

between the APL neuron and any KC-subset inhibits odour responses in all KC subsets (Lin et al., 

2014a). 

 

What about the role of feedback inhibition in the MB lobes? My observation that the increased 

inhibitory output of the APL neuron from stimulation in the lobes was non-uniform, being stronger 

proximally than distally, could be interpreted to indicate that the APL neuron’s output in the lobes 

plays distinct roles locally and globally. Although the inhibitory output is not purely local, the 

stronger, proximal effect suggests that suppression of the APL neuron’s response to a conditioned 

odour could suffice to operate locally as a gating mechanism for memory formation or an ‘anti-

memory’, as outlined in section 1.2.10. The APL neuron presynapses onto MBONs (Takemura et 

al., 2017) could also play a role in memory formation or recall that so far remains unknown.  

 

What could be the function of the widespread, or global, component of the inhibitory effect? This 

could contribute to maintaining sparse coding of odour responses in the KC axons. Alternatively, 

assuming that the APL neuron receives multimodal sensory input (see section 1.2.10), the broader 

inhibition could also mediate crosstalk between the KCs representing different modalities. In this 

way, cross-inhibition of KCs through feedback inhibition by the APL neuron could be the 

mechanism by which the αβ posterior KCs that project their dendrites to the dorsal accessory calyx, 
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(Tanaka et al., 2008), who are thought to receive input from the visual system  (Li et al., 2020), are 

inhibited by odour stimulus (Perisse et al., 2013). 

 

6.7 Comparisons to other systems 

 

In section 1.2.13, I compared the fly MB to the vertebrate cerebellum, highlighting similarities 

between the two. However, one striking difference between these systems is that in the MB the APL 

neuron is the sole neuron that provides inhibition to the KCs, while in the cerebellum there are 

numerous Golgi cells that provide feedback inhibition to the granule cells. Another difference is 

that the Golgi cells encode information using spikes (D'Angelo et al., 2013), while the APL neuron 

is non-spiking. The cerebellum also contains other types of inhibitory interneurons, known as 

basket and stellate cells, that inhibit the Purkinje cells. The former synapse onto the cell bodies or 

axon initial segment, while the latter target the dendrites, of Purkinje cells (Prestori et al., 2019). 

Thus, inhibitory neurons in the vertebrate system are more numerous and diverse.   

 

What could explain that the APL neuron is the sole inhibitory neuron that provides inhibition to the 

sparsely-coding KC population, while the cerebellum has numerous Golgi cells that provide 

feedback inhibition to the granule cells?  

 

One obvious difference between the two systems is that the vertebrate brain has a larger volume 

available to occupy with neurons and their projections. For commonly used laboratory strains, the 

volume of a fly brain is ~ 8 x 107 µm3 (Zheng et al., 2018), while the mouse brain measures 415 

mm3 (Kovacevic et al., 2005), more than 5000-fold larger. Smaller brains cannot achieve the same 

level of complexity as larger brains because they must accomplish more with less: where the fly 

brain has space for a single neuron to encode a given piece of information, the vertebrate brain has 

multiple neurons which can specialise to represent different aspects or features of the same 

information. Increased specialisation of neuronal function has been proposed as the key feature that 

underlies the greater complexity of the tasks that the vertebrate nervous system performs (Laughlin 

and Sterling, 2015). The higher number of granule cells compared to KCs requires more inhibitory 

neurons. However, while the APL neuron forms synapses with all KCs (around 2000 per 

hemisphere), each Golgi cell only synapses onto a fraction of the granule cell population, down to a 

few hundred (D'Angelo et al., 2013). This difference could mean that there is a greater level of 

distribution of function by Golgi cells in the vertebrate cerebellum, compared to the APL neuron.  
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Likewise, the greater diversity of inhibitory neurons in the cerebellum could reflect a greater level 

of specialisation compared to the fly MB. Expanding the diversity of inhibitory interneurons allows 

each type of interneuron to encode more distinct information, but also to carry out a more diverse 

range of computations, facilitated by synapsing onto different regions of postsynaptic targets 

(Huang and Paul, 2019), like the basket and stellate cells.  

 

The use of spikes in vertebrate interneurons vs graded potentials in the APL neuron could also be 

related to the considerable difference in brain size. At lengths above 1 mm (Dieudonne, 1998), the 

axonal projections  of Golgi cells exceed the width of the fly brain (600 µm). Perhaps the spikes are 

necessary for activity in the interneurons in the cerebellum to reach their postsynaptic targets, while 

the reciprocal synapses between KCs and the APL neuron throughout the MB and the relatively 

small size of the fly brain mean that analogue signalling is sufficient for the APL neuron’s function.  

 

How could the smaller fly brain compensate for the lack of space? The APL neuron could fulfil 

more than a single function, or carry out different computations, by spatially segregating activity 

within its neurites. This way, a single inhibitory neuron could accomplish diverse functions and 

minimise energy expenditure. Of course, the disadvantage to having a single neuron carry out 

multiple functions is that there may be a degree of non-specificity or overlap in the local 

computations, and perhaps this is what is reflected in the more widespread inhibitory output of the 

APL neuron.  
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