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Abstract

This thesis addresses practical, real-world problems in the financial services industry
using Deep Learning architectures. The main focus is on advancing current ap-
proaches in the areas of Risk Management and Quantitative Trading. The former is
concerned with the risk of investment, whereas the latter refers to identifying prof-
itable investment opportunities. Both areas are crucial in assessing the profitability
and risk levels of investments. This research has three important findings which
contribute to the academic literature.

First, the impact of news headlines on forecasting short-term volatility is ex-
plored. A novel neural network architecture, the Multimodal Hierarchical Attention
Network (MHAN) is introduced to learn the joint representation of multiple data
modalities (prices and news). The architecture addresses two aspects which are es-
sential for news representation: news relevance and news novelty. The importance of
the components of MHAN is investigated using the ablation method, with different
sentence encoders being used to represent text. The experimental results confirm
that adding news headlines consistently improves volatility forecasting across differ-
ent market sectors and that the MHAN model outperforms the widely used GARCH
model.

Second, a novel graph neural network architecture, the Graph Transformer Net-
work (GTN) is proposed to better deal with the Range trading strategy which profits
from short-term distortions in stock prices. The relationship between stocks is rep-
resented by a graph. The effect of other stocks on the target stock range prediction
is then investigated by injecting prior knowledge via a graph into the learning pro-
cess. The proposed approach is evaluated on a large number of stocks. Experiments
confirm the profitability of the strategy and demonstrate that the GTN outperforms
current state-of-the-art graph networks.

Third, Deep Reinforcement Learning is successfully applied to the pair trading
strategy. This thesis presents the Investment Strategy with the Investors’ Preferences
(ISIP) framework to integrate optimal portfolio allocations with a risk management
component. This component targets a constant level of risk pre-set by the investor.
The experimental results confirm that the proposed framework improves the perfor-
mance of existing approaches and is effective at restricting portfolio volatility.
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Chapter 1

Introduction

The financial industry has experienced persistent growth over the last few decades
and has matured into one of the most competitive fields across the globe. Financial
markets are influenced by the combined actions of multiple market participants and
are increasingly complex to model. The financial industry keeps pace and quickly
adapts to advances in technology and its capabilities. The introduction of electronic
trading platforms has changed forever the way market participants negotiate and
execute trades. Improvements in the speed of information transfer have led to the
development and adoption of high-frequency trading. Advances in computational
processing resources have allowed for continual progress in financial market mod-
elling. The increase in the amount of data generated on a daily basis and available
for analysis serves as the main driver for deriving meaningful information from it. Ac-
tive development in the area of Artificial Intelligence (AI) has provided opportunities
for advancing the predictive capabilities of financial forecasting methodologies.

Markets are characterised by complex behaviour and modelling them is a chal-
lenging task. Historically, statistical and econometric models have been used to de-
scribe stock prices. Forecasting involves dealing with issues of non-stationarity, noise,
a high degree of uncertainty, hidden relationships and often unstructured irregular
data. In recent decades, fast development in the area of AI and its constituent
Machine Learning (ML) has brought new opportunities to address these types of
problems. In ML, a computer system can learn from data and experience how to
perform a task after being given a set of examples of the correct behaviour. Special-
ists need to decide which information is relevant so that the system will learn and
generalise its responses to new inputs. Typically, the representations for ML systems
contain vectors in a space of arbitrary features. Recently, the application of Deep
Learning (DL) algorithms has attracted public attention. DL refers to learning rep-
resentations of the data using multiple levels of abstraction. Thus, the first layers of
the neural network capture representations very close to the input data. Once these
networks are stacked, higher levels of abstraction can be learnt. A final prediction
layer is then used map the input to the output straight from the data, without any
dependence on human-designed features.

In financial markets, technical analysts often rely on technical indicators to pre-
dict future market behaviour. Technical indicators are computed from price time
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series using domain knowledge and are employed as the input variable of different
trading strategies. However, the process of engineering technical indicators is labo-
rious. By applying DL methods to learn directly from the price time series, we can
avoid the burdensome process of engineering technical indicators. The possibility
of using DL to tackle problems of volatility forecasting and designing quantitative
trading strategies is investigated in this thesis. No domain knowledge is required to
engineer features to train a DL model because the model learns to map raw data
directly to the desired outcomes. This research focuses on practical applications of
DL to advance state-of-the-art techniques for Risk Management and Quantitative
Trading.

Risk Management refers to the process of identifying, assessing and controlling
risks, defined as the effect of uncertainty. It ensures that the risks are managed
proactively. When considering the financial market risk of holding a stock, this
risk arises from adverse movements in the stock price. Price volatility is commonly
accepted as a measure of market risk. Quantitative Trading consists of identify
opportunities to profit on the markets. When a trading strategy is evalauted, it is
important to account for both the strategy’s profitability and its risk.

1.1 Research Context and Aims

The research presented in this thesis has a strong focus on designing neural network
architectures and frameworks for specific tasks in the financial industry. The methods
used to achieve this goal are based on representation learning [22], where we employ
supervised and reinforcement learning. In finance, there are many asset classes, e.g.
Fixed Income (bonds) or Foreign Exchange (currency). This thesis focuses exclu-
sively on equity assets, also know as stocks and shares. The tasks investigated in
this thesis meet the necessities of two broad areas in the financial industry, Risk
Management and Quantitative Trading. Generally speaking, the first area focuses
on predicting the risk of an investment. Volatility, as measured by the standard de-
viation of stock returns,1 is often taken to represent an asset’s risk [103]. Thus, the
first task studied in this thesis is short-term (one-day ahead) volatility forecasting.
The Quantitative Trading area involves learning patterns in different sources of data
(e.g. financial, economic and news articles) in order to identify profitable investment
strategies. The task focuses on how data can be used to buy and sell stocks.

In order to further develop the performance of current solutions for tasks in the
areas of Risk Management and Quantitative trading, the aims of this thesis are to:

1. Propose a multimodal neural network architecture that can use information
from stock price time series (price modality) and news articles (textual modal-
ity) for the task of short-term volatility prediction. In particular, the architec-
ture aims to learn a joint representation [15] of both modalities (news + prices)
in an end-to-end fashion. Moreover, the proposed architecture should be able

1A return is the percentage change in price
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to model three important aspects: (1) news relevance (2) news novelty, and (3)
the fact that news items are events, which are different from the regular stock
price time series, forming an irregularly spaced time series [54].

2. Propose neural networks that can inject the relational bias in a graph into the
learning process. The motivation for encoding prior knowledge in the form of
a relational bias is to increase sample efficiency and potentially achieve better
performance. In general, the use of prior knowledge is particularly important
for tasks that use financial data; unlike images or text, no additional data can
be labelled in the case of a financial time series. Recently, Kipf and Welling
[106] proposed Graph Convolutional Networks (GCN) in a setting where the
data itself is represented by a graph (e.g. protein-protein interaction networks
and knowledge graphs). In this thesis, we introduce a novel graph neural
network, the Graph Transformer Network (GTN). Even though the stock time
series data is not structured in the form of a graph, we apply GTN in a setting
where each stock is a node of a graph and the relationships between stocks
are edges. In particular, we investigate the use of relational bias in the range
prediction task by evaluating the performance of the range trading quantitative
strategy.

3. Investigate the use of Deep Reinforcement Learning (RL) in the context of
quantitative trading. In particular, we are the first to approach the pair trading
strategy [71] using RL. Importantly, aiming to meet the needs of the financial
industry, this thesis proposes flexible Deep RL architectures that do not need to
be retrained when the number of stocks under analysis changes. One particular
drawback of employing the Supervised Learning (SL) paradigm to quantitative
trading is having to rely on a pipeline approach in order to convert predictions
into trading actions. To make it clear, when using SL for quantitative trading a
time-series history is used as input in order to train a regression (price return)
or classification (price return direction) problem. An additional layer of logic is
then necessary to convert predictions into trading actions. Common to many
studies, this layer of logic comes in the form of a fixed trading rule: If the
prediction is “up” buy and if the prediction is “down” sell short.2 Thus, using SL
for quantitative trading means relying on a history-prediction-action pipeline.
The main motivation for using RL is to effectively avoid this pipeline approach.
Rather than first solving the prediction problem using SL and relying on a
fixed rule to convert the prediction into actions, we employ Deep RL to learn a
direct mapping from price history to trading actions. In particular, we consider
general Deep RL methods capable of learning discrete [131] and continuous
actions [115] and evaluate these methods in the specific context of the pair
trading strategy.

2To the reader not familiar with the term sell short, this type of trade will be explained in detail
below. For the moment, consider that selling short is a type of order that allows a profit when the
price of a stock falls.



1.1. Research Context and Aims 17

In the next section, we put into context the financial problems addressed in this
thesis and the respective methods.

1.1.1 Research in the Context of Risk Management

Forecasting stock market volatility has attracted a great deal of interest in many areas
of the financial services industry, including investment banking, commercial banking
and insurance [158]. After the financial crisis of 2008, the interest in forecasting
volatility was scaled on the regulatory side. Governments around the world imposed
risk-based capital adequacy, precise the one-day regulatory Value at Risk (VaR)
[1]. As a consequence , the financial industry demands accurate models to forecast
short-term volatility, precisely one-day ahead.

From the economics community viewpoint, considerable effort has been focused
on proposing parametric models for short-term volatility forecasting. The relevance
of these efforts was recognised with the Nobel Memorial Prize in Economic Sciences
(2003) to Robert F. Engle and Clive Granger for methods of analysing volatility, in
particular, the Autoregressive Conditional Heteroscedasticity (ARCH) model [56].
This model captures many stylised facts, among them the fact that volatility is
time-varying, exhibits a significant auto-correlation and tends to cluster; therefore,
periods of high (or low) volatility persist for a long time. Nowadays, the ARCH family
of models are a de facto standard for volatility forecasting and widely adopted in the
financial services industry. Moreover, it has been shown that they are hard to beat
[84].

The Machine Learning community has concentrated on considering textual data
for volatility forecasting. In a seminal work, Kogan et al. [107] introduces a corpus
based on the 10-K annual reports,3 and their experiments show that textual data
helps to predict volatility. This finding was corroborated by other research works
[194, 183, 137, 152] which approach the volatility forecasting problem using multiple
Natural Language Processing (NLP) techniques using the same 10-K corpus.

One limitation of these studies is that they rely on a pipeline approach for the
volatility prediction. By using this approach, first a sentiment classifier is indepen-
dently trained in order to predict whether a report is “good” or “bad”. Then, at a
later stage, this sentiment is merged with the stock price features. One clear limita-
tion of the pipeline approach is that the sentiment classifier error propagates to the
volatility prediction task. More importantly, from the financial industry viewpoint,
previous studies are of limited applicability. Since each company releases only one
10-K report per year, previous studies only focus on long-term volatility forecasting
(one quarter or one year ahead).

In order to meet financial industry needs, this thesis focuses on short-term (one-
day ahead) volatility forecasting. To reach this aim, we had to first consider a corpus

3The Securities Exchange Commission (SEC) mandates that corporations fill in annual reports
known as Form 10-K. Section 7, known as Management’s Discussion and Analysis (MD&A), was
used as a corpus. All reports are available to the public on the SEC’s web site.



18 Chapter 1. Introduction

where text items are released at a higher frequency than the annual frequency of
the 10-K reports. This led us to the first research contribution: In this thesis, we
introduce a comprehensive corpus of approximately 150,000 news headlines, compiled
at individual stock level and covering stocks in a broad range of sectors. Aiming to
foster research in this area, we have made our financial news corpus freely available.

However, using news for short-term volatility prediction presents challenges not
faced by previous studies. First, news can be released at any time. Therefore, we can
have a situation where no news items are released for a given stock on a given day. In
this sense, different from the regular time series of daily stock prices, news forms an
irregularly spaced time series [54], where the time elapsed between observations is not
constant. Second, rather than a single 10-K report per stock, many news items can be
released during one day. To make things worse, some news is distracting; therefore,
a proposed solution should be able to “distill” news items that really impact the
market. Finally, another important aspect is the news novelty. To make it clear,
when just released a news item can impact stock volatility. However, if the same
news is repeated afterwards, there will be no impact, since the news has been already
“priced in”.

In order to tackle the challenges inherent in short-term volatility forecasting using
price and news, in this thesis we introduce a novel neural network architecture called
a Multimodal Hierarchical Attention Network (MHAN). In general, this architecture
can be applied to forecasting problems where some modalities form an irregular time
series (e.g. news or unforeseeable events). In particular, in the MHAN architecture
irregularly or unevenly spaced time series are handled as part of the learning process;
therefore, intervals that may have no textual modality data (e.g. days without news)
are formulated as missing data. In other words, days without news are “marked”
as absent, rather than just being skipped during the sequence encoding. Thus, the
MHAN neural network is designed to learn a joint representation [15] of textual and
price modalities in an end-to-end fashion.

Applying the MHAN architecture to short-term volatility forecasting led to our
first research question (with experiments reported in Chapter 3):

Question 1: Can we improve the one-day ahead volatility prediction by
adding textual data? Mainly, how does it compare to well-established
econometric models that only use stock price data?

1.1.2 Research in the Context of Quantitative Trading Strategies

Quantitative trading strategies play an important role in the financial markets [182,
52]. A trading strategy (or trading system) is defined as follows [37, 182, 52]: (1) A
set of trading rules to enter and exit trades, i.e. the point in time to trade the stock,
and the trade type (buy, neutral or sell-short), and (2) a risk control mechanism.

Previous research [37, 89, 11] surveyed a large amount of studies focusing on
predicting the stock return using AI techniques. These studies differ in terms of the
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input variables (e.g. by adding economic data), forecasting problem (i.e. regression
for the stock return and classification for its direction) and forecasting methods (e.g.
neural networks, random forest or genetic algorithms). However, once the forecasting
model is trained, trading rules [37, 72, 12] are employed to evaluate the model’s
performance in the context of quantitative trading. To exemplify, let us consider
that the model was trained on daily data using a binary classifier. Thus, the trading
rules are as follows: (1) if the prediction is 1 enter a buy trade, otherwise enter a
sell-short trade, (2) exit all trade when the market closes. Similar trading rules also
apply to three-classes problems (i.e. buy, sell-short or neutral) or in the case of stock
return predictions (regression problem). Therefore, the main focus of these studies
is to predict the stock price return.

However, predicting the stock price volatility (i.e. risk) is different from predicting
stock price return. In the volatility case, we attempt to predict how stable the stock
returns will be in the future, rather than the stock performance or trend direction.
While volatility is persistent and presents significant auto-correlation, it is received
wisdom in economic science that predicting the stock return using public information
(such as news or past stock prices) is an extremely difficult task. This is attributed
to the fact that any available information is assumed to be incorporated into the
stock price almost immediately, leading to the so-called Efficient Market Hypothesis
(EMH) [60, 61]. In fact, many studies have shown [177, 61, 60] that the auto-
correlation of stock returns is usually not statistically different from zero, suggesting
that stocks prices follow a random walk.

In light of the EMH, we decided to adopt a conservative approach. Rather
than attempting to predict the stock return (or return direction), which is not a
feasible task according to EMH, we focused on market-neutral trading strategies, also
called statistical arbitrage [98, 71, 182]. Broadly speaking, market neutral strategies
attempt to profit from short-term price distortions, and the performance is expected
to be independent of market direction [108, 98].

To this end, this thesis investigates two trading strategies: Range trading [127]
and pair trading [71]. The range trading is explained as follows. First, a range (or a
band) is predicted within which the price is expected to oscillate. Then, it follow the
trading rule: if, in the next day, the stock price expands beyond the predicted range
in any direction, it enters a trade contrarian to the current movement. This is done
expecting the price has less ground to go beyond the predicted range. Therefore,
we wait until the market closes to exit the trade. In a similar way, pair trading is
also based on a rationale of a short-term distortion in prices, but relies on the idea
of time series cointegration [79]. Therefore, if two stocks (a pair) share common
(stochastic) trends, short-term divergences between the two stocks are expected to
correct to their long term equilibrium.

Importantly, we observe that by focusing our efforts on the two strategies above,
namely range trading and pairs trading, we approach the challenge of “profiting from
the stock market” without having to predict the mean or direction of stock returns.
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Effectively, both strategies discussed in this thesis can be profitable even in the case
when stock prices follow a random walk process.

Even though previous studies [127, 193, 77] show that the High-Low strategy is
profitable, they evaluate it on a small number of stocks. By contrast, in this thesis
we use a higher number of stocks covering a broader range of sectors (precisely, 388
stocks and 11 sectors). We also evaluate the strategy for a large portfolio,4 taking
into account not only the strategy’s profitability, but also for its risk.

Another limitation of these studies is that they do not take into account the
effect of other stocks on the range prediction. A straightforward way to account
for this effect is to make use of a neural network architecture that operates on the
concatenation of the time series of all stock, i.e. the individual target stock and
the remaining stocks, in order to learn a joint representation [15]. However, this
architecture is not scalable, because by increasing the number of stocks we would
need more data to discriminate the relationships. This problem is aggravated by the
fact that deep learning is, still, a “data hungry” approach with low sample efficiency
[125].

Recently, a class of neural networks, generally called Graph Neural Networks
(GNN) [106, 81, 190, 18], have been proposed to model structured data (e.g. knowl-
edge bases). Even though stock data is not structured in a graph, this thesis applies
graph neural networks in a market graph setting. In this graph, each stock is repre-
sented by a node and the pairwise relationships between stocks by binary edges, i.e.
one in the presence of a relationship and zero in the absence of one. Therefore, the
market graph is used in this thesis in the context of relational bias, where different
relationships can be readily encoded using prior knowledge about the stock market.

Aiming to push the performance in financial prediction further, we introduce a
novel graph neural network, the Graph Transformer Network (GTN). The network
is general, but applied and evaluated in this thesis on a range prediction task. More
specifically, the GTN operates on the concatenation of stock time series, but also
considers the market graph, i.e. the presence or absence of relationships between
stocks, as part of the learning process.

As opposed to the Graph Convolutional Network (GCN) proposed in [106], the
GTN uses an attention mechanism to learn the influences between a stock and its
neighbourhood. In this sense, GTN is similar to Graph Attention Networks (GAT)
proposed in [190]. However, our attention mechanism is inspired by the scaled dot-
product attention proposed in [188], while GAT uses an additive attention. More
importantly, by applying GTN to the range prediction task, our experiments show
that the GTN outperforms GAT.

When expressing the relationship between stocks in a graph, we consider two
extreme cases: (1) all stocks are related to each other (fully connected graph), or (2)
the stock is not influenced by other stocks (identity graph). Case (1) is equivalent

4To the reader not familiar with the concept of portfolio, given a number of assets it defines the
percentage of wealth that should be allocated to or invested in each asset.
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to learning a model without injecting any bias, while (2) reduces the model to a
setting where the effect of other stocks is not taken into account. However, between
both extremes there are many ways to bias the learning process, e.g. by considering
a market graph where only correlated stocks are connected [124].

As mentioned, by biasing our models using prior knowledge in a market graph,
we expect to improve sample efficiency. On the other hand, a mismatched bias
can also be detrimental to the learning process [18] by imposing constraints which
do not reflect the true stock dynamics. Thus, the advantages and disadvantages
of training the model using a market graph as a prior can be summarised in the
following research question, with experiments reported in Chapter 4:

Question 2: In terms of risk-adjusted profitability, is there any advantage
in biasing the range prediction model via a graph?

One clear benefit of using GTN is that we can analyse the attention weights
after training. Common sense would suggest that some stocks are more sensitive
to their neighbourhood than others. Deep learning works as a kind of a black-box
model; therefore, attention weights have been used to help with the interpretability
of deep learning models [74, 157]. Aiming the applicability in the financial markets
of our GTN, guided to the following research question (with experiments reported
in Chapter 4):

Question 3: How can the analysis of the attention weight matrix be applied
to provide useful information for the financial services industry?

Even though the two trading strategies investigated in this thesis (Range trading
and Pairs trading) are broadly classified as market-neutral strategies, they have
different characteristics.

In the range strategy, we enter and exit the trade on the same day. In the Pairs
trading strategy [71] a trade is entered when the pair history widens more than
a given triggering value, and is only exited when the pair history converges to its
long-term equilibrium. Specifically, Gatev et al. [71] proposes a triggering value of
two standard deviations of the pair history with the trading rule as follows: if a
pair history is above (below) two standard deviation they sell-short (buy) the pair.
In particular, different from the Range strategy, it has been shown [71] that this
convergence takes a long time, with an average trade horizon of 3.75 months.

Pairs trading has been extensively studied in the financial literature ([50, 24, 51,
69, 31, 114, 33, 95, 99, 59, 199]). Some research proposes different triggering values
or attempts to optimise it. However, all studies rely on a trading rule to enter and
exit the trade.

In this thesis, we approach the pair trading strategy from a completely different
angle. We propose model-free RL [173, 131, 115]. Rather than using a trading rule
to decide on when to enter and exit the trades and the trade type (i.e. buy or sell
the pair short), we attempt to learn a mapping from the pair history to the trading
actions.
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To the best of our knowledge, we are the first to approach the pair trading strategy
using model-free RL, i.e. in a “learning to trade” way. Here, the trading rules used
in previous studies are abstracted away and replaced by a pair trader agent, which
learns to trade by interacting with an environment.

In addition, because pair history is a continuous variable we use a class of recently
proposed algorithms called Deep RL. More specifically, the Deep Q-Network (DQN)
[131] and Deep Deterministic Policy Gradient (DDPG) [115]. The motivation for
using these algorithms is that they achieve state-of-the-art performance in playing
games [131] and in control tasks such as legged locomotion and driving vehicles [115].

On the other hand, the main motivation for using RL rather than SL, for the
pair trading strategy is based on the long horizon of its trades, which is in the order
of months. In other words, once we enter a trade, the pair takes a long time to
converge to its long-term equilibrium. Therefore, on its way to the convergence, the
immediate reward, as measured by the daily profitability, is less relevant. In other
words, the effect of a trade (action) today takes a long time to mature in the future.
This type of effect can be captured in the RL setting, since the goal is to optimise the
cumulative discounted reward in a given horizon. By contrast, the SL optimisation
only accounts for the immediate reward. Another limitation of SL is that it relies
on a trading rule. However, since both paradigms (RL and SL) involve different
optimisations, we define the following research question:

Question 4: In the specific case of pair trading, where trades take a long
time to mature, does Reinforcement Learning provide better performance
than Supervised Learning?

In line with previous studies, we also evaluate the pair trading strategy for a
large number of stocks, i.e. in the context of a portfolio. Nonetheless, investors have
different tolerances for risk and interest, with respect to the stocks they want to trade.
In order to meet these necessities, we designed a flexible Deep RL architecture that
is trained only once, and at execution time can be employed to output the optimal
allocations for portfolios of any size and structure. Therefore, we avoid the problem
of having to retrain our Deep RL models every time the number of stocks in the
portfolio changes.

In addition, we introduce a framework, the Investment Strategy with Investors’
preferences (ISIP), which integrates the optimal portfolio allocations, as represented
by a decision-making component, with a Risk management component. Thus, the
framework was designed to keep the portfolio (i.e. the risk measure) at a level the
investor is comfortable with. Broadly speaking, the ISIP operates in the following
input-output space: Given the tolerance to risk and the portfolio constituent stocks
as inputs, it outputs optimal portfolio allocations. This is done without having to
retrain the time-consuming Deep RL models if the investors have portfolio of different
sizes.
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1.2 Research Contributions

This thesis addresses practical problems in the financial services industry and pushes
forward the performance of state-of-the-art research in the area. By pursuing this
goal, we contribute a number of tools that can be used in problems beyond the
financial industry. Below we describe these contributions and how they were applied
in this thesis.

• A comprehensive corpus available for conducting further research. This corpus
contains 150,000 headlines of news articles released by Reuters from 2007 to
2017. It is compiled at the individual level for fifty stocks, with ten stocks for
each of the following sectors: Consumer Staples, Energy, Financial, Healthcare
and Utilities. This language resource is applied to the problem of short-term
volatility prediction (Chapter 3).

• A sentiment Lexicon that consists of a dictionary with unigrams and bigrams
with “good” and “bad” connotation. Lexicons are usually applied to directly
classify the sentiment of a text when labelled data is not available5.

• The MHAN is a neural network which can be applied to general forecasting
problems with irregularly-spaced time series (e.g. web logs). In particular,
we used this architecture for short-term (one-day ahead) volatility forecasting
which takes textual and stock price modalities as input (Chapter 3).

• A graph neural network, the Graph Transformer Network (GTN), which can
be employed in two types of settings: (1) when the problem structure can be
encoded as a graph, and (2) when the data itself is represented by a graph
(e.g. protein-protein interaction networks and knowledge graphs). The GTN
learns the importance between two nodes using an attention mechanism. In
this thesis, we applied GTN to range forecasting and range trading strategy
evaluation. Thus, we use the GTN in settings where we encode the relation-
ship between stocks in a graph and apply GTN in the context of quantitative
trading, specifically in the range trading strategy (Chapter 4).

• A RL environment for pair trading. The implementation follow the widely used
OpenAI Gym specification [30]. We employed this environment to train our
Deep RL models, but the environment is model-agnostic and therefore, can be
used by any RL model proposed by the research community. The environment
was employed to train our Deep RL architectures (Chapter 5).

• A Deep RL architecture that can be applied to the general problem of portfolio
allocations. Importantly, our architecture is decentralised. The models are
trained only once and at execution time can be consumed for the optimisation

5This additional language resource was developed during the early stages of the PhD program
and accepted for publication. However, we decided to add this in the Appendix A. In this thesis,
this research is not taken as one of our three main contributions.)

https://gym.openai.com/
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of portfolios of any size. Thus, time-consuming Deep RL models do not have
to be retrained to match the preferences of each investor with regards to the
number of stocks he/she is interested in trading. We apply our Deep RL
architecture to a quantitative trading strategy called Pairs trading (Chapter 5).

• A framework, Investment Strategy with Investors’ Preferences (ISIP), which
integrates the optimal portfolio allocations of a given model (i.e. the decision-
making component) with a risk management component. At a high level,
the ISIP operates in the following input-output space: given the investor risk
tolerance and the portfolio constituent stocks as inputs, it outputs the portfolio
weights adjusted to target a constant level of volatility, which is preset by
the investor. Thus, the risk management component is designed to counter
fluctuations in volatility. We apply this framework to the pair trading strategy,
where the decision-making component is represented by the Deep RL model
described above (Chapter 5).

1.3 Research Scope

This thesis contributes to research on volatility forecasting and quantitative trading
strategies.

The quantitative trading strategies investigated in this thesis attempt to profit
from short-term stock price distortions and are part of a class of market-neutral
trading strategies, also known as statistical arbitrage. These strategies do not depend
on predicting the direction of the stock price. Therefore, directional trading strategies
are not examined in this thesis.

Trading strategies and volatility forecasting models can cover different asset
classes, such as stocks, commodities, foreign currencies and fixed income. The scope
of this thesis is limited to the stock market only. The application of the models
proposed in this thesis to other asset classes will be investigated in future work.

Information about the state of financial markets comes from multiple data sources,
including, but not limited to, time series of stock prices; time series of stock market
indices; variables describing companies’ earnings and cash flow; variables describing
the current state of the economy, such as unemployment rate and inflation; and, fi-
nancial textual data including news articles, press releases, financial statements, and
official regulatory reports. These rich sources of data can potentially be used to de-
rive meaningful information about future market performance. The models designed
in this thesis only employ information extracted from datasets of historical daily
stock prices and financial news headlines published about stocks. Thus, employing
other data sources or intraday data is out of the scope of this thesis.

AI relies on the ability of a computer system to learn from data and experience.
AI techniques have successfully addressed multiple real-world problems. These tech-
niques include, but are not limited to, Bayesian inference, evolutionary computing
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and fuzzy logic. The scope of this thesis is restricted to the use of several DL ap-
proaches including SL and Deep RL.

1.4 Thesis Outline

Chapter 2 presents background concepts in the financial literature used throughout
the thesis. These include econometric models for the volatility, self-financing portfo-
lios, and Fama-French 3-factor model [62] for performance attribution analysis.

Chapter 3 investigates the impact of news headlines on the short-term (one-day
ahead) volatility prediction. Previous studies [107, 194, 183, 137, 152] focus only
on long-term volatility prediction (over a quarter or a year). In order to meet the
demands of the financial industry, this chapter concentrates on the problem of short-
term volatility prediction. To tackle this problem, a novel neural network architec-
ture, the MHAN was introduced, which learns the joint representation of multiple
data modalities in an end-to-end way. The MHAN architecture is then applied to
jointly represent both textual modality (headlines of news articles) and stock price
modality for one-day ahead volatility forecasting. Moreover, the MHAN also consid-
ers two essential aspects to model news in financial applications: (1) news relevance,
which uses an attention mechanism, called News Relevance Attention (NRA), to ag-
gregate all news released on a given day into a single representation, and (2) news
novelty, which encodes the past history of the daily news and operates on top of NRA
representations. Different sentence encoders are investigated and sentence represen-
tations transferred from other tasks. Experiments show that sentence representations
trained on a natural language inference (NLI) task [29] achieve the best results in
terms of transfer accuracy; this result is in line with previous studies [41]. However,
these representations do not perform better than sentence encoders fine-tuned for the
volatility task. Moreover, different ablations show that the News Relevance Atten-
tion (NRA) outperforms previous alternatives [49, 145]. These make use of averaging
as the aggregation method, rather than an attention mechanism, and are not able
to capture news relevance. Finally, experiments across different market sectors show
that adding textual data consistently improves the performance of one-day ahead
volatility predictions compared to using price only data.

Chapter 4 deals with the range trading strategy which attempts to profit from short-
term distortion in prices within a trading day. In this strategy, the trading rules
are directly given in terms of the stock range prediction. More specifically, next day
prediction sets the range within which the price is expected to oscillate. If the price
expands beyond this range in any direction, a trade is entered, as follows: short
sell (buy) the stock if the price cross above (below) the range. Previous studies
on range strategy [127, 193, 77] are extended by (1) evaluating a larger number of
stocks, (2) taking into account not only the profitability, but also the risk side of the
range trading strategy, (3) taking into account the effect of other stocks in a target



26 Chapter 1. Introduction

stock range prediction, and (4) proposing a novel graph neural network, the Graph
Transformer Network (GTN). The GTN is then applied to inject prior knowledge,
encoded in a graph, to the stock range prediction problem. Using the prior knowledge
that stocks in the same sector are closely related, a sector graph is introduced: stocks
are nodes, and the edges have value one if two stocks are within the same sector and
zero otherwise. In order to evaluate the advantages of using prior knowledge in
the range prediction problem, results using the sector graph are contrasted with
a fully connected graph, in which all stocks are related to each other. A further
evaluation setting contrasts GTN with the current state-of-the-art graph network,
Graph Attention Networks (GAT) [190]. Overall, experiments for a portfolio with
a large number of stocks corroborate previous findings [127, 193, 77] showing the
range trading strategy is profitable. However, different from the assumptions in
the literature [193], the sectoral results show the range strategy is not sensitive to
the level of volatility. Experimental results demonstrate that GTN outperforms the
alternative GAT for the range prediction problem; indicating the potential of the
GTN architecture proposed in this thesis. Substantially, analysis using a statistical
method robust to multiple pairwise comparisons definitely shows that there are clear
advantages in biasing the range predictions using the sectoral graph proposed in this
thesis.

Chapter 5 presents the Investment Strategy with Investors’ Preferences (ISIP) frame-
work and investigates the use of model-free Deep RL in the pair trading strategy.
The ISIP framework is unique in the sense that it integrates optimal portfolio al-
locations with a risk management component, where this component dynamically
leverages the portfolio at times of low market volatility and scales down at times of
high market volatility. In other words, the risk management component attempts
to target a constant level of risk pre-set by the investor. Similar to previous stud-
ies [95, 33, 191, 69], the cointegration method [79] is applied at the pairs screening
step in order to find two stocks that move in tandem. Nonetheless, different from
previous studies [50, 24, 51, 69, 31, 114, 33, 95, 99, 59, 199], the pair trading strat-
egy is approached using model-free Deep RL [131, 115], where a pair history (i.e.
observations) is directly mapped to a trade (i.e. actions). Thus, rather than relying
on trading rules, a pair trader agent learns to trade by interacting with a trade en-
vironment, which is introduced in this thesis. Experiments show that the Deep RL
method improves on the performance of the pipeline approach common to previous
studies [11], where first a supervised learning method is used to predict the return
direction and then a trading rule is put in place to evaluate the trading strategy.
In addition, results show the effectiveness of the ISIP framework in restricting the
portfolio volatility to a level that the investor is comfortable with.

Chapter 6 provides a summary of the findings of the thesis, addresses the research
questions and proposes future work.
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Chapter 2

Background concepts in Finance

2.1 Volatility: The Risk Side

This section reviews background concepts related to volatility. These concepts are
used in Chapter 3, which deals with volatility forecasting models using price and
news articles as data sources.

2.1.1 GARCH Model

On a given day t, the stock price return rt is given in terms of the difference in prices
p over one day period. That is,

rt = ln
pt
pt−1

.

A widespread econometric model used to forecast volatility of price returns is the
Generalised Autoregressive Conditional Heteroscedasticity (GARCH) [56, 26]. The
GARCH(p,q) model is specified in terms of the lagged parameters p and q. Hansen
and Lunde [84] compared GARCH(p,q) with 330 different econometric volatility mod-
els showing that they are not significantly better than GARCH(1,1). In this thesis,
we use GARCH(1,1) forecasts as a baseline to evaluate our volatility models. Hence-
forth, we refer to GARCH(1,1) simply as GARCH.

The GARCH model considers that price returns rt have a time-varying volatility
σt, and uses the following specification:

rt = µ+ εt (2.1)

εt = σtzt (2.2)

σ2t = a0 + a1ε
2
t−1 + b1σ

2
t−1, (2.3)

where µ is a constant (return drift) and zt is a sequence of i.i.d. random variables,
where the distribution is assumed to be a Gaussian noises with mean zero and unit
variance. In the GARCH model the conditional mean return described in Equa-
tion (2.1) has a constant value, but its volatility σt is time-dependent.
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Forecasting

The h-day variance forecast conditioned on information at time t can be computed
from Equation (2.3) recursively. For h=1 we have

σ̂2t+1 = a0 + a1ε
2
t + b1σ̂

2
t (2.4)

One interesting property of the GARCH model is that for long horizons the
volatility forecast reverts to its unconditional volatility σu. That is [207]:

lim
h→∞

σ̂t+h = σu, where

σu =
√
a0/(1− a1 − b1)

(2.5)

We observe that previous studies, which also use news and prices for volatility
forecasting, focus on long horizons (e.g. quarterly or annual), where the models are
evaluated using unconditional volatility. By contrast, this thesis proposes neural net-
work architectures for short-term volatility forecasting (specifically one-day ahead)
and uses the GARCH conditional forecasts in Equation (2.4) for evaluation purposes.

Evaluation

Let σt+1 denote the ex-post “true” daily volatility at a given time t. The performance
on a set with N daily samples can be evaluated using the standard Mean Squared
Error (MSE) and Mean Absolute Error (MAE)

MSE =
1

N

N∑
t=1

(σ̂t+1 − σt+1)
2 (2.6)

MAE =
1

N

N∑
t=1

|σ̂t+1 − σt+1| (2.7)

Additionally, following [7], the models are also evaluated using the coefficient of
determination R2 of the regression

σt+1 = a+ bσ̂t+1 + et (2.8)

where

R2 = 1−
∑N

t=1 e
2
t∑N

t=1

(
σ̂t+1 − 1

N

∑N
t=1 σ̂t+1

)2 (2.9)

One of the challenges in evaluating GARCH models is the fact that the ex-post
volatility σt+1 is not directly observed using daily prices. In other words, we need
intraday price returns to estimate the daily volatility. One potential solution would
be to directly use the next day squared returns as a proxy for the variance. However,
it was shown [7] that even in cases where the price returns follow a GARCH process,
using square returns leads to a very low coefficient of determination.
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In the next section, we present volatility estimators that are more efficient than
squared returns, these estimators are used in Chapter 3 as a proxy for the ex-post
daily volatility.

2.1.2 Price Range as Proxy for Volatility

Let O, H, L, C be the open, high, low and close prices of a stock on a given
day. Assuming that the daily price follows a geometric Brownian motion with zero
drift and constant daily volatility σ, Parkinson [141] derived the first daily volatility
estimator:

σ̂PK =

√
ln
(
H
L

)2
4 ln(2)

(2.10)

which represents the daily volatility in terms of its price range, and contains infor-
mation about the price path during the day. Parkinson’s volatility estimator was
extended by Garman-Klass (GK) [70] by incorporating additional information about
the opening (O) and closing (C) prices and is defined as:

σ̂GK =

√
1

2
ln

(
H

L

)2

− (2 ln(2)− 1) ln

(
C

O

)2

(2.11)

The relative noise of different estimators σ̂ can be measured in terms of relative
efficiency to the daily volatility σ and is defined as

e
(
σ̂2, σ2

)
≡ V ar[σ2]

V ar[σ̂2]
(2.12)

where V ar[·] is the variance operator. It follows directly from Equation (2.2) that
the squared return has efficiency 1 and is therefore very noisy. Molnár and Molnar
[132] shows that the Parkinson (σ̂2PK) volatility estimator has 4.9 relative efficiency
and Garman-Klass (σ̂2GK) 7.4. Additionally, all described estimators are unbiased.

Many alternative estimators to daily volatility have been proposed in the liter-
ature. However, experiments in [132] rate the Garman-Klass volatility estimator as
the best based only on open, high, low and close prices. Given the high efficiency of
σ̂GK , it is used as the target variable to train our models. However, we evaluate our
models using both σ̂2PK and σ̂2GK .

2.2 Quantitative Trading Strategies: The Profitability
Side

In this section we review concepts in the financial literature that are related to the
quantitative trading strategies investigated in this thesis, namely range trading in
Chapter 4 and pair trading in Chapter 5.
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2.2.1 Long and Short Trades

An order is an instruction to buy or sell a stock at a specified price. A trade is
the execution of the order. Unless specified, in this thesis, we use the word trade
and position interchangeably. A long trade (also know as going long) is initiated
by buying a stock. A short trade (also known as going short or short-sell or short
selling) is initiated by selling a stock that was not previously bought. This is done
by borrowing a stock and selling it to the market. A short-sell is implemented as
follows:

1. Investor A (the short-seller) borrows n stocks from Investor B

2. Investor A sells the stocks on the market, hoping the price will fall

3. After achieving profit goals or in order to cut losses, investor A covers the short
position by buying the n stocks from the market.

4. Finally, the n stocks are returned to Investor B, and Investor A incurs a profit
or loss at no cost to Investor B.

Typically, the stock lender (Investor B) has a long-term view on the stock ap-
preciation and is interested in lending the stock to the short-term Investor A, for an
agreed period, in exchange for a fee (i.e. the borrowing cost). On the other hand,
Investor A sells stocks that he/she does not own expecting that they can be bought
at a lower price in the future.

Overall, a long position is used to bet that the stock price will go up and the
short position, also called a bearish position, that the stock price will go down
(bullish position). Thus, short selling is a way to profit in a falling market. However,
it presents unique risks [55, 103]. To exemplify, by buying a stock, the maximum loss
is limited to the initial investment. Conversely, because the stock price can continue
to go up, theoretically, there is no limit to the amount that can be lost in a short
position.

2.2.2 Self-financing and Buy and Hold portfolios

In order to emphasise that the portfolio allocations can vary over time, we use the
superscript t to refer to periods and the subscript i to assets. A portfolio is a
collection of assets. On a given day t the portfolio allocations (or weights) wt =

[wt1, · · · , wtN ]ᵀ represents the percentage (or proportion) of wealth invested on each
of the N assets. The portfolio return is given by

Rt =

N∑
i=1

wti ·Rti, (2.13)

where Rti is the i
th asset return.
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The Buy and Hold (BAH) portfolio simulates the performance of a naive trading
strategy that equally distributes the same amount of wealth between all stocks. This
portfolio considers only long trades and the weights are given by:

wti = w = 1/N all weights are equal
N∑
i=1

wi = 1 sum all weights is one
(2.14)

Because the weights in a BAH portfolio do not change over time, it reflects the
performance of a passive investment strategy. This is in contrast with active trading
strategies that dynamically decide on what stocks to go long or short on. Giving
these characteristics, the BAH portfolio is commonly used as a baseline to evaluate
the performance of active trading strategies.

A long and short (LS) portfolio is composed of long and short positions. The
main advantage of LS compared to long only portfolios (e.g. BAH), is that the
short positions can reduce exposure to the market. In fact, both market-neutral
strategies are investigated in this thesis; range trading and pair trading are evaluated
for portfolios with a large number of stocks and having long and short positions.

The self-financing portfolio is an LS portfolio where all the long trades are funded
by short trades, such that the sum of all weights is zero [10, 5, 62]. That is,

N∑
i=1

wti · 1
(
wti < 0

)
= −

N∑
i=1

wti · 1
(
wti ≥ 0

)
sum of long and short weights are equal

N∑
i=1

wti = 0 sum of all weights is zero

(2.15)
Here, we have the number of long positions N t

l =
∑N

i=1 1
(
wti ≥ 0

)
plus the number

of short positions N t
s =

∑N
i=1 1

(
wti < 0

)
equal to the total number of stocks N in

the portfolio, i.e. N = N t
l +N t

s.
The self-financing portfolio can be better understood in terms of its implemen-

tation. First, the stocks to go short are borrowed and immediately sold on the
market (short-sell trade). In this transaction, cash is received in exchange for the
sold stocks. Then, this same cash is used to buy the stocks to go long. Since the
proceeds of the short-sale are used to purchase the stocks, no investment is needed
in order to build a self-financing portfolio, and a self-financing portfolio is also called
a zero-investment portfolio [5, 62]. It is worth noting that zero-investment portfolios
largely differ from long only portfolios, such as BAH. Since positions are self-funded,
stocks can be bought in an amount larger than the available wealth [98]. Another
important fact is that a zero-investment portfolio uses short-selling; therefore, there
is no theoretical limit to the loss.

In this thesis, we propose different models for range trading and pair trading
strategies. At a high-level, given a portfolio of stocks, a model defines which stocks
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go long (positive weights) and which short (negative positions). However, in our
studies this portfolio is always zero-investment, i.e. the sum of all weights is zero and
the percentage of wealth allocated to long and short positions is equal. In addition,
when evaluating our portfolios we consider not only the profitability side, but also
the risk. To this end, the portfolio weights are dynamically scaled to target the same
level of ex-ante volatility σtarget. This scaling method is discussed in the next section.

2.2.3 Position Sizing

In the context of trading strategies, it is important to evaluate portfolios using an
integrated framework where the performance is evaluated in the light of risk. Ac-
cording to Cavalcante et al. [37], apart from trading recommendations, real-world
applications should consider a money management mechanism, which is usually ne-
glected by studies in the AI community.

The money management mechanism. . .manages the position size, i.e. the
amount of resources to be used in a trade considering the total capital
available and the risk involved in the trade. . . Some work proposes an
intelligent forecasting mechanism, but the majority provide no rules to
negotiate in the market or even to manage investment risks. – Cavalcante
et al. [37].

The relevance of this mechanism is also discussed in [182], and in the context of
high-frequency trading strategies, in [4].

In this thesis, we adopt the volatility targeting method [96, 34] as a money man-
agement mechanism, i.e. in order to manage the amount of capital/wealth allocated
to a trade. Thus, once the zero-investment portfolio of each model is obtained, we
scale down the portfolio at times of high volatility (high risk) and leverage at times of
low volatility. Effectively, the portfolio is always targeting a constant level of ex-ante
volatility σtarget. Below we provide details on the volatility targeting formulation
[96, 34].

Given a portfolio allocation wt, collect T historical samples of portfolio returns,
defined by:

Rt−t
′

=

N∑
i=1

wti ·Rt−t
′

i , with t′ ∈ {1, · · · , T} (2.16)

After the T samples of historical returns are obtained, the portfolio volatility
σ̂t is estimated using exponentially decaying weights. Therefore, the volatility is
updated based on its previous estimate and the previous portfolio return Rt−1 using
the recurrence:

(
σ̂t
)2

= (1− λ)
(
σ̂t−1

)2
+ λ

(
Rt
)2
, with 0 < λ ≤ 1 (2.17)
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Finally, the positions are sized using the same scaling factor γt. That is,

γt =
σtarget

σ̂t

wti ← γt · wti , with i ∈ {1, · · · , N}.
(2.18)

In our experiments, all portfolios are sized on a daily basis, in order to manage
the risks of the trading strategies. As in [34, 96], we keep the risk, as measured by
the volatility, at constant annualised volatility of σtarget = 10%, and we also use the
same parameters T = 207 (i.e. ∼ 1-year), and λ = 0.994 (i.e. 90-day half-life) for the
formulations above.

Importantly, in our experiments we show that the volatility targeting method is
definitely effective in managing the trading strategies risks. Even though the port-
folio is sized using an ex-ante volatility, as denoted in Equation (2.18), the realised
volatility (ex-post) is very close to the target of 10%.

2.2.4 Common Factors in Stock Returns: Fama-French model

The difference in average returns across stocks has been widely studied in the fi-
nancial community. In a seminal work, Banz [16] showed that a portfolio of small
market capitalisation stocks (small caps) tends to perform better than a portfolio
of large caps. Similarly, Hurst et al. [96] and Carhart [35] provide strong evidence
of market momentum, i.e. stocks with the biggest returns over a year (i.e. winner
stocks) continue to outperform past losers.

Fama and French [62] propose that stock and portfolio returns can be fully ex-
plained in terms of the three factors regression:

Rti −Rtf = αi + βi
[
RtM −Rtf

]
+ siSMB t + hiHMLt + εt, (2.19)

where

Ri ≡ stock/portfolio return
Rf ≡ risk-free asset return
RM ≡ market portfolio (highly diversified)
SMB ≡ Small M inus Big portfolio
HML ≡ High M inus Low portfolio

In the equation above, SMB and HML are returns of zero-investment portfolios
built on deciles of stocks ranked by market capitalisation and book-to-market ratio,
respectively. The regression intercept (alpha) captures the part of the portfolio/stock
return that cannot be explained in terms of risk exposure.

Using the specification above, Fama and French [62] show that for a broad range
of U.S. stocks alpha is not statistically different from zero and the regression presents
a high coefficient of determination R2. In other words, since the explanatory factors
are shared among stocks the risk is undiversifiable. For this reason, these factors are
also called common risk factors [62, 58].
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Apart from explaining asset returns, the Fama-French three factors (FF3) have
been widely used to study performance attribution in active investment management.
Considering a trading strategy as a black-box model, performance attribution quan-
tifies how much of the trading strategy could be replicated by simply taking passive
exposure to FF3 factors. More specifically, if alpha in Equation (2.19) is statistically
zero, it is possible to mimic the same stream of returns as the black-box model by
taking exposure to common risk factors. In this case, the black-box trading strategy
neither diversifies the risk nor discovers any additional pattern, and it is deemed
unskilled. Another important point is that β, s and h, i.e. the level of exposure to
risk factors, distils the sources of profitability. Surprisingly, experimental results in
[64] show that the aggregate return of the U.S. mutual funds industry has alpha close
to zero and β = 1 with very few funds presenting any statistically positive alpha.
Similar results corroborating the poor performance of the investment industry are
also reported in [17].

In this thesis, we regress the returns of our portfolios on the FF3 factors aiming
to evaluate whether our models only learn patterns in returns that are known to earn
significant profits.
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Chapter 3

Multimodal Deep Learning for
Short-term Volatility Prediction

3.1 Introduction

Natural Language Processing (NLP) has increasingly attracted the attention of the
financial community. This trend can be explained by at least three major factors.
The first factor is the business perspective. This refers to the economics of gaining a
competitive advantage using alternative sources of data going beyond historical stock
prices; thus, trading by analysing market news automatically. The second factor is
major advancements in the technology to collect, store and query massive amounts
of user-generated data almost in real-time. The third factor refers to the progress
made by the NLP community in understanding unstructured text.

Over the past decade the number of studies using NLP for financial forecasting
has experienced exponential growth. According to Xing et al. [200], up to 2008, less
than five research articles were published per year using both “stock market” and
“text mining” or “sentiment analysis” as keywords. In 2012, this number increased
to slightly more than ten articles per year. The numbers available for 2016 indicate
this has increased to sixty articles per year.

The ability to mechanically harvest sentiment from text using NLP has shed
light on conflicting theories of financial economics. Historically, there has been two
differing views on whether disagreement between market participants induces more
trades. The “non-trade theorem” [129] states that assuming all market participants
have common knowledge about a market event, the level of disagreement between
participants does not increase the number of trades, but only leads to a revision of
market quotes. By contrast, the theoretical framework proposed in [85] advocates
that disagreement between market participants increases trading volume. Using tex-
tual data from Yahoo and RagingBull.com message boards to measure the dispersion
of opinions (positive or negative) among traders, it was shown [9] that disagreement
between users’ messages helps to predict subsequent trading volume and volatility. A
similar relationship between disagreement and increased trading volume was found
using Twitter posts [170].

https://ragingbull.com/
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Textual analysis is adding to the theories of medium-term/long-term momentum
and reversal in stock markets [189]. The unified Hong and Stein model1 [91] pro-
poses that investors underreact to news, causing slow price drifts, and overreact to
price shocks not accompanied by news, hence inducing reversals. The theoretically
predicated behaviour between price and news has been empirically supported using
financial media headlines [38, 28] and the Consumer Confidence Index R© [8] published
by The Conference Board [134]. Similarly, negative sentiment has been shown to be
a good predictor of price returns and trading volumes [178].

Accurate models for forecasting both price returns and volatility are equally
important in the financial domain. Volatility measures the degree of oscillation of
an asset during a given time period and is related to the second moment of the price
return distribution. In general terms, forecasting price returns is relevant in making
a speculative decision, while the volatility, on the other hand, measures the risk of
these decisions. On a daily basis, financial institutions need to assess the short-term
risk2 of their portfolios. Measuring risk is essential for the purposes of regulatory
capital disclosures required by banking supervision bodies. Moreover, to maintain
the risk within acceptable levels, it is useful to dynamically adjust position sizing
according to market conditions.

Although, it is crucial to predict the short-term volatility from the financial
markets application perspective, much of the current NLP research on volatility
forecasting focuses on volatility prediction for very long-term horizons (see [107,
194, 183, 137, 152]). Predominately, these build on extensions of the bag-of-words
representation, which has the main drawback of not capturing word order. Financial
forecasting, however, requires the ability to capture semantics that is dependent on
word order. For example, the headline “Qualcomm sues Apple for contract breach”
and “Apple sues Qualcomm for contract breach” trigger different responses for each
stock and for the market aggregated index. However, they share the same bag-
of-words representation. Additionally, these studies use features from a pretrained
sentiment analyis model to train the financial forecasting model. A key limitation of
this approach is that it requires a labelled sentiment dataset and error propagation
is not end-to-end.

In this work, we address the limitations of existing research in volatility prediction
in the following manner:

1. To aid short-term daily volatility prediction we developed a financial news
corpus. We compiled this corpus at the individual stock level, comprising
Reuters news headlines of 50 stocks in 5 diversified sectors, with a total of

1The gradual information diffusion model of Hong and Stein considers two types of economic
agents, namely “Newswatchers” and “Momentum traders”, where three assumptions are made: 1)
“Newswatchers” realise part of the public information and privately adjust their models, which are
only based on macroeconomic and company specific forecasts. 2) “Momentum traders” only trade
based on past price performance. 3) Private, rather than public, information diffuses gradually, since
each agent has a different time frame to adjust their models. These assumptions about market agents
are enough to model the relationship between news and long-term trends or short-term reversals.

2Usually, this risk is the conditional volatility for the next trading day

https://www.conference-board.org/
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146,783 samples (2007–2017). We also collected daily stock prices from Yahoo
Finance website for the 50 stocks.

2. We propose an end-to-end multimodal model that can jointly learn from daily
stock prices and company news.

3. We investigate whether the textual mode is complementary or redundant for
the short-term volatility prediction problem. Our results indicate that textual
mode is complementary and improves the forecasting accuracy.

4. We evaluate how transferable the representations learnt in two different NLP
tasks are to the specific problem of volatility forecasting.

5. We propose a hierarchical attention mechanism to effectively weight the most
relevant news from the large amount of news released on a given day.

3.2 Related work

One previous study [107] incorporates sections from Form 10-K3 to predict volatility,
twelve months after the report is released. They train a support vector regression
model on a bag-of-words feature vector (weighted by term frequency). This work was
extended by employing Loughran-McDonald Sentiment Word Lists [121] containing
words grouped by their sentiment categories (positive, negative and neutral) [194,
183, 137, 152]. In this later research, the bag-of-words representation of each 10-K
document is further expanded by adding the top k most similar words. Additionally,
dimensionality reduction methods such as PCA are applied to get improved results
[152]. Primarily, only long-horizon volatility predictions (one year [194, 183, 137] or
quarterly [152]) are addressed. Methods that combine both text and market price
features train separate models for each modality [137, 152, 15].

In the context of predicting price direction (rather than the volatility), [25] builds
an index of collective mood states by counting average Twitter word occurrences in
the Profile of Mood States (POMS). The index is then used to predict the Dow
Jones Index direction. Similarly, [160] makes use of handcrafted text representations
including term count, noun-phrase tags and extracted named entities. Finally, an
extension of Latent Dirichlet Allocation (LDA) is proposed in [136] to learn a joint
latent space of topics and sentiments.

Our deep learning model is similar to existing work on predicting price direction
[49, 145]. However, neither leverage both news and price data in a joint model.
Instead, only text data is employed for predicting price direction. Ding et al. [49]
preprocess headline news using Stanford OpenIE to generate triples that are fed into
a Neural Tensor Network [169] to create the final headline representation. Pinheiro
and Dras [145] pre-train a character-level embedding in an unsupervised manner and

3US based companies are enforced by the Securities and Exchange Commission (SEC) to file
Form 10-K reports on an annual/quarterly basis. These forms provide an overview of the company’s
business and financial health. A Form 10-K example can be found here

https://www.sec.gov/Archives/edgar/data/320193/000032019318000145/a10-k20189292018.htm
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a sequence model is used to learn the headline representation. Both studies [49, 145]
average all headline representations on a given day, rather than attempting to weight
the most relevant ones. In this work, we propose a joint text and stock learning model
that employs a hierarchical attention mechanism to automatically weight the news
relevance conditional on the stock data.

Despite the fact that end-to-end deep learning models have attained state-of-the-
art performance, the large number of parameters make them prone to overfitting.
Additionally, end-to-end models are trained from scratch requiring large datasets and
computational resources. Transfer Learning (TL) alleviates this problem by adapting
representations learnt from a different and potentially weakly related source domain
to a new target domain.

In this work, we consider TL in our experiments for two main reasons. First,
it addresses the question of whether our proposed dataset is suitable for end-to-
end training, as the performance of the transferred representations can be compared
with end-to-end learning. Second, it is still to be investigated which source domain
transfers better to the specific forecasting problem. Recently, the NLP community
has focused on universal representations of sentences [41, 92], which are dense rep-
resentations that carry the meaning of a full sentence. In this work, we investigate
the suitability of transfering the sentence encoders trained in the Stanford Natural
Language Inference (SNLI) [29] and Reuters RCV1 [111] datasets to the volatility
forecasting task.

3.3 Background

3.3.1 Sequence models

We start this section by reviewing the Recurrent Neural Network (RNN) architecture
and its application to encode a sequence of words.

An RNN is capable of handling variable-length sequences, this being a direct
consequence of its recurrent cell, which shares the same parameters across all se-
quence elements. In this work, we adopt the Long Short-Term Memory (LSTM) cell
[90] with forget gates ft [73]. The LSTM cell is endowed with a memory state that
can learn representations that depend on the order of the words in a sentence. This
makes LSTM more fit to find relations that could not be captured using standard
bag-of-words representations.

Let x1, x2, · · · , xT be a series of observations of length T , where xt ∈ Rdw and dw
is the embedding dimension4. In general terms, the LSTM cell receives a previous
hidden state ht−1 that is combined with the current observation xt and a memory
state Ct to output a new hidden state ht. This internal memory state Ct is updated

4We use the subscript w to refer to “words” in the sense that to encode a headline with T words
we learn a sentence representation. In general, dw can also represent any dimension, e.g. if x refers
to an input vector of price returns, then dw is the size of this vector. In this case, we would be
interested in encoding a history with T price observations.
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depending on its previous state and three modulating gates: input, forget and output.
Formally, for each step t the updating process goes as follows (see Figure 3.1 for a
high level schematic view): First, we calculate the input it, forget ft and output ot
gates:

it = σs (Wixt + Uiht−1 + bi) (3.1)

ft = σs (Wfxt + Ufht−1 + bf ) (3.2)

ot = σs (Woxt + Uoht−1 + bo) (3.3)

where σs is the sigmoid activation. Second, a candidate memory state C̃t is generated:

C̃t = tanh (Wcxt + Ucht−1 + bc) (3.4)

Now we are in a position to set the final memory state Ct. Its value is modulated
based on the input and forget gates of Equation (3.3) and is given by:

Ct = it � C̃t + ft � Ct−1 (3.5)

Finally, based on the memory state and output gate of Equation (3.3), we have the
output hidden state

ht = ot � tanh (Ct) (3.6)

Figure 3.1: Schematic view of a LSTM cell. The observed state xt is combined
with previous memory and hidden states to output a hidden state ht. The memory
state Ct is an internal state, therefore, not part of the output representation. An
LSTM network is trained by looping its shared cell across all sequence lengths.

Regarding the trainable weights, let n be the LSTM cell number of units. It
follows that W s and Us matrices of the affine transformations have n× dw and
n× n dimensions, respectively. Its bias terms bs are vectors of size n. Consequently,
the total number of parameters is 4(ndw + n2 + n) and does not depend on the
sequence number of time steps T .

Given a sequence of words {wt}Tt=1 we aim to learn the word’s hidden state
{ht}Tt=1 in a way that each word captures the influence of its past and future words.
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The Bidirectional LSTM (BiLSTM) proposed in [161] is an LSTM that “reads” a
sentence, or any sequence in general, from the beginning to the end (forward) and
the other way around (backward). The new state ht is the concatenation

ht = [
−→
ht ,
←−
ht ] (3.7)

where

−→
ht = LSTM (w1, · · · , wT ) (3.8)
←−
ht = LSTM (wT , · · · , w1) (3.9)

(3.10)

Because sentences have different lengths, we need to convert the T concate-
nated hidden states of the BiLSTM into a fixed-length sentence representation. One
straightforward operation is to apply any form of pooling. Attention mechanism is
an alternative approach where the sentence is represented as a weighted average of
hidden states where the weights are learnt end-to-end.

In the next sections we describe sentence encoders using pooling and attention
layers.

BiLSTM max-pooling

The max-pooling layer aims to extract the most salient word features throughout
the sentence. Formally, it outputs a sentence vector representation SMP ∈ Rn such
that:

SMP =
T

max
t=1

ht (3.11)

where ht is defined in Equation (3.7) and the max operator is applied over the time
steps dimension. Figure 3.2 illustrates the BiLSTM max-pooling (MP) sentence
encoder.

The efficacy of the max-pooling layer is assessed in a large number of NLP studies.
Lai et al. [109] employs a max-pooling layer on top of word representations and argues
that it performs better than mean pooling. Experimental results in [41] show that
among three types of pooling (max, mean and last5) the max-pooling provides the
most universal sentence representations in terms of transferring performance to other
tasks. Grounded in these studies, in this work, we choose the BiLSTM max-pooling
as our pooling layer of choice.

BiLSTM attention

Attention mechanisms were introduced in the deep learning literature to overcome
some of the simplifications imposed by pooling operators. When humans read a

5The “last” polling is a simple operator that takes only the last element of the T hidden states
to represent a sentence.
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Figure 3.2: BiLSTM max-pooling. The network performs a pooling
operation on top of each word hidden state.

sentence, we are able to spot the most relevant parts in a given context and disregard
information that is redundant or misleading. The attention model aims to mimic
this behaviour. A self-attentive sentence [112, 120, 116] assigns different weights to
hidden states and converts all hidden states into a single vector representation.

Considering the word hidden vectors set {h1, · · · , hT } where ht ∈ Rn, the atten-
tion mechanism is defined by the equations:

h̃t = σ (Wht + b)

αt =
exp(vᵀ · h̃t)∑
t exp(v · h̃t)

SAw =
∑
t

αtht

(3.12)

where W ∈ Rda×n, b ∈ Rda×1, and v ∈ Rda×1 are trainable parameters.
We can see that the sentence representation SAw is a weighted average of the

hidden states. Figure 3.3 provides a schematic view of the BiLSTM attention, where
we describe the attention in Equation (3.12) as a two layer model with a dense layer
(da units) followed by another dense layer that predicts αt (single unit).
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Figure 3.3: BiLSTM attention. The specific example encodes a head-
line from our corpus.

3.4 Methodology

In this section, we first briefly introduce our dataset. We then present our neural
architecture that incorporates the aspects of relevance and novelty – crucial to cor-
relate news with market variables. Finally, we introduce the idea of learning a global
model, i.e. valid for all stocks, that was designed to capture part of the idiosyncrasies
of each stock.

3.4.1 News Headlines Corpus

We compiled a corpus covering a broad range of 5 business sectors (Consumer Sta-
ples, Energy, Utilities, Healthcare and Financials) consisting of 50 stocks with news
headlines grouped at stock level. A total of 150,000 headlines were collected from the
Reuters Archive. Importantly, our dataset spans 10 years of news data (2007-2017),
a period large enough to capture different market regimes. Details on the corpus
compilation process are described in the next section. Below, we highlight its main
features:

• Comparison with 10-K dataset: Our corpus is composed of daily financial
news articles. Thus, it also includes headlines surrounding earnings release
dates. Thus, it complements the 10-K dataset used in previous volatility stud-
ies. As an illustration, the headlines “Walmart warns that strong U.S. dollar
will cost $15B in sales” and “Procter & Gamble Co raises FY organic sales
growth forecast after sales beat” are typical content of the “Management’s Dis-
cussion and Analysis of financial conditions and results of operations” (MD&A)

https://agency.reuters.com/en/products-services/products/news-archival-footage.html
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section of 10-K reports. The main advantage is that news are released in a fre-
quency higher than in the 10-K reports, where only one report is released per
year for each stock.

• Realistic timezone adjustments: Since our corpus contains news from
around the world, we converted all release timestamps to the New York stock
exchange time zone and grouped news into the following time categories: {before
market, during market, after market, holidays, weekends}. This proce-
dure allows us to use the method proposed in [9] to avoid unrealistic model
performance. That is, news released after the market closes is shifted by one
day, thus, not used to predict next day price returns.

• Objective news: As a financial agency, Reuters mainly reports news related
to corporate events (e.g. lawsuits, mergers & acquisitions, research & develop-
ment investments) and economic numbers. This being factual information. On
the other hand, user-generated content such as Twitter and message boards (as
in [9, 170]) tends to be more subjective or to express transitory affective states.
This behaviour is reflected in the distribution of release time (see Table 3.3).
In our corpus, a high concentration of news is released before the market opens
(55% on average). By contrast, using a corpus compiled from message boards
posts, [9] found a high occurrence of news during market trading hours, which
they assert indicates noisy comments from day traders.

Universe of stocks

The first step in compiling our corpus was to choose the constituent stocks. We
found that Exchange Traded Funds (ETF)6 provide a mechanical way to aggregate
the most relevant stocks in a given business sector. There are many investment
companies that offer ETFs, but we chose SPDR Sector Funds in our work since
SPDR is the largest provider of sector funds in the United States. We included in
our analysis the top 5 sector ETFs by financial trading volume (as of Jan/2018).
Among the most traded sectors we also filtered out the sectors that were similar to
each other. For example, the Consumer Staples and Consumer Discretionary sectors
are both part of the parent Consumer category. For each of the top 5 sectors we
selected its top 10 stock holdings, which are deemed to be relevant stocks. Table 3.1,
details the sectors and respective stocks.

6An ETF is a fund that owns assets, e.g. stock shares or currencies, but, unlike mutual funds are
traded in stock exchanges. These ETFs are extremely liquid and track different investment themes.

https://us.spdrs.com/en/strategies/sector-industry-etfs
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Sector ETF Constituent Stocks

Consumer Staples (XLP) Procter & Gamble (PG), Coca-Cola Company (KO),
PepsiCo (PEP), Walmart (WMT), Costco Whole-
sale Corporation (COST), CVS Health Corporation
(CVS), Altria Group (MO), Walgreens Boots Alliance
(WBA), Mondelez International (MDLZ), Colgate-
Palmolive (CL),

Energy (XLE) Exxon-Mobil (XOM), Chevron (CVX), Cono-
coPhillips (COP), EOG Resources (EOG), Occidental
Petroleum Corporation (OXY), Valero Energy
Corporation (VLO), Halliburton Company (HAL),
Schlumberger Limited (SLB), Pioneer Natural Re-
sources (PXD), Anadarko Petroleum Corporation
(APC)

Utilities (XLU) NextEra Energy (NEE), Duke Energy (DUK), The
Southern Company (SO), Dominion Energy (D), Ex-
elon Corporation (EXC), American Electric Power
Company (AEP), Sempra Energy (SRE), Public Ser-
vice Enterprise Group (PEG), Consolidated Edison
(ED), Xcel Energy (XEL)

Healthcare (XLV) Johnson & Johnson (JNJ), UnitedHealth Group
(UNH), Pfizer (PFE), Merck & Co. (MRK),
Medtronic (MDT), Amgen (AMGN), Abbott Lab-
oratories (ABT), Gilead Sciences (GILD), Eli Lilly
(LLY), Bristol-Myers Squibb (BMY)

Financials (XLF) Berkshire Hathaway (BRK-A), JPMorgan Chase
(JPM), Bank of America Corporation (BAC), Wells
Fargo (WFC), CitiBank (C), Goldman Sachs Group
(GS), U.S. Bancorp (USB), Morgan Stanley (MS),
American Express (AXP), PNC Financial Services
Group (PNC)

Table 3.1: Sectors and respective constituent stocks. For each sector we se-
lected the top 10 stock holdings (as in January 2018). Stock codes in parentheses.

Table 3.2 shows random samples taken from our dataset.

Individual stocks headlines

We link a given news to an individual stock if it explicitly mentions the stock name or
any of its surface forms. As an illustration, in order to collect all news for the stock
code PG, Procter & Gamble company name, we search all the headlines with any of
these words: Procter&Gamble OR Procter and Gamble OR P&G. In this example,
the first word is just the company name and the remaining words are the company
surface forms.
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Date and time Headline

2011-12-13 00:18:39 EDT Valero reports power outage at Port Arthur
refinery

2007-04-17 08:54:27 EDT Wells Fargo profit rises 11 pct on commercial
loans

2017-12-14 14:40:31 EDT Perrigo lines up bid for Merck’s consumer
health unit

2007-01-03 10:27:42 EDT UPDATE 1-Bear Stearns ups Merck to out-
perform

2010-02-23 13:35:11 EDT Exxon Mobil says remains bullish on Nigeria

2016-09-22 15:32:13 EDT Texas regulators express “deep concern” over
NextEra deal

2008-10-14 08:30:00 EDT Smart For LifeTM Now Available on
Costco.com

Table 3.2: Random samples from our dataset. Note the factual/ob-
jective characteristic of our corpus, where typical news do not carry any
sentiment connotation.

We automatically derived the surface forms by starting with a seed of surface
forms extracted from the DBpedia Knowledge Base (KB). We then applied the fol-
lowing procedure:

• Associate each company name with the KB entity unique identifier.

• Retrieve all values of the wikiPageRedirects property. The property holds
the names of different pages that points to the same entity/company name.
This step sets the initial seed surface forms.

• Manually filter out noisy property values. For instance, from the Procter &
Glamble entity page we were able to automatically extract
dbr:Procter_and_gamble and dbr:P_&_G, but had to manually exclude the
noisy associations
dbr:Female_pads and dbr:California_Natural.

The result of the steps above is a dictionary of surface forms denoted by wdsc.

Headlines retrieval

Our corpus is built at stock code level by collecting headlines from the Reuters
Archive. This archive groups the headlines by date, starting from 1 January 2007.
Each headline is a html link (<a href> tag) to the full body of the news, where the
anchor text is the headline content followed by the release time. For example, the
page dated 16 Dec 2016 has the headline “Procter & Gamble appoints Nelson Peltz
to board 5:26PM UTC”.

http://dbpedia.org/ontology/wikiPageRedirects
http://dbpedia.org/page/Procter_%26_Gamble
http://dbpedia.org/page/Procter_%26_Gamble
https://agency.reuters.com/en/products-services/products/news-archival-footage.html
https://agency.reuters.com/en/products-services/products/news-archival-footage.html
https://www.reuters.com/article/procter-gamble-trian/procter-gamble-appoints-nelson-peltz-to-board-idUSL4N1OF5JC
https://www.reuters.com/article/procter-gamble-trian/procter-gamble-appoints-nelson-peltz-to-board-idUSL4N1OF5JC
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For each of the 50 stocks (5 sectors times 10 stocks per sector) selected using the
criteria described in Section 3.4.1, we retrieved all the headlines from the Reuters
Archive raging from 01/01/2007 to 30/12/2017. This process takes the following
steps:

• For a given stock code (sc) retrieve all surface forms wdsc.

• For each day, store only the headlines content matching any word in wdsc. For
each stored headline we also store the time and timezone.

• Convert the news date and time to Eastern Daylight Time (EDT)7.

• Categorise the news release time for each date. We consider the following
category set: {before market, during market , after market, holidays,
weekends}. during market contains news between 9:30AM and 4:00PM. before
market before 9:30AM and after market after 4:00PM.

The time categories prevents data leakage and, consequently, unrealistic predic-
tive model performance. In general, news released after 4:00PM EDT can drasti-
cally change market expectations impacting close to close prices returns. Following
[9] method, news issued after 4:00PM (after market) are grouped with the pre-
market (before market) on the consecutive trading day. Table 3.3 show the final
distribution of news per time category.

Sector ETF before during after
market market market

Consumer Staples 54% 31% 15%
Energy 44% 36% 20%
Utilities 58% 31% 11%
Healthcare 55% 28% 17%
Financials 63% 24% 13%

total 84,556 40,996 21,231

Table 3.3: Distribution of headlines per sector according to market
hours. The majority of the 146,783 headlines are released before 9:30AM
(before market). The category after market includes news released af-
ter 4:00PM EDT. We count the categories holiday and weekend as before
market since they impact the following working day. In addition, the cate-
gorisation is performed for each date. A detailed explanation of each cate-
gory is given in Section 3.4.1.

3.4.2 Auxiliary Tasks for TL

This section provide details on the architectures employed to train the two source
domain tasks, namely Text Categorisation and Natural Language Inference. It is

7The timezone of the New York Stock exchange
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worth noting that we do not attempt to beat the results proposed for the two source
tasks, but to only train the sentence encoders that are consumed in the target task
(i.e. volatility forecasting) as fixed features.

Text Categorisation task

The Reuters Corpus Volume I (RCV1) contains 806,791 news articles annotated by
topic using a hierarchical structure with 126 categories [111], where a news article
can be assigned to more than one category.

Since RCV1 is not released with a standard train, validation, test sets, we sep-
arated 70%, 15% and 15% for the respective sets. With respect to the labels, we
disregarded 23 labels that were assigned to any news. Moreover, we found many
underrepresented labels (some with only 12 samples). Given the very small num-
ber of samples of the original fine-grained structure, we group into the same la-
bel all categories below the second hierarchical level. For example, given the root
node CCAT (Corporate) we grouped C151 (ACCOUNTS/EARNINGS), C1511 (AN-
NUAL RESULTS) and C152 (COMMENT/FORECASTS) into the direct child node
C15 (PERFORMANCE). Using this procedure the original 103 categories were re-
duced to 55, with the less represented class having approximately thousand samples.

Figure 3.4, shows the architecture for the text categorisation task. On the bottom
of the architecture Se receives word embeddings and outputs a sentence vector S.
The S vector pass through a fully connected (FC) layer with sigmoid activation
function that outputs a vector ŷ ∈ R55 where ŷj ∈ [0, 1].

Figure 3.4: RCV1 text categorisation architecture. The sentence
encoder Se maps word emebddings wi to a sentence vector S and the
last FC layer has a sigmoid activation function.
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Since a sample can be assigned to more than one label we train our models under
the assumption that each label is independent but not mutually exclusive. Thus, the
loss per sample is the average log loss across all labels:

L(ŷ, y) = −
55∑
i=1

(yi log(ŷi) + (1− yi) log(1− ŷi)) (3.13)

where the index i runs over the elements of the predicted and true vectors.
Finally, given the high label imbalance, we select the model with highest valida-

tion set F1 score, defined by

F1 = 2
precision · recall
precision+ recall

, (3.14)

where precision = tp/(tp+ fp) and recall = tp/(tp+ fn) are expressed in terms of
the number of true positive (tp), false positive (fp), and false negative (fn).

3.4.3 Natural language Inference task

The Stanford Natural Language Inference (SNLI) dataset [29] consist of 570,000 pairs
of sentences. Each pair has a premise and a hypothesis, manually labelled according
to one of the three labels: entailment, contradiction, or neutral. The dataset presents
many desired properties. The labels are equally balanced, as opposed to the RCV1
dataset. Additionally, language inference is a complex task that requires a deeper
understanding of the sentence meaning making this dataset suitable for learning
supervised sentence encoders that generalise well to other tasks [41].

Figure 3.5, describes the neural network architecture. After each premise and
hypothesis is encoded into Sp and Sh, respectively, we have a fusion layer. This layer
has no trainable weights and just concatenates each sentence embedding. Following
[41], we add two more matching methods: the absolute difference |Sp − Sh| and
the element-wise Sp � Sh. Finally, in order to learn the pair representation, Sph
is fed into a FC layer with rectified linear unit (ReLU) activation function, which
is expressed as f(x) = max(0, x). The last softmax layer outputs the probability
of each class. We observe that the sentence encoder of the premise and hypothesis
share the same weights. Thus, the sentence encoder can be transferred to other tasks
unambiguously.

3.4.4 Problem Statement

Henceforth, we use the superscript sc to index stocks and the subscript t periods in
days. Our goal is to learn the mapping from historical multimodal data available up
to day t to predict the next day volatility σt+1. To this end, we use a sliding window
approach with window size T . That is, for each stock a sample on day t is expressed
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Figure 3.5: Natural Language Inference task architecture. Note
that the sentence encoder Se is shared between the premise and hypoth-
esis pair. The FC layer learns the representation of the sentence pair
and the final softmax layer asserts the output of the 3 possible labels,
i.e. [entailment, contradiction, neutral ], sums to one.

as a history of prices P sct and headlines N sc
t (textual mode). The price history is

defined by the sequence

P sct =
[
DP sct−T+1, · · · , DP sct

]
, (3.15)

where the Daily Price (DP ) is defined in terms of the Open, High, Low, Close
(OHLC) prices of each stock.

DP sct =

[
Osct
Csct−1

− 1,
Hsc
t

Csct−1
− 1,

Lsct
Csct−1

− 1,
Csct
Csct−1

− 1

]
(3.16)

The headlines history is defined by the sequence

N i
t =

[
DN i

t−T+1, · · · , DN i
t

]
, (3.17)

where daily news DN sc
t′ is a vector representing all news released on a given day t′.

Finally, given its efficiency as a daily volatility proxy, we consider the Gaman-
Klass estimator in Equation (2.11) as our target variable.

3.4.5 Global Features and Stock Embedding

Given the price and news histories for each stock we could directly learn one model
per stock. However, this approach suffers from two main drawbacks. First, stocks
are expected to share global patterns that are not captured in a single stock model.
Second, since our price data is sampled on a daily basis, each stock model would be
trained relying on a very small sample size.
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In this work, we propose a method that learns a global model and is implemented
using the following methods:

• Multi-Stock batch samples: Since our models are trained using Stochastic
Gradient Descent, we propose at each mini-batch iteration to sample from a
batch containing the history of any stock. As a consequence, the mapping
between volatility and multimodal data is now able to learn global patterns.
Moreover, adopting this approach increases the total number of training sam-
ples by a multiple of 50 (number of stocks).

• Stock Embedding: Using the Multi-Stock batch samples, we tackle the prob-
lem of modelling global features. However, it is reasonable to assume that
stocks have part of their dynamic driven by idiosyncratic factors. In order to
incorporate information specific to each stock, we propose to equip our model
with a “stock embedding” mode that is learnt jointly with price and news
modes. That is to say, we leave the task of distinguishing the specific dynamic
of each stock to be learnt by the neural network. Specifically, this stock em-
bedding is modelled using a one-hot encoding I sct , indicating the stock of each
sample.

Formally, we can express the “one model per stock” approach as the mapping

σsct+1 = fsc(DN sc
t−T , DN

sc
t−T+1, · · · , DN sc

t ;

DP sct−T , DP
sc
t−T+1, · · · , DP sct )

(3.18)

where DN sc
t′ is a fixed-vector representing all news released on a given day for the

stock sc8 and DP sct′ is defined in Equation (3.16).
The global model used in this work learns a single mapping f that at each mini-

batch iteration randomly aggregates samples across all the universe of stocks and is
expressed as

σsct+1 = f(DN sc
t−T , DN

sc
t−T+1, · · · , DN sc

t ;

DP sct−T , DP
sc
t−T+1, · · · , DP sct ;

I sct )

(3.19)

The global model paradigm: Is it practically useful?

In this section we discuss some apparent limitations of the global model presented
in the previous section, and propose solutions to make the model practically useful.

As in Equation (3.19), once the global model has been trained considering a given
set of stocks, each stock prediction is computed independently for each stock in our
set of stocks. More specifically, the prediction of each stock sc depends on three
representations (or fixed-length vectors): 1) The stock news history (DN sc), 2) The

8It will become clear in the next section how this news representation is modelled.
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stock price history (DP sc) and 3) the stock embedding, which is modelled using the
stock one-hot encoding (I sc).

Note that in contrast with the individual stock model, where one model is in-
dependently trained for each stock, we train a single global model. The motivation
behind the global model is clear: To propose an architecture that, at least in princi-
ple, is capable of learning patterns common to the stock market as a whole, without
scarifying the possibility of learning dynamics specific to each stock (i.e. the idiosyn-
cratic factors).

Even though the global model is designed to capture patterns shared among
stocks, it can not be consumed to predict the dynamics of stocks that are not part of
the initial set of stocks used during training. This happens because each stock has
its own one-hot encoding. To make this limitation clear, let us consider an universe
of three stocks (A , B and C ) with the following one hot encodings: I A = {[1, 0, 0]},
I B = {[0, 1, 0]} and I C = {[0, 0, 1]}. In the global model setting the training takes
into account the three stocks data. following question emerges: How can we make a
prediction for a stock D that is not part of the initial universe of stocks? In other
words: How practically useful is the global model or how “global” is the proposed
model? Note that in this case D can not be represented using the initial one hot
encoding.

To address this inherent limitation of the global model we propose the following
solution: To assign the stock embedding of D to a closest match. Thus, a good
candidate for this match would be to assign D to the average embedding of stocks
in the same sector.

For example, if D is a stock in the Energy sector, as well as, A and C we would
assign the D embedding to the average of A and C embedding9. In this solution,
once the D stock embedding is assigned, the prediction still uses the the stock X
news representation (DND) and price representation (DPD).

By using this assignment solution, if the global model is trained for a broad range
of sectors, as is the case throughout the thesis, the global model is practically useful
to predict the behaviour of stocks that are not part of the initial set of stocks used
for training. In other words, we achieve a “truly global” model.

As a matter of fact, in Chapter 4 we extend the concept of stock embedding
by proposing neural networks architectures where the relationship among stocks is
injected to the training process in the form of a graph. Even though this formalism
is general, we provide experimental results where the relationship among stocks is
represented in the form of a sectoral graph (As). In addition, in Chapter 5 we make
use of a more general sector embedding, to propose Deep RL architectures that can
be deployed for a portfolio containing any number of stocks. That being said, once
trained for a given set of stocks and using a broad range of sectors, our models can
be readily deployed for predictions involving virtually any stock.

9Note the average here is taken with respect to stock embedding representations (dense vectors),
as opposed to the one hot encoding (sparse vectors).
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3.4.6 Multimodal Hierarchical Attention Network

In this section we describe the proposed Multimodal Hierarchical Attention Network
(MHAN).

First, each headline released on a given day t is encoded into a fixed-size vector
S using a sentence encoder.10 Second, our daily News Relevance Attention (NRA)
mechanism, which pays attention to each news item based on its content, converts
a variable number of n headlines released on a given day t into a single Daily News
(DN) vector. This step is depicted in Figure 3.6. We observe that DN accounts
for the overall effect of all news released on a given day. Finally, we consider the
temporal effect of the past T days of market news and price modes jointly, a process
shown in Figure 3.7. For each stock the temporal encoding for news is denoted by
Market News MN sc

t and for price by Market Price MP sct . These are a function of
the past T Daily News representations [DN sc

t−T , · · · , DN sc
t ] (Text mode) and Daily

Prices features [DP sct−T , · · · , DP sct ] (Price mode), where each Daily Price DP sct′
feature is given by Equation (3.16) and the DN sc

t′ representation is calculated using
the daily News Relevance Attention. After the temporal effects of T past days of
market activity were already encoded into the Market NewsMN sc

t and Market Price
MP sct , we concatenated feature-wise MN sc

t , MPt and the Stock embedding Esc.
The stock embedding Esc represents the stock code of the sample on a given day t.
Finally, we have a Fully Connected (FC) layer that learns the Joint Representation
of all modes. This fixed-sized joint representation is fed into a FC layer with linear
activation, which predicts the next day volatility σ̂t+1.

Figure 3.6: Daily News Relevance Attention. The figure illustrates
a day where three news items were released about the Walmart company.
After the headlines are encoded into a fixed-size representation S, the
daily News Relevance Attention (NRA) converts all sentences into single
vector representation of all Daily News DN by attending each headline
based on its content.

10The headline encoding is learnt end-to-end from the headline word embeddings or transferred
from the TL tasks as fixed features.
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Figure 3.7: Hierarchical Neural Network architecture.

Below, we detail, for each mode separately, the layers of our hierarchical model.

Text mode

1. Word Embedding Retrieval
Standard embedding layer with no trainable parameters. It receives a vector
of word indices as input and returns a matrix of word embeddings.

2. News Encoder
This layer encodes all n news on a given day t and outputs a sequence of news
representations [Ssct1 , · · · , Ssctn]. Each encoded sentence has dimension dS , which
is a hyperparameter of our model. We evaluate our models considering sentence
encoders trained end-to-end, using the BiLSTM attention (Section 3.3.1) and
BiLSTM max-pooling (Section 3.3.1) architectures, and also transferred from
the RCV1 and SNLI as fixed features.

3. Daily News Relevance Attention
Our proposed news relevance attention component. The attention mechanism
is introduced to tackle information overload. It was designed to “filter out”
redundant or misleading news and focus on relevant stories based solely on the
news content. The layer outputs a single vector representation DN from a set
of n headlines on a given day t denoted by {Ssct1 , · · · , Ssctn}. Fully expressed, the
daily presentation DN of all n news may be given by:

S̃ti = σ (WRS
sc
ti + bR)

αti =
exp(vᵀR · S̃ti)∑
t exp(vR · S̃ti)

DN sc
t =

n∑
i=1

αtiS
sc
ti

(3.20)
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This layer is shared among all days t and for all stocks. The NRA has trainable
weights WR, bR and vR. Figure 3.6, illustrates our relevance attention. Note
that this layer was deliberately developed to be invariant to headlines permu-
tation, as is the case with the linear combination formula above. The reason
is that our price data is sampled daily and, as a consequence, we are not able
to discriminate the market reaction for each intraday news.

4. News Temporal Context
Sequence layer with daily news embeddings DN sc

t as time steps. This layer
aims to learn the temporal context of news, i.e. the relationship between the
news at day t and the T past days. It receives as input a chronologically
ordered sequence of T past Daily News representations [DN sc

t−T , · · · , DN sc
t ] and

outputs the news mode encoding Market News MN sc
t ∈ dMN . The sequence

with T time steps is encoded using a BiLSTM attention, with News Temporal
Attention (NTA). This layer was designed to capture the temporal order that
news is released in and the current news novelty, i.e. news that was repeated
in the past can be “forgotten” based on the modulating gates of the LSTM
network.

Price mode

5. Price Encoder
Sequence layer analogous to the News Temporal Context, but for price
mode. The input is the ordered sequence Daily Prices [DP sct−T , · · · , DP sct ] of
size T , where each element of the price feature is defined in Equation (3.16). In
particular, the architecture consists of two stacked LSTM’s, the first outputs
a hidden vector that takes the temporal context into account for each price
feature time step. Then these hidden vectors are again passed to a second
independent LSTM. The layer outputs the price mode encoding Market Price
MP sct ∈ dMP . This encoding is the last hidden vector of the second LSTM
Market.

Stock embedding

7. Stock Encoder
Stock dense representation. The layer receives the discrete encoding I sct indi-
cating the sample stock code passes through a FC layer and outputs a stock
embedding Esc.

Joint representation

8. Merging
Feature-wise News, Price and Stock modes concatenation. No trainable pa-
rameters.
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9. Joint Representation Encoder
FC layer of size dJR.

3.4.7 Multimodal Learning with Missing Modes

During the training we feed into our neural model the price, news and stock indicator
data. The price and stock indicator modes data occur on all days. However, at the
individual stock level some companies are not covered by the media. This feature
imposed challenges on our multimodal training, since neural networks are not able
to handle missing modes without special intervention. A straightforward solution
would be to consider only days with news released, disregarding the remaining sam-
ples. However, this approach has two main drawbacks. First, the “missing news” does
not happen at random, neither are they attributable to measurement failure, as is for
example, the case of multimodal tasks using mechanical sensors data. Conversely,
as highlighted in [38, 28] the same price behaviour results in distinct market reac-
tions when accompanied or not by news.11 In other words, specifically in financial
forecasting problems the absence or existence of news is highly informative.

A number of methods were proposed in the multimodal literature to effectively
treat informative missing modes or “informative missingness” [15]. In this work, we
directly model missing modes using the method initially proposed in [118, 117] for
clinical data and applied in the context of financial forecasting in [3]. Specifically,
we implement the Zeros & Imputation (ZI) method [117] in order to jointly learn the
price mode and news relationship across all days of market activity.

In ZI implementation, before the daily news sequence is processed by the text
temporal layer (described in Item 4) we input a 0 vector for all time steps with
missing news and left the news encoding unchanged otherwise. This step is called
zero imputation. In addition, we concatenated feature-wise an indicator vector with
value 1 for all vectors with zero imputation and 0 for the days with news.

As described in [3], the ZI method endows a temporal sequence model with
the ability to learn different representations depending on the news history and its
relative time position. Moreover, it takes into account the current and past news
informative missingness. Finally, we observe that the learnt positional news encoding
works differently from a typical “masking”, where days without news are not passed
through the LSTM cell. Masking the time steps would be losing information about
the presence or absence of news concomitant with prices.

3.5 Experimental Results and Discussion

We evaluate our hierarchical neural model from three perspectives:

1. The potential improvements of our proposed NRA as compared to other solu-
tions proposed in previous works.

11Experimental results [38, 28] demonstrate that large price dislocations in the absence of news
tends to revert and continue the movement (momentum) when driven by news.
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2. Does textual data improve volatility forecasting?

3. The importance of the different sentence encoders. Mainly, how end-to-end
training compares to transferring the sentence encoder from our two auxiliary
TL tasks.

3.5.1 Training Setting

During the training of our hierarchical neural model described in Section 3.4.6, we
took special care to guard against overfitting. To this end, we completely separate
2016 and 2017 as the test set and report our results on this “unseen” set. The
remaining data is further split into training (2007 to 2013) and validation (2014 to
2015). We set the sliding window T to 252 days, i.e. one year of historical data. Model
convergence during training was monitored in the validation set. We monitored the
validation score of our model at the end of each epoch and stored the network weights
if the validation scores improved between two consecutive epochs. Additionally, we
used mini-batch SGD with an Adam optimiser and early stopping with patience set
to eight epochs.

The hyperparameter tuning was performed using grid search on the validation set
– the search space and best parameters are reported in Appendix B.1. In addition,
all the training related to the TL tasks and its results are detailed in Appendix B.2.

3.5.2 Stocks Universe Result

In order to evaluate the contributions of each component of our neural model de-
scribed in Section 3.4.6, we use ablation techniques. The minus(plus) signs means
the component was removed(added) to our architecture. We report our results using
the following baselines:

1. - News (unimodal price only): For this baseline we completely remove any
textual data as input. Using this ablation we aim to evaluate the influence of
news on the volatility prediction problem.

2. + News (End-to-end Sentence Encoders) - NRA: This baseline ablates
our proposed News Relevance Attention (NRA) component and instead makes
use of the same averaging method [49, 145], where all fixed-sized headline
representations on a given day are averaged, without taking into account the
relevance of each news item. We evaluate this baseline for both BiLSTM at-
tention (Att) and BiLSTM max-pooling (MP) sentence encoders. Here, our
goal is to assess the true contribution of our NRA component in the case that
SOTA sentence encoders are taken into account.

3. + News (End-to-End W-L Att Sentence Encoder) + NRA: The Word-
Level Attention (W-L Att) sentence encoder implements an attention mech-
anism directly on top of word embeddings. Thus, because the attention is
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permutation invariant, this baseline does not consider the order of words in a
sentence.

4. + News (TL Sentence Encoders) + NRA: Makes use of the sentence
encoders of our two auxiliary TL tasks as fixed features. This baseline aims to
address the following questions: Which dataset and models are more suitable
to transfer to our specific volatility forecasting problem?; How do End-to-End
models, which are trained on top of word embeddings, perform compared to
sentence encoders transferred from other tasks?

Table 3.4 summarises the test scores for the ablations discussed above. In ad-
dition, the statistical significance of these results is provided in Appendix B.3 (see
Table B.3).

All stocks

Model MSE MAE

- News (price only unimodal)† 2.140E-05 3.093E-03
+ News (BiLSTM Att) - NRA 2.078E-05 3.037E-03
+ News (BiLSTM MP) - NRA 2.077E-05 3.031E-03
+ News (TL Reuters RCV1 BiLSTM MP) + NRA 2.037E-05 3.020E-03
+ News (TL Reuters RCV1 BiLSTM Att) + NRA 2.023E-05 3.011E-03
+ News (W-L Att)†† + NRA 2.006E-05 2.947E-03
+ News (TL SNLI BiLSTM Att) + NRA 1.986E-05 2.926E-03
+ News (TL SNLI BiLSTM MP) + NRA 1.974E-05 2.918E-03
+ News (BiLSTM MP) + NRA 1.904E-05 2.851E-03
+ News (BiLSTM Att) + NRA 1.898E-05 2.823E-03

Table 3.4: Model architecture ablations and sentence encoders comparisons. Best
result, in bold, considers our full-fledged architecture (described in Section 3.4.6). The results
in the first row do not consider news as input data. The minus sign means that a component
of our network architecture was ablated (i.e. removed) and the plus sign that it was added.
The second and third rows report results replacing our proposed NRA by a News Averaging
component as in [49, 145]. † indicates our model was trained using only the price mode. ††
highlights that the sentence encoder Word-Level Attention (W-L Attention) does not take
into consideration the headline words order. Table B.3 provides a test of significance for the
difference in performance between the best result, in bold, and all other models.

Experiments show that the best model is + News (BiLSTM Att) + NRA. This
model is trained end-to-end and uses our full-fledged architecture with both price
and news modalities. The second best model, i.e. + News (BiLSTM MP) + NRA,
ranks slightly lower and only differs from the best model in terms of the sentence
encoder. The best model uses a sentence encoder with attention layer (as defined in
Section 3.3.1) and the latter a max-pooling layer (as defined Section 3.3.1), where
both layers operates on top of the LSTM hidden layers and uses pre-trained word
embeddings. However, as reported in Table B.3, the difference in MSE and MAE
for these models is not statistically significant. More specifically, at the 1% level of
significance, we can not reject the hypothesis that the model performances are equal.

Importantly, our experiments show that using news and price (multimodal) to
predict the volatility improves the scores by 11% (MSE) and 9% (MAE), as compared
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with a model which considers only price features as explanatory variables (first row
in Table 3.4). In addition, as reported in Table B.3, the difference between the MSE
and MAE of these models is statically significant (p < 0.01).

When comparing the performance of End-to-End models and the TL auxiliary
tasks the following can be observed:

1. The models using two SOTA sentence encoders (specifically, BiLSTM Att and
BiLSTM MP), which uses pre-trained word embeddings as input, perform bet-
ter than transferring sentence encoder from both auxiliary tasks.

2. Even though SOTA sentence encoders perform better than those transferred
from other tasks, the same does not hold for models trained using a simpler
sentence encoder (specifically, WL-Att). In other words, considering the ap-
propriate TL task, it is preferable to transfer a SOTA sentence encoder, which
was trained on a larger dataset, than learning a less robust sentence encoder
in an end-to-end fashion.

3. Initially, we thought that because the RCV1 is a financial domain corpus
it would demonstrate a superior performance when compared to the SNLI
dataset. However, the SNLI transfers better than RCV1. One possible expla-
nation is that the text categorisation task (RCV1 dataset) is not able to capture
complex sentence structures at the level required to perform natural language
inference (SNLI dataset). The fact that SNLI achieves the best performance
for the volatility prediction task corroborates the findings in [41], where it was
shown that the SNLI dataset provides also superior performance, but for NLP
tasks that are not related to financial prediction.

Experimental results in Table 3.4 also demonstrate that our proposed NRA out-
performs the News Averaging method proposed in previous studies [49, 145]. This
happens even when evaluating our NRA component in conjunction with the elemen-
tary W-L Att sentence encoder. Importantly, as reported in Table B.3, this difference
in performance between our best model and the models proposed in the literature is
statistically significant (p < 0.01). In other words, our results show a clear advantage
of using an attention mechanism to discriminate noisy news from impacting news
and the effectiveness of our NRA as compared to other methods proposed in the
literature.

Stock embedding – Additional analysis

In Section 3.4.5 we discussed the advantages of the global model paradigm. This
model makes use of multi-stock batch samples and stock embedding during the
training process. In particular, we highlighted that the global model benefits from
effectively increasing the number of training samples. However, by using a stock
embedding we also increase the dimensionality of the global model. In this section,
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we provide additional analysis and experimental results on the impact of the stock
embedding dimensionality on the global model performance.

We start by analysing the relative dimension of the three vectors that are con-
catenated in order to learn the joint representation. As depicted in Figure 3.7 (pur-
ple boxes), these vectors are: News Context MN , Price Context MP and Stock
Embedding E. Based on the hyperparameters tuning reported in Appendix B.1
(see Table B.1), they have the following dimensions: dMN = 512, dMP = 128 and
dE = 16.

The first point to note is that we need a higher dimension to encode News (dMN ),
as compared to Prices (dMP ). This is agreement with the intuition that News have a
higher degree of freedom (e.g. the order of words in a headline and the own complexity
of the grammar). However, we also note that the increase in the global model
dimensionality by using a stock embedding is very small, as compared to News
and Prices. More specifically, the stock embedding only increases the dimension of
the joint representation by 16/(512 + 128) = 2.5%. This observation shows that
the increase in the global model dimensionality brought by the stock embedding
component is relatively small.

Even though the impact in terms of dimension is small, it is still to be quantified
if in terms of performance (MSE and MAE) the increase of the stock embedding
dimensionality outweights the advantages of using a global model, which can effec-
tively be trained using the samples of all stocks. To this end, we contrast our best
model (last row in Table 3.4), which has an optimal stock embedding dimension12

(dE = 16), with three models: no increase in dimension (dE = 0), a moderate
increase in dimension (dE = 32) and an extreme increase in dimension (dE = 1024).

More specifically, by a model with no increase in dimension (dE = 0) we mean to
completely remove from our global model the increase in dimensionality attributed
to the stock embedding. Thus, we disregard the one-hot encoding input (bottom
yellow box in Figure 3.7), and, as a consequence, the representation related to the
stock embedding (rightmost purple box).

Finally, since our goal is to isolate the effect of the stock embedding dimension
dE , we keep all other hyperparameters, including dMN = 512 and dMP = 128, as in
our best model.

Table 3.5 reports experimental results of the impact of the stock embedding
dimensionality on the global model performance. In addition, the statistical signifi-
cance of these results is provided in Appendix B.3 (see Table B.4)

We observe that according to results reported in Table B.4, the differences in
mean performance between the model with optimal stock embedding dimension and
each of the three models are statistically significant. In other words, we reject the
hypothesis that the differences in mean are equal (p < 0.01). This being true for
both the mean MSE and mean MAE.

12As discussed above, this dimension is selected using hyperparameter search
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Importantly, as reported in the first row (dE = 0), we can see that the perfor-
mance of our global model is degraded by completely removing the stock embed-
ding13. Thus, if the stock embedding dimension is properly tuned using hyperpa-
rameter search, the increase in global model dimensionality is compensated by the
difference in performance. In other words, the outperformance of a model with op-
timal stock embedding dimension, as compared to a model that does not use stock
embedding, outweighs the increase of the global model dimensionality.

However, we can also conclude that if this dimension is not properly tuned the
stock embedding component can be detrimental to the global model architecture. A
moderate increase in dimensionality (as reported in the second row) slightly degrades
the performance (for both MSE and MAE). However, when we artificially push the
stock embedding dimension to extreme values (third row), as compared its optimal
value (last row in bold), it would be preferable to completely disregard the stock
embedding (as reported in the first row).

All Stocks

Our full-fledged model with ... MSE MAE

no stock embedding† (dE = 0) 1.982E-05 2.935E-03
a moderate increase in the stock embedding dimension (dE = 32) 1.959E-05 2.869E-03
an extreme increase in the stock embedding dimension (dE = 1024) 2.038E-05 3.094E-03
optimal stock embedding dimension†† (dE = 16) 1.898E-05 2.823E-03

Table 3.5: The impact of the stock embedding dimensionality on our global model
architecture. † indicates that we completely remove from our global model (last row in bold)
the increase in the dimensionality attributed to the stock embedding. †† indicates the optimal
stock embedding dimension (dE = 16) is obtained by performing hyperparameter search on the
validation set.

Comparisons with GARCH

Having analysed our best model and its sensitivity to the stock embedding dimen-
sion, we now turn to its comparative performance with respect to the widely regarded
GARCH model described in Section 2.1.1. We assess our model performance rela-
tive to GARCH using standard loss metrics (MSE and MAE), but as in econometric
studies, we also use the regression-based accuracy specified in Equation (2.8), and
measured in terms of the coefficient of determination R2. In addition, we evaluate our
model across two different volatility proxies: Garman-Klass (σ̂GK) (Equation (2.11))
and Parkinson (σ̂PK) (Equation (2.10)). As discussed in Section 2.1.1 both estima-
tors are reliable, and efficient proxies of next day volatility in the lack of intraday
data. Finally, it is worth noting that our models were trained using the Garman-
Klass estimator as target variable.

Table 3.6 reports the comparative performance between our best model (+ News
BiLSTM (Att) + NRA) and GARCH, as well as, the Price only (unimodal) model.

13Note that lower MSE (or MAE) means better performance.
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In addition, the statistical significance of these results is provided in Appendix B.3
(see Table B.5).

All Stocks

Model Vol
R2 MSE MAEEstimator

GARCH σ̂GK 0.357 2.46E-05 3.16E-03
σ̂PK 0.329 2.57E-05 3.20E-03

Our Model: Price (Unimodal) σ̂GK 0.384 2.14E-05 3.09E-03
σ̂PK 0.350 2.36E-05 3.29E-03

Our Model: Price + News
σ̂GK 0.455 1.90E-05 2.82E-03
σ̂PK 0.410 2.09E-05 2.98E-03

Table 3.6: Our volatility model performance compared with GARCH. Best
performance in bold. Our model has superior performance across the three evaluation
metrics and taking into consideration the state-of-the-art volatility proxies, Garman-
Klass (σ̂GK) and Parkinson (σ̂PK). Table B.5 provides a test of significance for the
difference in performance between the best result, in bold, and the two other models.

We can see that our model provides a superior performance as compared to
GARCH for both volatility proxies. It is worth noting that evaluating the GARCH
model relying on standard MSE and MAE error metrics should be taken with a grain
of salt. Andersen and Bollerslev [7] provides the background theory and arguments
supporting R2 as the metric of choice in evaluating the predictive power of a volatility
model. In any case, the outperformance of our model with respect to GARCH is
valid for all three metrics, namely R2, MSE and MAE. Importantly, as reported
in Table B.5, this outperformance is statistically significant (p < 0.01).

3.5.3 Sector-level Results

Sectors are expected to have different risk levels, in the sense that each sector is driven
by different types of news and economic cycles. Moreover, by performing a sector-
level analysis we were initially interested in understanding if the outperformance of
our model with respect to GARCH was the result of a learning bias to a given sector
or if, as turned out to be the case, the superior performance of our model was spread
across a diversified portfolio of sectors.

In order to evaluate the performance per sector, we first segregated the con-
stituent stocks for each sector in Table 3.1. We then computed the same metrics
discussed in the previous section for each sector individually.

Table 3.7 reports our experimental results segregated by sector. We observe that
the GARCH model accuracy, measured using the R2 score, has a high degree of
variability between sectors. For example, the accuracy ranges from 0.15 to 0.44 for
the HealthCare and Energy sectors respectively. This high degree of variability is in
agreement with previous results reported in [152], which focus on long-term (quar-
terly) volatility predictions. Although the GARCH accuracy is sector-dependent,
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without any exception, our model using price and news as input clearly outperforms
GARCH sector-wise. This fact allow us to draw the following conclusions:

• The core aggregated performance reported in Table 3.6 is not composed of a
mix of outperforming and underperforming sector contributions; rather, the
aggregated effect is composed of outperformance across all sectors. This fact
provides strong evidence that our model is more accurate than GARCH.

• The proposed Global model approach discussed in Section 3.4.5 generalises
well, i.e. the patterns learnt are not biased to a given sector or stock.

One of the limitations of our work is to rely on proxies for the volatility estimation.
Although these proxies are handy if only daily price data is available, by having high
frequency data we would be able to evaluate our model in a way much closer to the
true daily latent volatility. For example, in evaluating the GARCH performance for
the Yen/Dollar exchange rate [7] reports R2 values of 0.237 and 0.392 using hourly
and five minutes intraday returns, respectively. In a similar way, we argue that
intraday data would ameliorate the learning process. The reason for this is that the
NRA component would have a smaller number of news items to pay attention to
and it would arguably help to learn the most important headlines. In other words,
the higher the data frequency, the easier it is to learn the “wording” that makes a
market volatile. Although we show that the relevance attention is key, using the very
low-frequency daily data we are only measuring the aggregate effect of all news on
the one-day-ahead volatility prediction.

3.6 Conclusion

In this chapter, we studied the joint effect of stock news and prices on the daily
volatility forecasting problem. To our knowledge, this work is one of the first studies
aiming to predict short-term (daily) rather than long-term (quarterly or yearly)
volatility, taking news and price as explanatory variables and using a comprehensive
dataset of news headlines at the individual stock level.

Our hierarchical end-to-end model benefits from state-of-the-art approaches to
encode text information and to deal with the two main challenges in correlating news
with market reactions: news relevance and novelty. That is, to address the problem
of how to pay attention to the most important news based purely on its content
(news relevance attention) and to take into account the temporal information of
past news (temporal context). Additionally, we propose a multi-stock mini-batch +
stock embedding method suitable to model commonality among stocks.

The experimental results show that our multimodal approach outperforms the
GARCH volatility model, which is the most prevalent econometric model for daily
volatility predictions. The outperformance is sector-wise and demonstrates the ef-
fectiveness of combining price and news for short-term volatility forecasting. The
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fact that we outperform GARCH for all analysed sectors confirms the robustness of
our proposed architecture and evidences that our global model approach generalises
well.

We ablated different components of our neural architecture to assess its most
relevant parts. To this end, we replaced our proposed news relevance attention layer,
which aims to pay attention to the most important news items on a given day, with
a simpler architecture proposed in the literature, which averages the daily news. We
found that our attention layer improves the results. Additionally, we ablated all the
architecture related to the news mode and found that news enhances the forecasting
accuracy. Importantly, both improvements are statistically significant (p < 0.01).

Finally, we evaluated different sentence encoders, including those transferred from
other NLP tasks, and concluded that they achieve better performance compared to
a plain Word-level attention sentence encoder trained end-to-end. However, they do
not beat state-of-the-art sentence encoders trained end-to-end.

In order to contribute to the literature of Universal Sentence Encoders, we eval-
uated the performance of transferring sentence encoders from two different tasks to
the volatility prediction problem. We showed that models trained on the Natural
Language Inference (NLI) task are more suitable to forecasting problems than a fi-
nancial domain dataset (Reuters RCV1). By analysing different architectures, we
showed that a BiLSTM with max-pooling for the SNLI dataset provides the best
sentence encoder.
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Model Vol
R2 MSE MAEEstimator

Consumer Staples

GARCH σ̂GK 0.173 2.01E-05 2.63E-03
σ̂PK 0.155 2.08E-05 2.70E-03

Our Model: Price (Unimodal) σ̂GK 0.194 1.93E-05 2.67E-03
σ̂PK 0.176 2.04E-05 2.82E-03

Our Model: Price + News
σ̂GK 0.224 1.80E-05 2.48E-03
σ̂PK 0.201 1.90E-05 2.61E-03

HealthCare

GARCH σ̂GK 0.150 2.20E-05 3.05E-03
σ̂PK 0.138 2.33E-05 3.09E-03

Our Model: Price (Unimodal) σ̂GK 0.186 2.01E-05 3.01E-03
σ̂PK 0.164 2.24E-05 3.21E-03

Our Model: Price + News
σ̂GK 0.258 1.76E-05 2.74E-03
σ̂PK 0.225 1.96E-05 2.90E-03

Financials

GARCH σ̂GK 0.274 2.02E-05 3.14E-03
σ̂PK 0.250 2.17E-05 3.18E-03

Our Model: Price (Unimodal) σ̂GK 0.326 1.77E-05 3.10E-03
σ̂PK 0.290 2.03E-05 3.32E-03

Our Model: Price + News
σ̂GK 0.373 1.65E-05 2.84E-03
σ̂PK 0.332 1.86E-05 3.00E-03

Energy

GARCH σ̂GK 0.443 4.38E-05 4.24E-03
σ̂PK 0.412 4.52E-05 4.27E-03

Our Model: Price (Unimodal) σ̂GK 0.440 3.60E-05 4.13E-03
σ̂PK 0.406 3.98E-05 4.34E-03

Our Model: Price + News
σ̂GK 0.538 3.04E-05 3.72E-03
σ̂PK 0.495 3.38E-05 3.88E-03

Utilities

GARCH σ̂GK 0.167 1.71E-05 2.75E-03
σ̂PK 0.154 1.75E-05 2.77E-03

Our Model: Price (Unimodal) σ̂GK 0.145 1.40E-05 2.56E-03
σ̂PK 0.128 1.51E-05 2.75E-03

Our Model: Price + News
σ̂GK 0.225 1.24E-05 2.34E-03
σ̂PK 0.193 1.34E-05 2.51E-03

Table 3.7: Sector-level performance comparison.
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Chapter 4

Graph Transformer Network for
Trading the Price Range of Stocks

4.1 Introduction

In this chapter, we focus on proposing network architectures that take into account
the joint effect of other stocks on each stock forecast, and on investigating the benefits
of these networks architectures in the context of quantitative trading strategies.

In Chapter 3 we saw that the volatility is persistent and as such, highly pre-
dictable across stocks and sectors. For daily predictions the volatility is efficiently
proxied using the Parkinson estimator in Equation (2.10). This estimator depends
on the logarithm difference between high and low prices. A natural question that
arises is whether the same applies to the high and low price levels individually, and
whether these predictions are useful for building profitable trading strategies. An
appealing aspect of daily high and low prices is its markedly lower volatility com-
pared to widespread closing price returns1 [77]. This happens because stocks, which
are traded in exchanges with well-defined daily opening and closing times, present a
U-shaped intraday volatility pattern [198] – prices at the beginning and the end of
the day are more volatile than the reminder of the trading session. In other words,
since high and low prices can occur at any time during the day, return measurements
involving high and low prices are not concentrated on volatile periods and are conse-
quently less noisy. This is in contrast to closing price returns, where returns are taken
with respect to the most volatile periods of the day. Thus, it is expected that ML
models optimised to learn the less noisy high (or low) price series are less prone to
overfitting. Surprisingly, with few exceptions (e.g. [127, 193, 77]), the vast majority
of financial forecasting papers focus on (directional) predictions using closing price
return. We attribute this to the fact that closing return predictions can be easily
converted into a trading strategy, i.e. go long or short2 based on the “up” and “down”
predictions. In contrast, how to exploit the range predictions for trading is less clear.
Thus, the use of range predictions in the context of trading, as proposed initially in

1The daily high (or low) price returns are computed using the current high (or low) price against
any of the previous Open, High, Low, Close (OHLC) prices.

2To the reader not familiar with long and short trades they are discussed in Chapter 2
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[127], was much less explored. In essence, the range trading strategy provides ways
of profiting from the high and low price predictions.

Recently, Graph Neural Networks (GNN) [106, 81, 190, 18] architectures have
been proposed to leverage the power of deep learning in structured data (e.g. Knowl-
edge bases).

Even though stock data is not structured in a graph, we use GNN in a market
graph setting, where each stock is represented by a node and the pairwise relation-
ships between stocks by edges. Overall, by using a market graph we bias our deep
learning models using prior knowledge about stock relationships.

The relational bias inherit of GNN has many desirable properties:

• Flexibility in representing different relationships, i.e. stocks can be related
based on historical correlation or just because they are part of the same sector.

• Permutation invariance. It is usually the case that entities (i.e. stocks) do not
have a natural ordering – except when confronted with their relations.

• Generalisation. Layers are reused (shared) across all nodes.

One of the main advantages of GNN is increasing sample efficiency, which is
achieved by constraining relations between entities. In order to make this statement
clear, let us consider an MLP architecture for a typical financial forecasting problem.
It receives the representation for each of the n stocks as input3 and outputs the
target stock price. Although each stock prediction does not depend on the order
of the n − 1 stocks time series, the MLP architecture conceives each possible input
order as fundamentally different from the others.4 Thus, worst case scenario, it
requires (n − 1)! sample pairs to learn an order invariant mapping. By contrast, a
GNN aggregates the entities based on stock pairs that hold a relationship, and then
assigns a new representation using a symmetric function. This process, which can be
seen in general as aggregation and averaging, enforces the desired order invariance
and is introduced via a graph. Unfortunately, in the financial forecasting setting
the relationship between the entities (stocks) is not explicit5. Nevertheless, by using
GNNs in context of the market graph, as proposed in this chapter, we can inject the
relational bias using domain knowledge.

The main question we aim to address in this chapter is the real advantages of
using prior knowledge in the context of trading strategies. In addition, we have the
following main contributions:

1. We propose a novel graph neural network, the Graph Transformer Network
(GTN). This network can be applied to general problems. In particular, exper-
iments show that GTN performs better than Graph Attention Networks (GAT)

3For example, each time a series feature is encoded using an RNN.
4In other words, given a set of initial NN weights, stock index permutations map to different

predictions.
5This is contrary to, for example, social networks or chemical graphs problems, where the rela-

tionships are given by friends lists or atoms attraction rules, respectively.
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[190] for the trading range strategy. The GAT is the current state-of-the-art
for many structured datasets.

2. We introduce a sectoral graph As to bias our deep learning models, and ex-
periment shows that there are clear performance improvements if this type of
prior knowledge is employed during the training process.

3. We evaluate the range trading strategy for a large number of stocks, where pre-
vious studies are restricted to a small number of stocks [127, 193], or considered
a version of the range strategy with only long positions [77]. In addition, the
strategy is investigated taking into account the risk involved in the trades (as
detailed in Section 2.2.3).

4. By conducting a return attribution analysis we show that the range trading
strategy is not only profitable (3.11 Sharpe ratio) but also its performance
cannot be explained in terms of the market performance (as a whole) or other
factors that are know to be profitable (as reviewed in Section 2.2.4). This
analysis was not conducted in previous studies.

4.2 Related Work

Our work is strongly connected with the following areas: financial graphs, graph
networks and range trading. We dedicate a section to each of these areas.

4.2.1 Financial Graphs

Mantegna [124] introduces graphs as a tool to analyse the relationships in the finan-
cial markets. He first estimates the distance between a pair of stocks directly from
the stock returns correlation matrix. The Minimum Spanning Tree (MST)6 of the
correlation matrix is then introduced as a way find hierarchical clusters for a given
set of stocks.

A large number of studies have followed this seminal work, with distinct goals
in mind. From the viewpoint of different ways of measuring distance (or related-
ness) between stocks, Fiedor [66] proposes information-theoretic metrics and dis-
tances based on Granger causality (expressed as directed graphs), discussed in [202].
Huang et al. [94] uses an interbank graph to investigate systemic risk of financial in-
stitutions and finds that nodes with large centrality7 tend to contribute to financial
crisis spillovers. Similarly, Battiston et al. [19] shows that the dynamics of densely
interconnected banks can be employed to detect crisis tipping points. The presence
of communities in the pairwise stocks correlation graph and the dynamics of its topo-
logical properties, such as graph modularity, is studied in [167]. The authors show
that modularity alone summarises the whole graph structure and that this structure

6An MST forms a connected graph (with no loop) where all stocks are linked with the minimum
possible total edge (distance) weight.

7In general, centrality quantifies the most influential nodes in the graph.
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drastically changes during periods of economic crisis, with stocks moving away or
disconnecting from former communities (clusters).

Tse et al. [184] proposes a market index that select stocks with a large number
of connections. Then, two stocks are considered connected, i.e. edge value different
from zero, if the correlation is above a given threshold value. They conclude that
the market is highly dominated by stocks in the financial sector. This study is
extended in [53] by proposing different ways of composing market indices based on
graph properties, where they show that some indices perform better during turbulent
periods.

In broad terms, all studies described above focus on: (1) investigating general
properties of the the stock market structure (e.g. number of clusters and modularity),
or (2) As in [184, 53], on creating hand-crafted indices based on the graph properties
and only then evaluating the performance of these indices. By contrast, our thesis
employ graphs as a way of biasing our models, where these models are optimised for
a specific task, i.e. end-to-end.

4.2.2 Graph Networks

The use of GNNs for financial forecasting and trading is in its infancy. The first
research in this area (in October 2018) [39] consider a shareholding ratio graph. The
task is the binary classification of next day open to close direction of Chinese stocks.
Their best reported model, trained “end-to-end” and using a Graph Convolution
Network (GCN) [106] architecture, achieved 57% (directional) accuracy. We note
that the evaluation concerns only accuracy, i.e. no trading performance metrics are
evaluated for any trading strategies built on the prediction. Moreover, a comparison
with baselines provides evidence that a model endowed with relational bias performs
better than a standard sequence model operating on the price feature vector. Al-
though results are promising, the model was evaluated in a very short period of
approximately two months (from 10/2017 to 12/2017). One limitation of this study
is that, different than our study, they do not compare a setting where all stocks can
potentially relate to each other, as represented by a fully-connected graph.

Feng et al. [65] (March 2019) introduces two relational biases: the sector-industry
graph (edge value one if companies share the same sector-industry and zero other-
wise) and the Wikidata (knowledge) graph. In the latter, predicates (relations) are
extracted from two stocks (both object and subject). These relationship are types
like owned_by or founded_by.

Similar to our work, they also propose a mechanism to learn the relationship
between stocks dynamically (i.e. an attention mechanism). However, different than
in our study, they do not compare their performance with a SOTA graph neural
network, the Graph Attention Network (GAT) [190]. In addition, Feng et al. [65]
attention mechanism is very similar to GAT, in the sense that both use an additive
attention that operates on the concatenation of two node representations. Thus, the
investigation of the attention proposed in [65] will be the subject of future work.
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4.2.3 Range Trading Strategy

The use of daily high and low price predictions to build trading strategies was first
proposed in [127]. They use intra-day data (at 15 minute frequency) to decide the
best time to enter long and short positions during trading hours8. Even though
experimental results indicate profitability, the evaluation is restricted to only two
stocks traded on the Brazilian stock exchange (BOVESPA) and only three months
of data (May 2008 to December 2008). von Mettenheim and Breitner [193] investigate
the same trading strategy, but for five stocks and two market indices (S&P 500 and
Russell 2000) during a period under different market regimes (2011 and 2012). A
larger universe of stocks, precisely, 370 stocks, was analysed in [77], but for a trading
strategy that only consider long trades.

In our research, we contribute to the literature of range trading as follows:

1. We extend the research reviewed in this section by proposing NN architectures
that incorporate the effect of other stocks on a given target stock (range)
prediction.

2. In contrast with shallow neural network architectures in previous studies, we
approach the problem not only using advanced sequence encoders, but also by
attempting to improve the performance using prior knowledge about the stock
relationships.

3. We investigate the same trading strategy in [127, 193], but evaluate its perfor-
mance for 11 sectoral indices, involving a total of 388 stocks traded in North
America. Thus, overcoming the limitations of the long-only strategy proposed
in [77] and at the same time, assuring the robustness of the range trading
strategy through a large number of samples (stocks).

4. We contribute to understanding the strategy’s sources of profitability by study-
ing its dependence on volatility levels. In this way, we investigate questions
raised in previous research.

4.3 Background

In this section, we review GNN architectures for unsupervised, supervised and semi-
supervised settings.

Formally, these architectures account for the relational bias by means of an at-
tributed graph G = (V ,E , V ), where V is a vertex set vi, i = 1, · · · , n and the set
of linkages between nodes pairs is denoted by E := {ei,j | vi, vj ∈ V }. For an un-
weighted graph these linkages are expressed by an adjacency matrix A ∈ {0, 1}n×n

such that aij = 1 if ei,j ∈ E and zero otherwise. Finally, for each node we attribute
a d-dimensional vector vi ∈ Rd and the graph representations/attributes is denoted
by matrix V ∈ Rn×d.

8We will soon explain the range trading strategy in details

http://www.bmfbovespa.com.br/
https://etfdb.com/etf/SPY/#overview
https://etfdb.com/etf/IWM/#overview
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Given G above, a GNN approximates the mapping f : V 7→ V ′ from the original
graph attributes V ∈ Rn×d to new graph attributes V ′ ∈ Rn×d

′ using a neural
network.

In the supervised learning setting, a set of node labels Y := [y1, · · · , yn]ᵀ is
provided and a final prediction layer is added at the end of the architecture to
minimise the supervised loss. Importantly, irrespective of the learning setting, the
learnt graph attributes are expected to have the same topological structure as the
graph.

4.3.1 Unsupervised Graph Embedding

In the unsupervised setting, a graph embedding learns node representations (graph
attributes) V taking into account the graph relations, which are represented by the
graph edges. In broad terms, the learning process involves iteratively updating each
node representation vi by aggregating (AGG) and averaging (AVG) the connected
nodes representations. Formally, the kth iteration approximates the mapping com-
position AVG ◦AGG : V (k−1) 7→ V (k). At the node level this is expressed as:

v
(k−1)
N (i)

= AGG
(
{v(k−1)j | ∀j ∈ N (i)}

)
and (4.1a)

v
(k)
i = AVG

(
v
(k−1)
i , v

(k−1)
N (i)

)
(4.1b)

where the neighbourhood function N (i) is the set of nodes adjacent to the ith node9

and captures the local topological structure of the graph.
It is shown [159, 144, 81, 106] that repeating the iterative procedure above gen-

erates an (unsupervised) graph embedding. In other words, points vi ∈ Rd are close
to each other for neighbour (adjacent) nodes and distant otherwise; this holds true
even in the case where the V matrix is initialised randomly. Many aggregate, aver-
age and neighbourhood functions have been proposed in the literature. DeepWalk
[144] considers the neighbourhood as a sample containing all node representations
visited by a random walk rooted at a target node i. This set of node representations
forms a context “tokens” and is concatenated (at the aggregation step) in order to
approximate the likelihood of observing the target node i given its context (average
function). Similarly, Hamilton et al. [81] proposes GraphSAGE which aggregates the
first-neighbour set N1(i) := {j ∈ N+ | aij 6= 0} by means of max. or mean pooling
functions. The node representation v(k−1)i is then concatenated with the pooled rep-
resentation and fed into an MLP layer, which predicts the next representation v(k)i

interactively, as in Equation (4.1b).
9Note that in order to increase generalisation the own node is not part of the neighbour set.
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4.3.2 Graph-Based Learning

In a nutshell, graph-based learning leverages the information contained in a graph
by assuming that nodes that are connected will share the same label. Typically, only
a subset of instances are labelled and the goal is to learn the function Y = f(V ) that
maps feature space V to node labels Y in a transductive or inductive semi-supervised
setting.10 To this end, in [205, 21, 196] a Laplacian regularisation loss is proposed
and defined by:11

Lg := f(V )ᵀ4uf(V ) =
1

2

n∑
i,j=1

aij‖f(vi)− f(vj)‖2 (4.2)

where4u = D−A is the (unnormalised) Laplacian matrix of a graph with a diagonal
degree matrix D with elements dii =

∑
j aij . The total loss L to be optimised is

the contribution of the supervised loss Ls and the graph loss above weighted by a
regularisation factor λ, that is:

L = Ls + λLg

The graph loss can be directly interpreted in terms of the summation in Equa-
tion (4.2). Since the adjacency matrix elements aij are positive by definition, and
the summation involves squared terms, it follows that the loss is always positive.
Therefore, a minimisation is attained if and only if nodes close to each other,
i.e. with large aij value, have representations drifted to the same label, that is
aij → 1 ⇐⇒ f(vi) ≈ f(vj). This desired property is called Smoothness of the
graph Lapalcian [192] and enforces that the values yi assigned to each node (labels)
varies smoothly around adjacent nodes. Additionally, we can see from the graph reg-
ularization definition in Equation (4.2) that the lowest eigenvalue of the Laplacian
matrix has an associated eigenvector fu that minimises the graph loss12. Thus, even
in the total absence of labels yi we can still make use of the Laplacian decomposition
to aggregate nodes that share similar labels, this being the core idea behind spectral
clustering algorithms [135, 192].

4.3.3 Convolution on Graphs

Convolutional networks on graphs take advantage of the Laplacian smoothness prop-
erty described above to convolve filters that capture the local connection structure

10Note since only a fraction of node labels are provided, it is expected that knowing the graph
structure, which includes labelled and unlabelled nodes, improves the learning process.

11The derivation of the last summation equality can be found in [192]
12Note if fu is an eigenvector of the Laplacian matrix 4 it follows that Lg := fu(V )ᵀ4fu(V ) =

λfu(V )ᵀfu(V ) = λ, where λ is the decomposition eigenvalue and we assume the eigenvectors are
normalised to one. Finally, we observe that the Laplacian matrix is symmetric, implying that all
its eigenvalues are positive.
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of each node. The spectral convolution on a graph with signal V ∈ Rn×d is defined
in [32, 82] as:

f(W,V ) = (UWUᵀ)V (4.3)

where the filtering operation f is parameterised by the diagonal matrix W ∈ Rn×d

(one filter weight per node), and U is the eigenvectors matrix of the normalised
graph Laplacian ∆ := I −D−

1
2AD−

1
2 with eigendecomposition ∆ = UΛUᵀ. Apply-

ing convolutional filters directly to attributed graphs removes the need to explicitly
rely on a regularisation loss term Lg (Equation (4.2)), which was formerly added to
the supervised loss Ls to inject the relational bias. However, the convolution above
depends on a full decomposition of the Laplacian matrix, which makes the operation
unfeasible for large graphs. Moreover, its computation is expensive, since it de-
pends on dense matrix-matrix multiplications, even for graphs where the adjacency
matrix A is very sparse. To alleviate this problem, Defferrard et al. [45] suggest
approximating the filter W as a function of Laplacian eigenvalues Λ by means of a
Chebyshev expansion. By making use of identity ∆k = (UΛUᵀ)k = (UΛkUᵀ) for the
diagonalised Laplacian matrix ∆, this approximation allows us to rewrite the spec-
tral convolution in Equation (4.3) entirely in terms of the rescaled Laplacian matrix
∆̃ = 2∆/λmax− I, where λmax is the largest eigenvalue of the normalised Laplacian
matrix. In this way, we have the K-localised spectral convolution proposed in [45]:

f(∆̃, V ) ≈
K∑
k=0

(wkTk(∆̃))V (4.4)

where Tk(x) are Chebyshev polynomials and wk its coefficients. The convolution ap-
proximation is calledK-localised because it depends only on powers of the Laplacian,
and consequently, the kth term accounts for a neighbour k-hops away from a target
node, where the expansion is truncated up to K terms. Effectively, by increasing the
number of terms in the expansion we increase the neighbourhood set of the target
node. Experimental results in [45] demonstrate the ability of K-localised spectral
convolutions to learn the graph node features.

4.3.4 Graph Convolutional Networks

Kipf and Welling [106] propose the Graph Convolution Network (GCN) composed
of graph convolutional layers linear with respect to the graph Laplacian. Compared
with K-localised convolutions in [45], in the GCN, the influence of the Kth-order
neighbour is achieved by stacking a number K of 1st-order (linear) layers, rather
than using the explicit parametrisation of the Chebyshev expansion with K terms
in Equation (4.4). Specifically, the GCN layer maps a signal V ∈ Rn×d to a con-
volved signal V ′ ∈ Rn×d

′ , where d′ represents the number of filters or feature maps.
Considering only the first-order approximation of Equation (4.4) and under mild
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assumptions (e.g. reducing the number of free parameters), Kipf and Welling [106]
propose the following graph convolutional function:

V ′ = f(A, V ) = D̃−
1
2 ÃD̃−

1
2VW, (4.5)

where W ∈ Rd×d
′ is a matrix of (trainable) filter parameters, Ã = A + I is the

(renormalised) adjacent matrix, i.e. the adjacency matrix of an undirected graph
G with added self -connections (loops), and d̃ii =

∑
j ãij the respective diagonal

elements of the degree matrix. Finally, using the function above, a k-layers GCN
has the following layer-wise forward rule:

V (k+1) = σ
(
f(A, V (k))

)
= σ

(
D̃−

1
2 ÃD̃−

1
2V (k)W (k)

)
(4.6)

Here, V (0) := V , i.e. the initial node representation (or feature vector), and σ denotes
an activation function (e.g. relu or sigmoid).

The GCN largely simplifies previous methods to learn graph node features. It is
also has the advantage of being expressed in simple matrix computations. Finally,
the architecture is an approximation of convolutional operators on graphs.

4.3.5 Graph Attention Networks

Inspired by attention mechanisms for sequence tasks [112, 120, 116, 14], the Graph
Attention Network (GAT) is proposed in [190]

The GAT is defined as a sole layer called the graph attention layer and proposes
an additive attention mechanism similar to Bahdanau et al. [14] to learn the node
representations.

The task is to learn a mapping between the input node features {v1, · · · , vn},
vi ∈ Rd and the new node features (of potentially different dimension) {v′1, · · · , v′n},
v′i ∈ Rd

′ . In order to achieve expressive power, the authors propose, as an initial
step, to apply a linear transformation to every input node feature expressed as

ki = Wvi, (4.7)

where W ∈ Rd′×d is a learnable parameter.
A shared pairwise attention fa := Rd

′ × Rd
′ 7→ R then computes the influence of

node j on node i with attention coefficients denoted by [190]:

eij = fa(ki, kj) (4.8)

Importantly, this pairwise attention injects the graph structure into the GAT
architecture, which only calculates eij for nodes j that are in some neighbourhood
of node i [190]

A normalisation on the attention coefficients in Equation (4.8) is then proposed
for all node neighbourhoods. Using the attention weight matrix notation of the
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previous section, this normalisation is given by [190]:

[A ]ij = softmax(eij) =
exp(eij)∑

j′∈N (i) exp(eij′)
, (4.9)

Explicitly, GAT proposes a pairwise dot product attention fa with learnable vec-
tor q ∈ R2d′ expressed as [190]

eij = σ (qᵀ · [ki || kj ]) , (4.10)

where σ represents a non-linear activation (the LeakyReLU [122]), and || is the
concatenation operation between a pair of node features. Expanded out, the GAT
attention weight matrix may then be denoted by:

Aij =
exp (σ (qᵀ · [ki || kj ]))∑

j′∈N (i) exp
(
σ
(
qᵀ ·

[
ki || kj′

])) (4.11)

After the attention weight matrix is obtained, the new features of the ith node
are given by the weighted average:

v′i = σ

 ∑
j∈N (i)

Aijkj

 (4.12)

Multi-head extension. The authors consider the influence of different aspects
of the node features by extending the mechanism to employmulti-head attention [188]
– in its early incarnation, also called “multiple hops of attention” [116]. Specifically,
H independent attention mechanisms are employed, implying that the hth-head has
its own independent learnable weights W h and qh, as defined in Equations (4.7)
and (4.10), respectively. Additionally, the feature of each head, noted v′hi , uses the
same transformation of Equation (4.8), but without any activation – delayed to the
final heads aggregation step. Finally, the authors propose to average all heads, rather
than concatenating as in [188]. For the H-heads attention case, the new feature of
the ith node is expressed as:

v′i(H-heads) = σ
(
MEANh

(
{v′1i , · · · , v′

H
i }
))

(4.13)

One of the main advantages of GAT compared to the GCN is the flexibility of
learning different importances for the neighbour nodes via an attention mechanism.
Moreover, these importances are adaptive, since they depend on the own node fea-
tures (self-attention). However, this mechanism attends to only the nodes connected
to a given node i. Precisely, the summations in Equations (4.11) and (4.12) run over
the nodes j ∈ N (i). Because the neighbourhood varies for each node and is not a
fixed-size, a GATHER operation has to be performed to collect the neighbourhood
feature vectors for each node i.

In the next section, we present the novel Graph Transformer Network (GTN),
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which can be expressed entirely in terms of sparse matrix multiplications, as in the
GCN, but is still able to discriminate the self and neighbour node contributions. At
the same time, it benefits from the attention mechanism, as in GAT, but without
the computational limitations of gathering the neighbour vectors for each of the n
graph nodes. Thus, speeding-up computations via highly efficient matrix libraries
[126].

4.4 Methodology

4.4.1 Universe of Stocks

We start by discussing the universe of stocks under analysis and its classification
structure.

In this chapter, we extended the initial universe of stocks considered in Chapter 3.
First, we consider all eleven sectors from each SPDR Sector fund and all stock holding
of each sector. Using this procedure, we have a total of 388 stocks aggregated into
11 sectors13. Second, we use a more fine-grained classification structure, where we
made use of the Morningstar Global Equity Classification Structure [153], described
in the next section.

Sector and Industry information

In the Morningstar Global Equity Classification Structure [153] each stock is mapped
into one of 213 industries, which, in turn, are folded into a higher level representing
11 sectors. Each industry group reflects the underlying business of the company
and is based on publicly available information, e.g. annual reports and Security
Exchange Commission (SEC) Form 10-Ks. Additionally, companies that have more
than three sources of revenue, without any clear dominant stream, are assigned as a
diversified industry [153]. To provide an example of the classification structure [153],
the Utilities sector is broken down into the following industries: Electric Utilities,
Gas Utilities, Water Utilities and Diversified Utilities.

Yahoo Finance adopts the Moringstar classification structure, therefore, the meta-
data is publicly available, where we extracted the following fields: company name,
sector and industry groups, for the 388 stocks in our universe. An example of Mi-
crosoft metadata is shown in Figure 4.1.

4.4.2 Graph Transformer Networks

In this section, we describe the novel Graph Transformer Network (GTN) which
adapts the Transformer [188] attention mechanism to model graph structures.

13We have the following sectors: Basic Materials, Consumer Cyclical, Consumer, Defensive, Com-
munication Services, Energy, Financial Services, Healthcare, Industrials, Real Estate, Technology,
Utilities

https://us.spdrs.com/en/strategies/sector-industry-etfs
https://finance.yahoo.com/
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Figure 4.1: Microsoft profile web page at Yahoo Finance. Screenshot of MSFT
(Microsoft) profile tab. The red boxes highlight the HTML tags: company name
(left) as well as sector and industry groups (right).

In line with previous research, we make use of an attributed graph G = (V ,E , V )

(with n nodes) to inject the relational bias, where each node attribute/feature vector
vi is represented in a compact form by V ∈ Rn×d. Our goal is also to learn the map-
ping f : Rn×d → Rn×d

′ from the initial node features V (randomly initialised or not)
to new node features (of potentially different dimension d′) V ′, where the learning
process is expected to produce node features that capture the graph structure.

Goals. We designed the GTN with the following goals in mind:

G.1 Generalise the fixed node weighting scheme of the GCN to an attention mech-
anism, where weights depend on the node features V .

G.2 Discriminate contributions from self (or target) node i to its neighbours j

(in the averaging step). In this way, enhancing GCN and also targeting the
performance improvements reported in GraphSAGE [81] and GAT [190].

G.3 Computational efficiency. As in GCN, our architecture can be solely repre-
sented in terms of matrix multiplications, which can be implemented using
highly optimised and parallel matrix multiplication libraries. This is in con-
trast to previously proposed architectures, e.g. GAT and GraphSAGE, which
rely on individual computations for each node vi, i.e. they cannot be presented
in a “packed” matrix form.

https://finance.yahoo.com/
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GCN weighting scheme. We start by denoting the GCN’s graph convolution layer
in a way that allows us to easily identify its terms. That is [106]:

V ′ := σ
(
D̃−

1
2 ÃD̃−

1
2VW

)
= σ

(
VW

)
, where (4.14a)

V = AuV and (4.14b)

Au = g(A) = D̃−
1
2 ÃD̃−

1
2 =


1√
diidjj

if aij 6= 0 (connected);

0 if aij = 0 (not connected)
(4.14c)

Here, the GCN only (trainable) parameter is a shared (to all nodes) graph pro-
jection matrix W ∈ Rd×d

′ that acts on the “averaged” node features V . This average
is computed by the product of the fixed (unnormalised) weight matrix Au with el-
ements auij , which quantifies the influence of neighbour nodes j’s on a given self
(target) node i. We use the superscript u to highlight the lack of node-wise normal-
isation, i.e.

∑
j auij 6= 1.

The GCN has the following characterists:

P.1 Injects graph structure (i.e. relational bias) via the (one-hop) adjacency matrix
A. Using Equation (4.14b), if a given node j is not connected to node i, i.e.
aij = 0, its contribution is efficiently filtered out in the matrix multiplication.

P.2 Average representations V can be efficiently computed using sparse-dense ma-
trix multiplications (time complexity linear in the number of graph edges |E |).

P.3 The (fixed) weights are given by the linear approximation of (localised) spectral
convolutions on graphs [106, 45].

P.4 If a set of graph nodes have the same degree (of importance) d, their weights
are uniform, i.e. aij = 1/d.

P.5 Even though the weights depend on the degree, during the averaging step, no
distinction can be made between the self node i and its neighbours js.

GTN layer – Attention-agnostic. In order to generalise the GCN (Item G.1),
without sacrificing its computational efficiency (Item G.3), we propose a convolu-
tional layer that follows the same structure as the GCN. In its attention-agnostic
form, it computes the new node features:

V ′ = σ
(
VW

)
, where (4.15a)

V = AV and (4.15b)

A = g(A, V ) =

aij if aij 6= 0 (nodes are connected);

0 if aij = 0 (nodes are not connected)
(4.15c)
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Here, the attention weight matrix A = g(A, V ) is learnable and depends explicitly
on V . However, as in the GCN, it still injects the graph structure via matrix A (see
Item P.1). Additionally, because we only modify the attention mechanism, we call
the layer convolutional, as detailed in Item P.3.

Given the general architecture above, our problem boils down to proposing an
attention mechanism (as denoted in Equation (4.15b)) that can discriminate the con-
tributions from self and neighbour nodes during the learning process (Item G.2) and
also can compute new node features efficiently (Item G.3). To this end, we propose
the Graph Scaled-Dot Product attention, which closely follows the Transformer [188],
but endows it with the following properties:

• Invariance under permutation of node’s neighbours. A graph has no natural
ordering; therefore, the influence of neighbour nodes should be computed by a
symmetric function, i.e. invariant to the order of its input.

• Trainable self and neighbour embedding, here called graph role embedding.
This embedding will discriminate between the two contributions (as detailed
in Item G.2).

• Graph structure injected via A matrix and conforming to Equation (4.15c)

GTN layer. The graph transformer layer operates on a graph, where relations are
expressed by adjacency matrix A ∈ {0, 1}n×n, by mapping node features V ∈ Rn×d

to new node features V ′ ∈ Rn×d
′ . As illustrated in Figure 4.2, the layer computes

the influence of neighbour nodes js on a given target node i = {1, · · · , n}, by first
projecting neighbour node features into keys (K), in a step called key-value pairs,
and then querying the node i (self) projected value, noted qi, against all neighbour
keys. Importantly, all node queries are computed simultaneously and represented by
the query matrix Q. Fully expanded out, the new node features V ′ may then be
denoted by:

Q = (V + esf)W
Q (4.16a)

K = (V + ens)W
K (4.16b)

V ′ = σ
(
softmax(

QKᵀ

√
dk
�A)︸ ︷︷ ︸

A=g(A,Q,K)

VW
)
, (4.16c)

where the softmax function normalises all weights of the ith node, and we have the
following trainable parameters: 1) (attention) projection matrices WQ ∈ Rd×dk and
WK ∈ Rd×dk , 2) (graph) weight matrix W ∈ Rd×d

′ , and 3) vector embeddings14

self esf ∈ Rd and neighbours ens ∈ Rd. Additionally, the element-wise product in
14The + operator in Equations (4.16a) and (4.16b) represents a Matrix-vector sum that makes

use of broadcast operations. Specifically, before computing the sum, the vector is converted into a
matrix by stacking row-wise n copies of the same vectors. This broadcast operation is efficiently
implemented (in terms of time and space complexities) by many libraries (e.g. Numpy, TensorFlow,
Theano and PyTorch). Note that n is the matrix number of rows.
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Equation (4.16c), noted �, ensures the attention weight matrix A is sparse (satisfying
Item G.3), and in our model the graph structure is injected via Amatrix (as described
in Item P.1). As a consequence, effectively neighbour nodes js not connected to node
i are not attended, i.e. have zero attention weights.

Figure 4.2: GTN – Graph scaled dot-product attention. For illustration pur-
poses the querying is performed at node i = 1, which has 3 first-neighbours. The
goal is to learn the 4 attention weights A1j with j = {1, 2, 3, 4}, which includes
the self-loop relation (curved arrow). In this architecture we only show the weights
different than zero (Aij 6= 0). The compatibility between the node 1 features and
its neighbours is computed by the vector dot-product q1 · kj that, apart from a
normalisation constant, is given by Equation (4.16c). In practice, Equation (4.16c)
computes the neighbourhood attention weights for all n graph nodes “in one go” (via
matrix multiplication), and the whole graph attention weight pairs are noted A .

One important aspect of our architecture are the trainable vector embedding esf
and ens. Both are introduced to discriminate the contributions between the node self-
connection and its neighbours. Because nodes can have different roles depending on
where they are being queried or sending keys, we call the GTN embedding a graph
role embedding. Below, we compare our graph role embedding with a positional
embedding.

Our graph role embedding versus positional embedding. The positional
embedding is an integral part of Transformer architecture [188]. This encoding
is represented by a (learnable) embedding matrix,15 where each row indicates the
position of the input vector vi in a sequence of size n [188]. Specifically, as in
GTN, the positional embedding matrix is added to the input matrix V , i.e. V ←
V +Embedding matrix (as defined in Equation (4.16a)). However, our network aims

15A fixed (rather than learnable) positional encoding, represented by a sinusoidal function was also
proposed for the Transformer. However, experiments show that both fixed and learnable encodings
produce a similar performance [188].
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to describe graph mappings, where the n nodes have no natural ordering. Thus,
by using the same positional encoding, which is designed for order dependent se-
quences, we would not be exploiting the permutation invariance. Thus, rather than
adding a vector to each token, as in the Transformer, our graph role embedding
adds the same embedding vector to all neighbours. This implies that the attention
function has the desired graph symmetry, i.e. it is invariant to permutations of neigh-
bour node features.

In addition, the two embedding vectors of our graph role embedding account for
the two different roles that a node plays, as detailed in Item G.2. That is, given
the node feature vi, when computing the influence of the node on itself the query
qi carries information about the self embedding esf. However, when the same node
assumes the role of neighbour its feature vi is passed using a different embedding (as
denoted in Equation (4.16a)).

Finally, it is worth noting that the graph role embedding is trainable. Thus,
its self and neighbours’ embedding can converge to similar representations during
the learning process. However, our experiments show that these representations are
distinct. To make it clear, we show that the attention weight of the node on itself
(self) is much greater than against its neighbours. This evidence the relevance of the
graph role embedding to the GTN architecture.

GTN layer – Multi-head attention. In the multi-head attention, each head
focus on different aspects/views of the input features [116, 188]. Additionally, it has
been shown that multi-head architectures stabilise neural networks training [188].
To benefit from this, we extend the Transformer [188] multi-head formulation to our
graph layer. Below we describe the multi-head version of GTN, as illustrated by
Figure 4.3.

In order to consider different views of the node input data (i.e. attention heads),
we compute H independent attention matrices Ah = g(A,Qh,Kh), where Qh and
Kh are given in terms of V and the graph role embeddings as in Equations (4.16a)
and (4.16b), respectively.

Once the H attention matrices are obtained, the new head node feature, denoted
headh, is computed by multiplying each head attention matrix by VW , as denoted
i81n Equation (4.15b). At this stage, we could employ averaging, as proposed in the
GAT architecture [190], to aggregate all H heads contributions. However, as noted
in [188], the averaging process inhibits jointly attending to information at different
positions (here nodes) of each of the H sub-spaces.

Thus, by using the heads aggregation proposed in [188], with (trainable) output
projection matrix WO ∈ Rhd

′×d′ , the H-heads graph transformer layer new node
features may then be given by:
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V ′H-heads = σ
(
Concat(head1, · · · , headH)WO

)
, where (4.17a)

headh = AhVW (4.17b)

and the (learnable) hth-head attention weight matrix Ah is computed by projecting
V into Qh and Kh using the trainable weights WQ

h ∈ Rd×dk and WK
h ∈ Rd×dk . That

is:

Qh ← (V + esf)W
Q
h (4.17c)

Kh ← (V + ens)W
K
h (4.17d)

Ah = g(A,Qh,Kh) = softmax
(
QhK

ᵀ
h√

dk
�A

)
(4.17e)

Figure 4.3: GTN – H-heads graph transformer layer. From bottom (input) to
up (output) the entire layer is represented by the mapping (Vt, At) 7→ V ′. The Graph
scaled dot-product attention (purple) computes H attention matrices in parallel,
where the hth attention matrix Ah = g(A,Qh,Kh) is denoted in Equation (4.17e).
Each parallel headh is a weighted average of the (projected) input node features V
(as in Equation (4.17b)), and this projection is shared among all graph nodes. The
final linear transformation operates on the (row-wise) head’s concatenation (as noted
in Equation (4.17a)) and outputs one feature per graph node.

We observe that, in contrast to the Transformer architecture [188], the (trainable)
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graph weight matrix W , as in the single-head case, is shared between all heads and
consequently all nodes. The main reason to adopt this approach is to to keep our
architecture convolutional, since the W term comes from the linear approximation
a (localised) spectral convolution on graphs (as explained in Item P.3), which in
turn, requires the architecture to follow the attention-agnostic formulation in Equa-
tion (4.15).

In our experiments we employ the H-head graph transformer layer discussed in
Equation (4.17) with H = 3 parallel heads and consider for each head the influence
of 2-hops neighbours’, by stacking two 3-head graph transformer layers. To stack
these layers, we set the feature dimension of the output V ′ equal to the input V ,
i.e. d′ = d. According to Equation (4.17), this implies an output projection matrix
WO ∈ Rhd×d and a graph projection weight W ∈ Rd×d.

4.4.3 Time Series Prediction with Relational Information

We consider a general setting for multivariate time series prediction using graph
neural networks. In this setting, the prediction function is approximated by a neural
network.

The main idea is to represent each time series as a graph node and the explanatory
variables as graph attributes. Using graph networks prior knowledge about the time
series relations is represented by the graph adjacency matrix A.

Importantly, as in the financial markets applications, we consider the case where
these relationships adapt or vary over time. This makes the framework flexible
enough to accommodate the temporal structures reviewed in Section 4.2.1.

We start by representing the input feature of the jth time series at time t by
Xj
t = [xjt−T+1, · · · , x

j
t ]
ᵀ ∈ RT×d, where T is the history period (or number of tokens)

and di the input feature dimension. In order to jointly model n sequences, we pack
all features into a single joint input feature tensor:

Xt =
[
X1
t , · · · , Xn

t

]ᵀ ∈ Rn×T×d (4.18)

Following the formulation in Section 4.3, we inject the relational inductive bias,
i.e. relational information, via an attributed graph, where each node is associated
with one input feature (e.g. each node is paired with a constituent stock of a mar-
ket index or portfolio). However, we now consider a (time-dependent) graph Gt =

(V ,Et, Vt), where nodes (or vertices) are stationary16 but the node relations, ex-
pressed by the adjacency matrix At ∈ {0, 1}n×n, and its attribute/features Vt depend
on each time t. With added bias, our goal is to learn the graph prediction function:

ŷt+1 = fP (Xt, At) , (4.19)
16Meaning no nodes are added or dropped from the original graph over time.
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that maps the feature space to the target labels space, where the ground-truth label
is represented by the vector y =

[
y1t , · · · , ynt

]
∈ Rn (one target label per node). This

prediction function can be learnt using a neural network with trainable weights by
minimising a loss function L(ŷ, y).

General neural network architecture

As illustrated in Figure 4.4, the graph prediction function fP : Rn×T×di × At ∈
{0, 1}n×n → Rn can be approximated using a (general) network architecture with
the following components:

GA.1 Sequence Encoder: A single encoder is employed for all n nodes (or time
series), i.e. the (trainable) weights are shared among all nodes. By sharing the
weights we make the full architecture scalable for graphs with a large number
of nodes. The only restriction being that the layer output is a vector, which in
a packed form is represented by the matrix Vt.

GA.2 Graph Network: Injects the relational bias. Given its input and output
dimensions V → V ′, this component accommodates any GNN layer described
in Section 4.3, including the novel GTN.

GA.3 MLP: Standard final layer that converts the learnt representations of each
node (in d′-dimensional embedding space) into a n-dimensional vector (one
target per node). As in the sequence encoder this layer is shared between all
nodes (or stocks).

4.4.4 Price Range Prediction with Relational Information

Our goal is to predict the high and low price of a portfolio consisting of n stocks
leveraging the graph structure of its stocks. To this end, we associate each stock
with a graph node and the relational bias is injected via the adjacency matrix At ∈
{0, 1}n×n, which express the presence or absence of relationships among the stocks
at a given time t.

The price range architecture is similar to the general one described in the previous
section, but employs multi-task learning. Below, we describe the setting and then
present the full price range architecture.

Multi-task Component

In contrast to previous research [77, 193, 127], where a model is trained for high
and low prediction separately, we employ a multi-task setting with hard parameter
sharing [36, 156, 203]. Thus, we are able to share the network part, which learns the
representations, while keeping independent task-specific layers.

Apart from halving the computational time necessary to train each prediction
task independently, by using multi-tasking learning we can benefit from the following:
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Figure 4.4: Time series prediction with relational information – General
architecture. A schematic view of the three layers the entire general architecture
(detailed in Items GA.1 to GA.3). At the bottom of the architecture, the input
is composed of the 3-d tensor Xt, representing all n time series input features, and
the graph adjacency matrix A (representing the nodes pairwise relationship). The
output vector ŷt+1 represents one target per node.

1) A natural fit – both tasks are closely related (financial prediction) and expected to
benefit from the same representation [36, 156] 2) Generalisation – during optimisation
representations are biased to prefer all tasks jointly, therefore, are expected be useful
for “unseen” tasks from the same domain [20], and 3) Attention focusing – financial
data is very noisy; thus, learning both tasks provides additional evidence on the
relevant features, i.e. those that effectively benefit all tasks, making noisy signals
irrelevant [36, 156].

Loss. In order to (jointly) learn the two tasks, the multi-task loss has to account
for each task loss, here, denoted L (i.e. same function for both tasks). This loss is
computed for the high prediction task using the ground-truth labels yhigh

t+1 ∈ Rn (one
per node) and ylow

t+1 ∈ Rn for the low prediction task. Additionally, we consider the
high and low tasks equally important for trading purposes – meaning the task losses
are equally weighted – and, as in other chapters, we use the (square) L2-loss function.
Thus, the price range neural network is trained by minimising the multi-task loss:

LMTL =
1

2

[
L
(
ŷhigh
t+1 , y

high
t+1

)
+ L

(
ŷlow
t+1, y

low
t+1

)]
=

1

2

1

N

1

n

[
N∑
t=0

‖ŷhigh
t+1 − y

high
t+1 ‖

2
2 +

N∑
t=0

‖ŷlow
t+1 − ylow

t+1‖22

]
, (4.20)
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where N is the number of training samples and ‖·‖2 the L2-norm operator.17

Multi-task Graph Neural Network Architecture

(a) Entire architecture (b) GTN component

Figure 4.5: Price range prediction with relational information – Architec-
ture. Left: The entire network is composed of three layers (detailed in Section 4.4.4).
The input (bottom) consists of the n stocks input features (3-d tensor Xt) and the
graph adjacency matrix A (expressing the pairwise stock relationships). The Graph
network (purple) converts the input graph into another graph with new node fea-
tures V ′t , and its constituent layers are detailed on the right. Each MLP (orange)
represents the task-specific layers and outputs the next period high and low prices
for all n stocks. Right: Detailed view of the GTN. Each of the L layers have H
heads (discussed in Equation (4.17)). Each head is expected to attend to different
aspects/views of the same input nodes, with the aggregated output of H-heads dis-
cussed in Equation (4.17a). By stacking graph layers we increase the first-neighbours,
represented by At, to l-neighbours/hops.

The architecture is depicted in Figure 4.5a. The task-specific layers (in orange)
output the targets (high and low prices) for all n nodes, and the remaining compo-
nents, i.e. Sequence encoder (green) and Graph Network (purple), learn representa-
tions common to both tasks. Below we describe all components.

Sequence Encoder: At a given time t, we feed the ith stock history (of length T )
to a LSTM network (with share weights), which outputs a sequence with T hidden
states. We then take the last hidden state hT to represent the encoded stock node
feature, i.e. vi = hT . We denote this pooling operation LAST . In a compact matrix
form the component (shown in green) may then be expressed as:

Vt = LAST(LSTM(Xt)) (4.21)
17Even though we explicitly denote all constants, they are omitted by some authors. This is due

the fact that the constant c can be absorbed into the learning rate constant η: W ←W+η∇(c·L) =
W + (η · c)∇(L).
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Graph Network: Injects the relational bias via the graph adjacency matrix A. In
our experiments, the novel GTN is implemented by stacking the two graph trans-
former layers in Equation (4.17), both with three heads and denoted GT3-heads. The
layers are depicted in Figure 4.5b, where L=2 and H=3. This component (in purple)
is then computed by:

V ′t = GTN(Vt, A
t) (4.22)

= GT3-heads(GT3-heads(Vt, A
t)) (4.23)

Task-specific layers: These two FC layers, denoted FChigh and FClow output the
high and low prediction for all nodes, i.e. weights are shared between the n nodes.
Note each layer has shared weights. The two components (yellow) are then given by:

ŷhigh
t+1 = FChigh(V ′t ) (4.24a)

ŷlow
t+1 = FClow(V ′t ) (4.24b)

4.4.5 Range of Stocks Trading

In this section we describe how we exploit the high and low predictions to trade
stocks.

We employ the range trading strategy as proposed in [127, 193]. The daily OHLC
prices of given stock is denoted by yopen

t , yhigh
t , ylow

t , yclose
t . The trade gain/loss is

denoted by ∆.
At a given day t the strategy is defined by the following rules [127, 193]:

TS.1 if ylow
t < ŷlowt and yhigh

t > ŷhight then ∆ = ŷhight − ŷlowt (intraday price exceeds
the predicted (daily) range. Profitable long or short trade)

TS.2 if ylow
t < ŷlowt and yhigh

t < ŷhight then ∆ = yclose
t − ŷlowt (intraday price exceeds

the predicted low, but not the high. Entry long trade at ŷlowt and exit at ycloset )

TS.3 if ylow
t > ŷlowt and yhigh

t > ŷhight then ∆ = yhigh
t − yclose

t (intraday price exceeds
the predicted high, but not the low. Entry short trade at ŷhight and exit at
ycloset )

Trading strategy phenomenon. In essence, the proposed trading strategy at-
tempts to profit from the fact that stock markets exhibit excess volatility [179, 165];
here, meaning that the intraday price swings exceed the daily range predicted by
the model. Because of this characteristic, the trading strategy is non-directional.
In other words, we initiate trade when the price during the day expands beyond
the limits stipulated by the range model in any direction. By doing so, we hope
the price will revert, rather than continuing in the same direction as the breakout.
Thus, we wait until the market closes to profit on the reversion. Whether the “reverts
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to mean” hypothesis is supported or not by the available data is indicated by the
strategy performance on the test data.

The main advantage of the range trading strategy is that the trades are initiated
and terminated during the same trading session. As an intraday trading strategy, its
investor is not subject to the gap risk. The so-called gap risk happens when there are
adverse announcements overnight, when the stock exchange is shut, and the opening
price is substantially lower (or higher) than the previous day’s closing price – note
the gap occurs with no trade in between both prices.

Limitations of using daily OHLC data for performance evaluation. Relying
only on OHLC data imposes limitations on the performance evaluation of the trading
strategy. When the Item TS.1 is triggered, i.e. the price exceeds the band both sides,
we cannot decide the trade type (i.e. long or short). In other words, we are sure about
the gain, ∆ = ŷhight − ŷlowt , as defined in Item TS.1, though we cannot determine if
the trade is long (low price was hit first) or short (high price was hit first). Another
limitation is that without intraday data we cannot determine if there is more than
one trade during the day; in days of intense market swings it could be the case
that the trade is triggered more than once and this can not be determined using
OHLC daily data. These two limitations, namely the trade type and the number of
occurrences for rule Item TS.1, lead to assumptions, which are describe below.

Assumptions. When rule Item TS.1 is triggered we cannot determine the trade
type, i.e. long (positive) or short (negative) or the number of times the trade occurred
within the same day. Thus, if rule Item TS.1 is triggered we make the following
assumptions: (1) we adopt a conservative approach and assume that only one trade
was triggered per day, and (2) we randomly assign half of the positions as long and
the other half as short. This way, we avoid any bias to the long trade side, which
would result in better performance for the up trending stock market in the test
period. Note that (2) is only implemented when rule is Item TS.1.

Based on the assumptions above we can determine: (1) the trade type, (2) the
entry and exit prices, and (3) the trade return. In the next section, we provide details
on how the range trading strategy is evaluated in the portfolio context.

4.4.6 Portfolio Evaluation

Depending on the range prediction of each model under evaluation, we will have
different positions on a given day t, where the position to be taken on each stock can
be long (1), short (-1) or neutral (0). The number of long positions is denoted by nlt
and the number short positions by nst such that n = nlt + nst . These positions form
a portfolio with weighs denoted by wt =

[
w1
t , · · · , wnt

]
∈ Rn.
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Self-financing portfolio

In this chapter we evaluate the portfolio performance considering that all available
wealth is equally distributed among the stocks to go long and the stock to go short,
and that we have a self-financing portfolio (as described in Section 2.2.2). Then the
portfolio weights are given by:

wit =



1

nlt
, for long positions;

− 1

nst
, for short positions;

0, for neutral positions

(4.25)

Position sizing

Now we apply a money management mechanism to define how much of the available
wealth should be allocated on each day. As discussed in Section 2.2.3, we adopt the
volatility targeting method proposed in [96, 34] as a money management mechanism.
By using the proposed mechanism we scale down the portfolio at times of high
volatility (high risk) and leverage at times of low volatility. Effectively, the portfolio
is always targeting a constant level of ex-ante volatility σtarget, which is set to 10%

per year.

4.5 Experimental Results and Discussion

4.5.1 Training Setup

In our experiments we guard against overfitting and unrealistic trading performances
(caused by training data leakage). Thus, we completely separate the data from 2016
and 2017 and assign it to the test set. Unless otherwise noted, results are reported
on this “unseen” test set. The remaining data is further split into training (2007 to
2013) and validation (2014 and 2015), where we set the sliding window 252 days,
i.e. one year of historical data, to estimate the volatility and adjust the size of each
position. We monitor the validation loss at the end of each epoch and employ early-
stopping with patience set to eight epochs, meaning that if the validation loss does
not improve for eight consecutive epochs we abort training. If the early-stopping is
not triggered, we continue the training up to a maximum of sixty five epochs.

The neural network weights are updated during the training process using mini-
batch SGD [27] with Adam [105] optimiser.

We tune the hyperparameters using grid search. The search space and best
parameters are reported in Appendix C.1.



4.5. Experimental Results and Discussion 91

4.5.2 Price Input Features

The price input features for the ith stock on a given day t is expressed as:

xit =
[ Gap return t+1︷ ︸︸ ︷
yi,open
t+1

yi,open
t

,
yi,open
t+1

yi,high
t

,
yi,open
t+1

yi,lowt

,
yi,open
t+1

yi,close
t

,

Closing return t︷ ︸︸ ︷
yi,close
t

yi,open
t−1

,
yi,close
t

yi,high
t−1

,
yi,close
t

yi,lowt−1
,
yi,close
t

yi,close
t−1

]
− 1 (4.26)

In terms of implementing the trading strategy in “live trading”, we need to wait
for the market to open in order feed the opening price to our models. This same
setting was also used in previous studies [127, 77].

4.5.3 Financial Market Graphs

In our experiments, we inject the relational bias using two graphs represented by the
Sectoral (As) and (AJ) adjacency matrices, described below:

• Sectoral graph (As): This graph is built based on the sector of each stock, where
we use the classification structure with 11 sectors detailed in Section 4.4.1.
Thus, if two stocks are in the same sector the edge value, represented by As
elements, is one and it is zero otherwise.

• Fully connected graph (AJ): We consider all stocks connected to each other.
More specifically, this graph is represented by the all ones matrix J .

We observe that because each stock is allocated to only one sector, the sector
super(graph) is composed of 11 subgraphs (one per sector), where stocks in a given
subgraph, i.e. in the same sector, are connected to each other, but to no other stock
in the (super)graph As.

4.5.4 Evaluation – Models and Baselines

We compare the performance of the range trading strategy discussed in Section 4.4.5
using 5 models and 4 baselines. For the 5 models, we have 4 graph models, which
inject the graph information using the relational biases As and AJ described above,
and one LSTM model, which disregard all graph information. Below, we describe
the 5 five models and, subsequently, the 4 baselines:

• GTN As: The novel GTN with the As graph structure. The entire multi-
task graph neural network architecture is depicted in Figure 4.5a, where we
use H = 3 heads and stack L = 2 graph transformer layers, as illustrated in
Figure 4.5b. Each graph transform layer has independent (trainable) weights,
as described in Equation (4.17).

• GTN AJ : The GTN model described above, but with the AJ graph structure.
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• GAT As: The same general multi-task graph neural network architecture used
in the GTN models and depicted in Figure 4.5a. However, we replace the graph
network component (in purple) with GAT [190], as detailed in Section 4.3.5.
More specifically, the ith row of the output matrix V ′t (as depicted in Fig-
ure 4.5a) is computed as in Equation (4.13). To make the comparisons fair,
we also use H = 3 heads, stack L = 2 graph attention layers, and independent
(trainable) weights.

• GAT AJ : The GAT model described above, but with the AJ graph structure.

• LSTM: We remove any component that leverages the graph information. Thus
the input consists of the price history only. More specifically, we consider
V ′t = Vt in Figure 4.5a. That is remove: (1) the graph component (in purple),
and (2) the adjacent matrix At input, at the bottom of the architecture.

• BAH (gap risk): As a baseline, we consider the Buy and Hold (BAH) trading
strategy that buys a given stock and holds it during the test period. Note that
there are no short selling trades. In particular, for each day t the BAH return
is denoted by ycloset /ycloset−1 − 1.

• BAH (no gap risk): As above, there are no short trades for this baseline.
However, it considers buying a given stock at opening price and selling it at
closing price, implying that strategy returns are denoted by ycloset /yopent − 1.
We propose this strategy because, as in the range strategy, trades are initiated
and terminated during the same trading session and as such are not subjected
to the gap risk (discussed in Section 4.4.5).

• S&P500 (gap risk): We compute the returns as in the BAH (gap risk) strategy,
but use Dow Jones S&P 500 Index R© prices. Here, the motivation is to extend
the analysis beyond our universe of 388 stocks, by employing an index the
gauges the 500 largest stocks by market capitalisation.

• S&P 500 (no gap risk): We compute the returns as in the BAH (no gap risk)
strategy, but use S&P 500 Index prices.

The five models above (i.e. GTN As, GTN AJ , GAT As, GAT AJ , and LSTM)
are optimised independently using the setting discussed in Section 4.5.1. As de-
tailed in Section 4.4.6, the performance of each model is evaluated considering its
corresponding self-financing portfolio.

4.5.5 Metrics

After training, we evaluate the models and baselines using the following metrics (as
defined in Table 4.1): Sharpe ratio, MAR ratio (both risk-adjusted metrics), CAGR,
Mean, Std. Dev., Min and Accuracy. Below we describe how we report these metrics.
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Metric Formula Explanation

% Mean µ(S) = 1
N

∑N
t=1 rt

Average of the (percentage) return samples
S = {r1, r2, · · · , rN} (one sample per day)

% SD σ(S) =

√∑N
i=1(rt−µ)2
N−1

Standard deviation of N (percentage)
daily return samples.

% Min MIN(S)
Worst (or minimum) daily (percentage) re-
turn, where S = {r1, r2, · · · , rN}.

CAGR (
∏N
t=1(1+rt))

(252/N)−1
Compound Annual Growth Rate (CAGR)
converts the performance to yearly.

Sharpe
ratio† [163]

[
µ(S)−rf
σ(S)

]
·
√

252

Risk-adjusted metric. The denominator
measures risk and the numerator return
(profitability). We discount the return by
the risk free rf to account for the oppor-
tunity cost of not holding a risk free gov-
ernment bond.

MAR
ratio

CAGR
MDD

Managed Account Reports (MAR) ra-
tio. The risk is quantified by the Max-
imum Drawdown (MDD) defined as the
worst loss in successive declines from
peaks to troughs and denoted by MDD =
− min
τ∈(0;N)

( min
t′∈(0;τ)

R(t′, τ)), where R(t′, τ) is

the compound return between t′ and τ .

Accuracy No. of profitable trades
N

The numerator is equal to number of days
market went up and the strategy went long
(TP) + number of days market went down
and the strategy went short (TN).

Table 4.1: Evaluation metrics definition. N is the number of samples. † we
use the US 1-month T-Bill return (debt) for the risk free rate rf , as indicated in
Fama-French data library.

4.5.6 Global Self-financing Portfolio Results

Table 4.2 shows the experimental results for the self-financing portfolio of the five
(5) models (top) and the (4) baseline portfolios. We have the following findings:

• The range trading stratgey is profitable. Its annual performance of 33.71%
(mean GACR of all models) is double the S&P 500 index (16.77%). The
Sharpe ratio is an impressive 1.82 points higher than the S&P500 index, and
similar results apply to the BAH portfolio, which is a long only, consisting of
the same 388 stocks under evaluation for all models.

• The novel Graph Neural Network (GTN) with sectoral graph information
(GTN As) presents the best performance in terms of risk-adjusted performance
metrics (Sharpe and MAR) with significant performance gains against the re-
cently proposed GAT (approx. 0.30 points for both Sharpe and MAR ratios).

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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It is worth noting that GAT [190] is a state-of-the-art model for a broad range
of graph problems.

• Better accuracy does not lead to better trading performance. We can see that
the less profitable model (LSTM) has a Sharpe ratio 0.45 points worse than
the best (GTN As), but its accuracy is on a par (approx. 63.82 versus 64.21),
and similar results hold for the MAR ratio. However, as discussed above, the
utility of a trading strategy is better represented by risk-adjusted profits, rather
than accuracy.

• Graph structure largely improves profitability. This is shown by contrasting
the LSTM (no added relational bias) against all other graph models. This
holds true even taking into consideration the AJ graph, where all stocks are
connected to all stocks.

• Apparently, the GAT architecture is less sensitive to the relational bias in
terms of the Sharpe ratio (the difference is 0.04), but this is compensated
when comparing the MAR ratio, where we have a gap in performance of 0.24.
This outcome indicates the importance of using the appropriate bias, here by
leveraging the connections between companies in the same sector, and confirms
the sensitivity to the relational bias highlighted in [18].

• Similar to GAT, GTN performance degrades for the AJ graph though by a
larger margin. Specifically, -0.41 (Sharpe) and -0.21 (MAR). We attribute this
to the fact that GTN is not able to attend to the relevant features in the
case where all stocks could be related to all stocks, i.e. the AJ graph. On
the other hand, the simpler GAT attention mechanism is more effective in this
environment. However, trained with an appropriate bias, we showed that the
added complexity of GTN pays off. That said, we hypothesise that the GTN
performance would improve by increasing the sample size (number of stocks
or training years), i.e. more samples provide additional evidence to drop the
weights of irrelevant stocks, i.e. those that do not change the target labels.
This is equivalent to what happens when the sectoral graph is introduced.

• The test period was marked by market optimism. The S&P 500 index and the
BAH portfolios (at the bottom of the table) both rose by approx. 15% per year
(CAGR). In addition, the market rewards investors with an appetite for taking
the gap risk – both ratios are higher for the series that includes the gap than
those that do not.

Model Comparison – Additional Analysis

In order to further investigate the architectures evaluated in this work, we use the
model comparison protocol suggested in [164, 154] and described in the following
steps: (1) A specific metric is chosen to evaluate all k models, (2) This metric is
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Sharpe MAR CAGR Mean SD Min MDD Accuracyratio ratio

Models

GTN As 3.110 2.710 37.406 0.128 0.649 -3.967 -13.804 64.215
GAT [190] As 2.815 2.400 33.258 0.116 0.638 -4.306 -13.858 63.221
GAT [190] AJ 2.779 2.644 32.763 0.115 0.652 -4.070 -12.392 63.419
GTN AJ 2.697 2.598 31.638 0.111 0.647 -3.321 -12.176 62.425
LSTM † 2.687 2.158 31.490 0.111 0.657 -3.583 -14.594 63.817

Baseline portfolios

BAH†† (gap risk) 1.626 1.967 17.774 0.067 0.644 -3.576 -9.038 57.058
S&P500∗ (gap risk) 1.545 1.850 16.786 0.064 0.655 -3.643 -9.074 55.666
BAH (no gap risk) 1.540 1.801 16.725 0.064 0.649 -3.597 -9.286 55.268
S&P500 (no gap risk) 1.395 1.692 14.984 0.058 0.657 -3.903 -8.858 55.467

Table 4.2: Portfolio daily return statistics. † LSTM model do not consider any graph structure
and all other models are graph neural networks.

computed for all models on a set n related problems, also called trials (3) A statistical
test is applied to compute the mean rank of each model (4) Finally, a post-hoc null
hypothesis test is conducted to confirm whether the difference among each model
mean rank is statistically significant.

We now describe how the protocol above was applied to our work and show that
the results corroborate the superior performance of GTN architecture. In terms of
implementation, all statistical tests use the STAC platform described in [154].

For the metric of choice in step (1), we use the Sharpe ratio, with each stock
in our portfolio as one trial, as defined in step (2). The Sharpe ratio computed
independently for all n = 388 stocks for each of the k = 5 models is reported in
Appendix C.3. We now proceed to step (3) and employ the non-parametric Friedman
test [68] to compute the mean ranks. The result is reported in Table 4.3, where all
mean ranks are significant (p<.01). In line with the aforementioned findings, it
confirms that GTN As is also the best model (mean rank score of 2.698), and the
difference between the top and second ranked models is larger than the subsequent
differences (0.22 against an average difference of 0.12). At this stage, we proceed
with step (4) and employ the null hypothesis test (H0) proposed by Li [43]. We
perform pair comparisons using a control model, here, the best model is GTN As.
Specifically, we test the Null hypothesis (H0): The mean rank of GTN As (control
model) against each other group is equal (compared in pairs). The H0 result is shown
in Table 4.4 where the p-value is adjusted for multiple comparisons. We can see that
the hypothesis is rejected, implying the rank differences are significant (p < .05).
Thus, providing further evidence that the novel GTN As model performs better than
any of the other models under analysis.

http://tec.citius.usc.es/stac/
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Model Mean Rank

GTN As 2.69845
GAT [190] AJ 2.92268
GAT [190] As 2.95876
GTN AJ 3.13660
LSTM† 3.28351

Table 4.3: Model Comparison – Ranking according to
Friedman test. The mean rank value (right) for each model
(left). All results are significant (p < .01) and ordered by rank
position (top best to worst bottom). † LSTM model do not
consider any graph structure and all other models are graph
neural networks.

Comparison Result Statistic Adjusted
p-value

GTN As versus LSTM H0 is rejected 5.15377 .00000
GTN As versus GTN AJ H0 is rejected 3.85965 .00012
GTN As versus GAT [190] As H0 is rejected 2.29309 .02244
GTN As versus GAT [190] AJ H0 is rejected 1.97523 .04824

Table 4.4: Model Comparison – Post-hoc control method. The best model
(GTN As), according to Friedman ranking in Table 4.3, is set as control model and
compared against all other models. We use the method proposed in [43] that test
the Null hypothesis (H0): The mean rank of GTN As against each other groups is
equal (compared in pairs).

Performance Attribution Analysis

In the previous section, we show that the GTN architecture with sectoral graph
provides the best risk-adjusted performance. Figure 4.6 shows its cumulative perfor-
mance compared with the baselines, i.e. the long-only portfolios (BAH) and market
index (S&P 500). We can see that one dollar invested in the best model (blue line)
turns into 1.85 dollars, while only approx. 1.25 dollars if invested in all other base-
lines (remaining lines). Moreover, qualitatively, it seems that the model performance
is not correlated with the S&P 500 index. For example, from Jan/2016 to April/2016
the S&P 500 index gains were almost flat, compared with a relevant 20% gain (from
1 to 1.20 dollars) of the best model. Conversely, from Nov/2016 to Jan/2017 the in-
dex remains constant, i.e. with no gains, and the model suffers its worst consecutive
decline (losing approximately 13%).

In order to better understand whether a given model performance can be at-
tributed to market movements, we employ the FF3 factors regression [62]. The
results can be interpreted in the following way: the true gains of a portfolio are mea-
sured in terms of (regression intercept) α, which is the returns (or gains) that cannot
be explained in terms of exposure to common risk factors, as measured by the three
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Figure 4.6: Equity Curve. The portfolio cumulative compounded return for each
model under analysis and baseline portfolios.

regression coefficients (β). Table 4.5 shows the results of the FF3 factors regression
using daily portfolio returns, ordered by α. As expected, all baseline portfolios αs (at
the bottom) are not statistically different from zero and the high R2 value shows that
its gains can be largely explained by the three common risk factors. In particular
by the high beta exposure to the market factor RM . On the other hand, all models
(at the top) have significant α (p < .01) and its low R2 values evidence that the
model’s returns can be specified in terms of a constant, i.e. do not depend on three β
factors. Importantly, in terms of alpha, the two best results are achieved by the GTN
architecture, using the sectoral (As) and fully connected (AJ) graphs, respectively.
Moreover, in terms of compounded alpha returns, the GTN yearly gains (36.585%)
are 4.27% percentage points larger than GAT (32.3220%).

Overall, the superior performance of GTN architecture is also confirmed by its
alpha (return) value and its performance cannot be attributed to common risk fac-
tors, including the market portfolio (RM ), which captures the aggregate performance
of the stock market as a whole.

4.5.7 Sectorial Self-financing Portfolio Results

In the previous sections, we compared the range trading strategy performance across
five models. Moreover, the aggregated results were represented by the performance
self-financing portfolio containing all 388 stocks. Here, we conduct a fine-grained
analysis across sectors for the best performing model, namely GTN As. To this end,
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α βRM−rf βSMB βHML R2

Models

GTN As
0.1238 0.0870 0.1425 -0.2437 0.064(.000) (.050) (.020) (.000)

GTN AJ
0.1116 0.0175 0.1096 -0.2510 0.051(.000) (.697) (.075) (.000)

GAT As
0.1112 0.0988 0.1117 -0.2617 0.066(.000) (.027) (.067) (.000)

GAT AJ
0.1098 0.0985 0.1241 -0.2668 0.071(.000) (.027) (.042) (.000)

LSTM 0.1090 0.0555 0.1041 -0.2751 0.062(.000) (.214) (.089) (.000)

Baseline portfolios

BAH† (gap risk) 0.0032 0.9183 0.0147 0.0787 0.959(.590) (.000) (.250) (.000)

S&P500∗ (gap risk) -0.0019 0.9798 -0.1287 -0.0211 0.994(.349) (.000) (.000) (.049)

BAH (no gap risk) 0.0176 0.6680 0.2012 -0.0689 0.591(.349) (.000) (.000) (.049)

S&P500 (no gap risk) 0.0110 0.7155 0.0606 -0.1815 0.593(.559) (.000) (.133) (.000)

Table 4.5: Portfolio exposure to common risk factors. Regression results of
FF3 factors model [62, 63] for all 5 models under evaluation (top) and baseline (long-
only) portfolios or market indices (bottom). We have the regression intercept α (first
column) followed by 3 regression coefficients β’s and Coefficient of determination R2

in the last column. The regression p-values are in parentheses. Regression intercept
α is the return after controlling for underlying portfolio risk factors, as measured
by β’s. The three risk factors are: 1) Excess Market risk (Rm − Rf , where Rf is
the risk free rate) 2) Small (market capitalisation) minus Big (SMB) and 3) High
(book-to-market ratio) minus Low (HML).

we first separate the stocks of a given sector. Then, for each sector we compute its
corresponding self-financing portfolio and dynamically size its positions.

It is worth noting that we do not re-train the model for each sector, but all
portfolios target the same level of volatility, which as in the global portfolio, is set
to σtarget = 10%.

Table 4.6 shows the portfolio performance in descending order by Sharpe ratio
and as mentioned for the best model GTN As.

We can see that the top performers are Financial Services followed by Industrials,
and the worst performers are Basic Materials and Communication Services. Although
there is a reasonable variability of performance between sectors, the key driver is
difficult to interpret. For example, on the one hand, Utilities and Communication



4.5. Experimental Results and Discussion 99

services sectors have a similar performance (8.22% and 7.10%, respectively) and this
is justified in terms of common economic drivers, i.e. both sectors are under the
infrastructure umbrella, where dividends are less sensitive to economic growth and
stocks less volatile. On the other hand, the Energy sector (CAGR 17.7%) has more
than double the annual performance of Basic materials (CAGR 7.6%). However, both
sectors are driven by commodity prices and global demand, and as such, expected
to have a comparable performance. Rather than economic drivers, other research
[77, 193] suggests that range strategy performance is driven by volatility. Quoting von
Mettenheim and Breitner [193]: “The core of our trading system is trading the high-
low intraday range. For this to work, we need some amount of intraday volatility. We
expect that volatile stocks will yield better results than comparatively “duller” stocks.”.
In the same way, [77] proposes changes in the entry level of the strategy based on
stock volatility. However, the research lacks a more detailed analysis to confirm the
assumption that higher volatility is correlated with better performance.

Sectors Sharpe MAR CAGR % Mean % SD Min Acc. Number of
ratio ratio stocks (Ns)

Financial Services 3.130 3.837 37.691 0.129 0.652 -4.048 67.197 52
Industrials 2.336 1.404 26.792 0.096 0.649 -4.059 64.215 56
Real Estate 2.317 2.326 26.542 0.096 0.653 -2.774 64.016 23
Technology 2.230 2.442 25.404 0.092 0.640 -3.245 61.034 47
Healthcare 2.160 1.451 24.491 0.089 0.642 -3.987 60.835 50
Consumer Cyclical 1.868 1.350 20.774 0.077 0.652 -3.360 58.449 55
Energy 1.623 2.680 17.734 0.067 0.661 -2.681 59.245 24
Consumer Defensive 1.298 0.972 13.828 0.054 0.641 -3.664 59.443 31
Utilities 0.812 0.537 8.221 0.034 0.639 -3.459 57.853 26
Basic Materials 0.755 0.415 7.580 0.031 0.649 -2.806 58.847 17
Communication Services 0.710 0.316 7.077 0.029 0.651 -2.748 55.467 7

All sectors 3.110 2.710 37.406 0.128 0.649 -3.967 64.215 388

Table 4.6: Portfolio daily return statistics per sector.

Figure 4.7 shows the Sharpe ratio (y-axis) against different levels of annualised
volatility (x-axis) for each sector sample. Note we compute the volatility inherent in
each sector, measured using a portfolio that buys and holds (BAH) the constituent
stocks of a given sector during the test period. We can see that volatility mostly
varies in the range 10% to 18%, with the Energy sector as an outlier (24% ann.
volatility). Clearly, the Sharpe ratio is evenly spread around the mean value (1.78).
Indeed, the very low regression coefficient of determination (R2 = 0.008) rejects the
hypothesis that performance variability can be explained in terms of volatility level,
as suggested by previous research.

4.5.8 Attention Weights – Preamble

As described in Section 4.4.2, the attention weights are represented by an n × n

matrix, where n = 388 is the number of stocks (or nodes) and each element Aij ∈ [0, 1]

measures the influence (or weight) of node j on node i. Moreover, for all nodes



100 Chapter 4. Graph Transformer Network for Trading the Price Range of Stocks

Figure 4.7: Volatility elasticity of Sharpe ratio.

i = {1, · · · , 388} the neighbour node weights (js) plus the self-connection (or self-
loop) weight Aii sum to one, i.e. they are normalised for each node.

Weights extraction

In this section we describe how we extract the attention weights of the GTN archi-
tecture. After the model is trained, each h-head attention matrix Ah can be directly
computed from its queries Qh, keys Kh, and the adjacent matrix A by using Equa-
tion (4.17e), i.e. Ah = g(A,Qh,Kh). However, each head key and query depend in
turn on graph attributes Vt and binary relationships At. Thus, we have one attention
head for each day t, denoted A t

h. Finally, we observe that Vt varies over time because
it is computed in terms of the stock history tensor Xt (Equation (4.21)).

Since the GTN model is trained with H = 3 heads L = 2-hops, we compute A t
h

above at the second hop or layer. This is done by considering Vt = V ′1t (illustrated
in Figure 4.5b). Moreover, we aggregate all attention heads into a single attention
weight matrix by using mean-pooling, denoted by A t = MEAN

({
A t
1,A t

2,A t
3

})
.

Experimental setting

Henceforth, we use the GTN As model for analysis and extract its sequence of atten-
tion weight matrices (A1,A2, · · · ,AN ), where N = 503 is the number of days in the
test set and each matrix in the sequence is an aggregation of the H = 3 attention
heads. As the sectoral adjacency matrix As is composed of 11 subgraphs (one per
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sector), any connection between stocks of different sectors has zero weight. Thus,
sector results are computed using each subgraph independently.

4.5.9 Attention Weights – Graph Mapping Interpretation and Vi-
sualisation

The GTN attention can be seen as a graph edges mapping fE : {0, 1}n×n → [0, 1]n×n

from an undirected unweighted graph with binary relations represented by At to a
weighted directed graph with learnt edge weights represented by A t. In particular,
the edges mapping preserves the same graph structure, i.e. the attention weights are
learnt by attending the present relations (Atij = 1) and dropping the absent ones
(Atij = 0), implying18 that A t

ij = 0 ⇐⇒ Atij = 0.
As the weights are extracted from a model that predicts the future price and

the attention matrix At acts on past price histories, represented by Vt, the self-
connection is associated with an auto-regressive coefficient and the neighbours with
cross-regressive coefficients. That is, for each stock the self-connection attention
weights of the diagonal measure the dependence on its own lagged values (auto-
regressive), and the neighbour node weights, i.e. off-diagonal attention weights, the
dependence on the lagged values of each other stock (cross-regressive).

In order to better understand the properties discussed above, Figure 4.8 shows
the attention weight matrix for a random test set day and the Communication Ser-
vices subgraph with seven stocks. As mentioned above, initially, the relational bias
was injected into the GTN architecture by considering all seven nodes potentially
interacting with each other in the sector subgraph, i.e. edge value one and zero for
all other stocks in the As (super)graph. After training, the (attention weight) matrix
A can be interpreted as the adjacency matrix of a weighted directed graph with the
same seven nodes or stocks. We can see that the influences (or weights) depend on
the direction and as such are not symmetrical, i.e. Aij 6= Aji. For example, to pre-
dict AT&T (T) more weight is put on Verizon’s (VZ) past price history (0.43), than
on its own past price history (0.27). Conversely, for the Verizon prediction almost
half of the weight is allocated to its own past history (0.46), followed by 0.27 for
AT&T (T). Additionally, for both AT&T and Verizon almost no weight is allocated
to CenturyLink (CTL), Dish Network (DISH) and SBA Communications Corpora-
tion (SBAC) – meaning that these histories are irrelevant for the AT&T and Verizon
predictions.

4.5.10 Attention Weights – Graph Self-connection and Neighbours

In Section 4.4.2 we introduced the graph role embedding and discuss its importance
in discriminating between the self-loop connection and its neighbours. The self-
(connection) weights are the diagonal elements of the As matrix and measure the
influence of node past price history on itself.

18We observe that the presence or absence of relations is preserved because of the Hadamard
product �At in Equation (4.17e), which is effectively introduced in the novel GTN architecture.
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Figure 4.8: Attention weight matrix snapshot.

Note that if the weights to neighbour nodes are large compared to the self weight
the stock is highly impacted by any shock coming from its neighbour nodes. Con-
versely, if the neighbour weights are negligible the stock dynamics is almost entirely
described by its own past history. We conduct a cross-sectional analysis to highlight
the difference between the self and neighbours weights across sectors. Below, we
describe how we separate both effects and report our results.

For each sector subgraph, as described in Section 4.5.8, we separate the diago-
nal (sf) and off-diagonal (ns) matrix elements of all N = 503 days of the test set
into the self-(connection) and neighbour weight samples set, denoted wsf and wns,
respectively. Note the number of weight samples in each set depends on the num-
ber of stocks in each subgraph ns. More precisely, |wsf| = N · ns (diagonal) and
|wns| = N · (n2s −ns) (off-diagonal). Finally, in order to make the self and neighbour
statistics comparable, we downsample the neighbours set (ns) to the same size as the
self (sf).

Figure 4.9 shows the weights histogram for the self (blue) and neighbours (green)
weights set of each sector subgraph, with all sectors shown bottom-right. All weights
are standardised (z-score), where the mean and std dev. are computed per sector
and on the union of the self and neighbours sets. As shown in the bottom y-axis,
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the vertical dashed line represents zero standard deviations (SD) and all plots range
from -2 SD to +2 SD. Additionally, histogram bins sum to one (probability). We
start by analysing the aggregate “All sectors” weight distribution. We see that the
concentration of small weights, i.e. with negative values below the mean, is higher
for neighbours than self. That is, the neighbours’ distribution peaks around small
weight values. In addition, because the area under each distribution sums to one, this
implies that large weight values have to be more frequent for the self-(connections).
Overall, this indicates that on average the stock predictions are more driven by
their own (self) past price (auto-regressive) than the past price of other (neighbour)
stocks (cross-regressive). The same peak around small weights for the cross-regressive
contribution can be seen for other sectors, but in different degrees. One exception is
the Utilities sector, where the distinction between the peaks is less pronounced.

Figure 4.9: Attention weights distribution.

Table 4.7 shows the statistics for the distributions discussed above. For both
self and neighbours weight sets, we can see that across sectors the Skewness (γ) is
positive and the very large Kurtosis (κ) shows that extreme weights are higher than
would be found in a Gaussian distribution, where γ and κ are equal to zero. These
excess weights indicate that some stocks have a very large allocation for their own
self-connection, and this characteristic can be seen in all sectors. Since each sector
has a different number of stocks (as detailed in Table 4.6) the mean weight values
of self and neighbours are not directly comparable across sectors. For example, if
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the allocation were equally-weighted we would have 1/17 = 0.059 and 1/47 = 0.021
for the Basic Material and Technology sectors, respectively. However, we correct
this sample size effect by considering the ratio self / neighbours (shown in the last
column of the table). Note that if all weights were evenly balanced across stocks
the ratio would be one. The fact that the ratio is approximately 2, when all sectors
are taken into account, and that it has a minimum of 1.51 across sectors, provides
evidence that there is a clear distinction between the self-connection and neighbours
weights. In this sense, the graph role embedding proposed in Section 4.4.2 for the
GTN architecture helps to discriminate both contributions during the training phase.

Sectors
Self-(connection) Neighbours Ratio

µsf σsf γsf κsf µns σns γsf κsf µsf/µns

Healthcare 0.043 0.077 5.581 44.580 0.020 0.031 4.402 40.333 2.182
Basic Materials 0.121 0.156 2.762 9.327 0.056 0.084 2.722 11.510 2.164
Technology 0.042 0.078 6.126 50.188 0.021 0.031 5.315 66.610 2.009
Communication Services 0.237 0.245 1.449 1.327 0.125 0.158 1.727 3.182 1.905
Energy 0.076 0.076 3.364 20.931 0.041 0.054 3.330 21.403 1.878
Consumer Cyclical 0.033 0.050 6.299 69.756 0.018 0.025 4.116 44.187 1.868
Industrials 0.032 0.064 6.756 63.369 0.018 0.026 4.289 39.410 1.815
Utilities 0.059 0.122 5.016 27.661 0.038 0.051 4.630 31.976 1.568
Financial Services 0.029 0.045 6.375 68.582 0.019 0.026 3.993 37.898 1.546
Real Estate 0.066 0.097 4.632 28.379 0.043 0.049 3.656 32.482 1.528
Consumer Defensive 0.049 0.083 4.472 27.693 0.032 0.046 3.382 22.587 1.518

All sectors 0.050 0.092 5.285 36.701 0.027 0.047 5.390 49.317 1.814

Table 4.7: Attention weights statistics – Self and Neighbour nodes breakdown. The statistics of
the histograms of standardised weights (z-score) shown in Figure 4.9. We compute the mean (µ), standard
deviation (σ), skewness (γ) and kurtosis (κ) independently for the self-connection and neighbour nodes
(Neighbours column) sample sets. The self-connection weight samples are the diagonal elements of the
attention weight matrix A and measure the influence of the own (self) stock past history (auto-regressive).
The Neighbour (columns 5 to 8) connections are the off-diagonal weights, and measure the influence
between pairs of stocks (cross-regressive).

Moreover, the ratio measures the self-connection relative strength compared to
neighbour nodes. Because the neighbours’ weights contribute to the cross-regression
terms, the larger the relative strength, the less affected the sector stocks are by each
other’s stock shocks. In the same way, the lower the index, the more integrated
are the sector stocks. Based on the (self-connection) relative strength values we see
that Consumer Defensive, Real Estate and Financial Services are more integrated
and prone to shocks. On the other hands, stocks in Healthcare, Basic Materials and
Technology have dynamics which are more regulated by their past auto-regressive
terms, compared to other stocks cross-regressive terms. This result follows the in-
tuition of the systemic risk in the Real Estate and Financial Services sectors, with
a high level of debt. It also shows that stocks in Technology (e.g. Microsoft or Ap-
ple) and Heathcare (e.g. Pfizer and Abbott laboratories) have price dynamics more
driven by idiosyncratic factors, like the products they are selling (software, medical
equipment or drugs discovered).
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4.6 Conclusion

In this chapter, we propose the novel Graph Transformer Network (GTN) which
learns to attend to the features attributed to each node, taking into account the
local graph structure, i.e. its relationships or edges. Similar to the Graph Attention
Network (GAT) [190], which is state-of-the-art for graph problems, our architec-
ture is able to differentiate between the contributions of its own node features (self-
connection) and its neighbour nodes. However, we discriminate using the graph role
embedding, introduced in this work. This embedding allows our attention mechanism
to depend only on sparse matrix computations, which are highly efficient and opti-
mised. In addition, the compact matrix formulation of GTN computes the attention
weights for all graph nodes simultaneously, via matrix multiplication. This differs
from GAT and all other work recently proposed in the literature (e.g. GraphSAGE
[81]), where the pairwise attention weights are computed node by node

We evaluate different graph network architectures to the problem of predicting
the price range of stocks. Moreover, we formulate this problem using multi-task
learning, where both prices, i.e. High and Low, are predicted using two task-specific
layers (one for the High price and another for the Low price). We then feed these
predictions to the range trading strategy, recently proposed in the literature [127].
To the best of our knowledge, we are the first to use graph networks to tackle
the problem of range prediction and its trading strategy profitability. Additionally,
we conducted the broadest analysis of this problem considering 388 stocks from
the widely traded NYSE stock market, where previous research considers only five
stocks [193] or two stocks traded on the Brazilian stock exchange [127]. Our detailed
sectoral analysis refutes the assumption of previous work [193, 77] that the strategy
profitability depends on the volatility level. More specifically, we found a very low
coefficient of determination R2 = 0.008 for this relationship, which is not statistically
different from zero (p < 0.01).

In our experiments, we consider two relational biases represented by As (sectoral
graph) and AJ (fully connected graph). Overall, in line with previous research, our
results confirm the high profitability of the range trading strategy. Moreover, using
ablation methods, our results demonstrate the effectiveness of injecting the relational
bias into the learning process. More specifically, we found that the performance of all
graph network architectures is better than that of LSTM (without graph structure).
In the context of financial forecasting using graph neural networks, experimental
results show the superior performance of the novel GTN, beating by a large margin
the state-of-the-art GAT for multiple metrics. The GTN yearly returns are 4.3
percentage points larger than GAT. For the risk-adjusted Sharpe ratio and MAR ratio
metrics performance gains are also expressive: 3.11 (GTN) against 2.81 (GAT) and
2.71 (GTN) against 2.40 (GAT). Using a robust model comparison method [43, 68],
with p-values adjusted for multiple groups and trials, our experimental results rejects
the hypothesis that GTN’s superior performance is a statistical artefact. The top
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ranking of GTN is significant for any pair model comparison (p < 0.05).
Finally, a more detailed analysis of the attention weight matrix, which is an in-

tegral part of the end-to-end GTN architecture, contributes to the topic of model
interpretation in machine learning. We show that the weights (edges) can be formu-
lated in general as a directed graph, where the influence of stock j on i, as measured
by Aij element, is not equal to the influence of i on j (Aji) – a fact also seen in the
financial markets.

We also leverage the attention weights to quantify the sensitivity of a given stock
to its peers’ stocks, and given its practical implication for financial markets, we call
this measure the Self-connection Relative Strength index. The higher the index, the
less integrated the stock is in the graph, and, as such, less prone to price shocks
coming from other stocks. Using this index we show that Real Estate and Financial
stocks are more prone to systemic risks; they can trigger the collapse of their entire
sector or even the economy.
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Chapter 5

Pairs Trading with Deep
Reinforcement Learning Agents

5.1 Introduction

Pair trading is a quantitative trading strategy popular among institutional investors
and hedge funds [71, 83]. In essence, the strategy makes use of statistical methods to
find a pair of stocks whose prices tend to move together, i.e. that have a long-term
statistical relationship. Thus, if the relative price between the two stocks diverges in
the short-term, we enter a pair trade, by buying the underpriced stock and selling-
short the overpriced stock. This trade is then exited, i.e. reverted,1 when prices
return to their long-term equilibrium.

The pair trading strategy can be summarised in two independent steps. First,
the pair screening step defines the pair formation method, where stocks with long-
term equilibrium are grouped in pairs. Then, based on how far a pair is from its
equilibrium, the decision-making step is a criterion for triggering pair trading. More
specifically, when to open and close the positions and which stocks go long or short.

In a seminal study, Gatev et al. [71] proposes the Distance Method (DM) for
the pair screening stage and a rule-based system for the decision-making step. More
specifically, the distance d(s1, s2) between stock s1 and s2 is computed using their
normalised historical prices, where, at the pair screening step, only stocks s1 and
s2 with minimal distance are grouped into pairs. Their rule-based system has three
possible pair positions, namely {long = 1, neutral = 0, short = −1}, as follows (1)
long pair position: opened by buying stock s1 and selling short stock s2, (2) short pair
position: opened by selling short s1 and buying s2, and (3) neutral pair position: Do
nothing. Thus, positions are opened based on a pre-specified triggering value with
rules defined as follows: if the z-score of the distance is above (below) the triggering
value of plus (minus) two standard deviations we have a long (short) pair position,
otherwise we have a neutral position (i.e. no position is opened). Both long and
short pair positions are then closed when the z-score is zero, in other words, when
the distance converges to its historical long-term mean value.

1In order to close the opened positions we cover the short position by buying the stocks that
were sold short, which are then returned to the stock lender, and selling the stocks that were bought
in the long position.)
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The pair trading strategy has gained widespread attention among researches with
many studies proposing different methods for the pairs screening and decision-making
steps ([50, 24, 51, 69, 31, 114, 33, 95, 99, 59, 199]). In particular, some authors make
use of more sophisticated statistical methods at the pairs screening step, compared
to DM [71] described above, employing the cointegration method [57, 79] or more
recently the copulas method [101]. However, without exception, all these studies
make use of a rule-based system at the decision-making step.

In our study, we approach the pair trading strategy from a different angle. We
propose model-free Deep RL [173], where the actions ati represent the pair positions
on a given day t for a given pair i. Thus, rather than using a rule-based system
that defines when to open and close the positions and which stock should go long or
short, we propose an end-to-end model that maps pair history (here, observations)
to position (actions).

In line with previous studies, we consider discrete actions ati ∈ {long = 1, neutral =

0, short = −1}, but, also extend to continuous actions ati ∈ [−1, 1]. In particular,
for discrete actions we use the recently proposed Deep Q-Network (DQN) [131] algo-
rithm, and for continuous actions the Deep Deterministic Policy Gradient (DDPG)
[115]. Our choice is based on the fact that both algorithms learn optimal actions
by interacting with the environment (i.e. they are model-free), and achieve state-
of-the-art performance in playing games [131] and in control tasks such as legged
locomotion and car driving [115].

5.1.1 Pair Trading: Portfolio Profitability and Risk

In this work, we evaluate the pair trading strategy for a portfolio of stocks. However,
different from other studies, we also consider its risk. In this context, the profitability
of the pair trading strategy is evaluated in the light of its risk.

To this end, we propose a novel framework where the universe of stocks in the
portfolio and the investor risk tolerance are first-class elements, and treated as in-
vestor preferences. Importantly, in our framework the Deep RL architecture was
designed in way that it is only trained once and at execution time can be consumed
for portfolios of any size and structure.

Figure 5.1 provides a high-level view of our integrated framework applied to
the pair trading strategy. Here, we review the framework at execution time. The
input parameters are the risk tolerance σtarget, and the N stocks that the investor
is interested in trading (i.e. the portfolio constituents). The output is the optimal
vector of portfolio weights wt, which is the allocations the investor is meant to follow
for each stock on a daily basis. Thus, given N stocks, the pair screening step groups
the stocks in Np pairs. The history of all Np pairs is then passed to a pre-trained
Deep RL model, which outputs the actions for each pair independently. The last
component adjusts the portfolio weights to conform to the volatility σtarget, pre-set
according to investor preference. In particular, this adjustment takes into account
current market conditions.
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Figure 5.1: Novel framework: Investment Strategy with Investors’ prefer-
ences (ISIP)

More recently, Deep RL frameworks have been proposed to tackle the general
portfolio management problem in finance [201, 113, 100]. These studies are close to
our work, in the sense that they also employ Deep RL to find optimal allocations,
but differ from our framework in four relevant aspects: (1) They are restricted to
portfolios with only long positions; (2) They do not consider the risk component of
our framework, which is vital for portfolios with short positions; (3) They are not
suitable for discrete actions because of the exponential growth of the combined action
space. More specifically, this is a consequence of the centralised controller paradigm
[149, 128], inherent in their architecture, where a single neural network outputs all N
continuous actions (i.e. stock weights) simultaneously,2 (4) Most importantly, given
the centralised controller paradigm, their architecture can only operate on a fixed
number of assets.

Thus, using their architecture means to re-train the whole model to match the
preference of each investor, in regards to the number of stocks N that he/she is
interested in trading. Given the intense computational time to train Deep RL models,
this limits the usability of their framework.

Our research has the following main contributions:

1. Aiming for flexibility in portfolios of any size and structure, we propose a single-
agent architecture, where the agent, called a pairs trader agent, is represented
by a single Q-value network for discrete actions, or by a single actor-critic

2In other words, if we apply their framework (centralised controller) to discrete actions, the
output layer has to be the size of the combined action space, which is given by |A|N , where |A|
is the number of possible positions for each stock. Here, if we consider long, neutral or short we
have, we would be talking about a network with 3N units, which, for a very small number of stocks
already becomes unfeasible to train
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network for continuous actions. In our architecture, the learning remains in-
dependent or decentralised, because the pair action is only conditioned on its
own individual history. However, particular to our framework, when inter-
acting with the environment our pairs trader agent collects experiences from
multiple pairs, and stores these experiences on a single multi-pair replay buffer.
In terms of multi-agent learning, our architecture is related to the Independent
Learning paradigm originally proposed by [176].

2. We propose a novel framework for portfolio optimisation using Deep RL, called
Investment Strategy with Investors’ preferences (ISIP). In this framework, prof-
itability (reward) is integrated with risk. Thus, the investor defines the volatil-
ity level σtarget, i.e. the level of risk he/she can tolerate, and also the portfolio
constituent stocks, i.e. the N stocks he/she is interested in trading. The effi-
cacy of our framework in keeping the risk at acceptable levels is demonstrated
by the ex-post volatility of our Deep RL portfolios. Even though the portfolio
volatility is adjusted ex-ante to σtarget = 10% the ex-post portfolio volatility is
10.163%. In other words, we miss the 10% target by a negligible margin.

3. Apart from the fact that our Deep RL models can be deployed to manage the
portfolio of investors with different preferences, we conduct a rigorous perfor-
mance attribution analysis. This analysis was not conduced in other Deep RL
studies [201, 113, 100], but is crucial to understand whether the model perfor-
mance (i.e. its return) is correlated with market performance. Our experimen-
tal results show that our Deep RL models (both for continuous and discrete
actions) definitely learn a policy whose performance cannot be attributed to the
market. In other words, the performance of the Deep RL models are not cor-
related with market returns. In particular, after controlling for exposure to
common risk factors [62, 63], the efficacy of our Deep RL model (continuous
actions) has annual gains of approximately 26% for a risk level, as measured by
its volatility, of 10%. The performance largely beats the best baseline, which is
based on Supervised Learning (SL), and has annual gains of 14% for the same
10% risk level.

5.2 Related Work

We start this section by reviewing the previous research in pair trading strategy. As
mentioned above, different from our Deep RL approach, previous studies all use a
rule-based system to open and close the positions on each pair.

Do and Faff [50, 51] document a falling performance in pair trading since the
seminal work of Gatev et al. [71]. However, they find that the strategy performs
strongly during periods of turbulence, including the 2008 Subprime mortgage crisis.
They also propose a pairs screening step based on the number of times the z-score
distance crosses the zero value, where they use the same distance as in the Distance
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Method (DM) proposed in [71]. Experiments evidence that their pair screening
method improves performance compared to DM.

Vidyamurthy [191] proposes the use of the cointegration method for the pairs
screening step. Thus, stocks are grouped in pairs if the cointegration test [57, 79]
is accepted, i.e. if the test statistic is less than the critical value of 5%. The rules
for opening and closing the positions are the same as DM, i.e. positions are opened
at +2 or -2 standard deviations and closed at zero. Moreover, common to all work
that uses the cointegration method, the z-score of the cointegration residual is used
to measure how far a pair is from its long term equilibrium.

Bogomolov [24] evaluates the cointegration method and DM. His experiments
corroborate the profitability of the pair trading strategy. However, the performance
is reported only for the Australian Stock Market. Galenko et al. [69] also uses
the cointegration method and evaluates the pair trading strategy for four exchange
traded funds that track world stock market indexes. Their results indicate that pair
trading is not only profitable for the US market, but also around the world. Jacobs
and Weber [99] extend this analysis to 34 international markets and find that the
pair trading strategy is persistently profitable.

Broussard and Vaihekoski [31] investigate the pair trading strategy profitability
under different trading rules. More precisely, they vary the triggering value for
opening the positions, usually, pre-set to +/-2 standard deviations. They found that
the optimal trigger value (in-sample) achieved annualised returns of 12.5% (out-of-
sample). Similar to our work, they also conducted a performance attribution analysis
and found that pair trading profits are not related to market risk. In particular, this
study only considers data from the Finnish stock market.

Huck and Afawubo [95] contrast the cointegration method with DM. Compared
with other studies, they cover the largest number of stocks (500 North American
stocks). As in our study, they provide a detailed evaluation of the pair trading
strategy across sectors. Moreover, we use the same eleven sectors of their study. As in
[31], they also experiment with different trigger levels (2 and 3 standard deviations),
but extend the analysis by considering different lengths of historical data to perform
the cointegration tests. They found that the cointegration method provides the
strongest results (with average annual gains of ∼17%), where the DM generates
insignificant returns. A similar performance is reported in [33], where the authors
also use the cointegration method to investigate pair trading profitability, but on the
Brazilian stock market.

In particular, we use the cointegration method at the pairs screening step. Our
choice is mainly based on the exceptional performance of the cointegration method, as
reported by the studies review above, and its wide usage in other areas of knowledge.
In addition, by using the cointegration method, stocks are grouped using a more
rigorous statistical hypothesis test compared to DM.

Puspaningrum et al. [148] investigates the relationship between the number of
trades and the trigger value. Intuitively, the higher the trigger value (in terms of
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standard deviation) the higher the expected profit per trade, but the lower number
of trades. Thus, they derive an analytical expression for the optimal trigger value by
assuming a parametric AR(1) model for the cointegration residual, which as in other
studies, quantifies how far a pair is from its long-term equilibrium. This study is
relevant in the sense that it attempts to use a parametric model to optimise trading
rules.

In a similar way, Fallahpour et al. [59] uses RL to optimise the trigger values.
Similar to other studies, the trigger values are then used to open and close the po-
sitions. More specifically, they consider the trigger value as a discrete action, with
values varying between zero and three standard deviations, in steps of 0.5 standard
deviations. They also consider discrete actions for other parameters of the optimisa-
tion. In particular, a stop-loss parameter, and as in [95], a parameter controlling the
length of historical data for the cointegration test. This stop-loss pre-sets a value
to prematurely close the trade in case of losses and also takes discrete values based
on the number of standard deviations. Importantly, we observe that even though
they use RL, their approach is not applied to find optimal pair allocations, as in our
study, but to find the optimal trigger value. This means that they follow the same
rule-based approach at the decision-making step as in all studies reviewed above.

Tourin and Yan [180] propose an optimal stochastic control approach to the pair
trading strategy. First, they assume that the pair price, noted X(t), follows a para-
metric stochastic process. In particular, given its mean-reverting characteristic they
assume an Ornstein-Uhlenbeck process [187] for the pair price. Then, they consider
the problem of finding the optimal allocation for the pair, where the objective is to
maximise, for a fixed time horizon H, the expected terminal wealth of this portfolio.
Importantly, they obtain a closed form solution for the allocation. This allocation
depends on the estimated coefficients of X(t), such as the mean drift and speed of
reversion of the pair price.

In general, the studies that employ stochastic control formulation, also consider
a setting similar to ours. That is, they also optimise the allocations, which in our
formulation are called actions, and they also consider a utility dependent on future
rewards for the fixed time horizon. However, the main difference is that their ap-
proach is parametric. One clear advantage of the parametric approach is to obtain
an analytical solution for the optimal allocation. However, the assumed process is
usually a simplification of the real price process, which is usually governed by a much
more complex dynamic. Moreover, particular to the financial markets, the estimated
coefficients of the parametric process are strongly time-varying and highly unstable.
In our study, we use a model-free Deep RL approach that learns optimal allocations
by interacting with the environment. Thus, the model-free approach is expected to
be more time-consuming, but has the advantage of not relying on a parametric model
for the pair price.

Successful attempts have been made to use a model-free RL to trade single stocks,
rather than pairs. Considerable research [133, 23, 46, 6] is based on the Direct RL
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algorithm introduced by Moody et al. [133]. One of the limitations of the Direct RL
algorithm is that it only outputs discrete actions (i.e. long, neutral or short), but,
more importantly, the method is less suitable for the pair trading strategy. This
happens because the Direct RL optimisation only takes into account the immediate
reward, as opposed to the Deep RL algorithms employed in our study, which optimise
the discounted future reward for a given horizon. In other words, as opposed to single
stocks, pair trading is based on convergence to the long-term equilibrium, which takes
a very long horizon, on average 3.75 months [71]. In this scenario, considering only
the immediate reward is of little value, since the effect of an action today will take
a long time to mature and is only properly quantified taking into account future
rewards.

More recently some studies [114, 199, 150] propose the use of the copulas method
[101] at the screening step. In essence, the copulas are used in pair trading to
describe the dependence between the two stocks, where stocks with high correlation
are grouped in pairs. Compared to the cointegration method used in our study, the
copulas method is computationally consuming, since it requires the estimation of the
marginal distributions of each stock in the pair, and of the copula function, which
is a joint cumulative distribution. Even though this method could potentially find
different pairs, all studies that use copulas still use a triggering value to open and
close the positions, a process that is abstracted away in our framework.

5.3 Background

5.3.1 Deep Reinforcement Learning

We consider a standard RL setup, where an agent interacts with an environment E

in discrete time steps t. At any given time step t, the total return from a state s
is defined as the sum of discounted future rewards over a horizon H and discount
factor γ ∈ [0, 1]. That is:

Rttotal =

H∑
t′=t

γt
′−tR(st

′
, at

′
) (5.1)

In the above equation, the actions a are based on a policy π that maps states
to actions. The goal in RL is to learn a policy that maximises the expected total
return from an initial state distribution p(s1). Formally, this expectation (utility) is
expressed as:

J = Est′∼E,at′∼π
[
R1

total
]

(5.2)

Many RL algorithms make use of the action-value function Q which estimates the
expected total return after taking action at in a state st and subsequently following
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the policy π, given by:

Qπ(st, at) = Est′∼E,at′∼π
[
Rttotal|st, at

]
, where t′ ≥ t. (5.3)

This action-value function can be expressed using a recursive relation known as
the Bellman equation:

Qπ(st, at) = Est+1∼E
[
R(st, at) + γEat+1∼π

[
Qπ(st+1, at+1)

]]
, (5.4)

where R(st, at) is the return received after taking action at in a state st, also called the
immediate reward. Assuming that the policy is deterministic the inner expectation
over actions in the equation above can be avoided and, as a consequence, it is possible
to learn the Q off-policy.

In this work, we consider only off-policy algorithms for both continuous and
discrete action spaces.

Discrete actions

A popular off-policy algorithm is Q-learning [195], which uses a greedy policy, ex-
pressed as a = maxa′ Q(s, a′), to chose actions at each time step. Mnih et al. [131]
introduces the deep Q-network (DQN), which adapts Q-learning and approximates
a value function Q(· | θ) using deep neural networks. The DQN optimal action-value
function is learnt by minimising the loss:

L(θ) = Est,at,R,st+1∼D [(Q(st, at | θ)− y)2],

with y = R(st, at) + γmax
at+1

Q̄(st+1, at+1),
(5.5)

where Q̄ is the target network with no trainable weights which are periodically up-
dated with the most recent θ, and D is the experience replay buffer containing tuples
(st, at, R, st+1) collected from the agent’s experiences at each time step.

In contrast with supervised learning, where the targets (y) are fixed before train-
ing, here the targets depend on network weights. In this situation, the target network,
where weights are only updated from time to time, proved to be a crucial component
in stabilising DQN training [131]. In the same spirit, the replay buffer breaks the
correlation between consecutive samples, thus reducing the variance of the updates.
Note that the gradient updates are computed using past experiences (i.e. off-policy)
which are reused during training. This dramatically increases the sample efficiency
[131].

In terms of network architecture, the Q network receives as input a state s and
outputs a single number for each valid action – what makes DQN only suitable for
discrete action spaces (in our case buy, sell-short or hold a given stock pair).
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Continuous actions

DDPG [115] is an off-policy algorithm that uses neural networks to approximate the
performance of a deterministic policy [168]. The algorithm maintains both a critic
Q(s, a|θQ) and an actor µ(s|θµ) network parametrized with weights θQ and θµ.

In practical terms, the critic loss is similar to DQN, though actions are based on
the actor network output. That is, the loss target y in Equation (5.5) is replaced
with:

y = R(st, at) + γQ̄(st+1, µ(st+1)) (5.6)

Additionally, the actor is updated by maximising the expected return from the start
distribution J (Equation (5.2)). Silver et al. [168] proved that the expected gradient
of the policy’s performance, called the deterministic policy gradient, is given by:

∇θµJ = Est∼D [∇aQ(s, a|θQ)|s=st,a=µ(st)∇θµµ(s|θµ)|st ]. (5.7)

We observe that because the first gradient concerns the actions a, DDPG is appro-
priate for continuous action spaces.

Similar to DQN, we see from the equations above that DDPG is trained by
sampling trajectories (batches) from the replay buffer. Furthermore, it also makes use
of target networks in order to stabilise training. However, it introduces the concept
of “soft” target network updates, rather than periodically copying the weights as in
DQN. This update follows the rule in Lillicrap et al. [115]:

θ′ ← τθ + (1− τ)θ, (5.8)

where prime means target network weights, for both actor and critic, and τ is a
hyperparameter. We observe that despite the fact that the weights of the target
network are updated at each time step, because τ � 1 the target network values
change slowly.

5.3.2 Time series cointegration and long-term equilibrium

Cointegration measures the degree of long-term relationship between time series and
was introduced to address the problem of spurious correlation in non-stationary time
series. The problem arises when regressing the level of economic variables. Even
though they may appear to be related based on standard statistical measures, they
usually hold no relationship. Indeed, if two time series are both non-stationary then
the hypothesis of no relationship is rejected even when none exists [78, 79].

Formally, consideringN time series
{
yti
}N
i=1

as elements of the Yt (N×1) vector, it
is said that the time series are cointegrated of order d and d′, denoted yt ∼ CI (d, d′),
if
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1. All yt are integrated of order d, denoted I(d), with d 6= 03.

2. There exists a vector β = (1,−βj , · · · ,−βN−1) with elements βj , ..., βN−1 6= 0

such that zt = βYt ∼ I(d− d′).

Here, β is the cointegrating vector. Typically, stock prices are integrated of order one,
meaning d = 1 and d′ = 0 above. That is, though the price series is not stationary the
first difference of the logarithm of the price, also called the log return, is stationary.
Additionally, we search for cointegration only between pairs of stocks, i.e. N = 2

above. It is worth noting that few time series are cointegrated. However, if two time
series have a long-term relationship it is expected that a linear combination of the
time series is stationary. This holds true even in the case where each time series
is completely unpredictable and follows a random walk. Intuitively, cointegration
can be understood in the following way: large relative price deviations between
cointegrated stocks are expected to correct and revert to the mean in the long-term.
This happens because the difference between the stock prices, as measured by the β
coefficient, must be stationary. We observe that the cointegration is closely related to
Granger causality, where all cointegrated series implies causality. Nevertheless, the
cointegration does not estimate the direction of the causality, i.e. whether i causes
j, j causes i, or the causality occurs in both directions.

In order to search genuine relationships (i.e. cointegration), as opposed to spuri-
ous correlation, we employ the following two step procedure [57]:

Proposition 1 (Engle-Granger two-step cointegration test). Considering two time
series y1,t ∼ I(1) and y2,t ∼ I(1)

1. Estimate the cointegration constant β of equation y1,t = βy2,t + εt.

2. If the series are cointegrated the residual εt is stationary.

The stationarity above is determined by applying the Augmented Dickey-Fuller
(ADF) test on the regression residual. For a given time series εt we estimate the
model:

∆εt = α+ βt+ γεt−1 + δ1∆εt−1 + · · ·+ δp−1∆εt−p+1 + ut. (5.9)

Under the null hypothesis, i.e. the series needs to be differenced to make it stationary,
γ = 0 and under the alternative hypothesis of stationarity γ < 0. The stationarity
hypothesis is accepted by comparing the gamma t-value to the negative critical values
for the ADF test. The rationale behind the stationarity test can be interpreted in
terms of the ADF model in Equation (5.9). Intuitively, for γ < 0 any large positive
(negative) εt contributes with a negative (positive) ∆εt that forces the series in the

3A time series yt is integrated of order d if they need d differences(s) to be stationary. A classical
example is the stock price (time series). This time series is non-stationary. However, by taking the
log difference of the price series we obtain the price returns (time series). This return (time series)
is usually stationary, in the sense that, different than the prices, they usually oscillate around a
zero mean. In this case we say the price time series are I(1), and the return time series stationary
(or I(0)).
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opposite direction, i.e. forces it to revert to the mean. In particular, the random
walk model RW ∼ I(1) has γ = 1 and α = β = δ = 0.

5.4 Methodology

In what follows we provide details of the three components of our ISIP framework
in Figure 5.1, namely Pairs Screening (orange), Decision Making (light green), and
Portfolio Risk Management (dark green).

As mentioned above, the ISIP framework integrates the optimal allocations of
our Deep RL models with a portfolio risk management component. It considers the
individual preferences of each investor concerning: (1) the level of volatility σtarget

that he/she is comfortable in taking, i.e. the risk tolerance; (2) The N stocks he/she
is interested in trading, i.e. the portfolio constituent stocks. At a high-level, given
the preferences of an investor as input variables, our framework outputs the optimal
vector of allocations wt = (wt1, · · · , wtN ).

5.4.1 Pairs Screening

Here we describe the pair screening component (orange) of our framework (ISIP)
depicted in Figure 5.1. We start by discussing how we leverage information of the
stock’s classification structure in Chapter 4. We then describe in detail how the
cointegration method is employed in our work to group two stocks by long-term
relationship.

Since we are interested in stocks that are cointegrated, we need to apply the
statistical test described in Section 5.3.2 to each potential stock pair. However, we
would have to search a combinatorial space in the order of hundreds of thousands.
In addition, the sector classification scheme is still very coarse. For example, the
Technology sector places the companies IPG Photonics (a laser equipment producer)
and Microsoft (software) under the same umbrella. Although at a high level both
are “Tech” companies, their stocks are expected to have very different drivers, with
IPG Photonics being more sensitive to oscillations in the price of the commodities
necessary in manufacturing the laser equipment, while Microsoft is more sensitive
to aggregated consumer spending. In order to achieve a more granular level of
segmentation for the pairs screening process, we use the industry classification of
each sector. The classification structure that we use is described in Section 4.4.1.

Industry heuristics for pairs screening

We propose a heuristic search that explores stock pairs limited to stocks of the same
industry. This heuristic is based on the observation that stocks in the same industry
are expected to share the same factors of production (e.g. natural resources) and
demand drivers (e.g. consumer spending) [153]. In essence, the proposed heuristic

https://en.wikipedia.org/wiki/IPG_Photonics
https://en.wikipedia.org/wiki/Microsoft
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trades off pair screening speed for optimal finding of inter-industry cointegration.
Using this heuristic, the pairs screening process is divided into the following steps:

• Set splits: only test for cointegration using data from 2000 to 2015 (i.e. fitting
step). Additionally, filter out any industry with fewer than 3 stocks.

• Selection criteria: search for cointegrated pairs from the set of all possible
pairwise combinations of stocks within the same industry (search space) using
the two-step process discussed in Proposition 1. First, s1 and s2 with price
time series pts1 and pts2 , respectively, the goal is to find pairs of stocks where the
residual εti = ln

(
pts1
)
−βi ln

(
pts2
)
is stationary. We use ADF in Equation (5.9)

to test for stationarity using a significance level of 0.05. Here, the significance
level sets the threshold for deciding if the pair is cointegrated or not. Therefore,
if the residuals are stationary (p < 0.05) the pair is selected. In particular, we
use MacKinnon’s critical values [123], with the number of lags in the ADF
estimated using the Akaike Information Criterion (AIC) [2].

• Pair residual series: The ith pair residual series εti is computed using βi above
(i.e. transform step). Note that we do not use the test set to estimate βi, and
it effectively avoids any training data leaking. As in all other studies using
cointegration, the series εti measures the level of divergence between s1 and s2.
In our study, the pair history hti is a function of the pair residual series eti and
hti is the input data for our neural network.

Table 5.1 highlights the outcome of the pairs screening process described above.
Compared to the original search space, which included all possible pairs, by using
our heuristic the search space was reduced by a factor of ×100. Note that even
considering intra-industry stocks, only about 20% of possible pairs have long-term
relationships. The complete list of all 205 pairs is provided in Appendix D.2. A vi-
sual inspection provides evidence that the screening process produces fairly intuitive
results. To cite a few, we have Cisco Systems x Motorola for the Technology sector
and Halliburton Company x Schlumberger for the Oil sector. In fact, the Industri-
als sector is more diffuse, capturing pairs ranging from Lockheed Martin x Northrop
Grumman to FedEx x United Parcel Service (UPS) and Republic Services x Waste
Management.4 Given the rich set of pairs covered and intuitive results, we argue
that the heuristic search and the selection criteria proposed in this work is effective
in discovering stocks that are “truly” related, as well as, delivers a highly diversified
set of pairs.

5.4.2 Decision-making

This section provides details of the Decision-making component (light green) of our
framework (ISIP) (see Figure 5.1). This is a core component that holds all neural

4Both companies offer waste collection and recycling services.
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Sector Number of Number of Size of
Pairs (Np) Stocks (N) Search Space

Industrials 61 38 216
Financial Services 40 32 156
Healthcare 34 30 147
Technology 28 25 95
Utilities 22 20 157
Consumer Cyclical 18 20 53
Energy 12 15 97
Basic Materials 6 6 15
Consumer Defensive 5 8 42
Real Estate 4 6 36
Communication Services 3 5 10

All sectors 233 205 1024

Table 5.1: Number of cointegrated pairs and respective search space
size. Values are sorted by number of pairs Np.

networks in our Deep RL architecture and the only component of our framework
that is effectively trained.

We start by describing the reward and its structure. We then describe the Deep
RL settings that inspired our architecture. Finally, we show how our agent, called
the pairs trader agent, learns to trade any pair by interacting with the environment.

Reward structure

We consider a set of Np stock pairs with price returns at a given time t denoted by
the vector rt := (rt1, r

t
2, · · · , rtNp) and actions by at := (at1, a

t
2, · · · , atNp), where a

t
i

represents the percentage of wealth invested on the i-th pair. Our goal is to find an
optimal policy π∗(at | ht), hence also called a trading strategy, that is conditioned on
a history of past information ht := (ht1, h

t
2, · · · , htNp) or observations. To this end, we

consider a sequential learning process that is reinforced by rewarding actions taken
at each time t. Below, we detail the reward structure of our problem.

Definition 1 (Reward structure). We assume our actions are minuscule compared
with the market size, therefore do not impact the stock price dynamics. The local
reward is the return at t + 1 of a strategy that invests ai percentage of wealth on
pair i at time t:

Rt+1
i (ht, ati) := atir

t+1
i (ht), (5.10)

where the next period price return of the the i-th pair, noted rt+1
i , is a stochastic

variable not observed by the agent and obtained from public stock data. Additionally,
we assume that this next period return can be approximated as a function of the
pairs’ histories5 up to a time t. Moreover, the joint reward is the exact expression

5For example, the next period return could depend on how far a pair is from the mean-reverting
equilibrium and its history
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of the portfolio return of N stock pairs and defined by

R t+1(ht,at) := Rt+1
1 (ht, at1) + · · ·+Rt+1

N (ht, atN ) (5.11)

where the i-th reward Rt+1
i is the local reward defined above.

By choosing the global/joint reward as the portfolio return above we have a
natural way to express it in terms of individual/local contributions, where the local
reward relevance comes directly from its additive composition to the global reward.
It has been shown that the use of local reward information significantly reduces the
number of samples required for training [13, 80] and increases model performance
[48].

Importantly, regardless of any reward structure used during training, we evaluate
our results using the global reward R in Equation (5.11), which measures the total
portfolio return.

Deep RL settings

In this section we review the elements of the single and multi-agent settings that
inspired our Deep RL architecture. Henceforth, the word agent refers to a “spread
trader” which decides on pairs allocations (actions). In this context, multi-agent
means each agent specialises in a more fine-grained structure. For example, a setting
where each agent decides on the actions of only a single stock pair, implying that
the number of agents is equal to the number of pairs (Np = 205). Another example
is a setting where agents are specialised in a sector, in this case we would have 11
agents.

Centralised controller. The centralised controller [149, 128] reduces to a single-
agent setting that operates on a concatenation of all N observations ht in order to
learn a joint action at. Although straightforward, the main limitation of this ap-
proach is the exponential growth of the combined action space, making it intractable
as N increases.6 Additionally, given its central nature, the reward cannot be de-
composed into local contributions; therefore, only the global reward is used during
training. Finally, it was shown [88] that a common situation in this setting is to
learn a policy where one agent excels, while others remain unskilled, a behaviour
also observed in [172] and called “lazy” learners.

Independent learners. In this multi-agent setting each agent is trained indepen-
dently to optimise the global (joint) reward, but conditioned only on its own indi-
vidual action-observation [176]. This setting presents two main drawbacks. First,
because agents change their behaviour during training, each agent is confronted with
a non-stationary learning problem, which violates the convergence guarantees of the

6To exemplify, if we consider the same discrete actions for each pair, i.e. buy, sell or hold, a
centralised policy network would require an output layer with 3N units, representing all possible
joint actions of the N pairs.
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decision making process [110, 186]. Second, because the environment is partially ob-
served from each agent’s perspective, changes in the rewards may be originated from
other agents’ unobserved behaviour. In other words, the agent struggles to learn a
policy effectively because it cannot discriminate between its own actions and other
agents’ actions. This problem is called the spurious reward signal [48]. Moreover,
similar to the centralised setting, the ability to learn also decreases with the number
of agents7.

Some solutions were introduced to alleviate the problem of spurious reward sig-
nals in the multi-agent setting. Proper and Tumer [147] proposes the design of
individual reward functions, i.e. not shared between all agents, called difference re-
wards. In particular, they discount the reward received from the global reward if the
individual agent did not contribute to the environment. This type of discount can
also be framed as a counterfactual term [67]. Thus, the difference rewards allows
the agent to understand if it was responsible for the feedback received. Devlin et al.
[48] unifies difference rewards in the general framework of potential-based reward
shaping. One of the advantages of potential-based functions that the policy learnt
from the shaped reward is guaranteed to be from the same set of possible policies of
the original reward [47]. However, they show that large improvements in the agent’s
convergence time and learning ability are achieved only when the potential functions
are handcrafted for the specific problem domain.

Proposed Deep RL setting

In this work, we propose a single-agent network called the spread trader controller.
Similar to the decentralised independent learners approach, this (single) controller
receives only local observations hti. However, it differs from the independent learners
approach in the following aspects:

• We exploit the natural decomposition of our reward structure, as detailed in
Section 5.4.2, and use only local rewards during the training process, rather
than the global (joint) reward.

• While interacting with the environment, the collected experiences are stored
into a single buffer for all stock pairs, here called the multi-pair replay buffer.

The main advantage of our setting is that it can deployed on portfolios of any size
without having to retrain the model to comply with each investor’s preferences. This
important feature is because the actions that compose the portfolio depend only on
local action-observations.

We introduce the multi-pair replay buffer to encourage generalisation. Since the
network is trained taking into account experiences of multiple stock pairs, we hoped
to learn the genuine properties that make distortions between any pair of stocks re-
vert to the mean, rather than attempting to learn the idiosyncrasies of the reversion

7Intuitively, with more agents into play, the chances increase that the global reward received
may not be related to the agent’s own action-observation.
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process for each stock pair. Additionally, compared to the N buffers of the Indepen-
dent Learners setting, the multi-pair buffer is richer in terms of distinct observations.
In fact, our architecture allows a maximum number of different observations in the
replay buffer N times larger than in the centralised controller or independent learners
settings.8

By training using only local rewards, we obliterate the previously mentioned
spurious reward problem. We also observe that, in contrast to the centralised setting,
the size of the action space remains the same for any number of pairs. In other words,
the proposed solution does not suffer from the exponential growth of the combined
action.

However, one clear limitation of our approach is that it considers only the indi-
vidual pair history information to learn the pair action. Below, we explain how our
setting, i.e. local observation-action and reward, is a good fit for the specific problem
of pair trading.

Setting rationale and Specialisation. In Section 5.4.1, we saw that some stocks
exhibit common trends, i.e. their price dynamics share (unobserved) latent factors.
Thus, predictions at the individual stock level are expected to depend on the stock’s
own price history, as well as that of every other stock. However, specific to the pair
trading problem, the history is given by the cointegrating residuals and we expect
the cointegration residual to be free of temporal cross-correlation. In other words,
though some individual stocks move together, after correcting for this effect, as in
the cointegrating residual series, the distortion from the equilibrium of a given pair
i is not expected to be related to another pair j.

As in Chapter 3, we introduce a sector embedding to the learning process. The
embedding functionality is the same as the previous stock embedding, i.e. to increase
specialisation of the single network, i.e. it adds a role information to the learning
process.

Rather than N independent networks9 (i.e. one per agent), our single network
approximates the local reward in Equation (5.10) using a (single) function f . Thus,

8Considering the same actions for all settings, in the centralised controller and independent
learners settings the maximum number of different experiences is limited to the number of days
available in the training set, noted Nd, since the centralised controller observes the history of all
stocks simultaneously and in independent learning we have an experience buffer for each stock. By
contrast, in our approach this number is equal to N × Nd, since the history of each pair is stored
in the same experience replay buffer.

9Typically, though independent, these networks are trained using a certain degree of parameter
sharing, as proposed in [172, 88, 80].
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based on the characteristics described above, we have the following simplification:

R̂t+1
i (ht, ati) := atifi(r

t+1
i | hti, · · · , htN ) approx. of returns in Equation (5.10)

≈ atifi(rt+1
i | hti) no temporal cross-correlation

≈ atif(rt+1
i | hti, I ) single network with role information

:= R̂t+1(oti, a
t
i), only locally dependent

(5.12)
where the observation oti is the concatenation of the individual pair history hti and
the sector one-hot representation Ii. That is,

oti := [hti; Ii] (5.13)

In the next section, we explain how our replay buffer is populated with experiences
from different stocks, and the general interaction of the spread trader agent with the
enviroment.

Agent-Environment interaction

In Definition 2 we detail our Agent-Environment interaction. The collection of ex-
perience from different stock pairs, which are stored in a shared buffer D, is based
on random selection at the environment reset stage. Additionally, we have a fixed
horizon task, where the episode finishes after H steps (measured in days). In our
experiments, we set H to one year (∼ 252 trading days), to give enough time for pair
convergence.

Definition 2 (Agent-Environment interaction). We consider a single agent,
the pairs trader, who experiences the activity of Np pairs through the pair trading
environment. The agent interacts with the environment on a daily basis in order
to learn the percentage of wealth to allocate on any stock pair. The stages of the
Agent-Environment interaction are:

1. Environment reset : At the beginning of each episode

(a) Randomly choose a day index t and stock pair index i from the set of all
available training dates and the universe of Np pairs.

(b) Assign a one-hot indicator I value to the selected stock pair sector.

(c) The agent observes oti := [hti; Ii].

2. Steps loop: For each day

(a) Based on the last state, the agent takes an action ati, denoted as the
percentage of wealth to allocate to pair i. It then receives reward Rt+1

i

(Equation (5.10)) and observes the new ot+1
i .

(b) Store experience tuple e := (oti, a
t
i, R

t+1
i , ot+1

i ) in the multi-pair replay
buffer D
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continue these steps for a fixed horizon of H days until the episode finishes.
Then, repeat Environment reset for a total of M training episodes.

We observe that even though the Deep RL algorithms (DQN and DDPG in Sec-
tion 5.3.1) considered in this work are implementation specific, the abstract Agent-
Environment interaction proposed in our study for a universe with Np pairs remains
the same. In addition, we implemented the pair trading environment following the
widely used specification OpenAI Gym [30]. Thus, our pair trading environment can
be easily used by other researchers and plugged into any RL algorithm.

Neural network architectures

Figure 5.2, depicts the DQN that approximates the Q-value. The output vector
represent the ith the three possible pair allocations [long = 1, neutral = 0 and short
= -1]. All formulation is presented in Section 5.3.1

Figure 5.2: Deep Q-Network (DQN) architecture.. The network outputs the
Q-value of the three possible actions (i.e. long, neutral, short) for a given state. The
state is represented by a concatenation of ith pair history and an one-hot vector indi-
cating its sector (total of 11 possible sectors). The embedding layer (blue) retrieves
a representation from the embedding matrix whose elements are trainable.

Figure 5.3, depicts the actor-critic architecture for the continuous actions DDPG
algorithm described in Section 5.3.1.

Note that in the critic network the representation of the input state is concate-
nated with the action ati using the Concat layer.

We observe that during training the agent receives observations oti from the en-
vironment, and this process happens in a way that after one year a new random pair
is selected (as detailed in Definition 2). Moreover, the LSTM encodes a pair history
and is not shared between the actor and critic. The (trainable) embedding matrix is
shared between both networks.

https://gym.openai.com/


5.4. Methodology 125

Figure 5.3: DDPG Actor-Critic architecture. Depict of Actor and Critic net-
works. In both networks the observation (or state) is represented by a concatenation
of ith pair history and an one-hot vector indicating its sector (total of 11 possible
sectors). The embedding layer (blue) retrieves a representation from the embedding
matrix whose elements are trainable, but shared between the Actor and Critic Right:
Actor network. Left: Critic network. Note that in the Critic network the represen-
tation of the state is concatenated with the action ati, which is given by the output
of the Actor network.

In our study, we compare the performance of our DRL models with a baseline
SL model. In what follows, we explain the SL setting.

5.4.3 Decision-making: SL Setting

In our study, we contrast our Deep RL models with a baseline SL model. This
SL model is trained in a multi-class classification setting, and rely on the history-
prediction-actions pipeline to convert the classification predictions into trade actions
ati.

History-prediction-actions pipeline

In the SL setting, the input history is as in the Deep RL setting. Precisely, the
history is represented by the concatenation of pair history and its respective sector.
The output prediction is based on the classification of the next day pair return,
where, as in the DQN architecture, we consider three (3) classes: long, neutral and
short.

The ground truth label is computed by discretising the continuous pair return.
During the discretisation the width of the three bins is such that the number of
samples for each class is equal. Each bin represent the short, neutral and long labels.
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In order to convert the three class predictions into actions, after the model is
optimised, we use the trading rules used in many studies:

1. If the prediction class is long then ati = +100% (buy the pair)

2. If the prediction class is neutral then ati = 0% (do not invest in the pair)

3. If the prediction class is neutral then ati = −100% (short the pair)

Note that in the Deep RL setting the agent has to learn the action ati, including
its sign, which represents the trade type. In contrast, in the SL setting the allocation
is given by a trading rule based on the classification predictions.

Neural network architecture

Figure 5.4 , depicts the neural network architecture for the pair return classification.
Its output is the probability P of each class (long, neutral or short), where the top
softmax layer (purple) ensures that the probability of all classes sums to one. The
embedding layer (blue) retrieves a representation from the embedding matrix whose
elements are trainable.

Figure 5.4: Baseline SL architecture. Depiction of the neural network architec-
ture employed to train a baseline SL model for the pair return classification. The
input is as in the Deep RL setting, and is given by the ith pair history and an one-hot
vector indicating its sector (total of 11 possible sectors). The output is the proba-
bility P of each class (long, neutral or short), where the top softmax layer (purple)
ensures that the probability of all classes sums to one. The embedding layer (blue)
retrieves a representation from the embedding matrix whose elements are trainable.
We observe that in the SL setting we have to rely on a trading rule to convert
predictions to trade positions (as described in Section 5.4.3)

In the next section we discuss the risk management component of our ISIP frame-
work.
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5.4.4 Portfolio Risk Management

Here we describe the Portfolio Risk management component (dark green) of our
framework (ISIP) depicted in Figure 5.1. This component is only used at execution
time, when the allocations are adjusted to keep the volatility of the portfolio at the
level pre-set by the investor’s σtarget.

At execution time, i.e. after all models were optimised, the current optimal allo-
cation ati is computed independently for each pair i = 1, · · · , Np. Below we explain
how these actions are obtained:

1. DRL setting: In the discrete actions case, the optimal action is chosen by tak-
ing the action that maximises DQN network output (as depicted in Figure 5.2).
Therefore, it has three possible values: ati = +100% (long), or ati = 0% (neu-
tral) or ati = −100% (short). For the continuous actions case, we completely
disregard the critic network in Figure 5.3, and the optimal action is given by
the output of the actor network, where we have ati ∈ [−100%,+100%].

2. SL setting: In this baseline SL model the actions are given by the trading
rules described in Section 5.4.3. The trading rules depend on the output of the
neural network in Figure 5.4. After applying the trading rules the allocation
can assume three possible values: ati = +100% (long), or ati = 0% (neutral) or
ati = −100% (short).

By using the procedure above, we obtain the vector of current (optimal) pair
allocations at = (at1, · · · , atNp). However, for any investment strategy the portfolio
risk has to be computed in terms of the stock allocations, and defined by the vector
wt = (wt1, · · · , wtN ). Below, we explain this procedure.

Obtaining stock allocations. The pair return Rti is computed in terms of the
predicted allocation ati as in the reward formula Equation (5.10):

Rti = ati ·
(
Rts1 − βiR

t
s2

)
=
(
ati
)
Rts1 −

(
atiβi

)
Rts2 , (5.14)

where βi is the pair cointegration coefficient, and Rts1 and Rts2 are returns of the pair
constituent stocks s1 and s2, respectively. According to this equation, ai percentage
of wealth is allocated to stock s1, while (aiβi) is allocated to stock s2. Each pair will
contribute with one long and one short position. By repeating this procedure for all
Np pairs the stock allocation wti is the sum of all contributions to stock i.

Once the vector of optimal stock allocations wt is obtained, we apply a normal-
isation to ensure that the stock portfolio is self-financing. This type of portfolio is
also used in [62, 58] and in the pair trading context in [71].

We observe that, as described in Section 2.2.2, in the self-financing portfolio, also
called zero-investment, the sum of allocations is zero and no net-investment is need
to enter these portfolios.
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Normalisation of the stock allocations. After the portfolio allocations wti are
obtained, we apply the following normalisation:

wti =


wti∑N

i=1w
t
i · 1 (wti ≥ 0)

, for wti ≥ 0, i.e. (positive) long weights ;

wti∑N
i=1 |wti · 1 (wti < 0) |

, for wti < 0, i.e. (negative) short weights
(5.15)

The denominator in the equation above computes the normalisation factor of the
long and short positions independently. This implies the following summations

N∑
i=1

wti · 1
(
wti ≥ 0

)
= 1 all weights of long positions sum to one

N∑
i=1

wti · 1
(
wti < 0

)
= −1 all weights of short positions sum to minus one

N∑
i=1

wti = 0 sum of all weights is zero

(5.16)

Here, we have the number of long positions N t
l =

∑N
i=1 1

(
wti ≥ 0

)
plus the number

short positions N t
s =

∑N
i=1 1

(
wti < 0

)
is equal to the total number of stocks in the

portfolio N = N t
l +N t

s. Note that the number of long and short positions, i.e. which
stocks go long or short and the weights, varies over time (here, daily) and entirely
depends on each pair allocation ati, given by the Deep RL models or the baseline SL
model.

Position sizing

Once a self-financing portfolio is obtained using the normalisation described above
we use the same position sizing mechanism employed in Chapter 4, and described in
details in Section 2.2.3

This mechanism uses the volatility targeting method proposed in [96, 34]. By
using the proposed mechanism we scale down the portfolio at times of high volatility
(high risk) and leverage at times of low volatility. Effectively, the portfolio is always
targeting a constant level of ex-ante volatility σtarget, where for evaluation purposes
we set this target to 10% per year.

5.4.5 Walk-through Example

In what follows, we provide a simple example for the steps of our framework. For
illustration purposes, we consider an investor interest in N = 5 stocks in the Tech-
nology sector and that the pairs screening component finds the following Np = 3

pairs:

1. Adobe Systems (ADBE) x Autodesk (ADSK)
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2. Autodesk (ADSK) x Intuit (INTU)

3. Citrix Systems (CTXS) x Oracle (ORCL)

At day t, we also consider the following situation:

1. The decision-making component (Deep RL) predicts the pair allocations/weights
at = (0.80, 0.40,−0.90)

2. The pair’s cointegration coefficients are β = (1.10, 0.82, 1.0)

3. The investor is a risk-taker, meaning she is comfortable with a volatility level
of σtarget = 15% per year

First, we convert the pair weights (at3, a
t
2, a

t
3) to stock weights (wt3, w

t
2, w

t
3). Thus,

the pairs above contribute the following stock weights/allocations:

1. (long) +0.80 ADBE and (short) -(0.80 · 1.10) = -0.88 ADSK

2. (long) +0.40 ADSK and (short) -(0.40 · 0.82) = -0.41 INTU

3. (short) -0.90 CTXS and (long) -(-0.90 · 1.0) = +0.90 ORCL

The net weights of each stock may then be given by wt = (0.80,−0.88 + 0.40 =

−0.48,−0.41,−0.90,+0.90), for the stocks ADBE, ADSK, INTU, CTXS and ORCL,
respectively. Thus, we have a total of N = 5 stocks with N t

l = 2 long positions
(ADBE and ORCL) and N t

s = 3 short positions (ADSK, INTU and CTXS). Note
that we have only 5 stocks, rather than two per pair (or 6 stocks), because the first
and second pairs share the same ADSK stock. Also, because we went short on the
last pair, i.e. at3 < 0, we go short on the first stock s1 = CTXS and long on the
second stock s2 = ORCL.

Once the net weights were obtained, we normalised the long and short positions
independently. Using Equation (5.15), we have the normalisation factors (equation
denominator): (0.80 + 0.90) = 1.70 (for the long positions) and (|−0.48|+ |−0.41|+
| − 0.90|) = 1.79 (for the short positions). Thus, the normalised portfolio weights
may then be denoted by wt = (0.47,−0.27,−0.23,−0.50, 0.53), where we divided all
short positions by 1.79 and the long ones by 1.70. As denoted in Equation (5.16),
we observe that the sum of all stock weights is zero (i.e. zero net investment) and
the long and short positions sum to one (in absolute value).

Now we apply position sizing to adjust the risk to a level the investor is comfort-
able with (σtarget = 15% per year). This is done using the risk tolerance component of
our system. We collect a past history of portfolio performance, i.e. by computing the
past (portfolio) returns using the same allocation wt = (0.47,−0.27,−0.23,−0.50, 0.53)

and stock returns T days preceding the current day t. Here, we suppose that
this computation leads to an ex ante portfolio volatility σ̂t = 1.25% per day or
1.25% ·

√
252 = 19.92% per year. Thus, implementing the portfolio as it is would
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exceed the σtarget of 15% per year, set by the investor. In order to conform with ac-
ceptable levels of volatility, we reduce the portfolio allocation using Equation (2.18),
and the volatility-scaled weights may then be w′t = (σtarget = 15%/19.92%) · wt =

(0.753) · (0.47,−0.27,−0.23,−0.50, 0.53) = (0.35,−0.20,−0.17,−0.38, 0.40).
The whole process described in this section can be summarised in the following

composed mapping:

from the predicted pairs weights at = (0.80, 0.40,−0.90) 7→ predicted stock
weights wt = (0.80,−0.48,−0.41,−0.90,+0.90) 7→ volatility-scaled port-
folio weights w′t = (0.35,−0.20,−0.17,−0.38, 0.40),

where each stock weights corresponds to stocks ADBE, ADSK, INTU, CTXS and
ORCL.

Importantly, note that the weights normalisation and position sizing processes
kept the same nature as the predicted allocation. This holds true with respect to
which stocks we should bet against (short) and in favour (long), as well as to its
relative proportion. To make it clear, the model was more pessimistic about ADSK
(wt2=-0.48) than INTU (wt3=-0.41). In other words, for each 100 pound sold of INTU
we sell 117 pounds of ADSK (in proportion wt2/wt3 = −0.48/−0.41 = 1.17). Indeed,
after sizing the portfolio allocations, the level of pessimism initially reflected in the
model allocation remained the same since w′t2/w′

t
3 = −0.20/− 0.17 = 1.17, and the

same applies to all allocations within the long and short positions.

5.5 Experimental results and discussions

5.5.1 Training setup

In our experiments, to guard against overfitting, we completely separated data from
2016 to 2017 for the test set. Unless otherwise noted, results are reported on this
“unseen” (test) set. The remaining data (2007 to 2015) is further split into training
and validation sets, with 15% for validation and 85% for training. The daily port-
folio volatility is estimated using a sliding window of 252 days and this estimation
employed to adjust the size of each position, as described in Section 5.4.4. The net-
work weights of the Deep RL networks are updated in order to maximise the episode
reward and for the SL network, as is usually the case, to minimise the cross-entropy
loss. We use mini-batch SGD [27] with Adam [105] optimiser to update the weights
of all networks.

Each of the two Deep RL networks and the SL network were trained indepen-
dently and the network hyperparameters tuned using grid search – the best hyper-
parameters and its respective search space are reported in Appendix D.1.

Below, we provide additional hyperparameters related to the Deep RL training.
These hyperparameters were not tuned, but set to typical values suggested in the
literature.
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Actions Exploration In order to increase exploration, it is common to add noise
to the action selection process of Deep RL algorithms during training. For the DQN
we applied an ε-greedy policy [131], meaning that with ε = 10% a random (discrete)
action was selected, rather than the action that maximised the Q value. For the
DDPG the noise was added directly to the actor policy [115]. We selected an action
at = µ(s|θµ) + N , where N was a sample from an Ornstein-Uhlenbeck process [187]
with θ = 0.15 and σ = 0.20. This process is mean-reverting and generates actions
that are temporarily correlated. Similar to the control systems experiments [115],
here we use the same process for action exploration, because it avoids large changes
to the portfolio weights.

Replay buffer warm-up In line with previous work [131, 115], before the net-
work weights were updated we populated the replay buffer with 50,000 experiences
(one per step) taken from random actions, and also set the the total buffer size to
1,000,000. Both values were set following [131]. We observe that during training, new
experiences were added to the buffer and network weights updated from a batch of
experiences, which were replayed from the buffer. Once buffer capacity was reached,
the oldest experiences were dropped in a First In First Out (FIFO) process.

Target network update frequency. As mentioned in Section 5.3.1, we make use
of target networks with no trainable weights to stabilise training. For the DQN we
used a hard weight update at a 10,000 steps frequency, when the trainable network
weights were copied to the target network [131]. The DDPG uses soft updates, where
the target network weights are updated at each step, as denoted in Equation (5.8).
We set the update parameter as τ = 0.001, as suggested in [115].

Discount factor (γ) As above, for all experiments, we set the discount factor to
the typical value of γ = 0.99.

5.5.2 State space features

As denoted in Equation (5.13), at a given time t, the agent observes the pair history
hti and its respective sector, represented by the sector one-hot vector Ii. To this end,
we represent the pair history in terms of the regression residuals εti. As defined in
Section 5.4.1, this residual series measures the divergence between stocks of a given
pair. Thus, when the prices diverge in the short-term they are expected to converge
in the long-term.

Moreover, we also add features in order to measure the speed of the divergence,
as measured by the difference between residuals in time using periods of 1 day, 1
month (∼ 20 trading days) and one year (∼ 252 trading days). That is, the history
of pair i at time t is represented by matrix

hti =
[
xjt−T+1, · · · , x

j
t

]ᵀ
∈ RT×4, (5.17)
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where the input feature vector xti is denoted by

xti =
[
εti , ε

t
i − εt−1i , εti − εt−20i , εti − εt−252i

]
(5.18)

Features normalisation. The four features above are standardised (z-score) inde-
pendently over time, i.e. x ← x−µ

σ . In order to avoid any training data leakage, we
use the same protocol employed to calculate the β coefficients in Section 5.4.1. That
is, compute the standardisation parameters µ (mean) and σ (standard deviation)
using only data from the training set, which are used to transform, i.e. standardise,
both training and validation and test data. Thus, effectively, the test data remains
“unseen” for the parameters computation.

5.5.3 Evaluation – Models and baselines

We compare the performance of the portfolios based on Deep RL models with two
baselines: BAH portfolio and SL model. The process used to obtain the vector of
stock allocations wt from the vector of pair allocations at is detailed in Section 5.4.4.
Below, we describe the two Deep RL modes (DQN policy and DDPG policy), and,
subsequently, the two baselines:

• DDPG policy: A long and short portfolio based on the DDPG algorithm. It
uses the neural network architecture depicted in Figure 5.3. All details on the
decision making process are described in Section 5.4.2

• DQN policy: A long and short portfolio based on the DQN algorithm. It
uses the neural network architecture depicted in Figure 5.2. All details on the
decision making process are described in Section 5.4.2 .

• SL: Different from the DRL models above, this baseline long and short portfolio
relies on a history-prediction-actions pipeline. It uses the neural network archi-
tecture depicted in Figure 5.4. All details on the SL decision making process
are described in Section 5.4.3.

• BAH: A long only portfolio that allocates the same amount of wealth among
all stocks. Details on this baseline portfolio are described in Section 2.2.2.



5.5. Experimental results and discussions 133

5.5.4 Evaluation – Portfolio analysis and Metrics

After training, we evaluate all portfolios using the following metrics (as defined in
Table 5.2): Sharpe ratio, MAR ratio (both risk-adjusted metrics), CAGR, Mean,
Std, Min, MDD.

Metric Formula Explanation

% Mean µ(S) = 1
N

∑N
t=1 rt

Average of the (percentage) return sam-
ples S = {r1, r2, · · · , rN} (one sample
per day)

% SD σ(S) =

√∑N
i=1(rt−µ)2
N−1

Standard deviation of N (percentage)
daily return samples. This metric is also
called volatility.

% Min MIN(S)
Worst (or minimum) daily (percentage)
return, where S = {r1, r2, · · · , rN}.

CAGR (
∏N
t=1(1+rt))

(252/N)−1

Compound Annual Growth Rate
(CAGR) converts the performance to
yearly.

MDD
− min
τ∈(0;N)

( min
t′∈(0;τ)

R(t′,τ)), where

R(t′,τ) is the compounded return

between t′ and τ

Maximum Drawdown (MDD) is a way
to quantify risk, and is defined as the
worst loss among successive declines
from peaks to troughs.

Sharpe
ratio† [163]

[
µ(S)−rf
σ(S)

]
·
√

252

Risk-adjusted performance metric. The
denominator measures risk and the nu-
merator return (profitability). We dis-
count the return by the risk free rf to
account for the opportunity cost of not
holding a risk free government bond.

MAR
ratio

CAGR
MDD

Managed Account Reports (MAR) ra-
tio is a risk-adjusted performance met-
ric, as in the Sharpe ratio above. How-
ever, the risk part (denominator) is as-
sessed based on the Maximum Draw-
down (MDD) (defined above). The nu-
merator quantifies the profitability.

Table 5.2: Evaluation metrics definition. N is the umber of samples. † we use
the US 1-month T-Bill return (debt) for the risk free rate rf , as indicated in the
Fama-French data library.

5.5.5 Global Portfolio Results

Before we report our results, we expect the long and short portfolios to perform better
than the BAH portfolio, since in the long and short portfolios the allocations are
actively managed, they change over time, as opposed to the passive BAH portfolio,
which equally buys all stocks.

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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In addition, in the long and short portfolios the short positions can hedge against
periods when the market is going down. Thus, the volatility of the long and short
portfolios is expected to be lower compared to the BAH (long only) portfolio. This
allows more exposure to the market (for the same level of target volatility) and
potentially more gains.

We also expect the Deep RL models (DDPG and DQN), to perform better than
the SL model. This is because we optimise Deep RL models based on the future
discounted reward and the learning process is based on a direct mapping from history
to actions; while the SL model uses a pipeline and are optimised based only on the
“immediate” pair return.

Finally, because in the DDPG model the actions (pair weights) are continuous,
it offers more flexibility than the DQN, with discrete Buy (100%), Hold (0%) or Sell
(-100%) actions. In fact, if the DQN actions are optimal, the DDPG model can learn
the same “full” (100%) allocation of the DQN model. Thus, having more flexibility,
we expect a superior performance from the DDPG compared to the DQN.

Table 5.3 shows the experimental results for a portfolio withNs = 205 constituent
stocks, which was built considering the whole universe of Np = 233 stock pairs. The
first column shows the models for the following portfolios (top-bottom): 3 long and
short portfolios, where the first two are based on Deep RL (DDPG policy and DQN
policy) and the last on Supervised Learning (SL), followed by the (long only) BAH
portfolio. The BAH portfolio has the same constituent stocks as the other portfolios.

Based on experimental results we have the following findings:

• The volatility (or standard deviation – SD) of all portfolios is very close to the
target volatility σtarget = 10% annual. Precisely, 10.163% ± 0.23% annually
or 0.640% ± 0.015% daily. Note that this volatility is the realised volatility
during the test period. Since we adjusted the volatility (ex-ante) to target
10%, this result indicates that our position sizing component is effective in
limiting the risk to its target, an investor-led level of risk, which was set to
10% for evaluation purposes. We can see that on average we underestimated
the volatility, i.e. the portfolio has more exposure to than it should, since
the realised portfolio volatility of 10.163% is on average larger than the target.
However, we missed the 10% target by a very small margin of 0.163% (annual).
Finally, because all models have a similarly realised volatility, we can directly
compare the results across all absolute return metrics, namely CAGR, Mean,
Min and Max, and DD.

• In general, we can see that the pair trading strategy, which the long and short
portfolios are based on, is profitable. More specifically, the best model (Deep
RL with continuous actions/allocations) has an annual (compounded) return
of 29.016% being almost double the BAH portfolio return (15.599%). Similar
results hold for the Sharpe ratio (2.599 against 1.528), which is the most widely
used metric to measure risk-adjusted returns.
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• The Deep RL models (DDPG policy and DQN policy) perform better than
the SL on all metrics. In fact, the Sharpe ratio of the SL model is slightly
better than the BAH portfolio (1.644 against 1.528). These results mean that,
adjusted for risk, the SL portfolio, which actively manages a portfolio of long
and short positions, has a performance on par with a naive BAH strategy which
passively buys and holds all stocks.

• Even though the DDPG policy has the best absolute performance and the
risk-adjusted Sharpe ratio, its MAR ratio is slightly worse than the SL (1.874
against 1.898). This is because the DDPG policy MDD (i.e. maximum con-
secutive loss from a peak to a trough) of -15.484% is the largest among the
long and short portfolios and approx. 50% higher than the SL model. In other
words, the best CAGR of the DDPG model cannot compensate for the draw-
down risk. Note that if the same risk is assessed in terms of volatility, as in
the Sharpe ratio, the DDPG still stands as the best model.

• The period under evaluation is marked by optimism. This can be seen in the
BAH portfolio performance of 15.599% per year (CAGR). The S&P500 index,
which is also a proxy of overall market performance, raised approx. 14.72%
(CAGR) per year (not reported in the table), with gains similar to the BAH
index. To put the gains into context, over the period from 2016 to early 2018
the market was driven by the U.S. campaign and election of Donald Trump,
and its positive impact on tax cuts and pro-business policies.

Portfolio Sharpe MAR CAGR Mean SD Min MDDratio ratio

DDPG policy 2.599 1.874 29.016 0.104 0.633 -2.405 -15.484
DQN policy 2.328 3.431 26.647 0.096 0.657 -2.507 -7.767
SL† 1.644 1.898 17.797 0.067 0.651 -3.028 -9.375
BAH†† 1.528 0.867 15.599 0.060 0.620 -4.315 -18.003

Table 5.3: Portfolio evaluation.

Overall, our results are in line with previous studies [204, 71, 50] where experi-
mental results also indicate that the pair trading strategy generates consistency in
profits.

Maximum Drawdown (MDD) – Additional Analysis

Before we analyse the drawdown results, it is worth understanding the different risk
aspects measured by the Sharpe and MAR ratios. The Sharpe ratio is a risk-adjusted
metric that contrasts the mean return of an investment strategy with its volatility.
Although the Sharpe ratio is the most widely-used metric for portfolio performance
evaluation, it does not capture all risks involved in an investment. This is because an
investment strategy with very low volatility can present long periods of consecutive
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losses. This type of risk is precisely measured by the MAR ratio metric, which
adjusts the yearly gain (CAGR) by the Maximum Drawdown (MDD).

In order to have a better picture of a portfolio’s losing streak, it is common to
make use of its Equity curve, which represents the cumulative gains for a given initial
investment.

Figure 5.5a shows the Equity curve for $1 invested in each of the long and short
portfolios (DDPG policy, DQN policy and SL), along with the BAH (long only)
portfolio. For each portfolio, the down triangle represents the starting point of the
maximum drawdown (MDD), and the up triangle marks the period to recover to the
previous peakThe triangles can be tracked using the dashed lines.

The MDD of the DDPG policy portfolio starts around Feb-2017, reaches a low in
Jul-2017, and only recovers to its peak in Dec-2018 (precisely, 216 days ∼ 11 months
to recover to its peak in 23-Jan-2017). Also, the MDD period of the DDPG policy is
larger than the SL, which only takes 49 days to recover from the peak 25-Apr-2017,
and also larger than the DDPG policy, which takes 47 days to recover.

We can see that the BAH portfolio has the most abrupt drawdown (∼ 18%),
which has not recovered from its peak during the evaluation period and also stands
as the worst portfolio in terms of the drawdown profile.

Figure 5.5b shows the complete drawdown (DD) history, where, to avoid clut-
tering, we only show the DD of the Deep RL portfolios. In this figure, each time a
new high (peak) in the Equity curve is attained the DD value remains zero, and the
DD from peak equity is computed w.r.t the most recent peak (as above, the dashed
lines mark the MDD period). The DD time series reveals one important behaviour.
We can see that the drawdowns have the opposite behaviours over some intervals.
To make it clear, during the two months from Aug-2106 to Sept-2016 the DD of the
DQN policy (portfolio) reached 4% DD, and this could be potentially offset by the
positive performance of the DDPG policy during the same period. (Note that the
DDPG values are zero, which means new highs). Similar DD behaviour can be also
found from Jan-2018 onwards. Overall, this compensation is pronounced during the
MDD period, apart from Sept-2017 to Dec-2017; even though the MDD of the DQN
policy occurred within the MDD interval of the DDPG policy.

Because the DD are not in sync we could potentially ameliorate the DD profile
of the DDPG policy, by combining both portfolios into an ensemble of portfolios. In
fact, the correlation between the DDPG policy and DQN policy portfolios is 0.33,
which goes in favour of a new ensemble model based on both predictions.

Null Portfolio – Random (uninformed) Policy

In this section, we analyse whether the performance of the long and short portfolios
can be attributed to chance. In other words, does a completely uninformed policy
lead to the same level of performance? To this end, we generated the Null portfolio,
where the pair actions ati were randomly sampled from the [−100%,+100%] interval
for each day of the test period. Importantly, once the pair allocations is obtained, we
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(a) Equity Curve (b) Drawdown (DD)

Figure 5.5: Equity curve and Drawdown. Left: The portfolio cumulative com-
pounded return for one dollar ($1) invested in each of the models under analysis.
The dashed lines shows the period of maximum drawdown (MDD). Right: Draw-
down (DD) series of Deep RL models (i.e. DDPG policy and DQN policy). This
series is built in the following way: Each time a new high of cumulative gains is
attained, according to the equity curve on the left side, the DD value is zero. All
losses are in percentage points and computed w.r.t the most recent peak.

applied exactly the same steps of the Risk Management component described in . In
other words, the Null portfolio has the same number of constituent stocks Ns = 205

as the long and short portfolios, and passes through the same weight normalisation
(self-financing portfolio) and volatility targeting steps. Here, we use the Sharpe-ratio
metric for comparison purposes, a choice grounded in its wide use for risk-adjusted
portfolio evaluation.

Figure 5.6 shows the Sharpe ratio distribution (in blue) of 10,000 samples (i.e. tri-
als) of the Null portfolio, which takes decisions (weights) randomly. The dotted line
(blue) represents a Kernel-Density estimation (KDE) using Gaussian kernels, where
we use the “rule of thumb” (Scott’s rule) [162] to compute the estimator bandwidth.
This Gaussian estimation is employed to calculate the 95% and 99% Confidence In-
tervals (CI) (vertical green dotted lines) of the Null (portfolio) hypothesis. More
precisely, the integral over the intervals [−1.24, 1.24] and [−1.63, 1.63] sums to 0.95
and 0.99, respectively. The vertical dashed lines (red, orange, and blue) mark the
Sharpe ratio results of the long and short portfolios, with values DDPG policy =
2.599, DQN policy = 2.328, SL = 1.644.

The Sharpe ratio of all long and short portfolios is greater than 1.63, and sta-
tistically significant (p < 0.01). Thus, we reject the null hypothesis that the long
and short portfolios are uninformed or generated by a random policy. However, the
result for the SL model endorses our previous findings. In other words, compared to
the (Null) portfolio, with random weights, the Sharpe ratio of SL model is relatively
low. On the other hand, the Deep RL models are more robust, i.e. have a lower
probability of being attributed to chance.
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Figure 5.6: Shape ratio distribution – Random policy. The histogram of
10,000 allocations sampled from a uniform distribution in the [−1.0, 1.0] interval.
The dashed line is fitted using a Gaussian Kernel Density Estimation (KDE). For a
given policy, the Sharpe ratio must be higher than 1.24 (1.63), orange (red) vertical
line, in order to accept the statistical hypothesis that the policy is not random with
95% (99%) confidence.

Performance attribution analysis

In the last section, we saw that the performance of the long short portfolios under
evaluation was significant, in the sense that the risk-adjusted Sharpe ratio has a very
low probability of being attributed to chance. Here, we address another common
question that emerges in portfolio evaluation, whether the portfolio performance can
be attributed to common risk factors.

In a performance attribution study, the return of the investment strategy under
analysis is regressed on the return of widely-known factors. Thus, the regression
intercept α measures the portfolio return after controlling for risk factors, and the
regression coefficient β measures exposure to the factors. In other words, if α is not
statistically significant, the portfolio is of little value in terms of its active investment.
This happens because the same portfolio return can be attained by having passive
exposure to the factors.

We use the FF3 factor specification to contrast the performance of our portfolios
against factors that are widely known to earn profits. These factors are explained
in detail in Section 2.2.4. The first factor captures excess market return, i.e. the
market return (RM ) minus the risk-free return rate (Rf ), where the market return
proxies as the value weighted return on all stocks on all NYSE, AMEX and NASDAQ
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stocks.10 The return of the remaining two factors are computed using long and short
portfolios, where, as in our study, the net investment is zero.

The High Minus Low (HML) factor, captures the returns of value investing.
The portfolio is formed by buying undervalued stocks and selling-short overvalued
stocks. Here, “value” is measure by the book-to-market ratio, which is calculated by
dividing the company’s accounting book value by the market capitalisation value. In
other words, a stock with a low book-to-market ratio compared to other stocks has
a market capitalisation that is not justified by its (accounting) book value, and as
such, is overvalued. Similarly, a stock with high ratio compared to its peer’s has the
potential to appreciate based on the level of its book value.

Finally, the third Small minus Big (SMB) factor captures the returns of size
investing, where stocks with a small market capitalisation are bought and and big
capitalisation stocks are sold short.

Table 5.4 summarises the regression results of the three long and short portfolio
returns (DDPG policy, DQN policy and SL), and of the BAH (long only) portfolio
return on the three Fama-French factors, with p-values in parenthesis. The portfo-
lios are ordered (descending) by α. As described above, the regression coefficients
measure the exposure (or sensitivity) of each portfolio to the following factors:

1. Excess Market return (RM − rf ), i.e. the market return discounted by the
return of risk free interest rate

2. Value investing (HML)

3. Small-cap(italisation) investing.

As expected, the alpha (performance) of the (long only) BAH portfolio is not sta-
tistically significant and there is strong R2 = 0.874 indications that portfolio return
variability can be largely explained by the three factor returns. In particular, by its
heavy exposure to the market (βRM−Rf = 0.75). Some exposures to risk, as mea-
sured by β, are statistically significant for the long and short portfolios, specifically,
a higher exposure to value investing compared to the other two factors. However,
after controlling for exposure to risk factors, the alpha (performance) is statistically
significant for all long and short portfolios at the following levels: DDPG policy (p
< 0.001), DQN policy (p < 0.01) and SL (p < 0.05). Moreover, the low R2 value
compared to the (long only) BAH portfolio, provides evidence that the variability in
the long and short portfolio returns cannot be explained by any of the risk factors.

Overall, only a small portion of the excess return of pair trading can be attributed
to their exposure to the three risk factors. More specifically, after controlling for risk
exposure as measured by alpha, the best long and short portfolio (DDPG policy)

10NYSE, AMEX and NASDAQ are the main stock exchanges in the United States. Here, value-
weight means that the weights are proportional to the market capitalisation value of each stock,
which is computed for each stock by multiplying the number of outstanding shares by its price. Note
that this portfolio assesses the risk of buying stocks, and because the portfolio is highly diversified
its returns work as a proxy for stock market behaviour.
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Portfolio α βRM−Rf βSMB βHML R2

DDPG policy 0.0951 0.0722 0.1824 0.5004 0.203(0.000) (0.016) (0.000) (0.000)

DQN policy 0.0865 0.0758 0.0249 0.3128 0.073(0.001) (0.024) (0.624) (0.000)

SL† 0.0579 0.1124 0.1492 0.4318 0.158(0.016) (0.000) (0.002) (0.000)

BAH†† 0.0083 0.7513 0.0275 0.1122 0.874(0.33) (0.000) (0.118) (0.000)

Table 5.4: Portfolio exposure to common risk factors. We regress
the daily return of each portfolio on the return of FF3 factors [62, 63].
All computations are performed using the factors return data in Fama-
French website. We have the regression intercept α (first column) fol-
lowed by 3 regression coefficients β’s and Coefficient of determination R2

in the last column. The regression p-values are in parentheses. Ideally, a
portfolio is expected to have a statistically significant α after controlling
for underlying portfolio risk factors, as measured by β’s. The three risk
factors are: 1) Excess Market risk (RM −Rf , where Rf is the risk free
rate) 2) Small (market capitalisation) minus Big (SMB) and 3) High
(book-to-market ratio) minus Low (HML).

has a daily return of 0.0951% or 26.21% annually. This performance is lower than
the daily raw return of 0.0104% (as reported in Table 5.3) by only 2.2% per year.
This is followed by the DQN policy and the SL with annual gains of 21.798% and
14.591%, respectively.

Compared with previous studies of the pair trading strategy, Gatev et al. [71]
reports annualised profits after controlling for risk exposure of 11% per year, which
are also statistically significant. This result is more in line with our SL portfolio
performance of 14.59% per year. However, a direct comparison of profitability is not
possible since his evaluation period dates back to 2006. Using a more recent eval-
uation period (from 2005 to 2012) Caldeira and Moura [33] reports annual profits
of 16.38%, but for stocks traded in an emerging market (Brazil). Again, this makes
the comparison difficult. Nontheless, as in our study, no correlation was found be-
tween the returns of the pair trading strategy and the the market. In particular, the
study does not analyse the strategy returns in the light of the value (HML) and size
(SML) investment returns.

Although we cannot directly contrast our results with previous studies, as men-
tioned they indicate a performance close to the SL portfolio, and according to our ex-
periments, the performance of the pair trading strategy can be significantly improved
by employing Deep RL techniques, compared to standard Supervised Learning (SL).

http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html#Research
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html#Research
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5.5.6 Sector Portfolio Results

In this section we evaluate the pair trading strategy for a hypothetical investor who
has a preference for a given sector. Here, each sector’s long and short portfolio has
a different number of stocks (as in Table 5.1). For all sectors, we keep the same level
of risk tolerance σtarget = 10% as our global long and short portfolio, which considers
the full universe of Ns = 205 stocks, with results reported in Table 5.3. Moreover,
each sector has net investment zero, i.e. the sum of all allocations among the sector
constituent stocks is zero, i.e. we follow the same procedure used to report our global
long and short portfolio results. Finally, for the analyses across sectors we consider
the weights predicted by our best model, the DDPG policy.

Table 5.5 shows the performance of the sector long and short portfolios along
with the mean return and volatility of the (long-only) sector BAH portfolio (in the
last two columns). Here, to make comparisons easier, we annualised all mean and
SD metrics. Similar to the global portfolio analysis, the BAH portfolio measures
the performance of a strategy that buys the same amount of wealth for the sector
constituent stocks and serves as a proxy for (passive) investment in the sector.11.

Sector Sharpe MAR CAGR Mean SD Min MDD Mean ann. Vol. ann.
ratio ratio BAH BAH

Financial Services 1.68 1.08 19.05 18.05 10.72 -4.26 -17.59 22.47 17.53
Healthcare 1.42 0.77 15.46 14.95 10.53 -3.53 -20.09 11.75 13.53
Industrials 1.29 1.16 13.19 12.91 9.97 -2.25 -11.33 24.14 12.83
Basic Materials 1.25 1.86 13.27 13.02 10.41 -2.43 -7.13 27.26 16.59
Energy 0.96 0.75 9.56 9.65 10.02 -2.83 -12.76 18.58 25.82
Consumer Defensive 0.86 0.85 8.57 8.75 10.21 -2.89 -10.05 9.87 10.74
Technology 0.83 0.43 8.09 8.28 9.95 -4.22 -18.87 30.11 15.45
Real Estate 0.82 0.67 8.25 8.48 10.35 -3.38 -12.27 6.81 14.23
Communication Services 0.71 0.38 7.16 7.48 10.56 -3.26 -18.86 11.96 13.77
Utilities 0.54 0.40 5.35 5.81 10.80 -4.76 -13.50 14.00 13.60
Consumer Cyclical 0.34 0.25 3.06 3.57 10.54 -6.10 -12.17 14.80 13.45

Table 5.5: Portfolio daily return statistics per sector. All results are normalised by adjusting the expected
portfolio volatility to 10%/year.

Based on the BAH portfolio metrics, we can see that our study covers sectors with
different characteristics. On one hand, we have the energy sector (annual volatility of
25.82%), whose stock prices are driven by highly volatile commodity prices. On the
other hand, we have the Consumer Defensive sector with the lowest annual volatility
of all sectors (10.74%). The Consumer Defensive sector includes companies that
manufacture food and personal care products, such as Colgate-Palmolive and Procter
& Gamble. The sector’s low volatility is attributed to the fact that these goods are
essential, which makes the sector less sensitive to the ups and downs of the economy.
We can also see that the sectors have different performances over the period, where
the annual mean return of the top performing sector (Technology at 30.11%) is more
than four times higher than the worst performer (Real state at 6.81%).

11As before, note that passive investment is in contrast with the active management of our long
and short portfolios, where the portfolio weights are learnt using historical data and changes over
time.
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Our long and short portfolio results also present a large variability. In particular,
we can see that the Sharpe ratio ranges from 1.68 (Financial services) to 0.34 (Con-
sumer Cyclical). A natural question that emerges is whether this variability can be
attributed to specific characteristics of each sector. In order to test this hypothesis
we regressed the long and short portfolio metrics on the mean and volatility of the
BAH portfolio. For the regression analysis we considered the following long and
short metrics: The (risk-adjusted) Sharpe ratio and the (absolute) mean return.

Table 5.6 shows the regression results for the four possible relationships. We
can see that the coefficient of determination R2 is very low for all regressions. This
indicates that the variability across sectors of our long and short portfolio cannot
be attributed to the sector performance. Moreover, the sensitivity to each sector
performance, as measured by the bs coefficient, is not statistically different from zero.
This result evidences that our model generalises well across the different regimes
of volatility and return experienced by each sector, i.e. the model performance is
robust to these changes. We credit this high generalisation to our architecture.
To make it clear, we designed an architecture where a single agent (spread-trader)
learns from the experiences of all stock pairs via our multi-pair experience buffer.
When proposing this architecture, our motivation was to encourage generalisation;
we aimed to learn the “real” features that make short-term pair distortions converge
in the long-term, which are common to all sectors. In other words, the fact that
the results are not impacted by the specific characteristics of each sector indicates
that the model effectively learns the real features that lead to profitability, and this
happens regardless of the sector.

Regression of DDPG policy portfolio on BAH portfolio a b R2

Mean ann. (DDPG policy) ∼ a+ b ·Mean ann. (BAH) 6.78 0.19 0.12(0.07) (0.30)

Mean ann. (DDPG policy) ∼ a+ b ·Vol. ann. (BAH) 6.97 0.20 0.04(0.24) (0.57)

Sharpe ratio (DDPG policy) ∼ a+ b ·Mean ann. (BAH) 0.64 0.02 0.14(0.07) (0.26)

Sharpe ratio (DDPG policy) ∼ a+ b ·Vol. ann. (BAH) 0.66 0.02 0.04(0.23) (0.55)

Table 5.6: Best long and short portfolio (DDPG policy) sensitivity to sector
mean return and volatility.

Global versus sector portfolios

As reported in Table 5.5, in what concerns investor’s choices for a particular sector,
we are still confronted with the lacklustre performance of our long and short portfolio
for some sectors. However, we interpret this result as evidence that the pair trading
strategy demands a high level of diversification to achieve a good performance. In
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particular, we showed in Table 5.3 that if all sectors are taken into consideration, as
in the global long and short portfolio, an outstanding performance can be achieved,
with the best portfolio reaching a Sharpe ratio of 2.60; this value being much higher
than the best sector Sharpe ratio of 1.68.

In what follows, we show that the reduction in risk achieved by our long and
short portfolio is substantially higher than the BAH portfolio. Thus, an investor can
largely benefit by allocating to multiple sectors.

In terms of portfolio management, a substantial risk reduction (as measured
by the portfolio volatility) cannot be attained by simply increasing the number of
assets in the portfolio. It is also necessary that these assets do not move in tandem.
More precisely, a portfolio with weights {wi, · · · , wN} has volatility denoted by σp =√
σᵀwΣσw, where Σ is the N ×N correlation matrix of the asset’s returns and σw the

column vector representing each asset contribution to the volatility, i.e. [σw]i = wi ·σi.
Thus, the lower the correlation between the assets the stronger the diversification
effect in terms of reducing the portfolio volatility.

Intuitively, we can interpret the formulation above in the following way: the
less in synchrony the assets move, as measured by the correlation matrix, the less
probable it is that all assets will contribute simultaneously with the same return
sign, and as a consequence, the portfolio volatility is smoothed out.

Figure 5.7 shows the correlation matrix of sector returns12 for both the BAH
strategy (on the right) and our long and short portfolio (on the left). As reported
on the top of the table, the average correlation (µ) of the BAH strategy returns
(0.48± 0.19) is much higher than the correlation of our model returns (0.03± 0.06).
Moreover, not only is the average correlation lower, but the decreases is generally
pairwise. To exemplify, the highest correlation of the BAH strategy is between the
Basic Materials and Industrial sectors13 with a value of 0.84. This same correlation
decreases to 0.0049 for our long and short portfolio and similar behaviour can be
found between other sectors. As mentioned above, this means that the diversification
effect (i.e. the volatility reduction), which can be obtained by combining sectors, is
much higher for our long and short strategy than the BAH strategy.

We showed above that an investor can largely benefit by allocating in more than
one sector. The exact performance metrics will depend on the stocks selected by the
investor. Nevertheless, we provide additional analysis considering our global long
and short portfolio, with performance metrics reported in Table 5.3.

Figure 5.8 shows the evolution of the global long and short portfolio weights over
time, where sectors are ordered by Sharpe ratio. For each day we compute the sector
weight by summing the weights of all constituent stocks and the dashed line of each
sector represents a zero sector weight. Thus, if the graph is above the dashed line

12Note that because this matrix is symmetrical and the diagonal values equal one, we only show
its the lower triangular values.

13This high correlation value is as expected, since both sectors are strongly dependent on economic
activity, which makes their stock returns move in tandem.
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Figure 5.7: Sector return pairwise correlation matrix: Comparison between
our model and BAH. The pairwise correlation matrix of sectorial portfolio returns.
Left: long and short portfolio (DDPG policy). Right: BAH portfolio.

the sector contributes with long positions (buy) and below it with short positions
(sell short).

Note that because the global portfolio is zero investment the sum of all weights
is zero on a given day. Thus, the presence of short positions in one sector helps to
protect the long positions in other sectors, and vice versa. This further corroborates
the positive effect of diversifying to other sectors, as shown in the correlation matrix
depicted in the left of

5.6 Conclusion

In this chapter, we investigate the pair trading strategy [71, 83]. This investment
strategy relies on the idea of long-run equilibrium between a pair of stocks, and can
be described by two independent steps: pair screening and decision-making. The
concept of pair trading is relatively simple. Find two stocks whose prices tend to
move together (the pair screening step). Then, in the decision-making step, if the
stocks diverge from each other, a trading position is opened by selling short the stock
that is overvalued and buying the stock that is undervalued. If history repeats itself,
prices will converge to their long-run equilibrium and the investor profits from the
short-term divergence.

Previous studies in pair trading [71, 50, 24, 51, 69, 31, 114, 33, 95, 99, 59, 199])
make use of a rule-based system in the decision-making step. More precisely, they
use a fixed rule to trigger the pair positions based on the pair history (i.e. on the
divergence from the long-term equilibrium).
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Figure 5.8: Evolution of portfolio weights over time – Sector breakdown.
Plot showing how the weights allocated to each sector of long and short portfolio
varies over time. The dashed line represents a zero allocation, where weight val-
ues above this line represent long positions, and below represent short positions.
The portfolio is self-financing (or zero net investment), i.e. for each day the weights
allocated to all sectors sum to zero.

We are the first to approach the pair trading strategy using model-free RL [173],
where we learn a direct mapping from pair history to actions. Here, the actions
represent the allocation, i.e. the percentage of wealth to invest in a given pair. In
line with the studies mentioned above, we consider discrete actions, i.e. discrete
allocations {long = 100%, neutral = 0%, short = −100%}, but, we also extend to
continuous actions, where the pair allocations is a value between minus and plus one.
In order to cover both discrete and continuous actions, we employ Deep RL, which
approximates the optimal actions using a neural network.

We introduce a novel framework, called Investment Strategy with Investors’ Pref-
erences (ISIP), which integrates the optimal allocations of our Deep RL models with
a risk management component. This framework considers the individual preferences
of each investor in terms of: (1) the level of volatility σtarget that he/she is comfortable
with, i.e. the risk tolerance; and, (2) The N stocks he/she is interested in trading, i.e.
the portfolio constituent stocks. At a high-level, given the preferences as input vari-
ables, our framework outputs the optimal vector of allocations wt = (wt1, · · · , wtN ).
Moreover, the nature of the pair trading strategy implies that these allocations can
be long (positive) or short (negative), but the portfolio is self-financing, i.e. the sum
of all weights is zero.

We employ a large dataset for the evaluation of the pair trading strategy. This
dataset consists of the daily price series of 205 stocks, and covers a broad range of
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11 sectors. We use the cointegration method at the pairs screening step, where this
leads to 233 pairs.

We evaluate the Deep RL portfolios (DQN policy and DDPG policy) against
the Buy and Hold (BAH) and Supervised Learning (SL) baseline portfolios. The
Buy and Hold is straightforward. It is considered a passive investment strategy
that buys all stocks in the portfolio, but allocates equally to all stocks. As in the
Deep RL portfolios, the SL portfolio also has long and short positions and uses
the same LSTM encoder as the Deep RL architectures. In order to convert the
SL predictions into allocations, we use a stardard history-prediction-action pipeline.
First, for each pair, we predict the next day direction [long = [1, 0, 0], neutral =

[0, 1, 0], short = [0, 0, 1]], where we consider the same three classes of the DQN policy.
Then, we apply the widely used allocation rule [long = 100%, neutral = 0%, short =

−100%]. In simple terms, the SL portfolio can be seen as an optimisation based on
the immediate reward, i.e. the next day prediction, where we apply a rule to convert
these predictions into pair allocations. On the other hand, the Deep RL portfolios
are optimised based on future rewards and do not rely on intermediate predictions,
as in the SL portfolio.

In what follows we start by summarising our findings for the global portfolio and
then for the sector portfolios.

The efficacy of our framework in keeping the portfolio volatility at the level
pre-set by the investor can be seen by comparing the (ex-ante) target volatility
with (ex-post) realised portfolio volatity. More specifically, by dynamically adjusting
the allocations to an ex-ante volatility σtarget = 10%, experiments show a portfolio
volatility of 10.163%. That is, we miss the target volatility by a very small margin
of 0.163% per year.

Similar to other studies, we found that the pair trading strategy is profitable and
its profit is uncorrelated with the market movement. Nonetheless, it does exhibit
sensitivity to the following self-financing portfolios: Small (market capitalisation)
minus Big (SMB) and High(book-to-market ratio) minus Low (HML). These sensi-
tivities were also found in previous studies [95, 71]. In addition, both SMB and HML
strategies have returns and a Sharpe ratio inferior to our Deep RL portfolios.

Significantly, we show that an investor can largely benefit from using Deep RL
for pair trading. The Deep RL portfolios perform better than SL and BAH port-
folios for all metrics under analysis. The best performing portfolio (DDPG policy),
whose allocations are optimised using continuous actions, has a relevant absolute
compounded annual return of ∼ 29% and a relevant Sharpe ratio of ∼ 2.60%. In
contrast, the Sharpe ratio of the SL portfolio is slightly better than the BAH port-
folio (1.644 against 1.528). In other words, the SL portfolio, which actively manages
a portfolio of long and short positions, has a performance on par with the BAH
strategy that just passively buys all stocks in the portfolio.

The portfolio that was optimised using continuous actions, namely DQN policy,
has a Sharpe ratio inferior to the portfolio optimised using discrete actions, namely
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DDPG policy. However, because the DDPG policy has a large drawdown, its MAR
ratio (CAGR/Max. Draw down) is worse than the DQN policy. A further investiga-
tion shows that the DDPG policy takes longer to recover from drawdowns compared
to the DQN policy; however, the drawdown of both portfolios happens at different
periods of time. In fact, the correlation between the return of the DDPG portfolio
and the DQN portfolio is relatively low (0.33). This indicates that both the Deep
RL portfolios learn different characteristics of pair history and potentially, a portfolio
that combines both strategies (i.e. a portfolio of portfolios) would benefit from both
the low correlation and most importantly, the fact that the drawdowns are scattered.

In order to investigate whether the performance of our portfolios can be attributed
to chance, we consider a random portfolio, where allocations are taken uniformly from
the [−100%,+100%] interval. Using the same stocks as in the global portfolio, we
compute the confidence interval of the Sharpe ratio of the Random portfolio. Based
on this experiment, we reject the hypothesis that the Sharpe ratio of our portfolios
could be due to chance: DDPG policy (p < 0.001), DQN policy (p < 0.01) and SL
(p < 0.05).

We evaluate the performance of the pair trading strategy across 11 sectors us-
ing the allocations predicted by the DDPG policy. Results show a high degree of
variability in performance. In particular, the Financial Services present the best
performance (Sharpe ratio = 1.68) and the Consumer Cyclical the worst (Sharpe
ratio = 0.34). However, we show that this performance is not correlated with sector
volatility or return.

Based on this result, we argue that the pair trading strategy demands a high
degree of diversification to attain attractive gains. We show that the advantages of
diversification for pair trading are much higher than for the BAH portfolio, since the
average pairwise correlation between the two sectors is very low 0.03± 0.06.

Overall, the advantages of using the pair trading strategy strongly depends on the
stocks the investor is interested in trading and her/his appetite for risk. However, by
using our framework, different scenarios involving different stocks and risk tolerances
can be analysed without having to retrain the Deep RL models.
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Chapter 6

Conclusion

The goal of the research described in this thesis was to push forward the performance
of existing solutions to problems in Risk Management and Quantitative Trading.
The way we approached different problems in the financial industry and the research
questions we addressed are as discussed below.

Widely used econometric models for daily volatility only take into account the
stock price time series. In Chapter 3, we focus on improving daily volatility predic-
tion by using alternative sources of data in the form of news headlines. The method
we used to account for the effects of news and prices is multimodal deep leaning.
We propose a multimodal neural network, the MHAN, to learn from two modalities,
stock price time series (price modality) and news articles (textual modality), to pre-
dict daily stock price volatility. Previous studies used the content of 10-K reports.
These are only released on a yearly basis and focus on predicting quarterly or yearly
volatility. By contrast, our study is the first aiming to predict daily volatility, rather
than quarterly or yearly, using news headlines as opposed to 10-K reports. Impor-
tantly, we designed the MHAN architecture in order to address two main challenges
in modelling news articles, news relevance and novelty. A considerable amount of
news is released on any given day and much of it is distracting. This challenge
was addressed in this thesis by using a component of our MHAN architecture called
News Relevance Attention (NRA). The concept of novelty refers to accounting for the
temporal information of past news, and is addressed using the News Temporal Con-
text component. By using the ablation method, we investigated the importance of
different components of MHAN. Experiments clearly show that the attention mech-
anism of our NRA, which weights different news items based on content, performs
better than previously proposed architectures that simply take the average effect of
all news. We also investigated different methods to represent text, namely sentence
encoders. These include sentence encoders that use pre-trained word embedding and
those transferred from different NLP tasks. These tasks are text categorisations of
financial news (RCV1) and natural language inference (SNLI). Despite the fact that
RCV1 is a financial domain corpus, experiments shows that the sentence encoders
trained on SNLI have superior performance; this result being in line with previous
studies. Therefore, we were able to address our first research question:

Question 1: Can we improve the one-day ahead volatility prediction by
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adding textual data? Mainly, how does it compare to well-established
econometric models that only use stock price data?

Yes. Experiments show that the use of textual data, in particular news headlines,
improves the volatility prediction. Importantly, the daily volatility predictions of our
MHAN model perform better than the prevalent GARCH model. In addition, the
superior performance of MHAN is consistent, where experiments show that MHAN
outperforms GARCH across different sectors of the stock market.

In Chapter 4, we investigate graph neural networks, a method that can inject prior
knowledge into representation learning. We propose the novel Graph Transformer
Network (GTN) which can be generally employed in any problem where the data is
represented in the form of a graph, e.g. citation networks and knowledge bases. In
the context of trading strategies, we propose a market graph where each stock in the
portfolio is represented by a node and the edges represent the presence or absence
of relationship between stocks. By using the GTN and a market graph, we then
investigate the impact of adding a relational bias to the model of the range trading
strategy. To extend the existing studies, we evaluate the range trading strategy in a
setting where the portfolio positions are dynamically adjusted to target a constant
risk level. By using this setting and taking into account the influence of other stocks
via a graph we are able to answer the following research question:

Question 2: In terms of risk-adjusted profitability, is there any advantage
in biasing the range prediction model via a graph?

To address this question we first propose a sectoral graph which uses the prior
that only stocks within the same sector have a relationship. We then contrast models
trained using the sectoral graph with two other graphs: (1) no relationship between
stocks, and (2) all stocks related to each other (fully-connected graph). We use the
Friedman test to rank all models according to the Sharpe ratio, and results show
that the GTN with a sectoral graph achieves the best rank. Finally, by applying
statistical methods for multiple pairwise comparisons, we show that the top results
achieved by the GTN with a sectoral graph are statistically significant (p < 0.04)
compared to all other models, including models with no relation between stocks and
a fully-connected graph.

Another important conclusion of the pairwise comparison method is that the
GTN outperforms the current state-of-the-art Graph Attention Network (GAT) [190]
for the range trading strategy. Overall, experiments for a portfolio with a large
number of stocks corroborate previous findings [127, 193, 77] showing that the range
trading strategy is profitable.

In the stock market the relationship between companies changes over time. An
important feature of our GTN architecture is that this dynamic relationship between
companies can be captured by the GTN, since the attention mechanism depends on
the stock price history. The analysis of the attention weight matrix after training
the range trading strategy allowed us answer to the next research question:
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Question 3: How can the analysis of the attention weight matrix be applied
to provide useful information for the financial services industry?

A detailed analysis of the attention weight matrix contributes to the topic of
model interpretation in machine learning. The analysis demonstrates that the weights
can be formulated as a directed graph, where the influence of stock j on stock i is
different from the influence of stock i on stock j. The attention weights are also used
to quantify the sensitivity of a given stock to its peers. Considering its practical
implication for financial markets, we name this measure the Self-connection Relative
Strength Index. High values of the index suggest that the stock is characterised by a
low level of integration in the graph; therefore, it is less prone to price shocks caused
by the influence of other stocks. The analysis of the index values demonstrates that
stocks from the Real Estate and Financial sectors are prone to systemic risks, where
a default in one company from these sectors can trigger a collapse of the entire sector
or even the economy.

In Chapter 5 we investigate Deep RL in the context of the pair trading strategy.
The pair trading strategy is based on the idea that some stocks have a long-run
equilibrium. The strategy consists of two separate steps: pairs screening and decision
making. The pair screening step identifies two stocks whose prices historically tend
to move together. The decision making step involves entering into a trading position
if the stocks diverge from each other by short selling the overvalued stock and buying
the undervalued stock. The assumption is that history repeats itself and prices will
converge to the long-run equilibrium.

One of the main motivations for using Deep RL is to avoid relying on a history-
prediction-action pipeline to convert predictions into trading actions, which is typical
of the SL setting. To the best of our knowledge, this thesis presents the first results of
approaching the pair trading strategy using RL in general and Deep RL in particular.
We train the Deep RL model to map pair history directly to trading actions. The
actions refer to the portion of wealth to be invested in a given pair. We consider
both discrete actions and continuous actions and evaluate them in the context of the
pair trading strategy.

This thesis proposes flexible Deep RL architectures that are capable of accom-
modating a varying number of stocks with no need to re-train the Deep RL model.
Moreover, we introduce a novel framework ISIP (Investment Strategy with Investors’
Preferences) to integrate the optimal allocations of the Deep RL models with the risk
management component. The framework considers the individual preference of each
investor with regards to the accepted level of volatility (risk tolerance) and the list
of stocks of interest (portfolio constituent stocks). Given the preferences, the ISIP
framework outputs the optimal allocation by normalising all positions, such that the
portfolio is self-financing, i.e. sum of all allocations is equal to zero. By using this
framework, we simulate the performance for a large number of stocks and address
the following research question:
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Question 4: In the specific case of pairs trading, where trades take a long
time to mature, does Reinforcement Learning provide better performance
than Supervised Learning (SL)?

Yes. Experimental results show that both portfolios trained using Deep RL, i.e.
DQN policy and DDPG policy portfolio, perform better than the SL portfolio. In
fact, the Sharpe ratio of the SL portfolio is not relevantly better than the baseline
BAH portfolio, which represents a strategy which buys all stocks in equal proportions.
We attribute the inferior performance of the SL portfolio as due to it being viewed
as optimisation based on the immediate reward only, while the Deep RL portfolios
are optimised taking the future into account. In addition, they do not rely on the
history-prediction-action pipeline approach.

The experimental results confirm the profitability of the pairs trading strategy
and its profit is uncorrelated with market performance. However, the profitability
of the strategy is sensitive to two Fama-French factors, market capitalisation (Small
minus Big) and book-to-market ratio (High minus Low).

6.1 Future Work

In the future, we plan to make use of intraday prices to better evaluate the perfor-
mance of our volatility models. Additionally, we plan to further extend our analysis
to other stock market sectors.

We plan to explore the potential of the proposed GTN architecture for other
datasets and tasks using relational data, such as knowledge base completion and
molecule bonds prediction. Even though our experimental results are robust and
promising, they are limited to the financial domain. The efficacy of GTN in other
tasks needs to be investigated. Furthermore, we expect that using more dynamic
graph structures, such as correlation-based structures, can improve the results com-
pared to the fixed sectoral graph studied in this work. The sensitivity of profitability
to multiple graph structures will be explored in future work.

We plan to investigate the impact of news headlines (textual data) on the prof-
itability of the trading strategies studies in Chapter 4 and Chapter 5

6.2 Limitations

One limitation of our work is the fact that it relies on daily OHLC data. The range
trading strategy risk-adjusted profitability can be enhanced with intraday data. This
is due to two main facts. First, we could trade the range more than once per day,
i.e. for days with persistent swings. Note we do not know how many potentially
recurring, high and low hits we have during the day relying only on OHLC data.
Second, by knowing the order of the trade, i.e. if the high or the low was hit first,
we would be able to accurately adjust the portfolio weights to the desired level
of volatility, without having to rely on any assumptions. Finally, we observe that
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when accounting for both facts mentioned above, the profitability reported in our
experimental results is conservative.
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Appendix A

A.1 Extending the Loughran and McDonald Financial

Sentiment Words List from 10-K Corporate Fillings
using Social Media Texts

A.1.1 Introduction

The sentiment classification of texts is a Natural Language Processing task that
has increasingly attracted the attention of the research community in recent years.
Broadly speaking, we can group sentiment classification into two approaches: those
employing supervised [140, 139, 75, 169] or semi-supervised machine learning meth-
ods [42, 206, 146], and those using unsupervised learning [185].

Lexicon-based sentiment classification is performed by retrieving information
from sentiment word lists or a sentiment lexicon, i.e. a database of words with
positive and negative annotations. The main challenge of this approach is to com-
pile the word list without any time-consuming human intervention. In other words,
the goal is to learn the sentiment words lists rather than compiling them manually.
The techniques developed to build the sentiment word lists can be arranged into
three broad categories: Dictionary-based, Corpus-based and Emoticon-based. The
first method starts with a seed of initial words that contains at least one positive
and one negative word. The seed is then bootstrapped, e.g. using WordNet [130]
synsets [93, 86, 151]. The Corpus-based technique is similar to the Dictionary-based
one; however, it attempts to bootstrap the seed using a domain specific corpus.
This method largely exploits grammatical coherence1 of a given language (see, for
example, the early studies in [87] and posterior advancements in [104]). One of the
main drawbacks of this method is the limited occurrence of linguistic conventions
in a given corpus. Finally, the Emoticon-based methods are grounded on the fact
that emotion icons (Emoticons), such as ;-), :) and :-( have the advantage of
summarising feelings. Therefore, they are useful to automatically assign a sentiment
label to a given text. This method is employed in [76] and in [44].

1Grammatical coherence can be understood as linguistic conventions on connectives such as and,
or and neither nor. To illustrate, from the text “The service is good and staff are friendly” we could
infer that “friendly” and “good” have the same sentiment connotation even without knowing a priori
the sentiment of each word individually.
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A large number of publicly available language resources for sentiment classifica-
tion, e.g. Sentiment140 [76], Bing Liu Sentiment Lexicon [119], MPQA Sentiment
Lexicon [197], Harvard Dictionary (the General Inquirer) [171] and VADER [97],
were built using the three fundamental methods discussed above.

Although these resources are effective for sentiment classification in the general
context of customer reviews, they are of limited use for financial domain corpora,
such as US 10-K/10-Q corporate fillings, conference press releases or social media
content related to stock markets. For instance, as stressed in [121]: “Almost three-
fourths of the words identified as negative by the widely used Harvard Dictionary
are words typically not considered negative in financial contexts.”

This work focuses on building a sentiment lexicon specifically for texts from the
financial domain. Three main contributions are made to the existing literature.
Firstly, we propose a novel sentiment lexicon for words in financial contexts. This
sentiment lexicon was learnt from user posts on the Yahoo Message Board, applying
a supervised learning approach. In this regard, our work is helpful to extend the
manually annotated Loughran and McDonald Financial Sentiment Dictionary [121].
Secondly, the method we propose to build a sentiment lexicon from a text sentiment
classifier can be used as a general method for similar problems, regardless of the
corpus domain. Thirdly, we have made the sentiment annotated dataset used to
build the sentiment lexicon publicly available as an additional language resource.

A.1.2 Financial Domain Dataset

Description and Characteristics

Until Yahoo’s recent acquisition by Verizon, the company provided a financial mes-
sage board service covering a broad range of individual stocks. When discussing
a given stock, users could annotate their posts with one of the following fixed five
sentiment labels: Buy, Strong Buy, Sell, Strong Sell and Neutral.

Aiming to make use of this sentiment annotation, we collected raw HTML con-
tent from each stock message board. Then, we parsed this content extracting tags
that contain relevant information. Finally, we converted the parsed HTML con-
tent into open JSON (JavaScript Object Notation) format. This step converted the
unstructured message board content (HTML) into structured data (JSON).

In total, we collected 4.9GB of Python serialized JSON objects by sending web
requests through 8 parallel processes during two consecutive weeks.2 Messages pub-
lished in 2014 and 2015 were collected for a list of 492 stocks.3 Below, we show
two samples from the JSON dataset for IBM and Exxon Mobil stocks (the field
message_sentiment describes the label):

2We relied on data parallelisation techniques, where each process/thread took care of one stock
independently.

3The list of stocks was compiled based on all constituents of Standard & Poor’s 500 Index
(S&P500) 2017. Subsequently, stocks with no messages were disregarded, reducing the initial uni-
verse of 500 stocks.

http://www3.nd.edu/~mcdonald/Word_Lists.html
https://www.json.org/
https://docs.python.org/3/library/pickle.html
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{ ’ i s_reply ’ : True ,
’ message_sentiment ’ : ’Buy ’ ,
’ message_tit le ’ : ’IBM p r o f i t machine s lows ; l a y o f f s

planned ’ ,
’ timestamp ’ : 1366340436.652} ,

{ ’ i s_reply ’ : False ,
’ message_sentiment ’ : ’ Strong Se l l ’ ,
’ message_tit le ’ : "Bloomberg : Crude Oi l Erases Advance on

OPEC’ s Reduced Demand Forecast " ,
’ timestamp ’ : 1421371595.252} ,

Based on the distribution of POS, NEG and NEUTRAL labels in Table A.1
we see that our data has a strong bias towards messages with a positive tone. We
perceive this bias as a behavioural manifestation of the overconfidence and excessive
optimism investors see in the stock markets in general, as described in [166].

Label Number of Samples Percentage
POS 46,981 63
NEG 20,610 28
NEUTRAL 7,050 9
total 74,641 100

Table A.1: Proposed Sentiment Lexicon dataset: Labels distribution.

A closer look at some random samples reveals a certain degree of noise in the
user annotated labels. For example, the text: “All the cards on the table today! ”
is labelled as POS. However, without the label most annotators would probably
consider the message neutral. We presume that this “labelling mismatch” happens
because some message board users tend to mistaken the message’s true connotation
for their own judgement about the future performance of the company. That being
said, potentially, the user that posted this message was betting the market would go
up and not exactly the fact that, from a linguistic viewpoint, “all cards on the table”
is an utterance with neutral sentiment.

Pre-Processing and Wrangling

Our pre-processing phase started by filtering out all messages with the following
characteristics: duplicate title, without any sentiment annotation and reply mes-
sages. After this phase, we ended up with 74, 641 messages which were dumped
separately to a JSON file for each stock ticker.

We then performed the following additional pre-processing steps:

1. A naive lexical normalisation to convert Out-Of-Vocabulary (OOV) words to
their canonical form. Normalisation treats the following cases: repeated words
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(e.g. convert from “going up up up” to “going up”), repeated symbols (e.g.
convert from “AMAZING!!!!!” to “AMAZING!”). This task was pipelined and
executed before the Part-Of-Speech (POS) tagging task.

2. Spell checking using GNU Aspell. Any words that were still not recognised
were filtered out.

3. We ignored terms that appeared in less than three message titles.

Finally, we aggregated the messages of each stock into three classes. In the POS
(positive) class, we grouped all messages originally labelled as Buy or Strong Buy.
The NEG (negative) class received all Sell and Strong Sell messages. Finally, all
residual messages were assigned to the class NEUTRAL.

A.1.3 Methodology

Document Representation

We used a sparse vector space model to represent each message in our dataset. How-
ever, we expanded each message into a base of Semantic Orientation4 (SO), rather
than the standard “bag of words” model, according to which the message is repre-
sented by the set of words or n-gram occurrences (weighted or not). Our sentiment
classifier is thus trained on what might be called “bag of Semantic Orientation (SO)”.

The motivation to use the “bag of Semantic Orientation (SO)” representation
comes from two facts:

1. The SO keywords are Part-of-Speech (POS) tag patterns that work as good
indicators of explicit opinions. For instance, the tag pattern JJ (adjective)
+ NNS (noun) + <any tag> extracts “economic concerns” from the message
“Stocks tank on global economic concerns”. Since we represent each text of our
corpora in this SO base, we can, at inference time, predict the sentiment of
each SO keyword separately in order to build our sentiment lexicon.

2. The SO tag patterns are handy to disregard messages that do not convey any
connotation in our context of binary sentiment classification, i.e. only POS
or NEG classes. In other words, the SO tag patterns constitute a simple
algorithmic way to filter out texts without explicit polarity.

Semantic Orientation Tag Patterns Extraction

To build the SO base representing each text described above, we extract the same
Part-of-Speech (POS) tag patterns proposed in [185]. Table A.2 replicates these tag
patterns, and the respective TGrep2 [155] expressions we used in our code.

The Part-of-Speech (POS) tagging is performed using the tagger proposed in
[181].

4Semantic Orientation is a measure of subjectivity and opinion of a given text, see the early
works of [138] and a more recent review in [175].
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Tgrep 2 expression POS Tag pattern
(JJ.(NN|NNS)) JJ + NN or NS
(RB.(JJ!.(NN|NNS))) RB + JJ +not NN, not NNS
(RBR.(JJ!.(NN|NNS))) RBR + JJ +not NN, not NNS
(RBS.(JJ!.(NN|NNS))) RBS + JJ +not NN, not NNS
(JJ.(JJ!.(NN|NNS))) JJ + JJ +not NN, not NNS
(NN.(JJ!.(NN|NNS))) NN + JJ +not NN, not NNS
(NS.(JJ!.(NN|NNS))) NS + JJ +not NN, not NNS
(RB.(VB|VBD|VBN|VBG)) RB + VB or VBDor VBN or VBG
(RBR.(VB|VBD|VBN|VBG)) RBR + VB or VBDor VBN or VBG
(RBS.(VB|VBD|VBN|VBG)) RBS + VB or VBDor VBN or VBG

Table A.2: Extracted POS tag patterns using TGrep2 expressions.

Sentiment Lexicon Learning and Compilation

Up to this point, we have not made use of any sentiment annotation of our dataset.
That said, we could learn the polarity of each tag pattern using a totally unsuper-
vised approach. One such approach is the SO-PMI method proposed in [185] and
extensively discussed in [175]. This approach uses search engines hit counts to cal-
culate the Pointwise Mutual Information (PMI) between a given “keyword” and two
fixed strong opinion words, such as “good” and “bad”, which are expected to have
opposite sentiment polarity. The SO-PMI is the difference between the two PMI
measures.5 Sticking to our example, we would expect that the PMI between the
word “bad” and “economic concerns” would be higher than the PMI between the
word “good” and “economic concerns”, which would make the text “Stocks tank on
global economic concerns” more biased to a negative sentiment label than a positive
one. Nonetheless, as pointed out in [174], search engines are living organisms, subject
to a constant updating process, making the SO-PMI measure highly unstable over
time. Additionally, the goal of this study is to learn a domain-specific lexicon, but
typically, search engines do not segregate queries into texts from a specific domain,
(in our case the financial markets domain).

As an alternative to unsupervised learning, we leverage the sentiment annota-
tion of our dataset and train three supervised binary sentiment classifiers: Logistic
Regression, Linear Support Vector Machine and Neural Network. All classifiers are
trained to predict the probability of the positive sentiment label and except for the
Neural Network classifier were implemented using the Scikit-learn library [142]. The
Neural Network uses the Keras library [40] and is trained using an architecture with
one hidden dense layer and one final dense layer with only one neuron.

Below, we provide a detailed explanation of all steps leading from the dataset
messages to our proposed Sentiment Lexicon compilation:

5Note that the measure will be negative if the PMI (“distance”) between a given keyword and
“bad” is higher than the distance between the keyword “good”. In simple terms, negative (positive)
measures are associated with negative (positive) sentiments.
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1. SO Tag Pattern Extraction: After performing the pre-processing steps de-
scribed in Appendix A.1.2, for each message we extracted all possible tag
patterns (terms) described in Table A.2. We assigned the set of all the dif-
ferent tag patterns extracted from our dataset as the vocabulary set V . When
performing this step we ended up with a vocabulary with 1, 185 entries, which
constituted the dimension of our sparse vector space model.

2. Instance Representation: We represented each message in the base of terms V
using three different weight schemes: Term-Frequency (TF), Term Frequency-
Inverse Document Frequency6 (TF-IDF) and One-hot, where the term repre-
sentation is assigned to one if the term appears in the text and zero otherwise.

3. Hyperparameter Selection: We separated 15% of samples for testing. We then
further split 85% of the data into training and validation sets. We used the
grid search method to sweep all possible hyperparameters of the search space.
We chose the model that had the best performance in the validation set, using
10-fold cross-validation. Table A.3 describes the hyperparameters space for
each classifier. In total this step outputs 9 models, i.e. 3 (classifiers) times 3
text representations per classifier.

4. Sentiment Lexicon Compilation: At this stage, our models can be used to
classify the binary sentiment of any text. However, in order to compile a
sentiment lexicon as a handy language resource, we performed the following
tasks:

• First, at inference time, we predicted the POS label probability {pi}1,185i=1

for all entries in our vocabulary V using the One-hot models. Technically,
this step was implemented by passing though our classifiers 1, 185 vectors.
Each of these vectors have zero elements for all dimensions expect for the
ith dimension corresponding to the lexicon Vi, which has entry one.

• Second, we introduced a cut-off probability for the decision boundary.
The cut-off probability decides if a given term should be grouped in the
positive or negative word list. Thus, all terms Vi with probability pi

greater (less) than 0.60 (0.40) are classified as positive (negative). The
remaining terms are filtered out (0.40 ≤ pi ≤ 0.60).

Our proposed “bag of Sentiment Orientations” representation addresses two main
challenges. First, it filters out factual texts (neutral opinions). Second, it is our pro-
posed solution to build a sentiment lexicon straight from a binary sentiment classifier.
We have made the positive and negative word lists (sentiment lexicon) available as a
language resource, which can be found in the files stocksenti-word-list-pos and
stocksenti-word-list-neg for the positive and negative sentiments, respectively.

6The standard IDF weight scheme is employed in our work. This weight will lower the total TF
weight of any term Vi ∈ V that appears frequently in all instances of the dataset. For example, a
term that appears in all instances (documents) will have a final TF-IDF weight equal to zero.
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Classifier Hyperparameters
Logistic Regression regularization_type = {l1, l2} ,

C_regularization = {0.10, 1, 10, 100}
Linear SVM C_regularization = {0.10, 1, 10, 100}
Neural Network hidden_layer_n_neurons = {64, 128}

Table A.3: Hyperparameters space.

A.1.4 Results

Table A.4 shows the Sentiment classifiers test set accuracy for the 15% of samples
that were removed.

We can see the best classifier uses a Neural Network. In addition, the One-Hot
representation outperforms all other representations, namely TF and TF-IDF. Based
on this result, we choose the Neural Network model with One-hot representation to
compile the Sentiment Lexicon.

Classifier TF TF-IDF One-Hot
Logistic Regression 82.9 83.7 82.4
Linear SVM 82.8 83.0 82.7
Neural Network 91.3 90.8 91.4

Table A.4: Test set accuracy for different classifiers (rows) and instance representa-
tions (columns).

To evaluate our learnt sentiment lexicon, here named StockSenti, we used two
different strategies. To begin with, we assessed how far our word lists were able
to capture the sentiment of terms commonly used in financial parlance, taking into
account formal and informal language variations. In addition, we evaluated the
effectiveness of our sentiment lexicon as a potential tool to extend the manually
compiled Loughran and McDonald Financial Sentiment Dictionary [121], which was
built using exclusively corporate disclosures.

We provide many examples where our Sentiment Lexicon is able to learn terms
related to positive and negative polarity for stock market texts. To exemplify, the
term next resistance and strong support have high positive probability (0.82). In
contrast, next support is highly negative (with probability equal to 0.21). Further-
more, the keywords short squeeze, short covering and too cheap are positive, whereas
shorting opportunity, great short, too high, high price and buy puts are negative.7

Interestingly, our dictionary is able to capture some relationships between the
economic environment and stock markets. For instance, cheap oil is classified as
positive, in agreement with the average negative correlation between inflation and
stock prices. Even phrases like bad weather (0.2 probability) that are less obvious

7The reader not familiar with the words “long”, “short”, “support”, “resistance”, “covering” and
“put”/“call” derivatives instruments is encourage to consult introductory capital markets books to
gain specific domain knowledge.

http://www3.nd.edu/~mcdonald/Word_Lists.html
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to grasp8 were correctly classified. In particular, all the examples cited above are
misclassified by all publicly available dictionaries built using general corpora (Sen-
timent140 [76], Bing Liu Sentiment Lexicon [119], MPQA Sentiment Lexicon [197],
Harvard Dictionary (the General Inquirer) [171] and VADER [97]).

Regarding the effectiveness in extending the Loughran and McDonald Financial
Sentiment Dictionary [121], in Table A.5 we group a few examples of words that are
not present in this financial domain dictionary, and thus, are potential candidates to
extend the same.

Positive Negative
solid quarter, extremely
undervalued, green
day, buyback program,
strong cash, outper-
form recommendation,
solid company, major
upgrade, legislative
inaction

strong sell-off, insider
trading, unprofitable
allocation, expensive
debt, litigious fraud,
profitless resources

Table A.5: Proposed sentiment lexicon: Examples.

A.1.5 Conclusion

This work makes a novel text corpora and sentiment lexicon for financial text min-
ing available to the research community. Indisputably, both language resources are
valuable to the studies of corporate disclosures, e.g. corporate press releases, annual
reports and so forth.

The sentiment classifier built on top of the sentiment labelled Yahoo Message
Board service covers a broad range of stocks and is effective in classifying the sen-
timent of terms common to the stock markets parlance. We extensively assessed
different classifiers and text representations and the best combination of text repre-
sentation weights and classifier model achieves 91.4% accuracy in the test set.

Additionally, we propose a method to build a sentiment lexicon from a sentiment
classifier by representing each dataset instance (message) in a base of terms with
high polarity, what we named “bag of Semantic Orientation”.

We assessed the potential of our learnt sentiment lexicon to be used to extend
manually annotated sentiment lexicons (crafted using 10-K or 10-Q financial docu-
ments). Not only is our sentiment lexicon effective in extending financial sentiment
dictionaries, but it is also able to capture the sentiment of terms from the formal
and informal language of the financial stock markets.

8A closer look at the dataset reveals that the bad weather phrase was extracted from oil compa-
nies. In this case, the negative hint is a consequence of damages caused by hurricane seasons.

http://www3.nd.edu/~mcdonald/Word_Lists.html
http://www3.nd.edu/~mcdonald/Word_Lists.html
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B.1 MHAN hyperparameters

Table B.1 reports the best hyperparameter (first column) found using grid search,
where the search space is reported in the second column. Each table split refers to
a block of the full MHAN architecture proposed in Section 3.4.6.

B.2 TL Training setting and results

Both tasks are trained for a maximum of 50 epochs using mini-batch SGD with Adam
optimiser [105]. Moreover, at the end of each epoch, we evaluate the validation
metrics, which are accuracy (Stanfor SNLI dataset) and F1 (RCV1 dataset), and
save the weights with the best values. Aiming to seeped up training, we implement
early stopping with patience set to 8 epochs. That is, if the validation scores do
not improve for more than 10 epochs we halt the training. Finally, we use Glove
pre-trained word embedding [143] as fixed features.

Table B.2 compares our test scores with previous works. We match the results
reported for the SNLI task. Regarding RCV1 dataset, we observe that our models are
trained using headlines only, while the refereed works use both headline and message
body. The reason for training headlines only is that both tasks are learnt with the
sole purpose of transferring the sentence encoders to our target volatility prediction
task, whose textual mode is restricted to headlines. Thus, the RCV1 results are not
directly comparable.

B.3 Additional Analysis – Tests of significance

In this section, we present additional analysis on the significance between the different
mean values reported in Tables 3.4 to 3.6. Note all mean values reported in these
tables were computed for the a with n = 50 stocks under analysis, which constitutes
the sample size.

To this end, we test the following Null Hypothesis (H0): The mean reported for
our best model (i.e. + News (BiLSTM Att) + NRA)) is equal to the mean
reported for any other model. That is,
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H0 : µbest model = µanother model (population means are equal)

Ha : µbest model > µanother model (alternative: difference is significant)

More specifically, we use the Aspin-Welch t-test1 that compares two indepen-
dent population means with unknown and potentially unequal population standard
deviations. This test is based on the t-statistic:

t =
x̄best model − x̄another model√

s2best model
n +

s2another model
n

,

where the numerator is the difference between two sample means and s denotes
sample standard deviation.

Table B.3 shows the experimental results of the hypothesis test for all ablations
in Table 3.4. At the 1% level of significance, there is sufficient evidence to conclude
that our full-fledged model (top row in bold), which use News (as an additional data
source) and our proposed NRA component, has superior performance as compared
to other models. That is, we reject the null hypothesis that the reported results are
equal (p < 0.01). However, after controlling for these features (i.e. News + NRA),
at 1% level of significance, there is no evidence to support additional improvements
when the sentence encoder that uses an Attention mechanism (Att), as reported in
the top row in bold, is replaced with a more straightforward Max Pooling (MP) (last
row).

In other words, this result corroborates the fact that the main improvements in
volatility prediction come from the use of additional source of data (i.e. News) and
from being able to “distill” the most relevant news released released on a given day
(NRA component).

Table B.4 extends the test of significance to comparisons involving the increase of
stock embedding dimensionality, as previously reported in Table 3.5. At the 1% level
of significance, there is enough evidence to reject the hypothesis that the reported
results are all equal (p < 0.01) and accept the alternative hypothesis that the our
full-fledged model with stock embedding dimension optimised using hyperparameter
tuning (top row in bold) performs better than models with different stock embedding
dimensions.

Importantly, as reported in the first row (dE = 0), we degrade the performance
of our global model by completely removing the stock embedding. Thus, if the stock
embedding dimension is properly tuned using hyperparameter search, the increase
in the global model dimensionality by using a stock embedding is compensated by
the difference in performance (p < 0.01).

Table B.5 extends the test of significance to comparisons involving our full-fledged
model with GARCH and using different proxies of daily volatility, as previously

1In terms of implementation, we use the STAC platform described in [154]

http://tec.citius.usc.es/stac/
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reported in Table 3.6. At the 1% level of significance, there is enough evidence to
reject the hypothesis that the reported results are all equal (p < 0.01) and accept
the alternative hypothesis that the reported R2, MSE and MAE of our full-fledged
model (top row in bold) are better than the widely-known GARCH model (first row),
as well as, our model using only price as data source (second row).
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2. News Encoder

Best Hyperparameter Search Space

dS = 512 {256, 512, 1024, 2048}

3. Daily News Relevance Attention (NRA)

Best Hyperparameter Search Space

WR = 1024× 512
{512, 1024, 2048}vR = 1024

bR = 1024

4. News Temporal Attention (NTA)

Best Hyperparameter Search Space

dMN = 512 {256, 512, 1024, 2048}
WT = 1024× 512

{512, 1024, 2048}vT = 1024
bT = 1024

5. Price Encoder

Best Hyperparameter Search Space

dMP = 128 {32, 64, 128, 512}

7. Stock Encoder

Best Hyperparameter Search Space

dE = 16 {8, 16, 32, 64}

9. Joint Representation Encoder

Best Hyperparameter Search Space

dJR = 1024 {512, 1024, 2048}

Table B.1: MHAN – best hyperparameters and respective search space.
Hyperparameters for each block of the full MHAN described in Section 3.4.6: 2.
News Encoder dS is the number of units of the BiLSTM that outputs an encoded
sentence S and operates on top of Glove word embedding with dimension equal to
300; 3. Daily News Relevance Attention (NRA) hyperparameters of Equa-
tion (3.20) and also depicted in Figure 3.6. The attention is employed to learn the
most relevant news released on a given day and outputs a single Daily News (DN)
vector (green component in Figure 3.7); 4. News Temporal Attention (NTA) is
an attention mechanism similar to above, but designed to capture news novelty. The
NTA output is a single Market News (MN) vector (purple component in Figure 3.7);
5. Price Encoder dMP is the number of units of the LSTM that outputs a single
Market Price (MP ) vector (see purple component in Figure 3.7); 7. Stock Encoder
dE is the number of units of the FC layer that outputs a single Stock Embedding (E)
vector; 9. Joint Representation Encoder dJR is the number of units of the FC
layer that receives a concatenation of the MN , MP and E vectors, with respective
dimensions 512, 128 and 16.
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Dataset Sentence Encoder Score
SN

LI
LSTM original paper ([29]) 0.806
BiLSTM Mean Pooling ([120]) 0.833
BiLSTM Att with multiple views and factored fusion layer ([116]) 0.844
BiLSTM MP with sentence embedding size 4096 ([41]) 0.845
Our BiLSTM Att with sentence embedding size 2048 0.838
Our BiLSTM MP with sentence embedding size 2048 0.841

R
C
V
1

k-NN† ([111]) 0.765
Best Support Vector Machine (SVM)† ([111]) 0.816
bow-CNN† ([102]) 0.840
Our BiLSTM Att with sentence embedding size 2048 (headlines only) 0.809
Our BiLSTM MP with sentence embedding size 2048 (headlines only) 0.811

Table B.2: TL auxiliary tasks – Comparison with previous works. Test scores are accuracy (SNLI
dataset) and F1 (RCV1 dataset). BiLSTM Att and BiLSTM MP are the attention and max-polling
sentence encoders detailed in Section 3.3.1 and Section 3.3.1, respectively. All training is performed with
the goal of transferring the sentence encoders to the target volatility task. † indicates model trained with
both headlines and body content and using the original 103 classes of the RCV1 dataset, rather than our
models that are trained using headlines only and a total of 55 classes (see Section 3.4.2 for a complete
description).

Comparison with best model: MSE MAE
+ News (BiLSTM Att) + NRA H0 t-stat p-value H0 t-stat p-value

- News (price only unimodal) rejected 10.43 0.000 rejected 17.69 0.000
+ News (BiLSTM Att) - NRA rejected 7.91 0.000 rejected 13.25 0.000
+ News (BiLSTM MP) - NRA rejected 7.64 0.000 rejected 14.75 0.000
+ News (TL Reuters RCV1 BiLSTM MP) + NRA rejected 6.87 0.000 rejected 11.70 0.000
+ News (TL Reuters RCV1 BiLSTM Att) + NRA rejected 4.90 0.000 rejected 14.13 0.000
+ News (W-L Att) + NRA rejected 4.59 0.000 rejected 7.68 0.000
+ News (TL SNLI BiLSTM Att) + NRA rejected 4.22 0.000 rejected 6.99 0.000
+ News (TL SNLI BiLSTM MP) + NRA rejected 3.56 0.000 rejected 6.22 0.000
+ News (BiLSTM MP) + NRA not rejected 0.26 0.793 not rejected 1.99 0.047

Table B.3: Test of significance for ablations – Two population means with unknown standard deviations.
All models under analysis are described in details in Section 3.5.2 and the statistical tests refer to the ablations
reported in Table 3.4. In addition, for all models the mean MSE and MAE were computed considering our universe of
stocks and, as a consequence, have all the same sample size of n = 50 stocks. Null hypothesis (H0): The population
mean of our best model (top in bold) is equal to the population mean reported for another model. We conclude that
the difference between the means (both for MSE and MAE) are significant (p < 0.01) for all models expect for the
model reported in the last row. This result corroborates the advantages of using News (as an additional data source)
and the NRA component (unique to our proposed neural network architecture). We also conclude that, at 1% level of
significance, there is no clear advantage in replacing a sentence encoder that uses attention (Att), as reported in the
first row in bold, with a more straightforward Max Pooling (MP), as reported in the last row.

Comparison with our full-fledged model using MSE MAE
optimal stock embedding dimension† (dE = 16) H0 t-stat p-value H0 t-stat p-value

no stock embedding†† (dE = 0) rejected 3.62 0.000 rejected 7.34 0.000
moderate increase in stock embedding dimension (dE = 32) rejected 2.62 0.000 rejected 2.85 0.000
extreme increase in stock embedding dimension (dE = 1024) rejected 5.70 0.000 rejected 19.22 0.000

Table B.4: Test of significance for changes in embedding dimensionality – Two population means with
unknown standard deviations. All models under analysis are described in details in Section 3.5.2 and the statistical
tests refer to the impact of increasing the stock embedding dimension reported in Table 3.5. In addition, for all models
the mean MSE and MAE were computed considering our universe of stocks and, therefore, have all the same sample size
of n = 50 stocks. Null hypothesis (H0): The population mean of our best model (top in bold) is equal to the population
mean reported for another model. At the 1% level of confidence, there is enough evidence to conclude that the differences
in mean performance (for both MSE and MAE) between the model reported in the top row in bold and another model
(remaining rows) are significant. † indicates the optimal stock embedding dimension (dE = 16) is obtained by performing
hyperparameter search on the validation set. †† indicates that we completely remove from our full-fledged model any
increase in dimensionality attributed to the stock embedding.
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Comparison with Vol R2 MSE MAE
Our Model: Price + News H0 t-stat p-value H0 t-stat p-value H0 t-stat p-value

GARCH σ̂GK reject 4.14 0.000 reject 25.25 0.000 reject 19.70 0.000
σ̂PK reject 3.32 0.000 reject 17.77 0.000 reject 11.44 0.000

Our Model: Price (Unimodal) σ̂GK reject 3.39 0.000 reject 10.35 0.000 reject 17.96 0.000
σ̂PK reject 2.65 0.007 reject 11.21 0.000 reject 18.22 0.000

Table B.5: Test of significance for GARCH – Two population means with unknown standard deviations.
The three models under analysis are described in details in Section 3.5.2 and the statistical tests refer to the results
reported in Table 3.6. Null hypothesis (H0): The population mean of our best model (top in bold) is equal to the
population mean reported for GARCH or a model that does not take news into account, namely Price (unimodal).
The results show that the difference in the mean performance is statistically significant (p < 0.01). This being true
for all three metrics (i.e. R2, MSE and MAE) and also taking into account different proxies for daily volatility, i.e.
Garman-Klass (σ̂GK) and Parkinson (σ̂PK).



169

Appendix C

Appendix C

C.1 Multi-task Graph Neural Network hyperparameters

Table C.1 reports the best hyperparameter (first column) found using grid search,
where the search space is reported in the second column. Each table split refers
to the hyperparameters of a block of the full Multi-task Graph Neural Network in
Figure 4.5. More specifically, we have the following blocks: Sequence Encoder
(light green), Graph Transformer Network (GTN) (purple) and Task-specific
layers (yellow).

C.2 Return statistics for all stocks

Table C.2 reports experimental results of return statistics for all stocks of our uni-
verse.

Table C.2: Strategy daily return statistics.

Stocks Sectors
Sharpe MAR

CAGR Mean Std Min
Max.

Acc.
Pct

Ratio Ratio DD Trades

ALB Basic Materials 0.010 0.016 -0.374 0.000 0.654 -2.940 -23.154 51.740 85.686
APD Basic Materials 2.247 3.168 20.196 0.093 0.654 -3.073 -6.376 59.360 80.716
ECL Basic Materials 0.579 0.426 3.817 0.024 0.654 -2.432 -8.955 51.744 68.390
EMN Basic Materials 2.963 2.705 30.574 0.122 0.654 -1.532 -11.301 56.306 88.270
FCX Basic Materials -0.080 0.069 -1.264 -0.003 0.654 -4.197 -18.279 56.317 92.843
FMC Basic Materials 0.485 0.398 4.039 0.020 0.654 -5.744 -10.154 54.628 88.072
IFF Basic Materials 0.883 0.488 7.582 0.036 0.654 -3.039 -15.544 54.460 84.692
MAS Basic Materials 0.042 0.005 -0.088 0.002 0.654 -3.587 -17.855 50.682 87.475
MLM Basic Materials 0.162 0.038 1.012 0.007 0.654 -2.461 -26.830 52.477 88.270
MOS Basic Materials -1.114 0.496 -10.317 -0.046 0.654 -3.008 -20.799 48.451 89.861
NEM Basic Materials -0.200 0.168 -2.273 -0.008 0.654 -3.068 -13.498 54.751 87.873
NUE Basic Materials -0.301 0.120 -3.194 -0.012 0.654 -2.879 -26.673 50.112 88.469
PPG Basic Materials 0.825 0.794 6.559 0.034 0.654 -4.036 -8.264 54.774 79.125
PX Basic Materials 0.750 0.491 5.707 0.031 0.654 -2.717 -11.615 52.468 76.541
SHW Basic Materials 0.236 0.094 1.597 0.010 0.654 -3.321 -17.042 50.120 82.903
VMC Basic Materials -0.404 0.166 -4.089 -0.017 0.654 -2.894 -24.578 51.467 88.072
WY Basic Materials -1.688 0.449 -14.194 -0.070 0.654 -3.518 -31.634 48.122 84.692
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Stocks Sectors
Sharpe MAR

CAGR Mean Std Min
Max.

Acc.
Pct

Ratio Ratio DD Trades

ANDV Energy 0.250 0.202 1.841 0.010 0.654 -4.645 -9.120 50.112 88.867
APA Energy 0.651 0.428 5.662 0.027 0.654 -2.553 -13.221 52.809 88.469
APC Energy 0.980 1.134 9.191 0.040 0.654 -2.965 -8.101 55.338 91.252
COG Energy -0.115 0.076 -1.572 -0.005 0.654 -3.113 -20.584 50.980 91.252
COP Energy 0.026 0.018 -0.231 0.001 0.654 -3.094 -12.876 50.816 85.288
CVX Energy 2.019 1.112 16.493 0.083 0.654 -2.820 -14.834 56.383 74.751
DVN Energy 0.725 0.766 6.645 0.030 0.654 -3.079 -8.679 52.268 92.048
EOG Energy 1.402 1.224 12.830 0.058 0.654 -2.393 -10.483 54.965 86.083
EQT Energy -0.058 0.086 -1.022 -0.002 0.654 -3.102 -11.863 53.982 89.861
HAL Energy 1.578 1.493 14.144 0.065 0.654 -2.454 -9.474 53.810 83.499
HES Energy 0.063 0.010 0.110 0.003 0.654 -2.555 -10.892 48.485 91.849
HFC Energy -0.021 0.060 -0.695 -0.001 0.654 -4.130 -11.582 51.627 91.650
HP Energy 0.904 0.494 8.277 0.037 0.654 -3.122 -16.759 54.425 89.861
MRO Energy -0.114 0.162 -1.593 -0.005 0.654 -3.215 -9.814 50.641 93.042
NBL Energy 0.621 0.309 5.428 0.026 0.654 -2.422 -17.555 50.000 89.463
NFX Energy 0.209 0.056 1.533 0.009 0.654 -2.420 -27.301 51.812 93.241
NOV Energy -0.040 0.075 -0.833 -0.002 0.654 -2.848 -11.126 51.131 87.873
OKE Energy 0.612 0.439 5.062 0.025 0.654 -3.794 -11.539 53.162 84.891
OXY Energy 0.883 0.657 7.219 0.036 0.654 -2.818 -10.988 51.970 80.716
PXD Energy 1.310 0.910 12.017 0.054 0.654 -2.676 -13.207 52.403 86.879
SLB Energy 2.518 1.408 23.901 0.104 0.654 -2.719 -16.979 57.482 83.698
VLO Energy 1.249 1.413 11.350 0.051 0.654 -3.244 -8.031 54.713 86.481
WMB Energy -0.654 0.323 -6.181 -0.027 0.654 -6.442 -19.166 48.513 86.879
XOM Energy 3.044 2.382 23.671 0.125 0.654 -2.995 -9.939 55.814 68.390
ADP Industrials 0.049 0.002 -0.036 0.002 0.654 -7.660 -22.314 50.732 81.511
AME Industrials 1.277 0.925 11.655 0.053 0.654 -3.487 -12.600 57.569 86.680
AOS Industrials 2.278 3.659 22.798 0.094 0.654 -3.135 -6.230 57.047 88.867
ARNC Industrials -1.026 0.404 -9.834 -0.042 0.654 -5.018 -24.336 50.538 92.445
AVY Industrials 1.647 2.294 15.327 0.068 0.654 -2.192 -6.682 53.580 86.083
BA Industrials 1.619 1.787 15.824 0.067 0.654 -3.254 -8.857 55.507 90.258
CAT Industrials 1.191 1.210 11.394 0.049 0.654 -2.749 -9.417 53.595 91.252

CHRW Industrials 2.353 1.274 23.128 0.097 0.654 -2.526 -18.159 55.936 87.078
CMI Industrials 1.189 1.382 11.140 0.049 0.654 -3.848 -8.058 55.778 89.463
CSX Industrials 0.340 0.119 2.783 0.014 0.654 -2.544 -23.464 49.458 91.650
CTAS Industrials 0.686 0.458 5.596 0.028 0.654 -4.111 -12.214 54.087 82.704
DE Industrials 0.723 0.544 6.104 0.030 0.654 -6.346 -11.217 53.972 85.089
DOV Industrials 0.700 0.505 6.192 0.029 0.654 -2.728 -12.263 53.229 89.264
EFX Industrials 0.279 0.161 2.070 0.012 0.654 -8.028 -12.887 54.566 87.078
EMR Industrials -0.384 0.220 -3.884 -0.016 0.654 -3.912 -17.695 49.773 87.475
ETN Industrials 1.771 0.775 17.023 0.073 0.654 -3.475 -21.953 54.402 88.072
EXPD Industrials 3.949 4.135 41.871 0.163 0.654 -3.707 -10.125 67.126 86.481
FAST Industrials 0.840 0.430 7.573 0.035 0.654 -4.135 -17.613 54.343 89.264
FDX Industrials 0.078 0.008 0.235 0.003 0.654 -2.577 -28.732 52.727 87.475
FISV Industrials 1.655 0.916 15.060 0.068 0.654 -2.271 -16.436 55.189 84.294
FLS Industrials -0.178 0.084 -2.140 -0.007 0.654 -4.732 -25.399 52.412 90.656
GD Industrials 0.685 0.324 5.778 0.028 0.654 -3.894 -17.851 50.233 85.487
GE Industrials -0.000 0.017 -0.422 -0.000 0.654 -4.612 -24.545 54.220 77.734
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GWW Industrials -0.077 0.053 -1.194 -0.003 0.654 -5.139 -22.395 53.659 89.662
HON Industrials 1.946 1.046 15.565 0.080 0.654 -2.419 -14.881 54.054 73.559
IR Industrials 0.150 0.049 0.909 0.006 0.654 -2.918 -18.399 50.112 88.469
IRM Industrials -0.336 0.159 -3.561 -0.014 0.654 -3.246 -22.423 52.539 90.060
ITW Industrials 0.309 0.097 2.161 0.013 0.654 -2.803 -22.227 51.861 80.119
JBHT Industrials 1.127 0.750 10.720 0.046 0.654 -2.019 -14.299 54.902 91.252
JCI Industrials 0.676 0.403 5.918 0.028 0.654 -2.754 -14.684 51.794 88.668
JEC Industrials 1.386 1.311 13.380 0.057 0.654 -2.385 -10.203 55.702 90.656
KSU Industrials 1.909 1.244 19.324 0.079 0.654 -3.024 -15.532 54.664 91.650
LLL Industrials 1.318 0.926 12.274 0.054 0.654 -3.962 -13.256 54.402 88.072
LMT Industrials 0.637 0.475 4.849 0.026 0.654 -2.802 -10.199 51.276 77.932
LUV Industrials 1.189 1.442 11.349 0.049 0.654 -2.538 -7.870 57.642 91.054
MMM Industrials 0.528 0.225 3.695 0.022 0.654 -2.485 -16.424 50.407 73.360
NOC Industrials 0.274 0.146 1.876 0.011 0.654 -3.183 -12.826 49.877 80.517
NSC Industrials -0.052 0.050 -0.964 -0.002 0.654 -3.459 -19.391 52.212 89.861
PAYX Industrials 0.923 0.862 7.922 0.038 0.654 -2.832 -9.193 53.066 84.294
PCAR Industrials 1.097 0.648 10.077 0.045 0.654 -4.021 -15.541 54.831 88.469
PH Industrials 0.345 0.110 2.647 0.014 0.654 -2.963 -24.096 51.620 85.885
PNR Industrials 0.572 0.325 4.882 0.024 0.654 -2.224 -15.024 55.631 88.270
PWR Industrials 0.276 0.221 2.125 0.011 0.654 -3.609 -9.632 51.982 90.258
ROK Industrials 1.050 0.474 9.440 0.043 0.654 -3.087 -19.933 53.653 87.078
ROP Industrials 1.199 0.816 10.775 0.049 0.654 -2.776 -13.198 53.935 85.885
RSG Industrials -0.317 0.212 -2.769 -0.013 0.654 -2.376 -13.063 50.407 73.360
RTN Industrials -0.296 0.221 -2.860 -0.012 0.654 -3.280 -12.964 49.505 80.318
SNA Industrials 0.266 0.147 2.006 0.011 0.654 -3.677 -13.685 51.448 89.264
SRCL Industrials 0.533 0.225 4.561 0.022 0.654 -3.777 -20.237 53.007 89.264
SWK Industrials 1.404 0.845 12.439 0.058 0.654 -2.889 -14.721 54.286 83.499
TXT Industrials 1.392 0.830 13.198 0.057 0.654 -3.349 -15.893 55.134 89.066
UNP Industrials 1.538 1.432 14.909 0.063 0.654 -3.661 -10.411 52.980 90.060
UPS Industrials -0.415 0.121 -3.754 -0.017 0.654 -2.787 -31.053 50.378 78.926
URI Industrials -0.045 0.039 -0.958 -0.002 0.654 -3.204 -24.536 52.588 96.024
UTX Industrials 0.702 0.353 5.412 0.029 0.654 -3.466 -15.316 55.725 78.131
WM Industrials 0.239 0.120 1.368 0.010 0.654 -3.319 -11.391 52.557 69.980

AMZN Consumer Cyclical -1.678 0.473 -14.333 -0.069 0.654 -3.662 -30.313 47.344 86.083
AZO Consumer Cyclical -0.390 0.218 -4.059 -0.016 0.654 -2.339 -18.601 49.780 90.258
BBY Consumer Cyclical -0.271 0.130 -3.017 -0.011 0.654 -3.171 -23.225 49.673 91.252
BKNG Consumer Cyclical 0.806 0.626 6.823 0.033 0.654 -3.370 -10.897 54.245 84.294
BLL Consumer Cyclical 0.983 0.587 8.366 0.041 0.654 -3.504 -14.256 56.459 83.101
BWA Consumer Cyclical 0.218 0.130 1.523 0.009 0.654 -2.749 -11.700 52.045 87.475
CCL Consumer Cyclical 0.102 0.029 0.432 0.004 0.654 -2.567 -14.707 48.798 82.704
CPRT Consumer Cyclical 3.038 1.947 31.556 0.125 0.654 -3.897 -16.209 60.449 88.469
DHI Consumer Cyclical 2.355 3.635 24.266 0.097 0.654 -2.055 -6.675 56.018 90.855
DIS Consumer Cyclical 0.957 0.300 7.841 0.039 0.654 -3.701 -26.129 52.723 80.318
DRI Consumer Cyclical 0.546 0.230 4.566 0.022 0.654 -3.262 -19.889 54.338 87.078
EBAY Consumer Cyclical 0.474 0.378 3.937 0.020 0.654 -2.047 -10.423 53.950 88.072

F Consumer Cyclical 0.696 0.548 5.965 0.029 0.654 -2.996 -10.888 53.211 86.680
FL Consumer Cyclical 0.626 0.622 5.590 0.026 0.654 -2.664 -8.991 55.120 91.252
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FOX Consumer Cyclical -0.236 0.128 -2.658 -0.010 0.654 -4.408 -20.781 51.435 90.060
FOXA Consumer Cyclical 0.059 0.004 0.061 0.002 0.654 -4.618 -16.156 55.835 86.879
GPC Consumer Cyclical -0.478 0.219 -4.657 -0.020 0.654 -2.087 -21.231 49.771 86.680
GPS Consumer Cyclical -0.728 0.275 -7.290 -0.030 0.654 -3.339 -26.525 51.064 93.439
GT Consumer Cyclical 2.381 4.149 24.265 0.098 0.654 -2.654 -5.848 58.628 89.861
HAS Consumer Cyclical 0.383 0.175 2.986 0.016 0.654 -3.375 -17.113 51.860 85.487
HD Consumer Cyclical -0.126 0.103 -1.532 -0.005 0.654 -3.799 -14.810 50.238 83.499
HOG Consumer Cyclical 0.926 0.795 8.406 0.038 0.654 -8.448 -10.574 55.357 89.066
HRB Consumer Cyclical -1.093 0.303 -10.014 -0.045 0.654 -3.004 -33.092 48.430 88.668
IP Consumer Cyclical 0.386 0.328 3.072 0.016 0.654 -4.052 -9.380 54.897 87.276
IPG Consumer Cyclical 1.158 1.051 10.797 0.048 0.654 -3.287 -10.273 52.784 89.264
JWN Consumer Cyclical -0.784 0.260 -7.714 -0.032 0.654 -3.967 -29.726 49.247 92.445
KMX Consumer Cyclical -0.071 0.059 -1.142 -0.003 0.654 -3.836 -19.451 53.097 89.861
KSS Consumer Cyclical 0.120 0.027 0.646 0.005 0.654 -2.710 -24.280 52.193 90.656
LB Consumer Cyclical -0.407 0.303 -4.302 -0.017 0.654 -2.731 -14.193 51.293 92.247
LEG Consumer Cyclical 0.007 0.023 -0.395 0.000 0.654 -2.976 -17.485 51.515 85.288
LEN Consumer Cyclical 1.252 2.078 11.875 0.052 0.654 -2.184 -5.714 54.525 90.060
LOW Consumer Cyclical -0.342 0.220 -3.500 -0.014 0.654 -3.247 -15.940 53.196 87.078
M Consumer Cyclical 0.408 0.222 3.507 0.017 0.654 -3.059 -15.805 51.599 93.241

MAR Consumer Cyclical 0.316 0.240 2.405 0.013 0.654 -3.381 -10.020 54.358 86.680
MAT Consumer Cyclical -1.067 0.300 -9.986 -0.044 0.654 -4.785 -33.249 49.231 90.457
MCD Consumer Cyclical -0.044 0.052 -0.732 -0.002 0.654 -3.680 -14.063 53.639 73.757
MGM Consumer Cyclical 1.361 1.146 12.989 0.056 0.654 -2.619 -11.335 53.982 89.861
MHK Consumer Cyclical 2.768 2.821 28.621 0.114 0.654 -3.837 -10.147 58.575 89.264
NKE Consumer Cyclical -0.024 0.058 -0.703 -0.001 0.654 -2.781 -12.220 49.889 89.662
OMC Consumer Cyclical 1.655 1.465 14.985 0.068 0.654 -2.757 -10.228 54.739 83.897
ORLY Consumer Cyclical 0.798 0.744 6.978 0.033 0.654 -5.236 -9.383 56.393 87.078
PHM Consumer Cyclical 1.668 2.233 16.468 0.069 0.654 -2.354 -7.376 53.173 90.855
PKG Consumer Cyclical 0.483 0.379 4.034 0.020 0.654 -2.994 -10.636 55.631 88.270
PVH Consumer Cyclical 1.673 0.670 16.794 0.069 0.654 -3.300 -25.054 58.405 92.247
RCL Consumer Cyclical -0.282 0.181 -3.143 -0.012 0.654 -4.181 -17.412 52.268 92.048
RL Consumer Cyclical 0.550 0.234 4.831 0.023 0.654 -5.380 -20.661 54.031 91.252

ROST Consumer Cyclical 1.395 1.111 13.137 0.058 0.654 -2.846 -11.821 54.607 88.469
SBUX Consumer Cyclical -0.576 0.342 -5.352 -0.024 0.654 -4.462 -15.632 50.000 84.294
SEE Consumer Cyclical 0.657 0.631 5.672 0.027 0.654 -4.207 -8.986 54.525 87.873
TIF Consumer Cyclical 1.049 0.717 9.817 0.043 0.654 -2.154 -13.690 53.187 90.457
TJX Consumer Cyclical 0.237 0.101 1.715 0.010 0.654 -2.963 -16.964 51.802 88.270
TSCO Consumer Cyclical 0.449 0.186 3.796 0.019 0.654 -3.223 -20.455 54.185 90.258
VFC Consumer Cyclical 0.181 0.123 1.183 0.007 0.654 -2.601 -9.610 53.864 87.475
WHR Consumer Cyclical 1.583 1.663 15.436 0.065 0.654 -2.359 -9.282 56.608 90.258
YUM Consumer Cyclical 1.782 2.193 15.436 0.073 0.654 -3.098 -7.040 55.224 79.920
ADM Consumer Defensive 0.524 0.410 4.583 0.022 0.654 -2.354 -11.170 48.478 91.451
BF-B Consumer Defensive 1.741 1.406 17.350 0.072 0.654 -2.311 -12.344 57.516 91.252
CAG Consumer Defensive 0.734 0.461 6.576 0.030 0.654 -2.144 -14.268 51.770 89.861
CHD Consumer Defensive 0.571 0.344 4.915 0.024 0.654 -4.102 -14.307 53.571 89.066
CL Consumer Defensive 0.483 0.254 3.764 0.020 0.654 -5.071 -14.827 55.663 82.505
CLX Consumer Defensive 0.301 0.128 2.271 0.012 0.654 -3.833 -17.758 51.259 86.879
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COST Consumer Defensive -0.021 0.044 -0.652 -0.001 0.654 -4.156 -14.650 50.694 85.885
CPB Consumer Defensive 0.215 0.076 1.495 0.009 0.654 -3.381 -19.697 51.357 87.873
DLTR Consumer Defensive 1.329 0.911 13.076 0.055 0.654 -2.988 -14.352 54.936 92.644
EL Consumer Defensive 1.967 1.573 18.767 0.081 0.654 -2.872 -11.934 55.632 86.481
GIS Consumer Defensive -0.375 0.189 -3.747 -0.015 0.654 -3.578 -19.871 50.577 86.083
HRL Consumer Defensive -0.285 0.146 -3.161 -0.012 0.654 -4.878 -21.603 49.351 91.849
HSY Consumer Defensive 1.198 0.983 11.084 0.049 0.654 -9.623 -11.277 55.730 88.469
K Consumer Defensive -0.472 0.199 -4.659 -0.019 0.654 -3.931 -23.401 51.247 87.674

KMB Consumer Defensive 1.474 1.578 13.860 0.061 0.654 -2.681 -8.782 54.525 87.873
KO Consumer Defensive 0.563 0.263 3.829 0.023 0.654 -2.475 -14.538 50.843 70.775
KR Consumer Defensive -0.884 0.394 -8.690 -0.036 0.654 -8.106 -22.044 48.511 93.439
MKC Consumer Defensive 0.157 0.059 0.967 0.006 0.654 -3.558 -16.517 54.730 88.270
MNST Consumer Defensive 0.756 0.422 6.998 0.031 0.654 -2.794 -16.602 52.903 92.445
MO Consumer Defensive -0.043 0.044 -0.852 -0.002 0.654 -7.257 -19.247 51.501 86.083
NWL Consumer Defensive 1.322 1.512 12.850 0.054 0.654 -3.702 -8.499 56.182 91.650
PEP Consumer Defensive 0.256 0.149 1.586 0.011 0.654 -3.113 -10.681 52.139 74.354
PG Consumer Defensive 1.219 1.084 9.058 0.050 0.654 -2.354 -8.353 55.000 71.571
SJM Consumer Defensive -0.221 0.119 -2.487 -0.009 0.654 -3.245 -20.948 54.484 88.668
STZ Consumer Defensive 0.275 0.096 2.062 0.011 0.654 -4.017 -21.579 52.144 88.072
SYY Consumer Defensive -0.417 0.243 -3.902 -0.017 0.654 -3.405 -16.072 53.285 81.710
TAP Consumer Defensive 0.103 0.025 0.486 0.004 0.654 -3.136 -19.253 50.756 92.048
TGT Consumer Defensive -0.039 0.033 -0.853 -0.002 0.654 -6.418 -26.026 53.187 90.457
TSN Consumer Defensive 0.078 0.014 0.253 0.003 0.654 -3.208 -17.680 52.473 92.445
WBA Consumer Defensive -0.717 0.321 -6.794 -0.030 0.654 -3.156 -21.168 49.887 88.072
WMT Consumer Defensive -0.085 0.082 -1.236 -0.004 0.654 -3.653 -14.988 51.818 87.475
AMT Communication Services -0.642 0.401 -5.907 -0.026 0.654 -3.032 -14.730 47.059 84.493

CMCSA Communication Services -0.076 0.048 -1.202 -0.003 0.654 -4.284 -24.989 50.000 90.656
CTL Communication Services -0.808 0.331 -7.571 -0.033 0.654 -2.810 -22.872 50.339 88.072
DISH Communication Services 0.219 0.113 1.573 0.009 0.654 -2.560 -13.932 54.525 90.060
SBAC Communication Services 1.884 2.323 18.691 0.078 0.654 -2.379 -8.045 58.278 90.060
T Communication Services -0.006 0.029 -0.504 -0.000 0.654 -3.421 -17.105 50.236 84.294
VZ Communication Services 0.375 0.274 2.832 0.015 0.654 -2.047 -10.347 52.267 83.300
AFL Financial Services 2.678 2.931 22.675 0.110 0.654 -3.037 -7.736 58.621 74.950
AIG Financial Services 0.981 0.397 8.181 0.040 0.654 -3.081 -20.614 56.098 81.511
AJG Financial Services 0.719 0.544 5.638 0.030 0.654 -2.955 -10.369 51.759 79.125
ALL Financial Services 0.792 0.542 5.465 0.033 0.654 -3.280 -10.075 51.149 69.185
AMG Financial Services 1.634 1.510 16.706 0.067 0.654 -2.608 -11.061 58.562 94.036
AON Financial Services -0.663 0.447 -5.385 -0.027 0.654 -3.372 -12.033 50.400 74.553
AXP Financial Services 1.225 1.127 10.355 0.050 0.654 -4.269 -9.191 55.037 80.915
BAC Financial Services 0.288 0.164 2.239 0.012 0.654 -3.317 -13.646 51.101 90.258
BBT Financial Services 0.831 0.682 6.955 0.034 0.654 -3.673 -10.193 54.785 83.101
BEN Financial Services 0.841 0.672 7.742 0.035 0.654 -6.055 -11.522 55.240 91.054
BK Financial Services 0.555 0.593 4.601 0.023 0.654 -2.727 -7.756 55.196 86.083
BLK Financial Services 1.802 1.437 16.343 0.074 0.654 -2.123 -11.371 53.938 83.300

BRK-B Financial Services 0.521 0.337 3.417 0.021 0.654 -2.332 -10.130 50.720 68.986
C Financial Services 1.454 1.203 14.507 0.060 0.654 -2.875 -12.059 57.265 93.042
CB Financial Services 0.252 0.152 1.589 0.010 0.654 -3.600 -10.457 52.756 75.746
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CINF Financial Services 0.785 1.032 6.562 0.032 0.654 -2.108 -6.361 52.143 83.499
CMA Financial Services 1.333 1.129 13.268 0.055 0.654 -3.253 -11.754 56.051 93.638
COF Financial Services 0.547 0.502 4.737 0.023 0.654 -3.426 -9.444 52.318 90.060
ETFC Financial Services 2.687 2.627 29.267 0.111 0.654 -2.985 -11.142 58.475 93.837
FITB Financial Services 1.366 1.492 13.353 0.056 0.654 -2.883 -8.947 55.195 91.849
GS Financial Services 1.116 0.804 10.395 0.046 0.654 -2.547 -12.935 56.000 89.463

HBAN Financial Services 1.508 1.068 14.969 0.062 0.654 -3.022 -14.021 57.974 92.247
HIG Financial Services 0.396 0.343 2.996 0.016 0.654 -3.223 -8.740 51.923 82.704
IVZ Financial Services 0.491 0.370 4.205 0.020 0.654 -3.347 -11.377 52.863 90.258
JEF Financial Services -0.441 0.210 -4.504 -0.018 0.654 -2.679 -21.405 50.773 90.060
JPM Financial Services 1.036 0.744 8.842 0.043 0.654 -2.545 -11.891 54.436 82.903
KEY Financial Services 1.948 1.701 20.380 0.080 0.654 -3.778 -11.981 58.439 94.235
L Financial Services 0.897 0.611 6.962 0.037 0.654 -4.546 -11.391 57.254 76.740

LNC Financial Services 2.234 3.012 23.353 0.092 0.654 -3.158 -7.753 57.296 92.644
MCO Financial Services 0.670 0.584 5.435 0.028 0.654 -3.727 -9.301 53.253 82.505
MMC Financial Services 0.016 0.024 -0.282 0.001 0.654 -3.682 -11.635 52.255 74.950
MS Financial Services 1.132 1.203 10.878 0.047 0.654 -3.397 -9.043 53.780 92.048
MTB Financial Services 1.862 1.503 18.004 0.077 0.654 -2.925 -11.980 57.336 88.072
NTRS Financial Services 3.607 5.350 39.316 0.149 0.654 -2.258 -7.349 63.053 89.861
PBCT Financial Services 2.075 1.530 21.284 0.086 0.654 -3.093 -13.910 56.061 91.849
PNC Financial Services 1.516 1.905 14.185 0.062 0.654 -2.883 -7.448 55.353 87.276
RE Financial Services 0.611 0.280 5.135 0.025 0.654 -4.142 -18.353 51.613 86.282
RF Financial Services 1.946 1.832 20.308 0.080 0.654 -2.727 -11.082 56.660 94.036
RJF Financial Services 0.763 0.529 6.923 0.031 0.654 -3.040 -13.094 54.386 90.656

SCHW Financial Services 1.215 1.393 11.760 0.050 0.654 -2.518 -8.443 54.212 92.048
SIVB Financial Services 2.137 2.632 22.892 0.088 0.654 -3.027 -8.699 60.752 95.229
STI Financial Services 1.070 1.045 10.202 0.044 0.654 -3.334 -9.764 54.329 91.849
STT Financial Services 1.620 2.304 15.720 0.067 0.654 -3.350 -6.822 55.876 89.662
TMK Financial Services 3.798 4.075 35.808 0.157 0.654 -2.387 -8.787 60.859 78.728
TROW Financial Services 2.477 2.237 24.448 0.102 0.654 -4.710 -10.930 58.124 86.879
TRV Financial Services 0.597 0.304 4.461 0.025 0.654 -3.403 -14.674 55.928 77.137
TSS Financial Services 0.868 0.749 7.764 0.036 0.654 -2.569 -10.361 50.676 88.270
UNM Financial Services 1.384 1.567 12.924 0.057 0.654 -2.864 -8.246 54.751 87.873
USB Financial Services 1.865 1.480 16.719 0.077 0.654 -3.553 -11.301 56.174 82.107
WFC Financial Services 0.935 0.883 8.406 0.039 0.654 -3.656 -9.518 53.725 88.072
XL Financial Services -0.256 0.150 -2.793 -0.011 0.654 -4.032 -18.605 48.764 88.469

ZION Financial Services 2.184 1.605 23.354 0.090 0.654 -2.845 -14.548 56.604 94.831
A Healthcare -0.334 0.226 -3.331 -0.014 0.654 -2.542 -14.723 51.059 84.493

ABC Healthcare 1.294 1.189 11.998 0.053 0.654 -4.650 -10.093 54.977 87.873
ABMD Healthcare -0.136 0.198 -1.706 -0.006 0.654 -4.033 -8.593 51.810 87.873
ABT Healthcare -0.291 0.250 -2.936 -0.012 0.654 -3.215 -11.742 50.831 83.698
AET Healthcare -0.350 0.273 -3.581 -0.014 0.654 -6.482 -13.120 51.936 87.276
AGN Healthcare 0.130 0.042 0.740 0.005 0.654 -2.078 -17.536 53.829 90.855
ALXN Healthcare -0.402 0.194 -4.155 -0.017 0.654 -3.288 -21.460 50.110 90.060
AMGN Healthcare 1.484 1.212 14.365 0.061 0.654 -2.533 -11.856 57.269 90.258
BAX Healthcare 0.078 0.012 0.231 0.003 0.654 -2.816 -18.881 54.861 85.885
BDX Healthcare -0.150 0.105 -1.736 -0.006 0.654 -3.258 -16.459 51.190 83.499
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BIIB Healthcare -0.002 0.036 -0.500 -0.000 0.654 -2.556 -13.694 51.678 88.867
BMY Healthcare 1.031 1.019 9.125 0.042 0.654 -2.988 -8.959 55.093 85.885
BSX Healthcare 0.957 1.069 8.505 0.039 0.654 -4.379 -7.955 54.233 86.879
CAH Healthcare 1.024 0.750 9.275 0.042 0.654 -3.253 -12.362 54.525 87.873
CELG Healthcare -0.124 0.093 -1.623 -0.005 0.654 -2.593 -17.434 50.776 89.662
CI Healthcare 0.850 0.687 7.587 0.035 0.654 -3.268 -11.042 51.577 88.270

COO Healthcare 0.549 0.276 4.643 0.023 0.654 -3.068 -16.794 54.299 87.873
CVS Healthcare 0.119 0.048 0.600 0.005 0.654 -2.838 -12.400 52.791 85.487
DGX Healthcare 2.603 1.647 24.748 0.107 0.654 -3.258 -15.028 60.238 83.499
DHR Healthcare 0.008 0.020 -0.335 0.000 0.654 -3.199 -17.135 53.476 74.354
DVA Healthcare -0.607 0.214 -5.671 -0.025 0.654 -3.414 -26.545 52.214 85.288
ESRX Healthcare 0.573 0.278 4.759 0.024 0.654 -3.821 -17.135 56.019 85.885
GILD Healthcare -0.238 0.158 -2.686 -0.010 0.654 -4.250 -16.990 50.220 90.258
HOLX Healthcare 0.840 0.860 7.493 0.035 0.654 -3.138 -8.708 53.604 88.270
HSIC Healthcare 1.333 0.596 12.216 0.055 0.654 -3.381 -20.487 55.275 86.680
HUM Healthcare -0.021 0.042 -0.655 -0.001 0.654 -5.529 -15.728 57.373 86.282
IDXX Healthcare 0.949 0.360 8.731 0.039 0.654 -5.884 -24.227 55.531 89.861
INCY Healthcare 1.120 0.669 10.649 0.046 0.654 -3.038 -15.927 53.159 91.252
JNJ Healthcare 0.779 0.501 5.587 0.032 0.654 -3.694 -11.162 54.420 71.968
LH Healthcare 1.772 0.977 16.706 0.073 0.654 -3.712 -17.104 58.391 86.481
LLY Healthcare 0.786 0.753 6.769 0.032 0.654 -3.771 -8.988 54.861 85.885
MCK Healthcare 0.093 0.025 0.374 0.004 0.654 -2.703 -14.727 52.294 86.680
MDT Healthcare -0.747 0.284 -6.476 -0.031 0.654 -3.067 -22.825 50.493 80.716
MRK Healthcare 2.475 2.309 23.189 0.102 0.654 -2.663 -10.042 59.712 82.903
MTD Healthcare 2.884 3.069 29.476 0.119 0.654 -2.287 -9.603 57.692 87.873
MYL Healthcare 0.241 0.133 1.824 0.010 0.654 -2.868 -13.733 53.247 91.849
NKTR Healthcare 0.460 0.244 3.938 0.019 0.654 -3.924 -16.135 55.773 91.252
PFE Healthcare 1.842 1.660 16.442 0.076 0.654 -3.544 -9.908 57.039 81.909
PKI Healthcare 0.378 0.327 2.901 0.016 0.654 -2.831 -8.877 52.941 84.493

PRGO Healthcare -1.260 0.379 -11.362 -0.052 0.654 -4.791 -29.962 53.483 88.469
REGN Healthcare -0.236 0.120 -2.659 -0.010 0.654 -3.164 -22.083 46.256 90.258
RMD Healthcare 0.046 0.003 -0.056 0.002 0.654 -4.681 -18.769 51.364 87.475
SYK Healthcare -0.509 0.231 -4.515 -0.021 0.654 -2.477 -19.526 47.368 79.324
TMO Healthcare -0.274 0.160 -2.759 -0.011 0.654 -3.374 -17.287 49.760 82.704
UHS Healthcare 0.948 1.061 8.679 0.039 0.654 -2.650 -8.181 53.556 89.463
UNH Healthcare 1.766 2.507 16.726 0.073 0.654 -2.738 -6.671 53.776 86.879
VAR Healthcare 0.624 0.332 5.095 0.026 0.654 -2.919 -15.331 53.207 83.698
VRTX Healthcare 1.709 1.353 16.759 0.070 0.654 -2.617 -12.387 53.863 90.060
WAT Healthcare 1.911 1.799 18.481 0.079 0.654 -3.946 -10.276 59.502 87.873
XRAY Healthcare 1.896 1.056 18.002 0.078 0.654 -4.300 -17.051 56.782 86.481
AIV Real Estate 1.881 1.875 18.342 0.078 0.654 -2.647 -9.780 56.278 88.668
ARE Real Estate 1.430 0.906 13.365 0.059 0.654 -3.271 -14.750 53.968 87.674
AVB Real Estate 2.378 3.567 23.699 0.098 0.654 -2.141 -6.644 56.208 88.072
BXP Real Estate 0.883 1.017 7.896 0.036 0.654 -2.696 -7.766 55.079 88.072
CCI Real Estate 0.675 0.288 5.687 0.028 0.654 -3.375 -19.735 53.953 85.487
DRE Real Estate 1.270 1.165 12.127 0.052 0.654 -3.328 -10.408 54.066 90.457
EQR Real Estate 1.784 2.234 17.245 0.074 0.654 -2.248 -7.721 56.180 88.469
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ESS Real Estate 2.544 3.486 26.827 0.105 0.654 -3.722 -7.696 58.009 91.849
FRT Real Estate 1.110 0.655 10.205 0.046 0.654 -3.327 -15.571 52.135 88.469
GGP Real Estate -0.100 0.075 -1.434 -0.004 0.654 -7.480 -19.242 52.620 91.054
HCP Real Estate -0.181 0.222 -2.202 -0.007 0.654 -5.714 -9.924 52.484 92.048
HST Real Estate 1.306 1.482 13.027 0.054 0.654 -3.620 -8.790 57.717 94.036
MAA Real Estate 2.798 3.044 29.562 0.115 0.654 -2.215 -9.710 59.300 90.855
MAC Real Estate 0.603 0.473 5.181 0.025 0.654 -4.185 -10.954 54.054 88.270
O Real Estate 0.061 0.006 0.088 0.003 0.654 -3.587 -13.832 52.516 90.855

PLD Real Estate -0.880 0.426 -8.262 -0.036 0.654 -2.429 -19.389 45.982 89.066
PSA Real Estate 0.998 0.588 9.448 0.041 0.654 -2.254 -16.058 51.948 91.849
REG Real Estate 1.060 0.805 10.090 0.044 0.654 -2.839 -12.529 53.896 91.849
SLG Real Estate -0.058 0.065 -1.031 -0.002 0.654 -6.001 -15.872 53.829 90.855
SPG Real Estate 0.936 0.877 8.802 0.039 0.654 -3.029 -10.038 51.515 91.849
UDR Real Estate 0.536 0.502 4.554 0.022 0.654 -2.762 -9.076 51.121 88.668
VNO Real Estate 1.461 1.261 13.953 0.060 0.654 -2.573 -11.067 54.566 89.264
VTR Real Estate -0.535 0.275 -5.352 -0.022 0.654 -2.886 -19.442 51.542 90.258
AAPL Technology -0.089 0.110 -1.174 -0.004 0.654 -2.845 -10.627 49.877 80.517
ADBE Technology 1.209 0.904 10.980 0.050 0.654 -4.107 -12.147 57.798 86.680
ADI Technology 0.820 0.463 7.393 0.034 0.654 -3.623 -15.960 55.556 89.463
ADSK Technology 1.857 1.202 18.657 0.077 0.654 -3.173 -15.516 57.081 91.252
AKAM Technology 0.988 0.561 9.215 0.041 0.654 -4.434 -16.426 53.509 90.656
AMAT Technology -0.002 0.031 -0.517 -0.000 0.654 -3.348 -16.448 53.333 92.445
AMD Technology -1.234 0.435 -11.764 -0.051 0.654 -5.561 -27.069 50.955 93.638
ANSS Technology 2.474 2.811 25.099 0.102 0.654 -3.639 -8.928 58.482 89.066
APH Technology 2.684 1.996 24.947 0.111 0.654 -2.395 -12.497 57.561 81.511
ATVI Technology -0.241 0.245 -2.801 -0.010 0.654 -3.025 -11.422 52.340 93.439
CA Technology 2.099 1.214 19.672 0.087 0.654 -3.391 -16.201 54.588 84.493

CDNS Technology 0.076 0.019 0.212 0.003 0.654 -5.286 -10.978 54.042 86.083
CERN Technology 0.187 0.098 1.245 0.008 0.654 -2.664 -12.679 53.483 88.469
CSCO Technology 2.753 2.259 27.377 0.113 0.654 -2.296 -12.120 56.221 86.282
CTSH Technology 0.480 0.357 3.894 0.020 0.654 -4.028 -10.908 54.398 85.885
CTXS Technology 1.827 2.381 17.921 0.075 0.654 -3.328 -7.527 56.444 89.463
EA Technology 0.763 0.725 6.912 0.031 0.654 -2.293 -9.530 52.967 90.457
FFIV Technology 2.723 2.144 27.871 0.112 0.654 -2.576 -13.001 58.296 88.668
FLIR Technology 1.418 1.389 12.987 0.058 0.654 -4.010 -9.349 54.734 86.083
GLW Technology 1.501 1.587 13.999 0.062 0.654 -4.529 -8.823 57.306 87.078
HPQ Technology 0.417 0.363 3.429 0.017 0.654 -3.367 -9.453 53.468 88.867
HRS Technology 1.368 1.431 12.395 0.056 0.654 -4.605 -8.664 56.512 85.487
IBM Technology 1.450 1.669 12.469 0.060 0.654 -2.848 -7.472 55.283 80.915
INTC Technology 2.522 2.312 25.784 0.104 0.654 -2.179 -11.151 56.889 89.463
INTU Technology 1.436 2.450 12.847 0.059 0.654 -3.132 -5.245 53.901 84.095
IT Technology 0.740 0.332 6.374 0.031 0.654 -5.614 -19.210 54.943 86.481

JNPR Technology 0.230 0.101 1.615 0.009 0.654 -2.747 -15.935 54.128 86.680
KLAC Technology -0.534 0.312 -5.143 -0.022 0.654 -5.025 -16.479 52.064 86.680
LRCX Technology -0.667 0.356 -6.537 -0.028 0.654 -4.131 -18.363 49.451 90.457
MCHP Technology 0.698 0.384 6.219 0.029 0.654 -4.474 -16.184 52.434 89.861
MSFT Technology 1.078 0.896 9.633 0.044 0.654 -2.954 -10.756 54.147 86.282
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MSI Technology 1.338 1.428 12.484 0.055 0.654 -3.843 -8.741 54.853 88.072
MU Technology -0.486 0.403 -5.154 -0.020 0.654 -2.713 -12.796 48.950 94.632

NTAP Technology 0.949 0.911 8.695 0.039 0.654 -4.313 -9.547 54.222 89.463
NVDA Technology -1.641 0.446 -14.740 -0.068 0.654 -3.927 -33.050 48.904 90.656
ORCL Technology 1.171 1.029 9.988 0.048 0.654 -3.110 -9.703 53.398 81.909
QCOM Technology -0.368 0.233 -3.774 -0.015 0.654 -3.454 -16.205 54.505 88.270
RHT Technology 0.793 0.467 7.196 0.033 0.654 -3.592 -15.403 55.286 90.258
SNPS Technology 3.723 4.657 38.087 0.153 0.654 -2.530 -8.178 58.451 84.692
SWKS Technology 0.515 0.316 4.481 0.021 0.654 -2.752 -14.166 51.747 91.054
SYMC Technology 1.254 1.234 11.645 0.052 0.654 -3.208 -9.438 56.532 88.270
TTWO Technology 0.000 0.040 -0.488 0.000 0.654 -4.495 -12.315 52.735 90.855
TXN Technology 0.675 0.515 5.711 0.028 0.654 -3.326 -11.091 52.083 85.885
VRSN Technology 2.752 1.707 28.711 0.113 0.654 -4.181 -16.822 59.161 90.060
WDC Technology 0.304 0.197 2.440 0.013 0.654 -3.563 -12.400 53.348 92.048
XLNX Technology 1.109 1.030 10.243 0.046 0.654 -2.960 -9.942 57.494 88.867
XRX Technology -0.938 0.392 -8.621 -0.039 0.654 -4.863 -21.975 48.526 87.674
AEE Utilities 0.126 0.051 0.670 0.005 0.654 -2.207 -13.161 50.342 87.276
AEP Utilities -0.078 0.086 -1.172 -0.003 0.654 -2.699 -13.599 47.836 87.276
AES Utilities 0.652 0.257 6.220 0.027 0.654 -2.405 -24.182 52.567 96.819
CMS Utilities 0.787 0.689 6.780 0.032 0.654 -3.156 -9.843 52.083 85.885
CNP Utilities -0.066 0.060 -1.108 -0.003 0.654 -2.647 -18.413 49.673 91.252
D Utilities 0.853 0.634 7.386 0.035 0.654 -2.451 -11.649 52.900 85.686

DTE Utilities 0.047 0.002 -0.048 0.002 0.654 -2.473 -21.400 51.395 85.487
DUK Utilities -0.369 0.196 -3.702 -0.015 0.654 -2.141 -18.916 51.152 86.282
ED Utilities 0.273 0.172 1.981 0.011 0.654 -2.516 -11.489 49.417 85.288
EIX Utilities -0.617 0.249 -6.157 -0.025 0.654 -8.420 -24.725 52.505 91.252
ES Utilities 0.141 0.053 0.821 0.006 0.654 -2.045 -15.382 53.258 88.469
ETR Utilities 1.030 0.676 9.694 0.042 0.654 -2.869 -14.330 53.712 91.054
EXC Utilities -0.344 0.147 -3.673 -0.014 0.654 -2.911 -24.944 50.655 91.054
FE Utilities -0.804 0.405 -7.944 -0.033 0.654 -2.438 -19.613 49.145 93.042
LNT Utilities 0.250 0.093 1.819 0.010 0.654 -2.660 -19.646 50.567 87.674
NEE Utilities 0.872 0.684 7.787 0.036 0.654 -2.627 -11.387 52.144 88.072
NI Utilities 0.403 0.251 3.408 0.017 0.654 -2.542 -13.558 52.597 91.849

PCG Utilities -0.188 0.075 -2.180 -0.008 0.654 -6.094 -28.878 53.273 88.072
PEG Utilities 0.427 0.188 3.558 0.018 0.654 -2.752 -18.957 51.991 89.861
PNW Utilities 1.337 0.890 12.740 0.055 0.654 -2.437 -14.311 54.646 89.861
PPL Utilities 0.236 0.093 1.689 0.010 0.654 -2.871 -18.165 51.247 87.674
SCG Utilities -0.992 0.279 -9.520 -0.041 0.654 -4.564 -34.085 50.431 92.247
SO Utilities 0.810 0.457 7.029 0.033 0.654 -2.050 -15.380 54.378 86.282
SRE Utilities -0.404 0.194 -4.122 -0.017 0.654 -3.682 -21.291 51.678 88.867
WEC Utilities 0.234 0.067 1.662 0.010 0.654 -2.246 -24.716 50.685 87.078
XEL Utilities -0.242 0.107 -2.582 -0.010 0.654 -3.299 -24.223 49.420 85.686
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C.3 Data for statistical model comparison

Table C.3 describes the data used for the Non-parametric Friedman test.

Table C.3: Non-parametric Friedman test. The table consist of the Sharpe ratio,
which is the metric chosen to rank five (k = 5) models (columns). According to the
Friedman test [68], the stocks (rows) play the role of “datasets” or “trails” (n = 388)
and the test input variable is represented by a matrix X ∈ Rn×k.

Stocks GTN As GAT As GAT AJ GTN AJ LSTM

ALB 0.010 0.075 0.136 -0.087 -0.124
APD 2.247 1.636 2.180 2.175 2.186
ECL 0.579 0.736 0.745 1.403 0.331
EMN 2.963 2.523 2.706 2.528 2.675
FCX -0.080 -0.487 -0.559 0.406 0.161
FMC 0.485 0.663 0.035 -0.001 0.271
IFF 0.883 1.074 1.087 1.043 1.084
MAS 0.042 -0.318 0.336 0.156 0.289
MLM 0.162 0.322 0.353 0.242 0.265
MOS -1.114 -0.545 -0.613 -0.679 -0.563
NEM -0.200 -0.244 -0.239 -0.631 -0.364
NUE -0.301 0.094 -0.326 -0.044 -0.685
PPG 0.825 0.489 0.416 0.349 0.189
PX 0.750 1.039 0.696 0.861 0.850
SHW 0.236 0.225 0.539 0.703 -0.093
VMC -0.404 -0.573 -0.385 -0.435 -0.732
WY -1.688 -1.839 -1.755 -2.016 -1.639

ANDV 0.250 0.443 -0.225 -0.257 -0.136
APA 0.651 0.351 0.365 0.203 0.420
APC 0.980 0.623 1.018 1.256 0.841
COG -0.115 -0.437 -0.189 -0.348 -0.610
COP 0.026 0.372 0.362 0.429 0.473
CVX 2.019 1.361 1.638 0.883 1.485
DVN 0.725 0.601 0.369 0.221 0.173
EOG 1.402 1.746 1.614 0.912 1.616
EQT -0.058 -0.045 0.232 -0.121 0.374
HAL 1.578 1.454 1.114 1.093 1.539
HES 0.063 0.171 0.174 0.338 0.326
HFC -0.021 -0.275 -0.395 -0.660 -0.255
HP 0.904 0.769 0.643 0.458 0.604
MRO -0.114 0.316 0.372 0.160 0.081
NBL 0.621 0.467 0.670 0.759 0.623
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NFX 0.209 0.390 0.489 0.195 0.628
NOV -0.040 0.388 -0.079 -0.155 0.370
OKE 0.612 0.772 0.672 0.252 0.553
OXY 0.883 0.883 0.952 0.730 0.502
PXD 1.310 1.453 1.800 1.354 1.444
SLB 2.518 2.601 1.856 1.903 1.829
VLO 1.249 1.167 1.030 1.097 1.029
WMB -0.654 -0.915 -0.617 -0.466 -0.881
XOM 3.044 2.517 1.866 1.806 1.953
ADP 0.049 -0.096 -0.172 -0.220 -0.259
AME 1.277 1.555 1.571 1.510 1.200
AOS 2.278 1.987 2.450 2.394 2.391
ARNC -1.026 -1.323 -1.475 -1.454 -1.476
AVY 1.647 1.169 1.437 1.737 1.232
BA 1.619 1.431 1.008 1.009 1.326
CAT 1.191 0.969 1.226 1.076 1.071

CHRW 2.353 2.326 2.464 2.329 2.627
CMI 1.189 1.365 1.633 1.397 1.737
CSX 0.340 -0.435 -0.472 -0.359 -0.274
CTAS 0.686 1.192 1.153 1.620 0.711
DE 0.723 0.675 0.962 0.970 0.695
DOV 0.700 0.791 0.994 0.913 0.896
EFX 0.279 -0.535 0.016 -0.290 -0.111
EMR -0.384 0.078 -0.169 -0.412 -0.542
ETN 1.771 1.916 1.690 1.649 1.353
EXPD 3.949 3.736 4.319 3.666 4.162
FAST 0.840 0.927 0.954 0.898 0.786
FDX 0.078 0.593 0.223 -0.137 0.159
FISV 1.655 1.983 1.734 1.493 1.153
FLS -0.178 -0.068 -0.269 -0.152 -0.564
GD 0.685 0.510 0.537 0.216 0.659
GE -0.000 0.103 0.174 -0.080 0.106

GWW -0.077 -0.064 -0.177 0.212 0.196
HON 1.946 2.569 2.969 2.233 2.019
IR 0.150 0.419 0.178 -0.152 0.184
IRM -0.336 -0.431 -0.206 -0.354 -0.326
ITW 0.309 0.483 0.432 0.725 0.472
JBHT 1.127 1.381 0.964 1.064 1.311
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JCI 0.676 0.699 0.930 0.860 0.637
JEC 1.386 1.330 1.384 1.403 0.989
KSU 1.909 1.953 1.745 1.707 1.661
LLL 1.318 0.902 1.338 1.518 1.391
LMT 0.637 0.289 0.344 0.868 0.426
LUV 1.189 1.501 1.416 1.231 1.320
MMM 0.528 0.312 0.807 1.392 0.960
NOC 0.274 0.075 0.356 0.454 0.363
NSC -0.052 0.369 0.105 -0.086 -0.541
PAYX 0.923 0.911 0.974 1.147 1.189
PCAR 1.097 1.133 0.775 0.787 0.606
PH 0.345 0.332 0.748 0.430 0.802
PNR 0.572 0.217 0.346 0.050 0.621
PWR 0.276 0.486 0.453 0.510 0.236
ROK 1.050 1.098 0.836 0.935 1.155
ROP 1.199 0.714 1.116 1.025 0.871
RSG -0.317 0.460 0.186 0.447 -0.111
RTN -0.296 0.146 -0.021 0.389 0.460
SNA 0.266 0.403 0.185 -0.114 0.100
SRCL 0.533 1.042 0.619 0.477 0.472
SWK 1.404 1.815 1.510 1.503 1.311
TXT 1.392 1.492 1.477 0.936 1.478
UNP 1.538 0.927 0.935 1.375 1.107
UPS -0.415 -0.085 0.421 0.482 -0.425
URI -0.045 0.962 0.575 0.304 0.609
UTX 0.702 0.951 0.672 1.077 0.408
WM 0.239 0.315 0.056 1.047 0.297

AMZN -1.678 -1.451 -1.453 -1.352 -1.535
AZO -0.390 -0.622 -0.927 -0.707 -1.196
BBY -0.271 -1.062 -0.749 -1.091 -0.967
BKNG 0.806 0.573 0.616 0.829 0.934
BLL 0.983 0.858 1.280 0.937 1.188
BWA 0.218 0.241 0.231 -0.109 -0.086
CCL 0.102 -0.141 0.066 -0.181 0.042
CPRT 3.038 2.652 2.752 2.511 2.811
DHI 2.355 1.896 1.903 1.688 1.813
DIS 0.957 1.092 1.149 1.076 0.732
DRI 0.546 0.292 0.192 0.077 0.173
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EBAY 0.474 0.324 0.130 0.178 0.130
F 0.696 0.798 0.860 -0.193 0.435
FL 0.626 0.457 1.313 1.124 1.073
FOX -0.236 -0.376 -0.138 -0.164 -0.112
FOXA 0.059 0.117 0.103 0.168 0.129
GPC -0.478 -0.542 -0.608 -0.586 -0.693
GPS -0.728 -0.516 -1.065 -0.349 -0.425
GT 2.381 1.939 2.303 1.998 1.894
HAS 0.383 0.387 0.449 0.603 0.122
HD -0.126 -0.289 -0.490 -0.485 -0.620
HOG 0.926 0.904 0.638 0.761 0.993
HRB -1.093 -1.665 -1.465 -1.381 -1.554
IP 0.386 0.102 0.225 -0.018 0.306
IPG 1.158 1.056 1.068 0.451 0.913
JWN -0.784 -0.906 -0.755 -0.642 -0.825
KMX -0.071 -0.161 0.015 -0.143 -0.323
KSS 0.120 0.138 0.474 -0.097 0.183
LB -0.407 0.097 -0.202 -0.571 -0.362
LEG 0.007 -0.351 -0.077 -0.199 0.120
LEN 1.252 1.564 1.581 1.414 1.328
LOW -0.342 -0.326 -0.539 -0.092 -0.071
M 0.408 -0.423 -0.000 -0.246 -0.025

MAR 0.316 -0.301 0.339 -0.173 0.207
MAT -1.067 -1.276 -0.836 -0.854 -1.271
MCD -0.044 -0.207 -0.322 0.489 -0.089
MGM 1.361 1.750 1.854 1.679 1.687
MHK 2.768 2.701 2.561 2.478 2.582
NKE -0.024 -0.098 0.443 -0.437 -0.274
OMC 1.655 1.383 1.373 1.300 1.557
ORLY 0.798 0.395 0.085 0.140 0.368
PHM 1.668 2.312 1.994 2.089 1.923
PKG 0.483 0.570 0.740 0.361 0.368
PVH 1.673 1.308 1.546 1.494 1.525
RCL -0.282 -0.667 -0.810 -0.616 -0.858
RL 0.550 0.069 0.314 0.545 0.376

ROST 1.395 1.617 1.415 1.951 1.686
SBUX -0.576 -0.458 -0.512 -0.460 -0.985
SEE 0.657 0.272 0.203 -0.151 0.094
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TIF 1.049 0.706 1.323 0.837 1.243
TJX 0.237 -0.311 0.251 -0.061 -0.022
TSCO 0.449 0.605 0.420 0.282 0.162
VFC 0.181 0.351 0.129 -0.552 0.079
WHR 1.583 1.191 1.376 1.306 1.631
YUM 1.782 1.779 1.866 1.589 2.071
ADM 0.524 0.145 -0.007 0.244 0.421
BF-B 1.741 1.423 1.400 0.726 1.280
CAG 0.734 0.956 0.920 0.707 0.892
CHD 0.571 0.214 0.324 0.545 -0.094
CL 0.483 0.345 0.635 0.298 0.372
CLX 0.301 0.445 0.653 0.951 0.274
COST -0.021 -0.052 -0.115 0.161 -0.193
CPB 0.215 -0.353 -0.384 0.051 -0.086
DLTR 1.329 0.941 1.197 1.187 0.946
EL 1.967 1.856 2.134 2.416 2.220
GIS -0.375 -0.486 -0.621 -0.307 -0.701
HRL -0.285 -0.413 -0.438 -0.276 -0.804
HSY 1.198 0.900 0.891 1.048 1.002
K -0.472 -0.761 -0.775 -0.938 -0.841

KMB 1.474 1.354 1.208 1.322 1.210
KO 0.563 1.027 0.491 0.924 0.807
KR -0.884 -1.225 -1.171 -1.295 -1.174
MKC 0.157 -0.093 0.294 0.185 0.075
MNST 0.756 1.147 0.959 0.880 0.610
MO -0.043 0.040 0.041 -0.013 0.149
NWL 1.322 1.084 0.598 1.007 0.521
PEP 0.256 0.545 -0.213 0.248 0.169
PG 1.219 1.668 1.249 1.215 0.997
SJM -0.221 -0.088 -0.656 0.039 -0.095
STZ 0.275 -0.052 0.214 0.165 0.230
SYY -0.417 0.049 -0.143 0.195 -0.164
TAP 0.103 -0.617 -0.286 -0.300 -0.511
TGT -0.039 -0.568 -0.534 -0.158 -0.514
TSN 0.078 0.333 -0.017 0.234 0.453
WBA -0.717 -0.342 -0.279 -0.350 -0.168
WMT -0.085 0.103 0.150 0.206 -0.199
AMT -0.642 -0.693 -0.836 -0.444 -0.697
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CMCSA -0.076 -0.146 -0.262 0.085 0.038
CTL -0.808 -1.004 -1.191 -1.379 -1.198
DISH 0.219 -0.236 0.092 -0.346 0.087
SBAC 1.884 1.309 1.492 1.145 1.672
T -0.006 -0.632 -0.381 -0.627 -0.412
VZ 0.375 -0.143 0.042 0.067 -0.360
AFL 2.678 2.004 2.921 2.832 2.682
AIG 0.981 1.075 1.098 0.851 0.865
AJG 0.719 1.205 0.912 0.922 0.327
ALL 0.792 0.858 1.596 1.659 1.487
AMG 1.634 0.988 0.832 0.896 0.809
AON -0.663 0.454 0.382 -0.141 0.098
AXP 1.225 0.954 0.997 1.058 0.685
BAC 0.288 0.705 0.930 0.740 0.840
BBT 0.831 0.461 0.252 0.408 0.609
BEN 0.841 0.951 1.067 0.502 0.633
BK 0.555 0.402 0.834 0.705 0.384
BLK 1.802 2.192 1.671 1.750 2.128

BRK-B 0.521 0.062 0.370 0.356 0.126
C 1.454 1.839 1.729 1.063 1.700
CB 0.252 -0.032 0.346 0.057 0.205

CINF 0.785 0.454 0.555 0.230 0.532
CMA 1.333 1.269 1.366 0.938 1.645
COF 0.547 0.358 0.873 0.370 1.055
ETFC 2.687 2.672 2.332 2.424 2.553
FITB 1.366 1.030 0.980 1.015 1.168
GS 1.116 1.306 1.017 0.985 1.085

HBAN 1.508 1.486 1.281 1.525 1.440
HIG 0.396 0.404 0.609 0.522 0.435
IVZ 0.491 0.676 0.479 0.579 0.491
JEF -0.441 -0.414 -0.632 -0.709 -0.490
JPM 1.036 1.266 1.921 1.905 1.644
KEY 1.948 1.917 1.907 1.974 2.177
L 0.897 0.816 0.979 0.825 0.208

LNC 2.234 1.947 1.958 1.500 2.169
MCO 0.670 0.505 0.862 0.746 0.895
MMC 0.016 -0.167 0.269 0.168 0.274
MS 1.132 0.925 1.343 1.301 1.614
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MTB 1.862 1.618 1.855 1.564 1.787
NTRS 3.607 3.697 3.154 3.211 3.004
PBCT 2.075 2.328 1.857 1.941 1.813
PNC 1.516 1.832 1.304 1.089 1.764
RE 0.611 0.427 1.131 1.161 1.365
RF 1.946 1.866 1.492 1.833 1.600
RJF 0.763 -0.033 0.393 0.288 0.481

SCHW 1.215 0.596 0.793 0.631 0.724
SIVB 2.137 1.862 1.794 1.793 2.330
STI 1.070 1.462 1.244 1.776 1.249
STT 1.620 1.512 1.262 1.257 1.207
TMK 3.798 4.406 3.891 3.812 3.503
TROW 2.477 1.802 2.172 1.943 1.788
TRV 0.597 0.368 0.467 0.682 0.415
TSS 0.868 0.383 0.713 0.156 0.368
UNM 1.384 1.454 1.682 1.573 1.678
USB 1.865 1.745 1.553 1.262 1.622
WFC 0.935 0.192 0.317 0.427 0.005
XL -0.256 0.078 0.017 0.195 0.139

ZION 2.184 2.335 2.079 1.914 1.841
A -0.334 -0.308 -0.719 -0.394 -0.781

ABC 1.294 0.914 1.207 0.966 1.166
ABMD -0.136 -0.292 -0.092 -0.269 -0.170
ABT -0.291 -0.268 -0.306 -0.260 -0.323
AET -0.350 -0.407 -0.394 -0.762 -0.792
AGN 0.130 -0.405 -0.516 -0.095 0.030
ALXN -0.402 -0.038 0.013 -0.433 -0.360
AMGN 1.484 1.357 1.442 1.335 1.491
BAX 0.078 0.281 0.143 -0.191 0.170
BDX -0.150 0.115 -0.192 -0.398 -0.448
BIIB -0.002 0.324 -0.022 -0.049 -0.259
BMY 1.031 0.820 0.859 0.975 1.155
BSX 0.957 0.591 0.752 0.587 0.848
CAH 1.024 1.042 0.778 0.304 0.673
CELG -0.124 -0.268 -0.424 -0.421 -0.047
CI 0.850 1.120 0.811 0.877 0.504

COO 0.549 0.479 0.363 0.729 0.597
CVS 0.119 -0.369 0.102 0.380 0.212
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DGX 2.603 2.987 3.360 2.834 2.533
DHR 0.008 -0.303 0.006 0.081 -0.144
DVA -0.607 -0.823 -0.967 -0.796 -0.827
ESRX 0.573 0.816 0.641 0.562 0.598
GILD -0.238 -0.456 -0.530 0.166 -0.279
HOLX 0.840 0.794 0.800 0.766 0.732
HSIC 1.333 1.019 0.431 1.013 0.792
HUM -0.021 -0.483 -0.080 -0.061 -0.151
IDXX 0.949 0.871 0.724 1.087 1.180
INCY 1.120 0.853 0.972 1.050 0.709
JNJ 0.779 1.428 1.004 0.860 1.051
LH 1.772 1.607 1.966 1.748 1.761
LLY 0.786 0.701 0.194 0.393 0.066
MCK 0.093 -0.211 -0.172 -0.271 -0.308
MDT -0.747 -0.725 -0.950 -0.831 -0.519
MRK 2.475 2.575 2.011 2.491 2.196
MTD 2.884 2.983 2.639 2.482 2.855
MYL 0.241 -0.054 -0.311 -0.175 -0.198
NKTR 0.460 0.092 0.223 -0.012 0.091
PFE 1.842 1.813 1.564 1.658 1.763
PKI 0.378 -0.141 0.393 -0.246 0.233

PRGO -1.260 -1.643 -1.045 -1.286 -1.151
REGN -0.236 -0.258 -0.076 -0.267 -0.267
RMD 0.046 -0.471 -0.060 -0.309 -0.725
SYK -0.509 0.041 -0.531 0.240 -0.258
TMO -0.274 -0.272 -0.505 -0.430 -0.169
UHS 0.948 0.959 0.896 0.584 0.641
UNH 1.766 1.014 1.392 1.541 1.412
VAR 0.624 0.229 0.757 0.454 0.237
VRTX 1.709 1.605 1.796 1.598 1.359
WAT 1.911 1.742 1.980 2.255 1.700
XRAY 1.896 2.066 1.822 1.772 1.692
AIV 1.881 1.801 2.170 1.850 1.907
ARE 1.430 1.430 1.412 1.839 1.410
AVB 2.378 2.545 2.436 2.506 2.416
BXP 0.883 1.043 1.014 0.894 1.640
CCI 0.675 0.369 -0.040 0.558 0.467
DRE 1.270 1.450 1.382 1.564 1.222
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EQR 1.784 2.199 1.988 1.471 1.802
ESS 2.544 2.643 2.989 3.182 3.069
FRT 1.110 0.354 0.594 0.682 0.676
GGP -0.100 0.116 0.175 0.217 -0.023
HCP -0.181 -0.402 -0.457 -0.212 -0.455
HST 1.306 1.197 1.311 1.512 1.434
MAA 2.798 2.609 2.069 2.996 2.618
MAC 0.603 0.565 0.331 0.442 0.543
O 0.061 -0.208 -0.580 -0.089 -0.474

PLD -0.880 -0.631 -0.861 -0.817 -1.077
PSA 0.998 0.612 0.374 0.941 0.633
REG 1.060 0.899 0.506 0.986 1.119
SLG -0.058 -0.274 -0.470 -0.274 -0.049
SPG 0.936 1.184 0.739 1.192 1.026
UDR 0.536 0.701 0.429 0.878 0.822
VNO 1.461 1.420 1.359 1.110 0.751
VTR -0.535 -1.059 -1.263 -0.511 -1.130
AAPL -0.089 -0.180 0.040 0.088 -0.553
ADBE 1.209 1.032 0.975 0.726 1.122
ADI 0.820 0.845 1.076 1.249 0.448
ADSK 1.857 1.480 0.886 0.202 0.788
AKAM 0.988 1.198 1.429 1.235 0.944
AMAT -0.002 -0.057 -0.140 -0.253 -0.280
AMD -1.234 -1.129 -1.349 -1.641 -1.700
ANSS 2.474 3.252 2.794 2.847 2.633
APH 2.684 1.728 1.811 1.551 1.540
ATVI -0.241 -0.466 -0.483 -0.369 -1.080
CA 2.099 2.357 2.032 2.399 1.555

CDNS 0.076 0.309 0.721 -0.014 0.326
CERN 0.187 0.700 0.451 0.962 0.512
CSCO 2.753 2.889 2.656 2.421 2.511
CTSH 0.480 0.875 0.219 0.126 0.678
CTXS 1.827 1.598 2.100 1.813 2.244
EA 0.763 0.229 0.591 0.663 0.427
FFIV 2.723 2.212 2.143 2.787 1.677
FLIR 1.418 1.945 1.967 1.874 1.818
GLW 1.501 1.094 1.306 0.905 1.377
HPQ 0.417 0.448 -0.010 0.037 -0.144
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HRS 1.368 0.961 0.918 1.302 1.133
IBM 1.450 1.263 0.904 0.881 1.083
INTC 2.522 2.529 2.807 2.153 2.657
INTU 1.436 1.730 1.666 1.939 0.986
IT 0.740 1.137 0.851 0.730 0.663

JNPR 0.230 0.227 0.136 -0.312 0.145
KLAC -0.534 -0.451 -0.976 -0.984 -0.559
LRCX -0.667 -1.164 -0.930 -0.790 -1.208
MCHP 0.698 0.684 1.167 1.037 0.885
MSFT 1.078 1.229 0.862 0.720 0.840
MSI 1.338 1.417 1.481 1.501 1.227
MU -0.486 -0.285 -0.313 -0.455 0.040

NTAP 0.949 1.436 1.351 0.796 0.941
NVDA -1.641 -1.341 -1.263 -1.465 -1.525
ORCL 1.171 1.435 1.857 1.967 1.087
QCOM -0.368 -0.576 -0.747 -0.885 -0.582
RHT 0.793 0.479 0.868 0.425 0.879
SNPS 3.723 3.328 3.034 2.860 2.583
SWKS 0.515 0.383 0.504 0.638 0.542
SYMC 1.254 1.320 1.905 1.706 1.598
TTWO 0.000 -0.336 -0.263 -0.183 -0.223
TXN 0.675 0.852 0.925 0.147 0.473
VRSN 2.752 2.517 3.043 2.226 2.395
WDC 0.304 0.220 0.404 0.493 0.629
XLNX 1.109 0.759 1.070 0.632 0.390
XRX -0.938 -0.821 -0.959 -0.595 -0.904
AEE 0.126 0.045 0.331 0.500 0.557
AEP -0.078 0.148 0.395 0.298 0.411
AES 0.652 0.520 0.234 0.160 -0.018
CMS 0.787 1.113 0.959 1.560 1.042
CNP -0.066 0.309 0.499 0.048 0.003
D 0.853 0.617 0.812 0.773 1.021

DTE 0.047 0.046 0.235 0.087 0.590
DUK -0.369 -0.378 -0.517 -0.130 0.061
ED 0.273 0.139 -0.284 0.334 0.045
EIX -0.617 -0.392 -0.704 -0.518 -0.212
ES 0.141 0.385 -0.059 0.702 0.235
ETR 1.030 0.946 1.209 0.897 1.200
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EXC -0.344 -0.047 -0.023 -0.295 -0.290
FE -0.804 -0.748 -0.488 -0.530 -0.718
LNT 0.250 0.493 0.389 0.230 -0.009
NEE 0.872 0.926 0.626 0.739 0.736
NI 0.403 0.868 1.103 0.768 0.551

PCG -0.188 0.011 -0.034 0.127 -0.185
PEG 0.427 0.203 0.140 0.770 0.507
PNW 1.337 1.447 1.277 1.589 1.628
PPL 0.236 0.561 0.831 0.621 0.441
SCG -0.992 -0.496 -0.806 -0.609 -0.832
SO 0.810 0.603 0.942 0.606 1.081
SRE -0.404 0.092 0.106 -0.210 -0.176
WEC 0.234 0.305 0.065 0.535 0.646
XEL -0.242 0.220 -0.023 -0.013 0.144
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Sequence Encoder

Best Hyperparameter Search Space

d = 256 d = {128, 256, 512, 1024}

Graph Transformer Network (GTN)

Best Hyperparameter Search Space

esf = d = 256 –
ens = d = 256 –
WQ
h=3 = 256× dk = 512

dk = {256, 512, 1024}
WK
h=3 = 256× dk = 512

W = 256× d′ = 512 d′ = {256, 512, 1024}
WO = 3 ∗ 512× d′ = 512 –

Task-specific layers

Best Hyperparameter Search Space

dhigh = 1024
dhigh = dlow = {512, 1024, 2048}

dlow = 1024

Table C.1: Multi-task Graph Neural Network – best hyperparameters and
respective search space. Hyperparameters for each block of the full Multi-task
Graph Neural Network proposed in Figure 4.5. In all our experiments we consider the
number of heads h = 3. Sequence Encoder: d is the number of units of the LSTM
that encodes the price history and is shared among all stocks. Graph Transformer
Network (GTN): the trainable embeddings (esf and ens) have dimensions that
conform with d. The intrinsic dimension of the Transformer attention dk is as in
Equations (4.17c) and (4.17d). Finally, d′ is the dimension associated with the graph
weight matrix W and the output projection matrix WO, as in Equations (4.17a)
and (4.17b), respectively. Task-specific layers: dhigh and dlow are the dimensions
of the FC layers for the high and low predictions – specific to this layer, when
searching the hyperparameter space, we restrict both layer weights to have the same
dimension.
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D.1 Deep RL networks and SL network hyperparameters

Table D.1 reports the best hyperparameter (first column) found using grid search,
where the search space is reported in the second column. The first two table splits
refer to the DQN and DDPG architectures in Figures 5.2 and 5.3, respectively. The
last table split refers to the SL network architecture in Figure 5.4.

D.2 Pairs Screening

Table D.2 reports the result of the pairs screening process for each sector, as detailed
in Section 5.4.1.
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DQN

Best Hyperparameter Search Space

d = 512 {128, 256, 512, 1024}
d′ = 32 {16, 32, 128}
dReLU = 1024 {128, 256, 512, 1024, 2048}

DDPG

Best Hyperparameter Search Space

d = 256 (actor) {128, 256, 512}
d′ = 32 (actor) {16, 32, 128}
dReLU = 512 (actor) {256, 512, 1024}
d = 512 (critic) {128, 256, 512}
d′ = 32 (critic) {16, 32, 128}
dReLU = 512 (critic) {256, 512, 1024}

SL

Best Hyperparameter Search Space

d = 512 {128, 256, 512, 1024}
d′ = 32 {16, 32, 128}
dReLU = 1024 {128, 256, 512, 1024, 2048}

Table D.1: Deep RL networks and SL network – best hyperparameters
and respective search space. The Deep RL architectures (first and second table
splits) are depicted in Figure 5.2 (DQN) and Figure 5.3 (DDPG). The SL network
architecture (last table split) is depicted in Figure 5.4. For all architectures d is
number of units of the LSTM layer (green blocks) that encode the stock pair history.
d′ the dimension of the embedding layer (blue blocks). Finally, dReLU is the number
of units of the FC layer (yellow blocks). As in all hyperparameter tunning reported
in this thesis, the best parameter is selected based on the validation set performance.
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Table D.2: Pairs Screening – sectors breakdown

Sector Cointegrated Pairs

Basic Materials

Ecolab Inc. (ECL) x International Flavors & Fragrances Inc. (IFF), International Flavors & Fragrances
Inc. (IFF) x PPG Industries, Inc. (PPG), International Flavors & Fragrances Inc. (IFF) x Praxair, Inc.
(PX), Albemarle Corporation (ALB) x The Sherwin-Williams Company (SHW), Ecolab Inc. (ECL) x
The Sherwin-Williams Company (SHW), Ecolab Inc. (ECL) x PPG Industries, Inc. (PPG)

Communication Services
AT&T Inc. (T) x Verizon Communications Inc. (VZ), CenturyLink, Inc. (CTL) x AT&T Inc. (T),
American Tower Corporation (REIT) (AMT) x SBA Communications Corporation (SBAC)

Consumer Cyclical

Leggett & Platt, Incorporated (LEG) x Whirlpool Corporation (WHR), Mohawk Industries, Inc. (MHK)
x Whirlpool Corporation (WHR), Leggett & Platt, Incorporated (LEG) x Mohawk Industries, Inc.
(MHK), Hasbro, Inc. (HAS) x Royal Caribbean Cruises Ltd. (RCL), Booking Holdings Inc. (BKNG)
x Hasbro, Inc. (HAS), International Paper Company (IP) x Sealed Air Corporation (SEE), Ball Cor-
poration (BLL) x Packaging Corporation of America (PKG), Darden Restaurants, Inc. (DRI) x YUM!
Brands, Inc. (YUM), Darden Restaurants, Inc. (DRI) x Starbucks Corporation (SBUX), eBay Inc.
(EBAY) x Genuine Parts Company (GPC), AutoZone, Inc. (AZO) x eBay Inc. (EBAY), Best Buy Co.,
Inc. (BBY) x eBay Inc. (EBAY), eBay Inc. (EBAY) x O’Reilly Automotive, Inc. (ORLY), Amazon.com,
Inc. (AMZN) x eBay Inc. (EBAY), Advance Auto Parts, Inc. (AAP) x Genuine Parts Company (GPC),
Advance Auto Parts, Inc. (AAP) x AutoZone, Inc. (AZO), Amazon.com, Inc. (AMZN) x O’Reilly
Automotive, Inc. (ORLY), Amazon.com, Inc. (AMZN) x Genuine Parts Company (GPC)

Consumer Defensive

Colgate-Palmolive Company (CL) x The Clorox Company (CLX), The Clorox Company (CLX) x The
Procter & Gamble Company (PG), McCormick & Company, Incorporated (MKC) x The J. M. Smucker
Company (SJM), General Mills, Inc. (GIS) x The J. M. Smucker Company (SJM), Conagra Brands, Inc.
(CAG) x Kellogg Company (K)
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Energy

Anadarko Petroleum Corporation (APC) x Hess Corporation (HES), EQT Corporation (EQT) x Pioneer
Natural Resources Company (PXD), Marathon Oil Corporation (MRO) x Noble Energy, Inc. (NBL),
EOG Resources, Inc. (EOG) x Pioneer Natural Resources Company (PXD), ConocoPhillips (COP) x
Pioneer Natural Resources Company (PXD), Devon Energy Corporation (DVN) x Newfield Exploration
Company (NFX), Devon Energy Corporation (DVN) x Hess Corporation (HES), Apache Corporation
(APA) x Devon Energy Corporation (DVN), Occidental Petroleum Corporation (OXY) x Pioneer Natu-
ral Resources Company (PXD), Anadarko Petroleum Corporation (APC) x Devon Energy Corporation
(DVN), Halliburton Company (HAL) x Schlumberger Limited (SLB), Halliburton Company (HAL) x
National Oilwell Varco, Inc. (NOV)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Financial Services

Northern Trust Corporation (NTRS) x State Street Corporation (STT), BlackRock, Inc. (BLK) x T.
Rowe Price Group, Inc. (TROW), The Bank of New York Mellon Corporation (BK) x Northern Trust
Corporation (NTRS), The Bank of New York Mellon Corporation (BK) x State Street Corporation (STT),
The Bank of New York Mellon Corporation (BK) x BlackRock, Inc. (BLK), The Bank of New York
Mellon Corporation (BK) x Invesco Ltd. (IVZ), BlackRock, Inc. (BLK) x Northern Trust Corporation
(NTRS), Franklin Resources, Inc. (BEN) x Jefferies Financial Group Inc. (JEF), Affiliated Managers
Group, Inc. (AMG) x Franklin Resources, Inc. (BEN), Huntington Bancshares Incorporated (HBAN) x
KeyCorp (KEY), KeyCorp (KEY) x Regions Financial Corporation (RF), Fifth Third Bancorp (FITB)
x KeyCorp (KEY), SunTrust Banks, Inc. (STI) x Zions Bancorporation (ZION), Huntington Bancshares
Incorporated (HBAN) x Regions Financial Corporation (RF), BB&T Corporation (BBT) x M&T Bank
Corporation (MTB), SVB Financial Group (SIVB) x U.S. Bancorp (USB), KeyCorp (KEY) x Zions
Bancorporation (ZION), The PNC Financial Services Group, Inc. (PNC) x U.S. Bancorp (USB), BB&T
Corporation (BBT) x The PNC Financial Services Group, Inc. (PNC), M&T Bank Corporation (MTB)
x U.S. Bancorp (USB), Fifth Third Bancorp (FITB) x Zions Bancorporation (ZION), KeyCorp (KEY) x
SunTrust Banks, Inc. (STI), BB&T Corporation (BBT) x U.S. Bancorp (USB), Comerica Incorporated
(CMA) x U.S. Bancorp (USB), Huntington Bancshares Incorporated (HBAN) x Zions Bancorporation
(ZION), SunTrust Banks, Inc. (STI) x U.S. Bancorp (USB), M&T Bank Corporation (MTB) x The
PNC Financial Services Group, Inc. (PNC), Fifth Third Bancorp (FITB) x SunTrust Banks, Inc. (STI),
Fifth Third Bancorp (FITB) x Regions Financial Corporation (RF), The Charles Schwab Corporation
(SCHW) x S&P Global Inc. (SPGI), Moody’s Corporation (MCO) x S&P Global Inc. (SPGI), Moody’s
Corporation (MCO) x Raymond James Financial, Inc. (RJF), Raymond James Financial, Inc. (RJF) x
S&P Global Inc. (SPGI), Lincoln National Corporation (LNC) x Principal Financial Group, Inc. (PFG),
Aflac Incorporated (AFL) x Prudential Financial, Inc. (PRU), Prudential Financial, Inc. (PRU) x Unum
Group (UNM), MetLife, Inc. (MET) x Prudential Financial, Inc. (PRU), Lincoln National Corporation
(LNC) x Prudential Financial, Inc. (PRU), Aflac Incorporated (AFL) x Torchmark Corporation (TMK),
Lincoln National Corporation (LNC) x MetLife, Inc. (MET)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Healthcare

Amgen Inc. (AMGN) x Biogen Inc. (BIIB), Biogen Inc. (BIIB) x Vertex Pharmaceuticals Incorporated
(VRTX), Celgene Corporation (CELG) x Gilead Sciences, Inc. (GILD), Amgen Inc. (AMGN) x Vertex
Pharmaceuticals Incorporated (VRTX), Biogen Inc. (BIIB) x Regeneron Pharmaceuticals, Inc. (REGN),
Mettler-Toledo International Inc. (MTD) x Thermo Fisher Scientific Inc. (TMO), Agilent Technologies,
Inc. (A) x Quest Diagnostics Incorporated (DGX), Agilent Technologies, Inc. (A) x Laboratory Corpo-
ration of America Holdings (LH), Agilent Technologies, Inc. (A) x Waters Corporation (WAT), Agilent
Technologies, Inc. (A) x PerkinElmer, Inc. (PKI), Quest Diagnostics Incorporated (DGX) x Laboratory
Corporation of America Holdings (LH), PerkinElmer, Inc. (PKI) x Waters Corporation (WAT), Agilent
Technologies, Inc. (A) x Danaher Corporation (DHR), Agilent Technologies, Inc. (A) x Mettler-Toledo
International Inc. (MTD), Danaher Corporation (DHR) x Laboratory Corporation of America Holdings
(LH), Thermo Fisher Scientific Inc. (TMO) x Waters Corporation (WAT), Laboratory Corporation of
America Holdings (LH) x Waters Corporation (WAT), Danaher Corporation (DHR) x Mettler-Toledo
International Inc. (MTD), Agilent Technologies, Inc. (A) x IDEXX Laboratories, Inc. (IDXX), Agilent
Technologies, Inc. (A) x Thermo Fisher Scientific Inc. (TMO), Quest Diagnostics Incorporated (DGX)
x Thermo Fisher Scientific Inc. (TMO), Mettler-Toledo International Inc. (MTD) x Waters Corporation
(WAT), Laboratory Corporation of America Holdings (LH) x PerkinElmer, Inc. (PKI), Eli Lilly and
Company (LLY) x Merck & Co., Inc. (MRK), Eli Lilly and Company (LLY) x Pfizer Inc. (PFE), Merck
& Co., Inc. (MRK) x Pfizer Inc. (PFE), Bristol-Myers Squibb Company (BMY) x Merck & Co., Inc.
(MRK), Aetna Inc. (AET) x Humana Inc. (HUM), Cigna Corporation (CI) x CVS Health Corporation
(CVS), Anthem, Inc. (ANTM) x Cigna Corporation (CI), Cigna Corporation (CI) x Centene Corporation
(CNC), Medtronic plc (MDT) x Zimmer Biomet Holdings, Inc. (ZBH), Align Technology, Inc. (ALGN)
x Edwards Lifesciences Corporation (EW), ABIOMED, Inc. (ABMD) x Align Technology, Inc. (ALGN)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Industrials

Lockheed Martin Corporation (LMT) x Northrop Grumman Corporation (NOC), L3 Technologies, Inc.
(LLL) x Lockheed Martin Corporation (LMT), General Dynamics Corporation (GD) x L3 Technologies,
Inc. (LLL), The Boeing Company (BA) x L3 Technologies, Inc. (LLL), L3 Technologies, Inc. (LLL)
x United Technologies Corporation (UTX), L3 Technologies, Inc. (LLL) x Raytheon Company (RTN),
L3 Technologies, Inc. (LLL) x Northrop Grumman Corporation (NOC), General Dynamics Corporation
(GD) x United Technologies Corporation (UTX), General Dynamics Corporation (GD) x Lockheed Mar-
tin Corporation (LMT), The Boeing Company (BA) x Raytheon Company (RTN), The Boeing Company
(BA) x Northrop Grumman Corporation (NOC), L3 Technologies, Inc. (LLL) x Textron Inc. (TXT),
Lockheed Martin Corporation (LMT) x United Technologies Corporation (UTX), The Boeing Company
(BA) x Lockheed Martin Corporation (LMT), Rockwell Collins, Inc. (COL) x United Technologies Cor-
poration (UTX), Rockwell Collins, Inc. (COL) x General Dynamics Corporation (GD), Automatic Data
Processing, Inc. (ADP) x Paychex, Inc. (PAYX), Automatic Data Processing, Inc. (ADP) x Global
Payments Inc. (GPN), Cintas Corporation (CTAS) x Global Payments Inc. (GPN), Cintas Corpora-
tion (CTAS) x Paychex, Inc. (PAYX), Fiserv, Inc. (FISV) x Global Payments Inc. (GPN), Equifax
Inc. (EFX) x Iron Mountain Incorporated (IRM), Fidelity National Information Services, Inc. (FIS) x
Fiserv, Inc. (FISV), Fidelity National Information Services, Inc. (FIS) x Iron Mountain Incorporated
(IRM), Equifax Inc. (EFX) x Paychex, Inc. (PAYX), Equifax Inc. (EFX) x Fidelity National Infor-
mation Services, Inc. (FIS), Automatic Data Processing, Inc. (ADP) x Fidelity National Information
Services, Inc. (FIS), Global Payments Inc. (GPN) x Paychex, Inc. (PAYX), Automatic Data Processing,
Inc. (ADP) x Iron Mountain Incorporated (IRM), Fidelity National Information Services, Inc. (FIS) x
Global Payments Inc. (GPN), Automatic Data Processing, Inc. (ADP) x Equifax Inc. (EFX), Eaton
Corporation plc (ETN) x Parker-Hannifin Corporation (PH), Eaton Corporation plc (ETN) x Pentair
plc (PNR), Ingersoll-Rand Plc (IR) x Illinois Tool Works Inc. (ITW), Eaton Corporation plc (ETN) x
Ingersoll-Rand Plc (IR), Parker-Hannifin Corporation (PH) x Pentair plc (PNR), Cummins Inc. (CMI)
x Flowserve Corporation (FLS), Rockwell Automation Inc. (ROK) x Roper Technologies, Inc. (ROP),
Ingersoll-Rand Plc (IR) x Parker-Hannifin Corporation (PH), Dover Corporation (DOV) x Honeywell
International Inc. (HON), Illinois Tool Works Inc. (ITW) x 3M Company (MMM)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Industrials
continued

Ingersoll-Rand Plc (IR) x Pentair plc (PNR), Dover Corporation (DOV) x Illinois Tool Works Inc.
(ITW), Dover Corporation (DOV) x 3M Company (MMM), Eaton Corporation plc (ETN) x Rockwell
Automation Inc. (ROK), Dover Corporation (DOV) x Emerson Electric Co. (EMR), Pentair plc (PNR)
x Rockwell Automation Inc. (ROK), Dover Corporation (DOV) x Ingersoll-Rand Plc (IR), 3M Company
(MMM) x Pentair plc (PNR), Ingersoll-Rand Plc (IR) x 3M Company (MMM), Honeywell International
Inc. (HON) x Illinois Tool Works Inc. (ITW), Illinois Tool Works Inc. (ITW) x Parker-Hannifin Cor-
poration (PH), Fluor Corporation (FLR) x Quanta Services, Inc. (PWR), Fluor Corporation (FLR)
x Johnson Controls International plc (JCI), Johnson Controls International plc (JCI) x Quanta Ser-
vices, Inc. (PWR), Fluor Corporation (FLR) x Jacobs Engineering Group Inc. (JEC), C.H. Robinson
Worldwide, Inc. (CHRW) x United Parcel Service, Inc. (UPS), Expeditors International of Washington,
Inc. (EXPD) x FedEx Corporation (FDX), FedEx Corporation (FDX) x United Parcel Service, Inc.
(UPS), Expeditors International of Washington, Inc. (EXPD) x United Parcel Service, Inc. (UPS), C.H.
Robinson Worldwide, Inc. (CHRW) x Expeditors International of Washington, Inc. (EXPD)

Real Estate
Equity Residential (EQR) x Mid-America Apartment Communities, Inc. (MAA), Equity Residential
(EQR) x Essex Property Trust, Inc. (ESS), Macerich Company (MAC) x Regency Centers Corporation
(REG), Federal Realty Investment Trust (FRT) x Macerich Company (MAC)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Technology

Cognizant Technology Solutions Corporation (CTSH) x Gartner, Inc. (IT), Cognizant Technology So-
lutions Corporation (CTSH) x Xerox Corporation (XRX), Accenture plc (ACN) x Gartner, Inc. (IT),
Applied Materials, Inc. (AMAT) x KLA-Tencor Corporation (KLAC), Applied Materials, Inc. (AMAT)
x Lam Research Corporation (LRCX), Analog Devices, Inc. (ADI) x Xilinx, Inc. (XLNX), Texas In-
struments Incorporated (TXN) x Xilinx, Inc. (XLNX), Analog Devices, Inc. (ADI) x Texas Instruments
Incorporated (TXN), Intel Corporation (INTC) x Xilinx, Inc. (XLNX), Microchip Technology Incorpo-
rated (MCHP) x QUALCOMM Incorporated (QCOM), Analog Devices, Inc. (ADI) x Intel Corporation
(INTC), Akamai Technologies, Inc. (AKAM) x ANSYS, Inc. (ANSS), Autodesk, Inc. (ADSK) x Akamai
Technologies, Inc. (AKAM), Autodesk, Inc. (ADSK) x Red Hat, Inc. (RHT), Adobe Systems Incor-
porated (ADBE) x Intuit Inc. (INTU), ANSYS, Inc. (ANSS) x Red Hat, Inc. (RHT), Adobe Systems
Incorporated (ADBE) x Red Hat, Inc. (RHT), Akamai Technologies, Inc. (AKAM) x Symantec Cor-
poration (SYMC), Intuit Inc. (INTU) x Red Hat, Inc. (RHT), Adobe Systems Incorporated (ADBE)
x Akamai Technologies, Inc. (AKAM), Akamai Technologies, Inc. (AKAM) x Intuit Inc. (INTU), Red
Hat, Inc. (RHT) x Symantec Corporation (SYMC), Adobe Systems Incorporated (ADBE) x Autodesk,
Inc. (ADSK), Autodesk, Inc. (ADSK) x Intuit Inc. (INTU), Citrix Systems, Inc. (CTXS) x Oracle
Corporation (ORCL), Citrix Systems, Inc. (CTXS) x Microsoft Corporation (MSFT), Citrix Systems,
Inc. (CTXS) x F5 Networks, Inc. (FFIV), CA, Inc. (CA) x Citrix Systems, Inc. (CTXS)

Continued on next page
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Table D.2 – continued from previous page

Sector Cointegrated Pairs

Utilities

Exelon Corporation (EXC) x FirstEnergy Corp. (FE), Public Service Enterprise Group Incorporated
(PEG) x Sempra Energy (SRE), Dominion Energy, Inc. (D) x Sempra Energy (SRE), Entergy Cor-
poration (ETR) x FirstEnergy Corp. (FE), Eversource Energy (ES) x NextEra Energy, Inc. (NEE),
Eversource Energy (ES) x Xcel Energy Inc. (XEL), DTE Energy Company (DTE) x Eversource Energy
(ES), Eversource Energy (ES) x Alliant Energy Corporation (LNT), American Electric Power Company,
Inc. (AEP) x Pinnacle West Capital Corporation (PNW), Eversource Energy (ES) x PPL Corporation
(PPL), DTE Energy Company (DTE) x Xcel Energy Inc. (XEL), Edison International (EIX) x PG&E
Corporation (PCG), PG&E Corporation (PCG) x SCANA Corporation (SCG), Eversource Energy (ES)
x The Southern Company (SO), Eversource Energy (ES) x Pinnacle West Capital Corporation (PNW),
Pinnacle West Capital Corporation (PNW) x Xcel Energy Inc. (XEL), Consolidated Edison, Inc. (ED) x
Pinnacle West Capital Corporation (PNW), DTE Energy Company (DTE) x Consolidated Edison, Inc.
(ED), Edison International (EIX) x Eversource Energy (ES), DTE Energy Company (DTE) x Pinnacle
West Capital Corporation (PNW), Consolidated Edison, Inc. (ED) x Eversource Energy (ES), Eversource
Energy (ES) x WEC Energy Group, Inc. (WEC)
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List of Abbreviations

OHLC Open, High, Low and Close prices
TL Transfer Learning
FF3 Fama-French three factors
EMH Efficient Market Hypothesis
MHAN Multimodal Hierarchical Attention Network
NRA News Relevance Attention
NTA News Temporal Attention
RCV1 Reuters Corpus Volume I dataset
SNLI Stanford Natural Language Inference dataset
SOTA State Of The Art
GARCH Generalized AutoRegressive Conditional Heteroskedasticity model
ARCH AutoRegressive Conditional Heteroskedasticity model
ML Machine Learning
NLP Natural Language Preprocessing
RL Reinforcement Learning
GNN Graph Neural Networks
GTN Graph Tansformer Networks
GCN Graph Convolutional Network
GAT Graph Nattention Networks
MLP MultiLayer Perceptron
LSTM Long Short-Term Memory neural network
MDD Maximum DdrawDown
RNN Recurrent Neural Network
MTL Multi-Task Learning
MDD Maximum DrawDown
TP True Positives
TN True Negatives
BAH Buy Aand Hold portfolio
KDE Kernel Density Estimation
ISIP Investment Strategy with Investors’ Preferences
SL Supervised Learning
DQN Depp Q-Network
DDPG Deep Dterministic Policy Gradient
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