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Abstract 

 

 

A review of the literature suggests that current guidelines for road lighting lack a clear 

empirical basis. Where there is evidence, this tends to be based on motorists or 

pedestrians: there is little, if any, consideration given to the needs of cyclists. This 

thesis presents an investigation of lighting for cycling after dark within an urban 

environment.  

Three empirical investigations were conducted. A field survey was conducted to 

investigate the influence of the ambient light level on the tendency to cycle. Mobile 

eye-tracking was used to investigate the gaze behaviour of cyclists in natural settings, 

using two parallel measurements to reveal the critical of these fixations: performance 

on an audio dual-task and skin conductance response (SCR), and by that improved 

the ecological validity of previous similar research. A laboratory experiment was 

conducted to investigate obstacle detection under variations in the type, location, and 

level of lighting.  

The field study revealed that cycling increases when the ambient light level is higher. 

This suggests that road lighting might be a tool to encourage more cycling. The eye-

tracking study suggested that observing the path ahead is a critical task, reflecting a 

tendency to search for possible obstacles on the road. Post hoc analysis of the eye-

tracking data also suggested an influence of ambient light level on gaze towards 

aesthetic elements (architectural features) of the environment with such elements are 

suggested by the literature to be associated with positive cycling experience: this 

suggests that appropriate road lighting motivates the choice to cycle.  

The detection experiment revealed two significant effects: first; that road lighting and 

bicycle lighting may conflict. In other words, using bicycle lighting on a lit road may 

impair detection performance, not improve it. Second; that detection is improved when 

the front bicycle lamp is located on the wheel hub rather than the handlebar. 
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Chapter 1. Road lighting for cyclists 

 

 

1.1 Introduction  

Cycling has multifaceted benefits to UK society including; public health, economic, 

reduction of CO2 emissions, and reduced energy consumption (Horton et al., 2016). 

Yet compared to similar developed countries, the proportion of the UK population that 

regularly cycles remains low (Pucher and Buehler, 2008). This may be due in part to 

public perceptions of the safety of cycling, with statistics showing high casualties and 

fatalities on the roads (Lorenc et al., 2008; Willis et al., 2015). Thus improving road 

safety conditions is vital in promoting more cycling. 

Another motivation to cycle is the quality of the experience; one aspect of this is 

whether cyclists view the surrounding environment as pleasant and enjoyable (Sener 

et al., 2009a; Xu et al., 2019). In the after dark, road lighting can play a role by enabling 

such pleasant/attractive elements to be seen while cycling (BSI, 2013). 

People cycle for different reasons, e.g. lower travel cost, health benefits, to escape 

from congestion, and as a life-style choice (Gatersleben and Haddad, 2010). The 

amount that people cycle is understandably different depending on whether they are 

a commuter, an everyday cyclist, a leisure cyclist, an occasional cyclist, etc. 

Regardless of the motivation and amount people cycle, this thesis is focused on 

improving urban conditions experienced by any person who can use a bicycle 

effectively. 

The safety aspect of cycling could cover a spectrum of subjects ranging from risks 

emerged from interacting with other motor vehicles (Martínez-Ruiz et al., 2014; 

Summala et al., 1996); cyclists own risky behaviour e.g. joining the main road from 

footpath (Krizek and Roland, 2005; Knowles et al., 2009); detecting hazards or 

obstacles on the road (Schepers and den Brinker, 2011).  This spectrum could extend 

to a subjective dimension such as individuals’ perception of how safe is cycling (Heinen 

et al., 2010; Lawson et al., 2013). 

In the context of this study, the term ‘safety’ is particularly used to refer to the traffic 

challenges of cycling and here road lighting is proposed to deliver safer cycling, 
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particularly through enhancing cyclists’ visual performance during after dark time. For 

example, improving the ability of cyclists to detect hazards leads to a reduction in 

accidents on the road, especially ones related to inefficient road light provision.  

This chapter first reviews the benefits that increased cycling can bring to UK society 

along with the safety challenges of this mode of transport, and then explores current 

road lighting guidelines, outlining lighting specifications to meet the visual needs of 

cyclists. 

 

1.2  Benefits of cycling  

Promoting cycling in the community has gained a considerable amount of attention 

from the UK government in recent years (DFT, 2017), in keeping with a wider trend in 

Europe and elsewhere around the world (Pucher and Buehler, 2008). 

The benefits of cycling include improved physical health for the cyclist, and less air 

pollution and less traffic congestion for the general public (DFT, 2017). Public Health 

England (PHE) have emphasised the wider positive health returns to the public when 

cycling is adapted by the larger population such as reducing obesity, hypertension, 

cancer and depression (PHE, 2014). Oja et al. (2011) reviewed the literature of cycling 

and public health and stated that:” Cycling has health and functional benefits in young 

boys and girls and improvements in cardiorespiratory fitness and disease risk factors 

as well as significant risk reduction for all-cause and cancer mortality and for 

cardiovascular, cancer, and obesity morbidity in middle-aged and elderly men and 

women.’’ (Oja et al, 2011, p.508) 

In their study De Geus et al. (2008) recruited 80 participants (65 intervention group 

and 15 control group) for one year cycling intervention study to measure risk factors 

related to coronary heart disease (CHD), this is in addition to assessing the general 

health and life quality aspects of healthy adults who were untrained and did not cycle 

to work previously. Health measurements were carried on participants on three 

consequent events, with 6 months gap in-between. The study found that cycling to 

work has significantly reduced CHD risk factors and was possibly to develop the 

general well-being and related aspects in the intervention sample. The risk factors that 

were improved include density lipoprotein cholesterol (LDL), cholesterol high-density 

lipoprotein (HDL) and diastolic blood pressure. 
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The economic benefits of cycling could be separated into two groups: direct (monetary) 

(DFT, 2015a) and indirect (non-monetary) (Cavill et al., 2008). Grous (2011) reports 

the 2010 net direct return of cycling to the UK economy to be £2.9 billion, an amount 

equivalent to two hundred thirty pounds per year per individual cyclist. 

Additionally, an estimated 1/3 increase in general retails sales could be anticipated 

when introducing sustainable transportation projects such as cycling encouraging 

schemes (Lawlor, 2013). Such projects could also increase the economic worth of 

nearby land. Increased cycling can also mean greater job opportunities in different 

business divisions, e.g. cycling hardware retails, industries, training and such (Lawlor, 

2013). It has been estimated that a 1/5 increase in cyclist population is equivalent to 

£207 million savings from reduced traffic jams (DFT, 2015a, 2017), and £71 million 

savings from reduced CO2 (Grous, 2011). 

Cycling has been found to correlate with good work attendance (Piatkowski et al., 

2014). Cycling to work is correlated with lower absenteeism rates, this is especially 

true for longer commuting distances (Hendriksen et al., 2010). Cycle to work schemes 

can also have an impact, with one Sheffield (UK)-based case study citing that 75% of 

participants who did not cycle usually stated they begin to cycle more after 24 months 

from the intervention start (Uttley and Lovelace, 2016). 

Another dimension of cycling to consider are the social benefits. Cycling can promote 

a better quality of life within a community by making it more vibrant through better 

social interaction. Cycling itself can be seen as a ‘social practice’ (Spotswood et al., 

2015, p. 22). 

Generally, the research on cycling took multiple themes, examples are: Gender effect 

(Aldred et al., 2017; Aldred et al., 2016; Prati, 2018); safety at several dimensions 

(Aldred et al., 2019; Buehler and Pucher, 2017; Lawson et al., 2013; Schepers et al., 

2017; Werneke et al., 2015); the influence of the urban environment on cycling 

(Meuleners et al., 2019; Nielsen et al., 2013; Saelens et al., 2003); travel behaviour 

(Fyhri et al., 2017; Heinen and Buehler, 2019; Liu et al., 2017; Meuleners et al., 2019; 

Plazier et al., 2017). 

Examples of recent literature review studies in the following: Stewart et al. (2015) 

carried a systematic review of 12 studies of which 7 studies of these examined 

intervention effects on individual and group levels. The remain of studies examined 
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intervention on the environmental level. The review found that environmental 

intervention encouraged larger population to cycle, in general, despite the authors 

stated it was difficult to specify which particular segment in the population had shifted 

to cycling. 

Smith et al. (2017) reviewed the literature on the effects of built environment features 

on the active traveling rates, including cycling, where evidence had been found that 

intervention on infrastructure level could correlate to an increased cycling level.  

Winters et al. (2017) conducted a literature review on cycling research, particularly, on 

the effect of government policies targeting increasing cyclists’ population. The authors 

extracted the findings of 50 review papers and concluded that increasing the 

population of cyclists could be achieved by implementing a multi-faceted policy that 

targets promoting cycling at multi-scales: individual, residential district, municipality, 

and larger society. 

In addition, Fishman (2016) evaluated the literature on the cycling share in the society 

on a sample of papers published since 2013 and found that the perceived value of 

cycling is a major motivator to take up cycling as transport choice hence policymakers 

need to incorporate the value of bicycling when aiming for altering the use of other 

transport means e.g. car driving.  Another finding was that specific demographic 

groups are more inclined to adopt cycling for travel e.g. white people, above average 

income, and people living in and near city centres close to cycling promotion schemes 

influence. 

Given the abundance of benefits from increased cycling discussed above, why then 

are cycling levels lower in the UK than comparable countries? 

 

1.3 Cycling rate in UK 

There is a general problem of physical ‘’inactivity’’ in the UK compared to similar 

developed countries such as the Netherlands, Germany, France, Finland, Australia, 

and the USA (Hallal et al., 2012), see Figure 1.1 for physical inactivity percentage 

comparison between the UK and these six countries, which all have a lower inactivity 

mean than the UK. Evidence has shown that inactivity caused negative costs related 

to the health of up to £760 million annually (Grous, 2011). 
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It can be noted that the population of cycling in the UK is less than that of other 

countries of similar developmental status. Cycling in the UK is also low when 

considering the average distance cycled per day per individual resident, see Figure 

1.2, again comparing to the mean seen in the Netherlands, Denmark, Germany and 

Finland who all have a larger mean than the UK. The mean of these four countries is 

also compared with that of the UK with regard to the percentage of trips made by 

bicycle compared with other transportation means, see Figure 1.3. 

 

Figure 1.1. Comparable data about physical inactivity level between UK and 6 developed countries: 
Netherlands, Germany, France, Finland, Australia, and the USA. Based on data from Hallal et al (2012). 
Note: all countries in the comparative sample had less individual mean than the UK mean.   
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Figure 1. 2 Comparison of distance cycled per person per day between UK and the mean number of 
Netherlands, Denmark, Germany and Finland. Based on data from Pucher and Buehler (2008). Note: 
all countries in the comparative sample had larger individual mean than the UK mean. 

 

 

Figure 1.3 Comparison of bicycle share of trips relative to other transportation means  between UK and 
the average of Netherlands, Denmark, Germany and Finland.  Based on data from Pucher and Buehler 
(2008). Note: all countries in the comparative sample had larger individual mean than the UK mean. 

 

Public perceptions toward cycling as a comparably unsafe travel mode of transport is 

also thought to impact on cycling rates (Gatersleben and Appleton, 2007). In terms of 

what basis these perceptions have in reality, Figure 1.4 below provides the mean 

number of fatalities and injuries among cyclists per one hundred million km in three 
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European countries: Netherlands, Denmark, Germany, as compared to the UK. The 

graph shows that the probability of risk is much greater in the UK than in the other 

countries. 

Table 1.1 depicts the number of fatalities and serious injury among cyclists in UK in 

two years, 2014 and 2015, and the average between 2010 - 2014. The number of 

fatalities slightly decreased in 2015 than in the previous year. This is not necessary an 

indication of an improved road safety, but could be a matter of exposure i.e. higher 

cycling rates were seen in 2014 which also happened to be a warm year (DFT, 2015b). 

However, comparing the figures for 2015 with the 2010 – 2014 average clearly 

indicates an increase in the number of serious injuries and a small decrease in slight 

injury category. In this last comparison some may argue this increase in serious injury 

is an effect of exposure as there was a 3% increase in billion miles cycled in 2015 

comparing to the average of years from 2010 to 2014.  

 

Figure 1.4 Comparison of cycling fatality and injuries per 100 million km cycled distance between UK 
and the mean of Netherlands, Denmark, Germany. Based on data from Pucher and Buehler (2008). 
Note: all countries in the comparative sample had less individual mean than the UK mean.   
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Table 1.1  Fatalities and causalities in the United Kingdom for the period between 
2010 to 2015 (after DFT, 2015b). 

Status 

2010 - 2014 

average*  2014* 2015 

Fatalities 111 114 100 

Seriously injured 3109 3400 3239 

Slightly injured 15983 17830 15505 

Total 19203 21344 18844 

Billion miles travelled 3.1 3.4 3.2 

*For 2014 and average columns, numbers were established from the reported percentages.  

Figure 1.5 compares fatality and casualty per billion travelled miles, it shows that 

cyclists are just under pedestrians and both cyclists and pedestrians are above car 

drivers in terms of fatality rates. For casualty rates however, cyclists come on the top 

of all other travel groups by a considerable difference. It could be concluded from these 

figures that the roads in UK are risky for cyclists, justifying the public perception of this 

mode of transport as unsafe. 
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Figure 1.5 Fatality and casualty rate per billion travelled miles of different travel modes. Based on data 
from DFT (2015b). ‘Bigger vehicles’ refers to lorries, goods trucks and similar large-sized motor vehicles. 

 

The next section will discuss the proposed role of road lighting in mitigating the safety 

challenges facing promoting cycling in the UK. Other than road lighting, the literature 

has suggested several measures that policymakers could take to encourage the 

uptake of cycling, this includes using independent cycling paths, giving priority for 
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cyclists at intersections, more privileges for cyclists over car drivers in traffic law, the 

availability of bicycle parks, mixed land use (existence of commercial, residential and 

service buildings within approachable distance) to reduce the length of cycling trips 

(Pucher and Buehler, 2008). Besides, factors related to the socio-cultural dimension 

were also suggested to influence the decision to cycle. For example, Heinen et al. 

(2013) carried an online questionnaire involving 4000 participants from four districts in 

the Netherlands where they evaluated the influence of work culture on the tendency to 

cycle. They found that certain social factors like cycling support culture in the 

workplace, either by colleagues or the employer, correlate positively with selecting 

cycling as travel mode. Also, the existence of indoor bicycle storage; availability of 

changing rooms, and the need to use the bicycle during work time also have been 

suggested to motivate cycling. On the other hand, long commuting distance; delivering 

goods tasks and the availability of other transport modes near the workplace have 

been suggested to demotivate cycling. The authors stated that these findings should 

be interpreted as indicative giving that they were driven from the overall results pattern 

rather than a statistical significance value. 

Thus, several themes could be followed by research that targets increasing the 

population of cyclists by improving the conditions on the roads. In the current thesis, 

the approach will be investigating the influence of light and lighting on cycling 

promotion, more details in the following section. 

 

1.4 The potential role of lighting 

Given the diverse benefits more cycling could potentially bring to society, as discussed 

earlier, the main aim of this thesis is to provide objective evidence that can contribute 

to encouraging people to choose cycling more as a travel mode.  

The current research pursues this goal by investigating the potential role of road 

lighting on improving cycling conditions on the roads, first by making cycling safer, and 

second more enjoyable i.e. improve the cycling experience. 

British Standards for road lighting highlight the multidimensional role lighting can play 

in improving the urban environment for different road users at the after dark (BS 5489-

1:2013). When extending beyond the precise definition of safety used in this thesis i.e. 

traffic safety (see Section 1.1), different lighting approaches to safe cycling could be 
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introduced such as: aiding the identification of hazards on the road, feeling safe about 

a location (reassurance), and better navigation/movement. Another suggested role of 

road lighting is aiding the visibility of pleasant scenes e.g. tourist attractions and land 

marks (Boyce, 2019; BSI, 2013). 

The following are several themes where road lighting is suggested to improve the 

environment for cycling during the after dark: 

1) Detecting trip hazards and improve visual performance (Fotios and Cheal, 

2013; Uttley et al., 2017).  

2) Improvement of quality of life within urban contexts by making journeys more 

appealing and enjoying thus enhancing cycling experience (Sener et al., 2009b) 

this could be done by aiding the perception of appealing scenes in the 

environment (Boyce, 2019).  

3) reassurance (Boyce et al., 2000). 

4) Being seen by car drivers (Thornley et al., 2008; Twisk and Reurings, 2013).  

The work of this thesis extensively covers themes 1 and 2 which will be reviewed in 

Chapter 2, the literature review, in more detail under Section 2.5 (Visual perception 

and cycling experience); and Section 2.6 (detecting hazards on the road). The primary 

focus (detecting hazards) aims to improve the safety conditions on the roads through 

enabling appropriate lighting for cyclists and will constitute the main body of this thesis, 

whereas the secondary focus (cycling experience) sought to improve the quality of 

cycling experience thus increasing the desirability of this travel mode, see Figure 1.6. 

 

Figure 1. 6. The primary focus and the secondary of the current thesis, each sought to contribute for 

cycling promotion.  
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The following section describes current recommendations for road lighting, particularly 

where related to cyclists in an urban environment. 

 

1.5 Current road lighting guidelines  

The requirement to enhance the conditions for cycling routes has received a growing 

focus in environmental and transport policy (DFT, 2015a). The quality of cycling routes 

is recognised as being one aspect which affects the decisions of people to cycle (BSI, 

2013; Forsyth and Krizek, 2011). After dark lighting enables better visual conditions 

for cyclists, in order for them to see (significant objects in the environment) and be 

seen (by other road users such as car drivers). Furthermore, lighting has a role to play 

in generating an interesting and delightful atmosphere (Boyce, 2019), that is likely to 

encourage more cycling (BSI, 2013). 

Cyclists are supported by two forms of lighting – road lighting and bicycle lighting. In 

this thesis, ‘road lighting’ refers to the exterior lighting used to illuminate roads and 

urban areas. This also applies on areas where no motorised movement is present such 

as footpath, cycle path, parks, etc. Bicycle lighting refers to the lamps fitted to a bicycle, 

usually a front lamp facing forward enabling the cyclist to see ahead, and a rear lamp 

facing backwards to enable visibility to road users approaching from behind. 

The amount of light provided by a lighting system can be quantified in terms of 

illuminance or luminance. Illuminance is ‘’the luminous flux falling on a unit area of a 

surface’’, whereas luminance is ‘’luminous intensity emitted per unit projected area of 

a source in a given direction’’ (Boyce, 2014, p. 7). 

Design guidance for road lighting in subsidiary roads, BS 5489-1:2013 (BSI, 2013), 

specifies the amount of light in terms of illuminance. Accordingly, in this thesis, 

illuminance is used when referring to road lighting. To aid understanding, the amount 

of light from bicycle lighting is characterised instead using luminance. Table 1.2 shows 

differences between road lighting and bicycle lighting. See Figure 1.7 for road lighting 

and bicycle lighting illustrations and additional specifications. 
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Table 1. 2. The terms road lighting and bicycle lighting within the context of current study. 

Lighting 
term 

source Mounting position 

Road 
lighting 

Lamp post Luminaires usually positioned at the top of lamp posts with a 
mounting height range between 5 -15 m following the street 

context e.g. subsidiary street or highway (BSI, 2013) 

Bicycle 
lighting 

Front lamp on 
a bicycle 

Mounted up to 1500 mm above the ground level (BSI, 1982). 

 

 

1.5.1 Road lighting for cyclists 

The provisions of standardised recommendations are one means of meeting legal 

obligations for providing adequate lighting settings, with the assumption that 

recommendations are based on a sound empirical basis. Such recommendations in 

the UK are supplied by the British Standards documents BS 5489-1:2013 and CEN/TR 

13201-1:2014 (BSI, 2013, 2014). CIE 115-2010 (CIE, 2010) is the international 

equivalent. 

The documents outlined above provide criteria for implementing and sustaining road 

lighting for various situations. CEN/TR 13201-1:2014 which stipulates lighting 

requirements for a series of lighting classes, the P-classes. The requirements include 

minimum values of average and minimum illuminance as shown in Table 1.3. 

These lighting classes of CEN/TR 13201-1:2014 are implemented to enable the 

utilisation and progress of services and road-lighting products in nations that are 

members of the European Union. Consideration has been given to standards of road 

lighting in these nations through defining the lighting classes and as described in CIE 

115:2010 (2nd Edition). The objective is, wherever possible, to harmonise the needs. 

The purpose of the P-classes, Table 1.3 is for cyclists and pedestrians travelling on 

footpaths, cycle paths, emergency lanes and other areas of the road which are 

separate or are adjacent to the carriageway; and also for pedestrian paths, parking 

areas, schoolyards and residential streets. 
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Table 1.3. Recommended lighting P-classes for the benefit of cyclists and pedestrians. The table 
indicates a reproduction of Table 3- P lighting classifications from (BSI,2014). 

Class  Horizontal illuminance for class P Additional requirements if facial 
recognition is necessary 

Average 
(minimum 

maintained), lux  

 

Minimum 
(maintained), 

lux  

 

lowest 
illuminance on 
at a point on 
vertical plane  

lx 

lowest semi-
cylindrical 
illuminance 

lx 

P1 
15 3 5 5 

P2 
10 2 3 2 

P3 
7.5 1.5 2.5 1.5 

P4 
5 1 1.5 1 

P5 
3 0.6 1 0.6 

P6 
2 0.4 0.6 0.2 

P7 Performance not 
determined 

Performance not 
determined 

  

 

One example of the tables used to determine P-classes is Table 1.4, this choice is 

prescribed by the traffic flow and the ambient luminance for areas associated with 

slow-moving vehicles, cycles and pedestrians (subsidiary roads) based on the 

associated traffic density. It can be observed in the table that ambient luminance i.e. 

environmental zones E1 to E4, has no effect on the selection of P-classes, however 

including them in the table is suggested to be informative to light design should the 

environmental zone of a given context be considered. 

Table 1.5 is another table provided in BS 5489-1:2013 document which provides 

adjustment of lighting classes in response to changes in S/P ratio of the light source.  

To explain the S/P ratio, the rods and cones distributed on the eye retina are stimulated 

differently between photopic vision (daylight or high indoor light levels) compared to 

scotopic vision (darker environment e.g. Lower ambient light levels) with rods being 

more active in scotopic environments and likewise cones are in photopic 

environments. Therefore, the light intensity units could be misleading if the 

scotopic/photopic ratio which explains a person’s visual responsiveness to the light 

source is not indicated. In summary, the S/P ratio explains how much of scotopic or 

photopic vision in response to a light source is stimulated (CIE, 2010).  
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Table 1.5 illustrates the benefit of higher S/P ratios of a light source in reducing the 

level of used illuminance for a given P class in three common light conditions as 

described in the table. 

 

Table 1. 4. Selection of lighting classification on the basis of the context of a subsidiary road with regard 
to traffic of pedestrians, cyclists and slow-moving vehicles. The table below is a reproduction of table 
A.6 under selection of lighting classifications (Annex A) from BS 5489-1:2013 (BSI,2013). 

Traffic flow Lighting class 

Ambient luminance: 

Very low (E1) ⁴ or low (E2) 

Ambient luminance: 

Moderate (E3) or high (E4) 

Busy  ¹ P4 P4 

Normal ² P5 P5 

Quiet ³ P6 P6 

¹ Busy road = correlates with high traffic areas and possibly commercial, residential, and public 
services. 
² Normal traffic = with a similar traffic flow to residential areas access roads i.e. main entrance/exit of 
housing district.  
³ Quiet traffic = within roads in residential areas mostly related to immediate properties or could be 
used to access similar roads and properties.  
⁴ The ambient luminance descriptions E1 to E4 indicate the environmental zone as described in ILP 
GN01 [N5]. 

 

The Table is initially derived from the Institute of Lighting Professionals (ILP) report: 

Lighting for Subsidiary Roads (ILP, 2012), where a more detailed table providing more 

S/P ratios for different light sources could be found. 

As the current road light guidelines do not describe the empirical foundations of its 

recommendations (Fotios and Gibbons, 2018) and that there is a need for more action 

in producing scientifically-based lighting recommendations, lighting for Subsidiary 

Roads report (ILP, 2012) is nevertheless a positive step. The current gap is mentioned 

in ILP report by considering numerous scientific studies on the topic of visual 

performance and road lighting where a discussion about how the results reveal a long 

time limitation in some recommended light properties in the guidelines such as the 

possibility of reducing recommended illuminance level by using higher S/P ratio. 

Sustrans, an organisation based in the UK which motivates cycling infrastructure, 

advocates that lighting of a maximum of 5 lux maintained average and 1 lux minimum 

maintained level should be sustained for cycling activity (Sustrans, 2012).  
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Table 1. 5. Examples of maintained illuminance with changes in light source S/P ratio. This is a reproduction of Table A.7 under selection of lighting classifications 
(Annex A) from BS 5489-1:2013 (BSI,2013). 

 

Lighting 

class 

Benchmark 

(e.g. Ra* < 60 or unknown 
S/P ratio) 

S/P ratio = 1.2 and Ra ≥ 60  

(e.g. warm white lamps) 

S/P ratio = 2 and Ra ≥ 60  

(e.g. cool white lamps) 

Average 
(minimum 

maintained), 
lux  

 

Minimum 
(maintained), 

lux  
 

Average 
(minimum 

maintained), 
lux  

 

Minimum 
(maintained), 

lux  
 

Average 
(minimum 

maintained), 
lux  

 

Minimum 
(maintained), 

lux  
 

P1 15 3 13.4 2.7 12.3 2.5 

P2 10 2 8.6 1.7 7.7 1.5 

P3 7.5 1.5 6.3 1.3 5.5 1.1 

P4 5 1 4 0.8 3.4 0.7 

P5 3 0.6 2.2 0.4 1.8 0.4 

P6 2 0.4 1.4 0.4 1.1 0.4 

* Ra = general colour rendering index as defined in CIE 13.3 (CIE, 1995). 
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However, in areas where potential crime risk is not high, lower levels of lighting are 

allowed (Sustrans, 2012). Having said that, the Sustrans document refers to light levels 

on the 2003 version of BS 5489-1 and that report is now out of date, being replaced 

by the current version in 2013. The main difference between these versions, with 

regard to the focus of the current study, is replacing the former S-classes by P-classes 

when addressing road lighting levels for pedestrians and cyclists. In one sense, the 

information provided in Sustrans’ document is outdated. 

 

1.5.2 Bicycle lighting 

Within the UK, the required lighting equipment for bicycles which are ridden legally in 

the hours of darkness is stipulated by the Road Vehicles Lighting Regulations Act 1989 

(amended 2009) (DFT, 2009). Bicycles used in of darkness are required to have 

working lamps and reflectors (BSI, 1992). The lights also need to be visible and clean. 

On the front of the bicycle, the lamp and reflector must be white, while at the rear they 

must be red (BSI, 1986). Lamps should be mounted up to 1500 mm maximum above 

ground level and the rear reflector mounted between 250 and 900mm above ground 

level (BSI, 1982). 

The Road Vehicles Lighting Regulations permit flashing lights to be used on bicycles 

(front and rear) in the hours of darkness: the flash rate must be between 1 and 4 Hz. 

Reflectors are also required to be mounted on the pedals and wheels. Reflectors 

mounted on the lead and trail edges of pedals are required to be amber (BSI, 1982). 

Wheel-mounted reflectors should be yellow or white and fitted to both the front and 

back wheel (DFT, 2010).  See Figure 1.7 for illustration about road lighting and bicycle 

lighting specifications and the related lighting guidelines of each. 

A European Union (EU) directive allows equipment evaluated according to the law of 

different EU nations to be used in the United Kingdom if they have comparable safety 

specifications. One of the largest bicycle sales markets is in Germany (Fotios and 

Castleton, 2017a); consequently, the K-mark requirements of Germany are broadly 

utilised by bicycle lighting equipment manufacturers including those in the UK market. 
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Figure 1. 7. Road lighting and bicycle lighting specifications with the relevant guidelines reference of each. 
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The K-mark stipulates that the front lamp should satisfy particular illuminance 

distribution requirements. The necessary illuminance pattern is depicted in Figure 1.8. 

The HV point is the crossing of a straight line from the lamp in a vertical plane which 

is 10m from the lamp. At this point, the illuminance ought to be greater than 20 lux. 

However, the illuminance should be below or equal 2 lux in Zone 1 as it is considered 

a dark area. The design of this distribution has the intention of supplying sufficient 

visual clarity forward to the bicycle, while simultaneously restricting possible glare for 

other road users who are using the road. Furthermore, it has been applied as an 

objective for bicycle headlamp design (Cai et al., 2014). However, the effectiveness 

has not yet been assessed with regard to enhanced cyclist vision or safety. 

 

Figure 1. 8. Bicycle lamp lighting specifications as required by the K-mark regulation (after Cai et al., 

2014).  

 

1.6 Evidence of lighting for cycling and bicycle lamps 

Generally, British road lighting standards do not provide information about whether the 

grounds used to set a lighting class for a road are empirical or not. This means it is not 

known if the suggested lighting properties are adequate for cyclists’ visual needs or 

were optimised to its best efficacy. In addition, there is an opportunity to reduce energy 

consumption should lower light levels than the current used found to be sufficient for 
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the visual performance of different road users. Investigating cyclists’ visual needs is 

proposed to prioritise where and how road lighting would be most beneficial.  

A more systematic procedure is therefore needed, placing the empirically evidenced 

visual needs of road users at the core of lighting-class selection and other light 

parameters such as road light intensity, bicycle lamp mounting position, bicycle light 

intensity, S/P, etc. 

When comparing British specifications of bicycle lights with other European standards 

such as the German K-mark regulations, both standards supply a comprehensive 

illuminance threshold on multiple points on a proposed vertical plane. This is utilised 

in order to test the suitability of bicycle lamps. Nevertheless, these standards do not 

inform whether their specifications had considered the various visual tasks performed 

by cyclists on the road or not, or the best lighting properties to satisfy each. 

In the principal British road lighting standard, BS 5489-1:2013 cyclists are not regarded 

as an independent group of road users like car drivers or pedestrians, and their visual 

needs are considered to be similar to pedestrians when choosing lighting 

classifications for a road. This is to say that no particular considerations for cyclists’ 

specific visual requirements are provided. 

Standards and recommendations for lighting (and any other item) should be founded 

in credible empirical data. Such data may be laboratory experiments, designers’ 

experience, and user feedback. The critical requirement is that such data are available 

to the public so that the basis of standards and recommendations is known, can be 

challenged, and can be changed with developments in technology, user practice, and 

scientific understanding. The basis of current guidelines for road lighting is unknown 

(Fotios and Gibbons, 2018), and will be explored in chapter 2. 

 

1.7 Research aims  

The main aims of the current research are: 

1- To investigate the influence of ambient light on the public tendency to cycle 

(chapter 3). 

2- To identify the critical visual tasks of cyclists when travelling within urban 

environment (chapters 4 and 5). This is to establish what visual tasks are 

important for safe cycling hence to provide appropriate lighting.   
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3- To investigate the role of ambient light on cyclists’ perception towards 

pleasant/attractive features of urban environment as such perception is 

proposed to reflect positive cycling experience (chapter 6). 

4- To investigate how lighting can support the critical visual needs of cyclists as 

established in aim 2 (chapters 7 and 8). 

5- To provide recommendations and define the area of improvements or confirm 

existing road lighting guidelines (chapters 9 and 10). 

 

1.8 Thesis structure 

This thesis is divided into six parts. The first part comprises Chapter 1, which provides 

an overall background regarding the benefits of promoting cycling in UK society. It 

highlights the fact that the cycling population in the UK remains smaller than that of 

similar developed countries and suggests reasons for this. 

Greater attention to the role of lighting is proposed as a means to overcome current 

challenges facing the promotion of cycling in the UK, particularly with regard to 

improving road safety conditions for cyclists. The current road lighting guidelines for 

cyclists are also reviewed, highlighting the need for new empirical evidence to either 

support current lighting specifications or establish new ones.  

Part 1 also explains why targeting and objectively identifying the visual needs of 

cyclists can help provide new evidence to support or change road lighting guidelines 

for cyclists.  

Part 2 reviews the literature (Chapter 2) on how ambient light can influence the desire 

to cycle in a community. It explores the utility of eye-tracking methodology and how 

this approach can be implemented to determine the critical visual tasks undertaken by 

cyclists. The limitations of previous work are also considered. Followed by how 

perceptions of aesthetic/attractive scenes in the environment correlate with positive 

cycling experience and the effect that ambient light and the characteristics of the cycle 

path have on such perceptions. The review then focuses on studies that have 

investigated the effect of specific lighting properties on visual performance, particularly 

visual detection under variations of light properties. This establishes which lighting 

properties should be investigated to improve current road lighting guidelines for safer 

cycling.  
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Part 3 discusses the significance of a study conducted in Sheffield, UK that 

investigated the effect of ambient light on cycling numbers using a seasonal daylight-

saving hours event (Chapter 3). This provided an opportunity to count cyclists at the 

same hour of the day over two weeks under different ambient light conditions (daylight 

versus after dark).  

Part 4 reports the method and results of the main eye-tracking experiment, which was 

conducted in a natural setting using two parallel measurements: dual task and skin 

conductance response. These were used to discriminate critical fixations from the 

overall number of fixations produced by the eye-tracking apparatus, thus overcoming 

the limitations of previous research (Chapters 4 and 5). Chapter 6 discusses a pilot 

study that performed a post hoc analysis on data from the main eye-tracking 

experiment reported in Chapters 4 and 5. The purpose was to evaluate cyclists’ 

perceptions of attractive/pleasant elements in urban context (architectural features 

were used as the unit of analyses) where an increased visual engagement, under two 

ambient light conditions (day and after dark), was utilised as an indication of a positive 

cycling experience. 

Part 5 presents the method and results (Chapters 7 and 8, respectively) of an obstacle 

detection experiment. This was a critical visual task for cyclists that was based on the 

results of the main eye-tracking experiment. This laboratory study simulated a real 

world situation where a cyclist approaches an obstacle on the road. Detection task 

performance was assessed under different light conditions to evaluate the specific light 

properties recommended by road lighting guidelines (UK). 

Finally, part 6 integrates the findings and results presented in preceding chapters with 

implications and conclusions to help improve current road lighting specifications for 

cyclists (Chapters 9 and 10). This part also addresses the limitations of this research 

and potential areas of research to be carried out in the future. 

 

1.9 Summary  

Despite the multiple benefits cycling can bring to society, cycling rates in the UK remain 

comparatively low. Public concerns over safety, safety in general, are believed to be 

the main reason behind this, a perception supported by the high number of reported 

causalities and fatalities of cyclists on the roads. Existing road lighting guidelines state 
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that lighting has a role in making streets safer for cyclists from several aspects. The 

guidelines recommend parameters of lighting such as the intensity of road light and 

bicycle light in order to achieve this objective. Despite this, existing road lighting 

guidelines does not inform about its scientific grounding. Further research is therefore 

needed to either validate the current guidelines or contribute in establishing a new one. 

In either case, the potential of road lighting in improving cycling conditions within urban 

context will be explored. 

Other than the safety aspect of cycling the current road lighting guidelines state that it 

is important to optimise the quality of lighting around pleasant sceneries and 

attractions, thus to enhance cycling experience by making it more enjoyable. In 

addition to safety optimisation focus. To enjoy this mode of transport forms a further 

motivation, and is likely to promote higher cycling levels. It is worth noting that safety 

and cycling experience objectives are interrelated, for example, a safer cycling path 

could mean positive cycling experience as safety related challenges on such roads are 

suggested to be lower than less safe paths.  When people feel safe they are, 

theoretically, more comfortable (Calvey et al., 2015) and more inclined to observe 

attractive sceneries in the environment around them (Li et al., 2012). 

An ideal urban environment for cycling should generally incorporate both safety and 

an enjoyable experience, both of which are proposed critical to the promotion of cycling 

in the community. 

To determine what further lighting should be provided for cyclists, a key prerequisite is 

to identify the most important visual tasks carried during the after dark, as such tasks 

should be satisfied by road lighting for safer cycling. 

The following chapter synthesises previous literature on the relation between lighting 

and cycling including: The influence of ambient light on cyclists’ number; approaches 

used to determine visual tasks of cyclists; indications of positive cycling experience 

and studies exploring specific lighting properties and visual performance. 
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Chapter 2. Literature review 

 

 

2.1 Introduction  

Chapter 1 described why promoting cycling in the community is a worthwhile objective, 

emphasising the benefits to personal health through physical activity and the society 

well-being by the reduced use of motorised transport reflected in reduced CO2 

emissions and traffic jams. In the UK, however, the number of cyclists is far lower than 

in other countries in Europe (Fotios and Castleton, 2017a; Pucher and Buehler, 2008). 

One reason for this is that the public does not perceive cycling to be a safe form of 

travel (Fotios and Castleton, 2017a). Road lighting has the capacity to optimise 

environmental conditions for cycling during the after dark and by that fewer fatalities 

and accidents are anticipated (BSI, 2013). 

In addition to improving safety conditions on the road for cyclists, another approach to 

promoting cycling is to improve the cycling experience by making it more enjoyable. A 

cyclist’s perception of the aesthetic features of an urban environment is believed to 

reflect positively on the travel experience (Snizek et al., 2013; Titze et al., 2007). 

Furthermore, the fact that safety concerns are low in a given context, such as cycling 

on high quality rather than low quality path, promotes more observations of the general 

environment rather than elements related to cycling tasks or safety such as observing 

the near path to prevent falling from possible obstacles or other surface irregularities 

(Vansteenkiste et al., 2014). 

Chapter 1 argued that current road lighting guidelines, including those for cycling, are 

not based on robust scientific foundations (Fotios and Castleton, 2017a; Fotios and 

Gibbons, 2018). Further research is therefore needed to determine how to optimise 

road lighting, including the lighting characteristics that are required if the urban 

environment is to be improved for cyclists. 

The current chapter reviews past research on lighting and cycling to determine whether 

criteria for optimal lighting are known and, if not, to identify what and how further 

research should be pursuit.  
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2.2  The influence of ambient light on the decision to cycle 

To rise the population of cyclists in the UK and other locations, it needs to be a viable 

transport mode at all times of the day, including when it is dark. However, there are a 

number of reasons why darkness may deter people from cycling. For example, it may 

be harder to see potential hazards. Research involving pedestrians has demonstrated 

that obstacle detection decreases as illuminance reduces (e.g.Fotios and Cheal, 2009; 

Uttley et al., 2017) and this is also likely to be true for cyclists. Illuminance is also 

associated with reassurance (e.g.Boyce et al., 2000; Fotios et al., 2018; Fotios et al., 

2015a). For example, when it is dark people may feel less safe and therefore be 

discouraged from cycling. For prospective cyclists, the fear they will not be seen by 

vehicle drivers may also demotivate them. This is understandable, as rates of 

accidents and fatalities among pedestrians and cyclists due to car accidents are higher 

in poorly lit areas (Eluru et al., 2008). Darkness may therefore increase a prospective 

cyclist’s perceived risk of colliding with a car, dissuading them from using their bicycle 

when it turns dark.  

The effect of light on the decision to cycle was investigated in several studies. For 

example, in a longitudinal study Heinen et al. (2011) found women to be less inclined 

to commute by bicycle during the after dark time.  Whereas Spencer et al. (2013) who 

conducted their analysis on interview and focus group transcripts of 24 cyclists found 

light level factor to be determinate to the decision to cycle or not.    

It therefore seems likely that light conditions may influence whether or not someone 

chooses to cycle. However, confirming this with robust evidence, and quantifying the 

size of any effect of darkness on cycling rates, is not straightforward. One approach 

would be to obtain subjective assessments of the impact of darkness on whether 

someone is likely to choose to cycle, and how safe they might feel when cycling after 

dark. Such subjective judgements can, however, be prone to bias and produce 

misleading conclusions (Poulton, 1977, 1982). This is illustrated by research into the 

effect of light levels on the pedestrians’ reassurance (Fotios et al.,2018). A number of 

past studies have assessed whether illuminance levels influence perceived safety after 

dark by asking participants to provide a subjective assessment of how safe they feel 

on roads whose average illuminances vary (e.g.Boomsma and Steg, 2014; Loewen et 

al., 1993; Rea et al., 2015). For example, Peña-García et al. (2015) asked participants 

to complete a series of rating scales in five different streets, with each street varying 
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in light intensity and lamp colour. Although Pena-Garcia et al. concluded that higher 

illuminance of road lighting correlates with people reassurance, this is a trivial finding 

as it fails to address the impact of stimulus range bias (Fotios, 2016). This is because 

Pena-Garcia and colleagues collected participants’ responses generated by different 

illuminance levels under varied contexts i.e. different street environments. Had the 

same street was evaluated and the illuminance levels were the only variable a different 

set of conclusions would probably have been drawn (Fotios and Castleton, 2017a). 

A further problem with using rating scales is that individuals may be forced to make a 

judgment about a phenomenon to which they may otherwise pay little or no attention 

(Fotios et al., 2015a). Flawed responses are also anticipated as a result of the way the 

assessment questions are structured (Toomingas et al., 1997). Consequently, 

concerns have been raised that it may not be possible to generalise the findings of 

subjective assessments about the impact of light and lighting on a behaviour such as 

the decision to cycle. An alternative, more objective approach is to examine actual 

behaviour rather than subjective judgements. This involve counting and comparing the 

number of cyclists during daylight with the number of cyclists when it is dark. However, 

this observational approach also has its potential drawbacks. For instance, several 

aspects increase the likelihood of obtaining cycling as a travel mode such as time of 

day, weather, and purpose of journey (commuting or pleasure), and these may 

confound any analysis of the effect of light. 

What is required is a method that compares cycling rates at the same time of day, 

whether this is in darkness or daylight. Such a method of analysis has been conducted 

before, but in a different context – namely the influence of ambient light on road traffic 

collisions (Sullivan and Flannagan, 2002). For this analysis, the researchers compared 

the number of accidents involving pedestrians and vehicles at a given time of day in 

the weeks immediately prior and afterward of daylight saving time. The daylight-saving 

time (DST) clock change occurs twice a year, usually around the end of March and 

October. In March, the national clock in the UK is advanced by one hour and then 

reverts in October. This change is also implemented in other countries, including in 

Europe and North America. The aim is to ensure that a greater number of daylight 

hours can be used during the months of March to October. This also affects the times 

when dawn and dusk occur, meaning that an hour in darkness before daylight saving 

will be an hour in daylight once the time has changed. This is especially true in the 
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weeks immediately before and after the time change. With regard to the influence on 

the daily routine, this means that commuting in daylight before the Autumn clock 

change will become commuting in darkness after the clocks change. The reverse is 

then true for the Spring clock change. Sullivan and Flannagan (2002) found a 

significant difference in the number of road traffic accidents prior and afterward the 

DST clock change, see Figure 2.1. 

 

Figure 2. 1. Rate of crashes resulting in pedestrian fatalities in the United States from 1987-1997, 
prior and afterward the clocks were changed to Daylight Saving Time (DST) (Redrawn from Sullivan 
and Flannagan, 2002).   

 

The clock-change method has been extended by other researchers to evaluate 

ambient light effect on the numbers of people walking and cycling, for example, Uttley 

and Fotios (2017) analysed an established database comprising counts of pedestrians 

and cyclists over a five-year period from automated counters installed at 31 locations 

across Arlington, Virginia, USA. The automated counters were located on different 

types of cycle routes, such as road cycle lanes and cycle tracks. A case hour of 17:00 

to 17:59 was chosen for the Autumn clock change, as this time interval fell in daylight 

prior the clock change and darkness afterward the change. Another case hour of 18:00 

to18:59 was selected for the clock change in Spring, where the ambient light was first 

in darkness and then in daylight after the clock change. 
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Any observed changes may, however, be attributable to other changes prior and 

afterward clock change, such as changes in temperature and rainfall. To counter this, 

four control periods were selected where there was no change in light conditions 

before and after each clock change: day, early day, dark, late dark. Using the odds 

ratio (OR) as shown in equation 2.1, they divided the frequencies of the case hour 

taken two weeks prior and afterward the clock change in both Spring and Autumn 

DSTs and compared this with the control hours. 

 

Where: 

A = frequency of pedestrians or cyclists during the case hour in daylight; 

B = frequency of pedestrians or cyclists during the case hour in darkness;  

C = frequency of pedestrians or cyclists during control hours when the case 

hour is in daylight; 

D = frequency of pedestrians or cyclist frequency during control hours when 

the case hour is in darkness.  

The A/B ratio denotes daylight/darkness, where a higher ratio indicates a higher 

tendency to cycle during daylight than after dark. However, this does not account for 

other influential factors such as the weather. Assuming that the effect of such factors 

is consistent throughout the day, the C/D ratio thus serves to weight these changes 

(Szumilas, 2010).  

The overall odds ratio of (all control hours were summed) was 1.38 (1.37 – 1.39 95% 

CI, p<0.001) indicating a significant effect of daylight on increasing the desire to cycle 

(see Equation 3.1 in Chapter 3 for calculations of confidence intervals (CI)). 

It was concluded that there is a significant increase in cycling during daylight, which 

indicated that ambient light played a role in motivating active traveling (Uttley and 

Fotios, 2017).  

However, one limitation of this approach is that only a small portion of time was 

analysed. This raises a concern about the extent to which the findings could be 

𝑂𝑑𝑑𝑠 𝑟𝑎𝑡𝑖𝑜 =
𝐴/𝐵

𝐶/𝐷
 Equation 2. 1.  
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generalised. Another limitation relates to the possibility that other peripheral events 

may influence the decision to cycle, such as public events and public holidays. These 

may generate outliers during the weeks before and after the time change. 

To address these limitations, Fotios et al. (2017b) utilised the same odds ratio method 

used to assess the impact of darkness on cyclist numbers, but this time over the whole 

year rather than the short periods prior and afterward annual clock changes. An hour 

was selected that was in daylight during a segment of the year and dark for the remain 

of the year. Changes in cyclist frequencies during this hour were again evaluated with 

changes in control hours, where the light condition was constant over the same period. 

The overall odds ratio was 1.67 (1.66 – 1.68 95% CI, p<0.001), which again confirmed 

the negative impact darkness has on the public tendency to cycle.  

Both studies (Fotios et al., 2017b; Uttley and Fotios, 2017) used cyclist count data from 

a single city in the USA. Different countries, and different cities within any given 

country, may have different tendencies with regard to cycling due to differences in 

terrain, cycling infrastructure, public activeness, and the correlation between 

residential, leisure, and industrial areas. For example, Pucher and Buehler (2008) 

found that the share of cycling trips relative to other means of transportation in the UK 

is much lower than the mean percentage of Netherlands, Denmark, Germany, and 

Finland, 1% and 17% respectively, see Figure 1.3. It is therefore not known whether 

the findings established from one city in the USA are generalisable to other cities within 

the USA or to locations in other countries. It is, however, reasonable to predict 

differences in cycling trends between distant countries such as the UK and US given 

variations in traffic, land use, culture, mean income, and transportation networks 

(Hallal et al., 2012; Pucher and Buehler, 2008). Further work is therefore needed to 

determine whether ambient light level influence the decision to cycle in other locations.   

 

2.3 Potential impact of lighting on cycling  

As described previously, people may be discouraged from cycling when it turns dark 

– although further studies (in a range of locations) are needed to confirm this – which 

limits any attempts to increase cycling uptake. Road lighting and lighting on off-road 

cycle paths can potentially counteract the negative impact of darkness on cycling rates 
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given that the cycling rate was significantly lower on unlit off-road paths compared with 

lit on-road paths (Fotios et al., 2017b). 

As discussed in Section 1.4, road lighting also has the potential to improve 

reassurance among pedestrians and other road users (Boyce et al., 2000; Fotios et 

al., 2018; Fotios et al., 2015a). This is important because areas perceived as safe are 

associated with increased activeness (Foster et al., 2016). Section 2.2 highlighted the 

fact that research on lighting and pedestrians’ reassurance that employs subjective 

evaluations may be inaccurate due to not considering the effect of stimulus range bias. 

Other studies have therefore attempted to provide more robust evidence by comparing 

ratings of reassurance during daylight and darkness, and then using any differences 

as a measure of the impact of lighting factor.   

For instance, Boyce et al. (2000) used this approach to investigate the association 

between illuminance and reassurance level during after dark. They collected 

responses from participants using rating scale questionnaires, once during daylight 

and again during dark. This enabled a comparison to be drawn between daylight and 

road lighting (after dark) within a given area. The objectivity of what is an essentially 

subjective method, the rating scale, was increased by using the same fundamental 

items in the questionnaires, the same location, and altering only the light environment. 

This approach aimed to isolate the light variable from other potential sources that may 

influence reassurance level. Boyce et al. concluded that illuminance level was 

significant for participants’ reassurance, but its effect diminishes once illuminance 

reaches a certain level of intensity (i.e., a performance plateau). 

Lighting may therefore have similar effects on cyclists’ reassurance. This is likely to 

include how fearful cyclists are of not being seen by vehicle drivers, and this could 

demotivate them from cycling after dark when visual conditions are worse.  

Lighting could therefore play a positive role in facilitating safe movement after dark. 

Previous studies have shown that properties such as light intensity and S/P ratio can 

facilitate the detection of road obstacles, which are a hazard when travelling after dark 

(Fotios and Cheal, 2013; Uttley et al., 2017). Further details regarding light and 

detection performance are discussed in Section 2.6.1.  

Light and lighting may also influence another factor related to a person’s motivation to 

cycle, one that is often overlooked or not discussed in the cycling literature – the 
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aesthetic appeal of the surrounding environment. Although safety-related aspects of 

an environment, particularly traffic safety, are major determinants of whether someone 

chooses to cycle (the primary focus in this thesis), research has shown that the visual 

appeal or aesthetics of the environment may also have a substantial influence (the 

secondary focus, see Figure 1.6). For instance, Titze et al. (2007) administered a 

cycling questionnaire to evaluate environmental factors associated with cycling 

behaviour and found that attractiveness of the environment along the cycle path 

positively influenced the cycling experience. Snizek et al. (2013) employed an on-line 

survey to investigate the correlation between cyclists’ positive and negative 

experiences and different features of the urban environment in the city of Copenhagen, 

Denmark. They found that aesthetic features of the urban environment contributed to 

a positive cycling experience. However, concerns may be raised regarding whether 

participants were biased by the questionnaire/survey design (Poulton, 1982), as 

discussed earlier in Section 2.2. 

Being able to appreciate our environment whilst cycling relies on being able to 

adequately see it. This suggests that ambient light, and lighting when it is dark, may 

play a role in enabling potential cyclists to appreciate the aesthetic qualities of the 

environment during their journey. Further details on the perception of aesthetic 

features of the environment and its influence on the desire to cycle and the experience 

of cycling are discussed in Section 2.5.  

As discussed previously, light and lighting influence reassurance level toward a 

location. It also affects how safely people can move through a location, for example by 

avoiding hazards and obstacles. These aspects may also influence the ability to 

appreciate the aesthetics of that environment. For example, if greater cognitive 

capacity is required to assess the reassurance level of an area or to look out for 

hazards, people may be less able to look up and around at the wider setting for 

aesthetic reasons. 

 

2.4 Where do cyclists look? 

Light and lighting are likely to influence a range of factors that contribute to a cyclist’s 

initial decision to cycle, in this thesis their safety when they are cycling, and their 

experience during that journey. This influence is linked to how cyclists perceive their 
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environment. Developing a deeper understanding of how cyclists visually sample the 

environment, both during daylight and after dark, will help identify key features of the 

environment cyclists need or want to see. Such information can be used to inform 

future urban design planning and promote cycling, particularly in terms of how lighting 

can be designed and implemented to enable cyclists to see what they need to see 

when it is dark. However, research on the visual behaviour of cyclists within urban 

environment is lacking, particularly in the context of lighting and light conditions. One 

particular gap is an understanding of what the key visual tasks are for cyclists. 

British standards for road lighting BS5489-1:2013 (BSI, 2013) describe key visual 

tasks for motorists and pedestrians. For motorists, these are manoeuvring/negotiating 

other traffic and avoiding obstacles/hazards on road surfaces. For pedestrians, the key 

visual tasks are detecting pavement irregularity, e.g., obstacles, and recognising the 

identity/intentions of others on the road in order to take safety measures if needed.  By 

contrast, although the benefits of road lighting for cyclists are mentioned, there is no 

description of the visual tasks they have to accomplish. 

British standard guidelines CEN/TR 13201-1:2014 (BSI, 2014) also differentiate 

between the visual tasks undertaken by pedestrians and vehicle drivers, stating that 

the difference in speed makes it more critical for pedestrians to observe near objects 

and this should be reflected in the light values used. However, in this document, 

cyclists were grouped with pedestrians without any further consideration as to their 

own particular visual tasks. Cycling, however, can be considered a mode of transport 

that is distinct from driving and walking, one reason is that it operates at a different 

speed (Parkin and Rotheram, 2010). 

Furthermore, it is not enough to specify cyclists’ visual tasks in general, research 

needs to identify which of these tasks are critical. This is important for understanding 

which features of the environment are essential for safe cycling. Identification of such 

features is useful from a lighting design perspective – it is not possible or desirable to 

illuminate all areas of an environment a cyclist passes through after dark; however, 

identifying the critical visual tasks of cyclists will help prioritise which features of the 

environment should be better lit than others. 

Observation of these safety-essential objects are referred to in this thesis as critical 

visual tasks. Identifying the critical visual tasks of cyclists is a prerequisite for providing 
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appropriate road lighting for cycling. An awareness of non-critical visual behaviour may 

also be useful when considering how a cyclist experiences the aesthetics of their 

surroundings during their journey. This can help address how a cyclist looks at their 

environment when not engaged in safety-critical visual tasks. 

One approach to establishing the critical visual tasks of cyclists would be to ask people 

directly, either by questionnaire or through interviews. Asking people to report their 

behaviour and the thoughts they have while carrying out this behaviour is a common 

form of social research (Fernández-Heredia et al., 2014; Gatersleben and Uzzell, 

2007). However, as described previously, self-report instruments such as 

questionnaires can be prone to bias (Poulton, 1977, 1982) and, in the context of 

understanding visual behaviour, may be inappropriate method to employ. This is 

because participants may be unaware of where they are looking or how frequently they 

look at features in the environment (Clarke et al., 2017). 

By contrast, eye-tracking can objectively measure and record an individual’s eye 

movements. Since its early use in the late 1800s (Huey, 1898), the technology involved 

has undergone considerable advancement in recent years to make it a reliable and 

convenient method. The most widely used method at the present time is ’video-based 

pupil/corneal reflection’. This requires the use of two cameras, one recording the visual 

scene and one recording eye movement, both embedded into the eye-tracking 

apparatus worn by the participant. Computer vision algorithms are then used to identify 

and record the position of the pupil and corneal reflection. Through calibration, the 

point at which the person is gazing can then be superimposed onto the scene recorded 

by the field-of-view camera. The image recorded by this camera depicts the scene 

observed by the participant, with a cursor indicating the locus of gaze. This technology 

can also be implemented in mobile apparatus worn by the participant. This enables 

the participant to move freely around their environment, making the method especially 

useful for naturalistic studies, see Figure 2.2.  

Eye-tracking therefore provides a reliable approach for assessing where cyclists look. 

Several studies have thus implemented eye-tracking to investigate the visual 

behaviour of cyclists (e.g. Boya et al., 2017; Mantuano et al., 2017; Vansteenkiste et 

al., 2014a; Vansteenkiste et al., 2017). 
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Figure 2. 2. SMI eye-tracking glasses and mobile recording device used in the studies reported in 
Chapters 4,5, and 6. 

 

Eye-tracking was also used by (Fotios et al., 2015b) to identify the critical visual tasks 

undertaken by pedestrians. A review of relevant eye-tracking research on cycling is 

given in Section 2.4.3 and Table 2.1. First, some background is provided on eye 

movements and why it is useful to study them. 

In summary, although the benefits of road lighting for cyclists are mentioned in the 

current road lighting guidelines, there is limited information available regarding the 

visual tasks undertaken by cyclists. Further research using eye-tracking in natural 

settings is proposed as an objective instrument able to evaluate cyclists’ visual 

behaviour under different ambient light conditions.    

 

2.4.1 Studying eye movements 

Human vision utilises more than a third of brain resources (Findlay et al., 2003). This 

means that sight is much more than simply an image reflected on the retina of the eye. 

Studying eye movements could therefore potentially provide an objective means of 

understanding the cognitive processes associated with visual performance, such as 

the important visual tasks undertaken by cyclists in a given situation. 

Two types of photoreceptor are distributed over the retina, cones and rods, with the 

former providing higher spatial resolution than the latter. Cones are concentrated 

within a 2° visual angle within the centre of the retina (the fovea) and provide high 

spatial resolution and the ability to retrieve small details. The rest of the visual field is 

dominated by rods, which have a lower degree of spatial vision than cones but are 
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able to operate at much lower levels of light. Figure 2.3 shows the distribution of rods 

and cones over the retina. Foveal vision is therefore used for retrieving high visual 

detail; however, because it occupies a marginal portion of the retina, it is only used to 

observe objects that capture attention. This is a fundamental reason why people move 

their eyes, as it enables them to obtain greater visual detail from an important object 

first detected using peripheral rod-based vision (Hooge and Erkelens, 1999). The 

movement that occurs when the eye shifts from one location to another is called a 

saccade; however, during saccades the eye does not capture any visual information. 

The details are obtained when the eyes settle on an item in between saccades; such 

instances are called fixations (Holmqvist et al., 2011). 

In the context of lighting, it is important to recognise that changes in ambient light and 

the presence of artificial light generate three types of light environment: photopic 

(daylight or indoor with high light levels); mesopic (semi dark light condition e.g. dusk 

or after dark conditions with artificial lighting); and scotopic (after dark with no or 

marginal artificial lighting, known as night vision) (Boyce, 2014). A mesopic 

environment ranging between about 0.005 and 5 cd/m² (Boyce, 2014) is associated 

with conditions when the road lighting is on (after dark) and provides the context for 

current research. Rod and cone photoreceptors are both active in this condition and 

the dominance of one over the other is determined by several light properties; for 

example, light intensity. Generally, at lower light levels, such as in mesopic conditions, 

rods are more sensitive than cones and therefore more responsive (Boyce, 2014). 

Indeed, because they are more sensitive to certain wavelengths of light than others, 

rods are especially sensitive to spectral power distribution (SPD) aspect. The SPD is 

a light metric that describes the power of variation of wavelengths on a graph (ranging 

from 380 – 780 nm) each wavelength representing a colour within the spectrum 

provided by of a light source (Boyce, 2014).  

The SPD of light, and S/P ratio, in an environment is therefore likely to influence 

peripheral detection in particular, as peripheral vision is dominated by the spectrally 

sensitive rods rather than cones. Moreover, light intensity (illuminance/luminance 

level) is also likely to influence detection ability in such conditions. 

Eye movement or gaze behaviour in a given context can reveal how people analyse 

and then interact with their surrounding environment. One of the principles underlying 
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this proposition is that once something is being attended to, it is difficult to look 

elsewhere (Hoffman and Subramaniam, 1995). 

 

Figure 2. 3.  Concentrations of rods and cones from the centre point of the fovea. Image created by 
Jonas Tallus, reproduced under Creative Commons license. From Osterberg (1935). 

 

Therefore, it is often assumed that fixating on an object means it has secured an 

individual’s cognitive attention. Hayhoe et al. (2003) also identified an association 

between the directions in which people look and the actions they subsequently take. 

For example, an individual’s eyes will directly fixate on a tool such as a smart phone 

before grasping it and picking it up. 

Eye-tracking apparatus is able to record the saccades, fixations, blinks, pupil size, and 

gaze direction of the wearer. Rothkopf et al. (2007) found that these metrics can reveal 

the patterns of cognition exhibited in a specific situation and show why people visually 

behave in a certain way. Although eye movements and visual behaviour clearly reveal 

important characteristics of cognition and perception, some eye movements may be 

less significant than others. For example, it is possible to look directly at something 

without attending to it. This is illustrated by instances of mindless reading, where our 

eyes move over the words on a page whilst our minds are elsewhere. Known as 

attentional blindness (Foulsham et al., 2013), such instances correlate with failing to 

process something we are looking at directly. 
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Further discussion of significant versus non-significant visual behaviour is provided in 

Section 2.4.4.2. A further potential limitation of eye-tracking is the potentially 

unrepresentative or unrealistic gaze behaviour that is produced in laboratory settings 

to study eye movements. This is a particular issue when trying to understand the 

interaction between a cyclists’ visual behaviour and their surrounding environment. A 

discussion of the limitations of eye-tracking research in laboratory settings is provided 

in the following section. 

 

2.4.2 Eye-tracking: laboratory vs real world studies 

Most eye-tracking research to date has been conducted in laboratories. This enables 

researchers to control experimental variables with precision along with any confounds 

that may otherwise affect the experimental outcomes. It also enables researchers to 

minimise the disadvantages of utilising eye-tracking methodology. For instance, some 

eye-tracking models often need to be fixed in position, which restricts the scope of 

research in terms of the contexts that can be investigated. Furthermore, despite 

technological advances, eye-trackers may be overly sensitive and do not yield 

effective outcomes unless the recording conditions are optimal (Holmqvist et al., 2011). 

Such conditions are easier to ensure in a laboratory setting. 

Nevertheless, the precision afforded in such settings can also be a drawback as it may 

limit the generalisability of the findings to a real world environment. Consequently, 

even ostensibly similar studies may yield divergent and inconsistent findings because, 

in a highly controlled laboratory environment, even a minor change in experimental 

settings could yield a considerable difference in results. Patla and Vickers (2003), for 

example, conducted a laboratory study to determine people’s direction of gaze whilst 

walking. They found that 60% of gazes were focused directly onto the path ahead 

(termed ‘travel gaze’) and participants proceeded at a steady pace. However, in an 

almost identical study, Marigold and Patla (2007) found that fewer than 1% of fixations 

were classifiable as travel gaze. Such a divergent outcome may be the result of 

variations in the setup of the experiments as the studies involved different tasks and 

the ground surface used also differed. Thus, even minimal differences in 

environmental conditions can amplify differences in gaze. This is especially true when 

there is little else in the immediate environment to capture people’s attention, which is 

a common feature of laboratory experiments. 
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External aspects of the environment, such as sound, can be a strong determinant of 

the direction and nature of our gaze. For example, Frens et al. (1995) found that the 

simultaneous presentation of auditory stimuli and visual stimuli reduces the time spent 

gazing at the visual stimuli. This suggests that, in natural contexts, we are more 

probably to orient to the direction of the sounds (Quigley et al., 2008). Results such as 

these show how holistic environments influence gaze behaviour differently and 

highlight the role cross-modality processing plays in eye movements. Such everyday 

environments are not easy to simulate in a laboratory setting. 

Jovancevic-Misic and Hayhoe (2009) monitored participants’ gaze whilst walking along 

a circular path within the confines of a large laboratory. Four sets of 12 laps were 

completed by each participant. At the same time, several confederate pedestrians 

walked the same path but were asked to behave in a certain way when they 

approached the participant (e.g. walk towards the participant with the intention to 

collide or to move away). The results showed that participants learnt the behaviour of 

the confederates and thus determined the likelihood and duration of fixations directed 

towards them. Jovancevic-Misic and Hayhoe concluded that the direction of gaze is 

learnt by people through their experience interacting within an environment. If they are 

repeatedly exposed to the same environment, their subsequent gaze behaviour will 

adapt accordingly as they learn. However, this experiment lacks authenticity as such 

conditions do not reflect the dynamism of the natural environment. 

Caution is therefore required when extrapolating findings to everyday, real world 

situations. Furthermore, the clear theoretical implication that emerges is that, to 

develop a full understanding of gaze behaviour, laboratory research on eye-

movements should be supplemented by research conducted in everyday, natural 

environments. In so doing, researchers will be able to investigate eye-movements in a 

range of natural environments. This will help them understand the features that cause 

such movements to differ in varying conditions. The authentic nature of such research 

also means that participants are exposed to a more active spectrum of visual (and 

non-visual) influencers. Consequently, they are able to choose for themselves what to 

look at and how long to spend looking at it. They are freed from the restrictions of 

laboratory environments such as limited physical movement and social interactions. 

The utilisation of eye-tracking research in naturalistic contexts may therefore address 

several of the inherent limitations of laboratory-based research while providing insights 
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into gaze behaviour. Advances in eye-tracking technology such as the use of glasses 

with in-built cameras, wireless technology, and smartphones means that such 

technology is becoming increasingly commonplace and more mobile, facilitating 

opportunities for use in real world, outdoor environments. However, real world eye-

tracking is itself beset by several limitations, often arising as a result of sacrificing the 

control and precision provided in laboratory settings. In practical and logistical terms, 

this has implications for the reliability of the data. An obvious example is that of varying 

weather conditions, especially sunlight. Most eye-tracking devices illuminate the eye 

using infrared light so that they can determine the direction and position of the pupil. 

Too much sunlight will flood the eye and render the infrared image unclear. This means 

the eye-tracking results may be inaccurate, or the signal may be lost altogether 

(Holmqvist et al., 2011). 

A second limitation that arises from the use of real world eye-tracking is that it is no 

longer possible to maintain rigid control of the features in the environment experienced 

by participants, or indeed the environment itself. Thus, although environmental 

unpredictability is a core methodological strength in terms of providing an ecologically 

valid and authentic context, ensuring that all participants are exposed to identical 

conditions, or the requisite stimuli within those conditions, becomes extremely 

problematic. 

 

2.4.3 Previous eye-tracking research on cycling 

Eye-tracking studies on cycling have largely been conducted inside the simulated 

environment of laboratories (Hollands et al., 2002; Vansteenkiste et al., 2014b). Real 

world studies on cycling have only recently begun to emerge (e.g.Boya et al., 2017; 

Vansteenkiste et al., 2014a; Vansteenkiste et al., 2017) and remain limited in number. 

Naturalistic eye-tracking studies on cycling are therefore regarded as pioneering.  

For example, Vansteenkiste et al. (2013) carried an experiment in an internal 

environment where cyclists were requested to cycle along three lanes, each of a 

different width, using three speed levels. They found that as the cycling became more 

challenging, involving less space and higher velocity, the rate of safety-related 

fixations such as looking towards the near path increased and there were 

correspondingly fewer fixations on the general environment. However, in the real 
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world, arbitrary sounds could impact where people look (Quigley et al., 2008). Different 

aspects such as features of the surround context, road users, and vehicles could also 

influence the gaze behaviour of a cyclist, none of which were present in Vansteenkiste 

et al. (2013) study. This underlines the difference between visual behaviour in natural 

settings compared to the lab environment.  

Boya et al. (2017) used eye-tracking to investigate information acquisition among 

experienced and novice cyclists in a study of athletic performance and exertion. They 

asked participants to cycle at a convenient pace for approximately 10 miles on a 

stationary bicycle. The results showed that experienced cyclists fixated primary on the 

speed information, motivated by higher performance level, and secondary on distance 

information (e.g. distance to target information) and were also selective regarding 

which sources to read. By contrast, beginners tended to focus mainly on distance 

information, which indicated a higher level of exertion. 

Vansteenkiste et al. (2014a) also employed eye-tracking to compare the gaze 

behaviour of cyclists on a low-quality path (surface comprised of large tiles, some of 

which had been moved or were missing) to those on a high-quality path (recently re-

laid path with a brick surface). Although 10 participants (aged 22 to 24) were recruited, 

poor quality recordings and traffic conditions meant that data from five participants only 

were included in the analysis. Participants were asked to cycle a 4 km route around 

the city that included two straight cycling tracks, high quality and low quality tracks 

(120 m and 134 m, respectively = approximately each with 25 seconds of video time). 

Participants did not know which section of the route would be chosen for analysis. 

The researchers found that cycling on the low-quality path led to more fixations on the 

near-road region than on the region further away. This suggests that low road surface 

quality results in a reduced awareness of distant environmental elements and 

increased awareness of the area just ahead of the bicycle. This is explained by the 

higher cognitive load required when cycling on a low-quality track possibly due to 

greater difficulty in maintaining balance and control of the bicycle or simply because 

they needed to observe the path surface most of the time to prevent stepping into an 

obstacle for example. Cycling on a higher quality path with fewer surface irregularities 

and reduced demand for safety-critical fixations also led to gaze distribution being 

evenly spread between different regions of the environment. This confirmed previous 

findings (e.g. Land, 1998; Wilkie et al., 2008) that showed a sustained observation of 
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the road surface is not essential all the time, particularly on good quality, safe routes, 

and that visual attention could be distributed between various regions of interest. 

Vansteenkiste et al. (2017) repeated the study with children learning to cycle and found 

identical patterns of gaze behaviour for low- and high-quality paths. 

Mantuano et al. (2017) recruited 16 participants to cycle a defined route in Bologna 

city centre (Italy) while wearing eye-tracking equipment. They aimed to identify 

elements in the urban context that could be a risk alarming to cyclists. The researchers 

found that in ideal cycling conditions, where there are minimal or no safety concerns 

such as nearby pedestrians or traffic, there is an equilibrium in the distribution of 

fixations between the centre of visual scene (including the path) and distanced 

segments of the scene. However, when safety concerns are present this proposed 

equilibrium is disturbed. They found road discontinuities such as road joints and the 

existence of nearby pedestrians to be the main source of visual equilibrium 

disturbance. 
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Table 2. 1. Summary of previous eye-tracking studies on cycling. 

Study Fixation duration 

(Milliseconds) ¹ 

Percentage of 

data omitted ² 

Tracking 

ratio ³ 

Findings/implications 

Indoor cycling eye-tracking studies 

1) Vansteenkiste 
et al. (2013) 

120 Ms 37% 85 % The higher speed is correlated with cycling on a wider lane. When cycling 
on a narrow lane, more fixations are observed on the path. This may be 
because the steering task is challenging whereas on a wider lane more 
fixations classified under the general environment are observed, which may 
indicate a lower cognitive load. 

2) Vansteenkiste 
et al. (2015) 

120 Ms 59% 85% On wider lanes, children looked more at the surrounding environment 
whereas on narrow lanes they shifted their gaze to near regions. Children 
are slower than adults when using narrow lanes. The implications are 
similar to Vansteenkiste et al. (2013). 

Real world cycling eye-tracking studies 

3) Mantuano et 
al. (2017) 

Just mentioned the 
use of fixation 
detection algorithm 

 

19% 80% On a shared path, cyclists pay a lot of attention to pedestrians, possibly to 
avoid accidents. This is likely to reduce the amount of attention paid to 
other possible hazards. 

4) Vansteenkiste 
et al. (2014a) 

Used x, y 
coordinates of gaze 
cursor to calculate 
eye movement 
distribution. No 
mention of fixation 
duration. 

 

50% 80% On low-quality path, attention was shifted to the nearby visual region ahead 
of the bicycle and gaze was directed to the path surface, with less attention 
being paid to the general environment. This possibly indicates  reduced 
alertness to other hazards such as pedestrians, cars, and so on. 
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Table 2.1 (Cont.) 

¹ Fixation duration, measured in milliseconds, is the minimum duration (threshold) used to consider moments where the gaze rests on an object as a fixation. 

Any fixation with a duration below this threshold was omitted from fixation data.  

² Percentage of data omitted denotes data not included in the analysis for quality reasons. 

³ Tracking ratio is the percentage of frames in which the eye tracker can determine the direction of gaze. For example, when eye-tracking at 60 Hz and the 

apparatus is able to measure the direction of the eye at 50 frames per second, the tracking ratio would be 50/60 = 83.33% i.e. The percentage of time gaze 
direction could be determined in respect to the trial duration.  

 

 

 

 

 

 

 

The effect of experience on gaze behaviour 

5) Boya et al. 
(2017) 

100 Ms Not mentioned Not 
mentioned 

Experienced cyclists looked at primary information e.g., speed other than 
distance, for longer than novice cyclists. They looked less frequently at 
road information during the last quarter of the trial. This suggests that 
cycling experience influences gaze behaviour. 

6) Vansteenkiste 
et al. (2017) 

SMI fixation 
detection algorithm 
and 
no fixation duration 
reported 

Adults 

17% 

Children 

25% 

Trials with 
less than 
50% of 
data were 
omitted 

Children showed visual-motion planning different from adult cyclists but did 
not reduce speed on the low-quality path than on the high-quality path. 
Different groups of cyclists have different visual strategies.  
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Table 2. 2.Sample size and method implemented in eye-tracking studies reported in Table 2.1.  

Study Method  Sample size ¹ 

1) Vansteenkiste et 

al. (2013) 

On a gymnasium floor, three straight lanes (all 15 m) were drawn to investigate gaze 
behaviour while varying the lane width. 

19 recruited, 12 used 
(21-28 years old) 

2) Vansteenkiste et 

al. (2015) 

Same method as Vansteenkiste et al (2013) but instead used children participants to 
investigate whether their visual strategy differed from adult observers. 

17 recruited, 7 used 
(8-year-old children) 

3) Mantuano et al. 

(2017) 

Seven different urban locations were used, each with different characteristics (total length 
3 km) to determine how different urban items e.g., path continuity, intersections, and 
presence of pedestrians, can influence visual behaviour.  

16 recruited, 13 used (age mean 
= 25 ± 7 years ) 

4) Vansteenkiste et 

al. (2014a) 

High-quality and low-quality paths were chosen from a longer 4 km route to investigate 
gaze behaviour patterns for each.  Participants were naive as to which segment of the 
longer route would be analysed. 

10 recruited, 5 used 
(22-24 years old) 
 

5) Boya et al. 

(2017) 

An indoor study compared the visual behaviour of experienced vs novice cyclists using an 
information acquisition task. While cycling on a fixed cycle, the screen showed a simulation 
of a cycling situation that was slightly offset from the centre of the participant’s visual field. 
The participant therefore needed to turn his/her neck to be able to see. This was to avoid 
accidental fixations and ensure only genuine fixations toward the information presented on 
the screen were produced. 

20 participants (10 experienced 
and 10 novice) 
(age mean = 37 years) 

6) Vansteenkiste et 

al. (2017) 

 A replication of Vansteenkiste et al.’s (2014a) study but with children to compare each 
type of visual behaviour.  

Adults: 18 recruited, 15 used 
(age mean = 26.5 years) 
Children: 16 recruited, 12 used 
( age mean = 9 years) 

¹ Recruited= The initial sample participated in the study. Used= The actual sample used after excluding low quality trials.  
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Eye-tracking is therefore an objective method for establishing gaze behaviour. This 

thesis is primarily concerned with the gaze behaviour of cyclists: establishing where 

they look will inform considerations as to what needs to be lit after dark to ensure safe 

travel then potentially encourage more people to cycle in such conditions. However, 

only few studies on cyclists’ gaze behaviour using eye-tracking could be found. 

Moreover, no studies have examined cyclists’ gaze after dark, which is desirable 

information regarding the provision of lighting for cyclists. 

A key finding that emerges consistently from eye-tracking studies carried out with 

cyclists is that task difficulty can affect where a cyclist looks. For example, narrowing 

of the path (Vansteenkiste et al., 2013) and a reduction in surface quality 

(Vansteenkiste et al., 2014a) can increase fixations towards the near path. When 

travelling around a bend, cyclists’ dominant area of fixation will change depending on 

their speed due to changes in task demands (Vansteenkiste et al., 2014b). 

Previous eye-tracking research with cyclists also has implications for the visual 

behaviour of cyclists after dark. It is reasonable to assume that the task demands 

associated with cycling, and the level of safety concerns, may increase when it is dark 

due to reduced amounts of visual information. In addition, people may be less likely to 

cycle when it is dark, probably similar to pedestrians (Fotios et al., 2017b), which 

means they have less experience of cycling under lower light levels. Variations in the 

level of experience can result in differences in how information in the environment is 

visually sampled (Boya et al., 2017; Vansteenkiste et al., 2017). 

Based on the above, variations in task demands and experience imply that the gaze 

patterns of cyclists are likely to differ between conditions of daylight and darkness. 

This requires confirmation, along with the nature of any differences caused by the 

ambient light conditions. The implications of previous cycling eye-tracking research 

can be summarised as follows: 

- Cyclists fixate more on the near path when in challenging situations, such as 

cycling on a narrow cycle lane (Vansteenkiste et al., 2013; Vansteenkiste al., 

2014b) or on a low-quality path where there are obstacles and irregularity on 

the road surface. 
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- More fixations on the general environment or far regions can be anticipated 

once on a high-quality road or in less hazardous situations (Mantuano et al., 

2017; Vansteenkiste et al., 2014a). 

- The experience of cycling influences visual behaviour (Boya et al., 2017). 

 

2.4.4 Limitations of previous eye-tracking research  

As discussed in Section 2.4.3, a small number of studies have utilised eye-tracking to 

record cyclists’ gaze behaviour in real world environments. These have explored the 

increase in safety-related fixations in challenging environments, differences in 

information acquisition based on experience, differences in gaze behaviour as a result 

of path quality, and gaze behaviour indicative of optimal conditions. However, despite 

their value, these studies have several inherent limitations as will be discussed in the 

following.  

 

2.4.4.1 A lack of naturalistic studies 

Although some cycling eye-tracking studies have been conducted outdoors, they 

cannot be considered fully naturalistic. For example, Vansteenkiste et al. (2014a) only 

included short sections of the route cycled, namely high quality (120 m) and low quality 

(136 m) paths. Each section consisted of a straight cycling track adjacent to greenery 

and water canal on one side and trees some distance from the main road on the other. 

Consequently, the findings do not reflect the visual behaviour of a cyclist when 

traveling through several parts of the city as there would be variations in urban features 

and traffic conditions, including time spent cycling on the main road or in separate 

cycling lanes i.e. cycling on different types of cycle path. 

By contrast, Mantuano et al. (2017) asked cyclists to travel around different areas of 

Bologna, Italy. This meant that the route involved a variety of cycling contexts, 

including different types of cycling path such as mixed use with pedestrians, on the 

road, and cycling-only tracks. However, Mantuano and colleagues only reported the 

results for one segment of the cycled route thus not reflecting cyclists’ visual behaviour 

within variety of urban contexts. 
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Boya et al. (2017) focused on one particular visual behaviour, the acquisition of road 

information. They also used an indoor cycle and video screen rather than conducting 

the study outdoors on real roads or paths. 

There has therefore been a limited focus in the literature on the critical visual tasks 

undertaken by cyclists in naturalistic settings (see Table 2.1 for details of the contexts 

of previous eye-tracking studies). The second limitation of previous eye-tracking 

studies on cycling, the critical fixations aspect, will now be considered in more detail. 

 

2.4.4.2 Critical fixations (visual attention)  

Naturalistic research involves exposure of a broader array of dynamic visual stimuli 

than is the case in artificial environments such as those in laboratory studies. 

Consequently, it becomes very difficult to ascertain whether cognitive attention is 

actually being oriented to the location of the item being fixated or is being directed 

elsewhere. Furthermore, in natural environments, non-visual processes may also 

capture attention; for example, when negotiating the immediate environment, walking, 

or planning what to do next (Hausdorff et al., 2005). In contrary, in a laboratory 

environment, it is more likely that participants will specifically focus their attention on 

the objects they are observing as they will be less distracted by external distractions 

and thus their cognitive resources will be fully engaged. The link between attention 

and gaze is therefore a more problematic issue in eye-tracking research conducted in 

the real world. The relationship between attention and gaze behaviour is assumed to 

be close, which makes eye-tracking a valid method for assessing cognition (Rothkopf 

et al., 2007). However, the dynamic of this association is not entirely clear. Eye-

tracking studies utilising reading tasks have shown there is a gap between attention 

and visual patterns among participants. For instance, Foulsham et al. (2013) found 

that although the number of fixations on a text may be high, this did not correlate with 

a greater understanding of the material being read. 

To build on this research, a parallel form of measurement when using eye-tracking is 

needed to differentiate between critical fixations (correlates with genuine attention) and 

normal fixations (genuine attention is unknown). This will help clarify the cognitive 

status of the participant and whether they are mentally engaged with the item on which 

they are visually fixating. 
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Critical fixations are instances when a person is evidently paying cognitive attention to 

a specific item. This can be determined by implementing a secondary task such as an 

audio dual task, involving a reaction to a sound stimulus, where a reduced efficiency 

in the subordinate task indicates the presence of a significant visual item. (See Chapter 

4: Sections 4.2 and 4.3 for a literature review of the audio dual task and skin 

conductance response (SCR) methods proposed in this thesis to enable the 

discrimination of critical fixations from the broader set of normal fixations). 

The dual task approach has previously been used in pedestrian eye-tracking context 

to distinguish critical fixations (Fotios et al., 2015b; Fotios et al., 2015c). However, an 

aspect that previous eye-tracking research on cycling has failed to address is the ability 

to distinguish critical fixations from the remaining set of fixations. The literature on eye-

tracking and cycling was therefore reviewed to assess the suitability of eye-tracking as 

a tool for identifying the critical visual tasks undertaken by cyclists. It is only by 

addressing these gaps can objective evidence be provided with respect to the critical 

visual tasks undertaken by cyclists. 

As mentioned earlier, the perception of non-safety elements of the environment, 

especially the aesthetic features, was suggested to be a motivation for cycling as it 

enthuses a positive cycling experience, this will be discussed in more details in the 

following section. 

 

2.5 Visual perception and cycling experience 

In the context of efforts to promote cycling as a travel means that is sustainable, it is 

pertinent to ask whether and in what way the built environment exerts its influence. For 

several environmental features this influence will be more direct; for example, secure 

parking for cycles, measures to calm motorised traffic, and the use of separate cycle 

lanes (Pucher and Buehler, 2008). For other environmental features, the influence is 

likely to be more indirect, as is the case for landscape, water surfaces, and architecture 

(Ball et al., 2001; Forsyth and Krizek, 2011; Snizek et al., 2013). Such features can be 

characterised as relating to the aesthetics of the environment. 

Snizek et al. (2013) conducted an on-line survey to investigate the correlation between 

cyclists’ positive and negative experiences and different features of the urban 

environment. Respondents were asked to identify up to six locations in municipalities 
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in Copenhagen and Frederiksberg, Denmark through which they had cycled: three 

locations where their experiences were positive and three locations where they were 

negative. Overall, 398 cyclists responded and 890 locations were extracted for 

analysis. The results indicated that aesthetic features of the urban environment such 

as water surfaces and green edges contribute to a positive cycling experience. These 

findings highlight the crucial role such aspects play in promoting an invigorating and 

valuable cycling experience. 

Titze et al. (2007) recruited 538 students to carry a cycling questionnaire to assess the 

environmental, social and personal factors associated with cycling behaviour. Two 

categories of cyclists were evaluated, regular and irregular. The tendency to cycle for 

the latter group was found to be influenced by attractiveness of the environment along 

the cycle path. The appearance of the environment has been shown to influence other 

forms of active travel besides cycling, such as walking. For example, Borst et al. (2008) 

investigated the relationship between the attractiveness of streets and the desire to 

walk in three areas in Schiedam, Netherlands. Subjects were required to record which 

streets they preferred or not walking along, resulting in each street having a perceived 

attractiveness for walking value. This was compared against a range of physical 

characteristics related to the street in order to assess which characteristics were most 

associated with streets considered more walkable. 

The results indicated that the visual attractiveness of a street encourages people to 

walk. This supports a possible correlation between certain features of the urban 

environment and the desire to engage in active travel. The researchers concluded that 

the existence of business buildings e.g. shops and restaurants in the street influence 

how attractive a street is for walking along compared with other types of building such 

as high rise or vacant buildings. 

The results of all these studies indicate that viewing certain attractive features of the 

urban environment can encourage physical activity (Borst et al., 2008; Larco et al., 

2012) and enhance people’s travel experience, notable examples of such features 

being landscapes (Velarde et al., 2007), bodies of water (Snizek et al., 2013), and 

attractive architectural features (Sussman and Hollander, 2014). Furthermore, cycling 

for leisure or pleasure, even when commuting, is suggested to be a strong motive for 

engaging in cycling (Sener et al., 2009b). 



 

51 
 

Therefore, providing an attractive and stimulating visual environment for cycling can 

provide physiological benefits (Section 1.2) as well as psychological benefits such as 

overcoming stress and fatigue, and enhancing overall health. Velarde et al. (2007) 

confirmed these psychological benefits in a review of the literature on visual 

perceptions of urban or natural landscapes and their effect on well-being. 

Previous research and development concerning design practice have, however, 

placed only limited emphasis on the quality and aesthetic experience of cycling 

(Forsyth and Krizek, 2011). Although cyclists' perception of the urban environment is 

a neglected factor, it is an important one to consider if cycling promotion influencers to 

be fully understood. 

The safety focus of previous cycling studies is evident in the literature on eye-tracking, 

where most research on cyclists’ visual performance has primarily been concerned 

with issues of safety. For example, investigating visual behaviour when traveling on a 

low quality path compared to a high quality path (Vansteenkiste et al., 2014a) or 

comparing cycling on a path shared with pedestrians with paths for cyclists only 

(Mantuano et al., 2017). 

With most research focused on safe cycling and related facilities, only a limited amount 

of research has been conducted on the quality aspects of cycling. Further research is 

therefore required to understand the perceived features of the environment that are 

linked more closely to cyclists’ experience of the environment i.e. enjoyment. The 

following section, therefore, reviews the role of light in facilitating the perception of 

aesthetic features of the urban environment. 

 

2.5.1 Light and the perception of aesthetic features 

As noted previously, Section 2.2, cycling during daylight occurs more frequently than 

cycling after dark, even when taking place at the same hour of the day (Fotios et al., 

2017b; Uttley and Fotios, 2017). One reason for this may be that people feel less safe 

when cycling in darkness. However, little is known about the way light might influence 

the perception of aesthetic urban features, yet this may be another factor that 

influences whether people choose to cycle at night. 

For example, in their investigation of the visual tasks of pedestrians, Fotios et al. 

(2015b) found differences in visual behaviour between daytime and after dark 



 

52 
 

conditions. In particular, pedestrians tended to fixate more on the path during the night 

than during the day, thus reducing the instances of observing the surrounding 

environment. This suggests light properties influence the way people visually 

experience their surroundings and are likely to encourage more active travelling. 

To explore this further, Painter and Farrington (1997) evaluated the influence of 

optimised road lighting on the number of pedestrians observed on predefined streets. 

Their method involved counting the number of pedestrians in three areas: an 

intervention area (where lighting was improved for the assessment), nearby zone and 

control zone (the latter two with no lighting intervention). The results show a definite 

increase in the number of walkers following the improvement of road lighting. 

It was suggested earlier that the cycling experience could be improved by the inclusion 

of aesthetic elements near to the cycling path (Snizek et al., 2013). This was also 

suggested to increase active travelling (Borst et al., 2008). In this respect lighting plays 

a role in enabling the perception of such features, particularly during after dark (Boyce, 

2019). 

Lighting also has the potential to improve public well-being as observing aesthetic 

features can reduce anxiety and stress levels (Kaplan and Kaplan, 1989; Korpela et 

al., 2008; Ulrich, 1979). Aside from the positive health benefits derived from visual 

engagement with natural scenes, it is clear that people receive pleasure from such 

visual engagement (Kaplan and Kaplan, 1989) and appropriate lighting after dark is 

decisive in facilitating this pleasure as it enables seeing such elements. 

The Attention restoration theory (ART) developed by Kaplan and Kaplan (1989) 

suggests observing pleasant scenes of the environment enhances people restoration 

from fatigue and stress hence benefits the well-being. Nikunen et al. (2014) studied 

the influence of several light attributes (e.g. Brightness, evenness, colour quality) on 

the different components of ART, including the 'fascination' produced from perceiving 

pleasant scenes, being an essential component of ART. A total of 55 participants 

carried a rating scale questionnaire while walking through five locations, on the 

outskirts of Helsinki, Finland. The first three locations were pathways between 

residential areas where greenery and trees are dominant in the surround. The other 

two locations were walking paths near housing units. The findings of the study, 

although explorative, hinted at a potential role of lighting in promoting pleasant 
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environments by enabling better perception of aesthetic aspects thus contributing 

positively to pedestrians’ experience and well-being. In their study Karmanov and 

Hamel (2008) stressed that attractive feature of built environment have the same 

capacity of producing restoration as appealing natural sceneries.  

To study the influence of light after dark on the desirability of public squares to the 

public, Nasar and Bokharaei (2017) recruited 62 participants and asked them to rate 

their impressions of 24 simulated images representing three public plazas where the 

light modes in 3D constructed images were varied. The light variables that were used 

to create 8 mixes of light modes were bright vs dim, uniform vs non-uniform, and 

overhead vs peripheral. 

Nasar and Bokharaei found that a combination of bright, uniform and overhead 

illuminance had contributed to making the plazas more aesthetically appealing, 

interesting, and places which participants wanted to walk to and around. Among the 

lighting variables, brightness was reported to have the most significant effect on 

making a place desirable. However, the use of simulated images of public squares 

raises a concern as to whether the findings can be extrapolated to a real-life situation 

where the control of different variables is more challenging. 

Nevertheless, lighting appears to render aesthetic elements within the urban context 

more conspicuous, thus providing a positive experience for observers (Boyce, 2019). 

Road lighting can achieve this through three suggested pathways: 

- Guiding the observers attention to specific places (Boyce, 2019; Edensor, 

2015). 

- Promoting a sense of safety (reassurance), thus making people feel less 

reluctant to cycle near these areas (Boyce et al., 2000; Fotios et al., 2015a).   

- Aiding vision to capture precise details of different elements that the human eye, 

understandably, cannot otherwise do at lower levels of light (Gregory, 1973). 

Nevertheless, regardless of which of these pathways is taken, real world studies that 

empirically investigate the influence of ambient light on cyclists’ perception of aesthetic 

elements remains scarce. 
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2.5.2 The influence of cycle paths  

Research does, however suggest, that cyclists’ perception of the built environment is 

influenced by the paths on which they travel. For instance, Vansteenkiste et al. (2014a) 

found that when cycling on a low quality road surface eye-tracking fixations shifted 

from more distant to closer areas. The researchers argued that the quality of the path 

surface influenced cyclists’ observation of the general environment due to an ingrained 

high awareness of safety when cycling on a road with poor surface conditions. 

Thus, cyclists may be less able to experience their visual environment on low quality 

or less safe cycle routes due to an increased need to observe the near path. This 

reduces any potential benefits of a pleasing and stimulating urban environment and 

potentially may limit the quality of the cycling experience. 

However, this is not likely to be the only feature that determines safety-related visual 

attention. For example, proximity to and interactions with other forms of traffic are also 

likely to be a salient factor (Jacobsen et al., 2009).  

For example, cycling routes that are integrated into main roads are cognitively 

demanding as the attention of cyclists is directed towards safety and steering issues 

(Pucher and Buehler, 2008). If cyclists have to focus more on interactions with other 

forms of traffic, they will be less able to experience and enjoy their visual surroundings. 

This is why Forsyth and Krizek (2011) argued that a separate cycle path could increase 

cyclists’ visual engagement with their urban surroundings. Such paths are considered 

safe even when a potential increase in collisions between pedestrians and cyclists is 

accounted for (Krizek et al., 2009). Snizek et al. (2013), for instance, found that using 

a designated cycle path engendered positive cycling experiences, whereas cycling on 

main roads was associated with negative cycling experiences. 

Moreover, these paths may provide an increased opportunity for cyclists to view 

enjoyable aspects of their environment such as architecture, social activities, and 

greenery, all of which enhance the overall cycling experience. Previously, it was found 

that a significant source of cycling motivation is the presence of routes with beautiful 

scenery (Winters et al., 2011). 

Fotios et al. (2017b) identified a difference in the tendency to cycle after dark between 

two types of cycle path. Specifically, people tend to cycle more on lit on-road cycle 

paths than unlit footpaths or off-road cycle paths. The obvious variable that differs 
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between these paths is road lighting, although other characteristics of the cycle path 

may also contribute, such as proximity to motorised vehicles. However, the way in 

which cyclists experience aesthetic aspects of the urban environment, and the 

influence of light levels and cycle paths on this experience, have yet to be addressed. 

The current section has discussed factors proposed to influence cyclists’ perception of 

environment aesthetic features giving that these are suggested to evoke good cycling 

experience once present within the visual field; this is covering the literature of the 

secondary focus for promoting cycling followed in the current study. The following 

section will review the literature about the primary focus, the safety aspect of cycling, 

specifically detecting hazards on the roads and the role of road lighting and bicycle 

lighting properties in detection performance as assessed by previous studies. 

Detecting hazards was selected for further literature over other safety aspects of 

cycling, e.g. cyclists’ conspicuity to nearby car drivers, for several reasons. First, it 

enables assessing light properties' influence on cyclists' visual performance. Second, 

the existence of previous studies in this particular area that focused on other groups 

of road users such as pedestrians and car drivers hence providing an opportunity to 

extend the research to cyclists.   

 

2.6 Detecting hazards on the road  

Vansteenkiste et al. (2014a) and Mantuano et al. (2017) state that observing the path 

is a critical visual task for cyclists. This is most probably because it enables cyclists to 

detect obstacles in the road or surface irregularities and thus avoid potential accidents 

such as swerving on the road or tripping into a pothole, so the visibility of road 

obstacles is critical for safe cycling (Fabriek et al., 2012).  

Previous research on pedestrians has shown also that this is a critical visual task 

(Caminada and Van Bommel, 1984; Fotios et al., 2015c). Road lighting must therefore 

provide adequate road surface visibility as a preventive measure against cycling 

accidents in addition to improving cyclists’ conspicuity to other road users (Fotios et 

al., 2017a). Unfortunately, current road lighting guidelines do not provide any empirical 

evidence as to how light should be provided to improve cyclists’ capacity to spot 

possible hazards on the route (Fotios and Goodman, 2012) (see Chapter 1: Section 

1.6). To acquire such evidence, further information is needed on how light can 
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influence the visual tasks undertaken by cyclists, particularly those that are critical for 

their safety. 

The following sections will therefore start with a review of previous studies on hazard 

detection performance, including the effect of specific lighting properties such as 

intensity (illuminance/luminance level), S/P ratio.  

Potential hazards are surface irregularities such as a raised tile or broken pavement 

edge, and any unexpected object on the cycle path that could initiate an accident. 

These hazards may result in the falling of cyclists or cause an unexpected swerve to 

avoid surface irregularities if not given enough time to take evasive action (Fotios and 

Cheal, 2013). Swerving on a road shared with motorised vehicles is clearly a high risk 

for a cyclist. 

In after dark conditions, detection of potential hazards on the cycle path is more difficult 

as vision is impaired due to reduced levels of light. However, appropriate road lighting 

can help mitigate against this. Uttley et al. (2017) investigated the effect of road lighting 

on obstacle detection by pedestrians. They found that specific light intensities and S/P 

ratios enhanced pedestrians’ ability to detect obstacles. Further investigation is 

required to establish whether these findings are replicable in the context of cycling 

given differences in posture, travel speed, and the ability to negotiate hazards. If not, 

different forms of road lighting maybe needed. 

For instance, a cyclist may fixate on the path for reasons other than searching for 

possible hazards, such as navigating the bicycle or maintaining it at a specific position 

within the cycling lane. Thus, looking at the path may be more critical to a cyclist than 

a pedestrian. If this visual difference can be confirmed empirically, it will suggest that 

enhancing the visibility of the road surface for cyclists is a priority for road lighting. 

 

2.6.1 Road lighting and detection 

Properties of light such as intensity and S/P ratio are believed to affect the detection 

of objects using peripheral vision. However, there is a point beyond which there is no 

further improvement in performance, otherwise known as a plateau (Rea and 

Ouellette, 1991).  More details in the following. 

When it is dark, rods outperform cones in respect to sensitivity to light, with the former 

dominant over most of the retinal area (peripheral vision) except for 2° dominated by 



 

57 
 

cones (foveal vision). The latter are more responsive in photopic conditions and are 

used to retrieve precise details. Given the larger size of the peripheral area and the 

fact it is dominated by rods, hazard detection during the after dark is a function of 

peripheral vision (Boyce, 2014; Uttley et al., 2017). At low levels of light, such as when 

cycling after dark, peripheral detection is expected to be enhanced by higher levels of 

luminance and S/P ratio.  

To the best of the author’s knowledge, no previous laboratory studies have 

investigated the effect of lighting properties on the visual detection of obstacles in the 

context of cycling. However, several studies exploring this interaction have been 

conducted in relation to driving cars and pedestrians. For example, Bullough and Rea 

(2000) explored hazard detection among drivers under mesopic conditions using a 

driving simulation apparatus. To assess foveal vision, they evaluated light intensity 

(luminance) and S/P ratio. Participants were asked to drive along a predefined route 

where light efficiency was quantified in terms of the rate of accidents that occurred. 

Luminances of 0.1 to 3.0 cd/m² and four S/P ratios (ranging from 0.64 to 3.77) were 

tested. The results showed that luminance level was significant in terms of safe driving 

whereas S/P was not. This can be explained by the fact that S/P only exerts an effect 

on peripheral vision, whereas the study only tested performance of foveal vision 

The experiment was then repeated using a peripheral detection task. For this task, a 

target shifted 18° from the central visual axis appeared at random intervals. 

Participants were asked to respond out loud once they had detected it. The 

researchers found that the detection rate was affected by an increase in both 

luminance and S/P ratio. 

Crabb et al. (2006) then conducted an outdoor detection study in which participants 

were asked to sit inside a stationary car located on the road and detect a target that 

appeared within their peripheral vision. The target was a flip-dot panel that changed 

from black to grey. Participants needed to respond every time this change occurred. 

Road lighting was used to illuminate the panel so that two different lamps (high 

pressured sodium and metal halide) could be compared. The results showed that 

neither light intensity nor S/P had any effect. This may be because luminance from the 

car headlamps, which also fell on the peripheral target, was not accounted for, which 

raises concerns about the accuracy of the reported light levels. 
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In another outdoor study, Akashi et al. (2007) asked participants to drive a car along a 

road where a combination of car headlamps and variations of road lighting were tested 

to assess peripheral detection. A peripheral target simulating a pedestrian was 

positioned 8.3° away from a centrally located fixation target. Participants were asked 

to use braking and accelerating as responses to the detection of the peripheral target, 

depending on whether the target was moving into the road or away from the road. 

Three different lamps were assessed (including the headlamps at the fixation target): 

high pressure sodium HPS (0.115 cd/m² and S/P = 0.91), high luminance metal halide 

HLMH (0.115 cd/m² and S/P = 1.28), and low luminance metal halide LLMH (0.0.089 

cd/m² and S/P = 1.32). 

The results showed that detection performance was greater under HLMH than HPS, 

although both had an identical luminance value. This suggests that S/P ratio may 

influence detection performance. The performance under LLMH, however, did not 

significantly differ from that under HPS although the luminance value of LLMH was 

lower. It may therefore be the case that the higher S/P ratio of LLMH compensates for 

its lower luminance relative to the HPS lamp. 

Research on peripheral detection has also been conducted in contexts other than car 

driving. For example, He et al. (1997) measured reaction times to assess detection 

performance under a range of different light values produced inside a chamber. The 

target was situated 15° away from the central axis. Participants were asked to press a 

button each time they saw the target. They were also told to continually fixate on a 

point in the centre of the apparatus to ensure only their peripheral vision was used. 

Two common light lamps were compared in this study; metal halide and high-pressure 

sodium with S/P ratios of 1.67 and 0.61, respectively. Eight luminance values ranging 

from 0.003 to 10 cd/m² were tested. Participants responded faster under a metal halide 

lamp than under a high-pressure sodium lamp. The authors concluded that metal 

halide lamp light properties were better at facilitating detection, supposedly due to 

higher S/P ratio 

Similarly, Eloholma et al. (2006) employed a reaction time task to assess detection 

performance in relation to light metrics. They used a peripheral target of 0.29° visual 

size positioned 10° off-axis. The target was presented in five colours: red, amber, 

green, cyan, and blue, each of which varied in terms of S/P values and peak 
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wavelengths. Three different levels of background luminance were assessed: 1, 0.1, 

and 0.01 cd/m2 with two contrast variations: 0.2-low and 3.0-high. The researchers 

found that lower luminance correlated with lower detection performance and that a low 

contrast had a negative effect on performance. At the highest level of luminance, the 

effect of colour was exhibited in low contrast conditions. The colour effect was present 

at lower luminance values but only in higher contrast conditions. This suggests that 

the contrast levels, high or low, act in opposite ways with respect to the level of light 

intensity. 

In all these studies, participants were required to fixate on a point or a target located 

at the central axis as the detection target was placed off-axis at a distance determined 

by the experimenter to ensure foveal vision was not being used. However, such an 

approach does not entirely prevent participants from fixating on the peripheral target. 

Akashi et al. (2014) attempted to address this by asking participants to affix a random 

moving needle to a point on the central axis using a control scroll. Either a low- or high-

level contrast was used as the background to the needle. The needle task thus 

ensured that peripheral vision only was utilised for detection. 

A second detection task (the main test on peripheral detection) was then performed. 

For this task, a 0.75° visual size peripheral target was placed on four off-axis locations 

(at different distances). When participants detected a target, they had to release a 

button they were holding. The performance was measured in terms of reaction times. 

Overall, three variations of light were tested: HPS (S/P 0.44, 0.1 cd/m²); Fluorescent 

lamp (S/P 1.97, 0.1 cd/m²); and a second fluorescent lamp (S/P 1.97, 0.03 cd/m²). The 

results showed that the low contrast foveal task only affected performance under the 

0.03 cd/m² florescent lamp. In the high contrast foveal task, performance under the 

0.03 cd/m² florescent lamp was the same as performance under HPS in both low and 

high contrast conditions. This indicates that, although luminance was low, both 

contrast and S/P ratio may improve detection performance. The 0.1 cd/m² florescent 

lamp achieved the highest overall performance. 

The obstacle detection studies that are most relevant to cyclists are those that 

investigated obstacle detection among pedestrians. Although cyclists and pedestrians 

should be considered two separate modal groups, they are perhaps more closely 
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aligned than cyclists and drivers due to greater similarities in speeds and task 

requirements. 

In experimental research involving pedestrians, Uttley et al. (2017) tested the ability to 

detect obstacles under various levels of road lighting: 0.2, 0.6, 2, 6.3, and 20 lux, and 

three S/P ratios (1.2, 1.6, 2.0), resulting in 15 light combinations. To simulate walking 

in the real world, an obstacle was located in the centre of a 1-1 scale apparatus. This 

obstacle consisted of a cylinder situated flush with the floor of the apparatus and raised 

to seven different heights ranging from 0.5 to 28.4 mm, which were presented 

randomly. The obstacle progressed to the designated height at two different speeds, 

1mm/s and 2mm/s. These were designed to simulate the way real world obstacles 

increase in size when pedestrians approach them. Participants were then asked to 

perform a secondary foveal task while walking on a treadmill. This task involved 

following the path of a moving crosshair projected onto the far side of the apparatus. 

The foveal task prevented participants from fixating on the obstacle directly and thus 

ensured peripheral vision was used. 

The researchers found that increasing illuminance correlated with better detection 

performance but this plateaued at approximately 2 lux. There was therefore no benefit 

in increasing illuminance beyond this value, although it may be beneficial in situations 

where obstacle detection is not the only purpose of the lighting. They also found that 

the S/P ratio only influences visual capacity at the smallest value of light (0.2 lux). 

Based on the above, luminance level alone is not sufficient to predict detection 

performance, other light attributes should also be considered such as SPD values (e.g. 

S/P ratio), contrast levels, and colour properties. Task difficulty (e.g., detecting a low 

contrast target versus a high contrast target) may also influence the effect of S/P ratio 

on detection performance. Table 2.3 provides a summary of previous studies on 

lighting properties and detection performance. 
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Table 2. 3. Summary of previous research on detection performance under different light properties. 

Study Method Lighting factors tested Detection 

target 

Findings/Conclusions 

Lamp type 

Luminance/illuminance 

  S/P ratio 

Akashi et al. 
(2007) 

Driving 
apparatus 
outdoor 

High pressure sodium (HPS), high 
luminance metal halide (HLMH), 
and low luminance metal halide 
(LLMH): 0.115, 0.115, and 0.089  
cd/m², respectively 

HPS = 0.91 

HLMH = 1.28 

LLMH = 1.32 

 

Detection target 
positioned 8.3° 
away from 
foveal target 

Although HLMH had a luminance level 
similar to HPS, it achieved better detection 
performance. This indicates the effect of 
the higher S/P ratio of the HLMH lamp.  

LLMH achieved similar performance to 
HPS although the former has lower 
luminance value; again, this was due to 
the higher S/P ratio.  

Akashi et al. 
(2014) 

Customised 
apparatus 

HPS and MH lamps  
0.1 and 0.03 cd/m² 

Not reported Target was 
shown off axis 
at eccentricities 
ranging between   
5° - 30°  
 

MH lamp outperformed HPS when both 
were at a higher luminance level. When 
MH was at a lower luminance level, its 
performance was equal to that of HPS 
when the latter was at higher luminance, 
however, this was the case when high 
contrast task was performed.  

Bullough and 
Rea (2000) 

Driving 
simulation 

0.1 to 3.0 cd/m² Four levels 

0.64 to 3.77 

Distance of 18° 
from axis 
 

Increased luminance 
and S/P improved detection performance. 

Crabb et al. 
(2006) 

Outdoor 
Stationary car 

Two types of lamps 
(HPS and MH) 
Light levels: 0.08 – 0.67 cd/m² at 
15° eccentricities,  
0.05 – 0.32 cd/m² at 25° 
 eccentricity  

Not reported Flip-dot panel 
changed from 
black to grey: 
positioned at 
15° and 25° 

No effect of light intensity or S/P on 
detection was found. 
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Table 2.3 (Cont.) 

Eloholma et 
al. (2006) 

Driving 
simulation 

0.01, 0.1, and 1.9 cd/m² 5 colours used for 
targets, resulting in S/P 
ratios of 0.43, 0.59, 
1.98, 3.44, and 11.4 
(high contrast target). 2 
colours with S/P ratios 
of 1.35 and 5.22 (low 
contrast target) 

Target shown 
10° from axis 

The lower performance was exhibited at 
lower luminance levels, especially at a 
lower S/P ratio. 
Low contrast influenced detection when 
combined with a high S/P ratio (for all 
luminance levels). High contrast only 
influenced detection at lower levels of 
luminance.  

Fotios and 
Cheal (2009) 

Customised 
apparatus 

One HPS and two MH 

0.2, 2.0, and 20 lux 

S/P ratio = 0,57, 1.22, 
and 1.77  

Targets raised 
from floor at 
several 
eccentricities 
ranging from 10° 
- 42° 

Detection improved with increased 
illuminance, suggesting a plateau was 
reached at around 2 lux. Increasing the 
S/P ratio was beneficial to detection, 
however, this is only at the smallest 
illuminance value (0.2 lux). 

He et al. 
(1997) 

Customised 
apparatus 
Reaction time 
task used to 
measure 
performance 

Comparing two lamps: MH, 
HPS. 

8 luminance levels from 

0.003 - 10 cd/m² 

MH = 1.67 

HPS = 0.61 

Target located 

15° from axis 

Detection was better as the luminance 
level was higher, reaching a plateau after 
1 cd/m².  Participants reacted faster under 
the MH lamp than the HPS lamp. This 
suggests that higher S/P improved 
detection performance. 

Uttley et al. 
(2017) 

Laboratory 
pedestrians 
study. 

0.2, 0.6, 2, 6.3, and 20 lux Three levels: 

1.2, 1.6, 2.0 

Foveal fixation 
task used to test 
peripheral 
detection 

Detection performance plateau was 
reached at 2 lux (similar to some previous 
studies). S/P ratio enhanced performance 
but exclusively at the smallest road light 
value of 0.02 lux. 
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The results of the studies reviewed in this section may not be linked directly to cycling. 

For example, cycling is slower than driving, therefore the distance at which an object 

needs to be detected will be much greater when driving. The task demands of cycling 

and driving may also be very different and these are likely to influence detection 

performance (Eloholma et al, 2006). 

In summary, research that focuses on improving visual performance among cyclists is 

scarce and existing studies do not usually address the effect of road lighting properties 

on visual performance of cyclists, particularly. Further empirical investigation is thus 

required to establish objective evidence that could be used to inform or confirm the 

current road lighting guidelines for cycling. 

 

2.6.2 Bicycle lighting and hazard detection 

Unlike pedestrians, cyclists’ vision after dark is also influenced by bicycle light, which 

serves as an additional light source alongside road lighting. As discussed in Section 

1.5.2 of Chapter 1, little information is given in the British standards (BS 5489-1:2013; 

CEN/TR 13201-1:2014; BS 6102/2:1982) on optimal bicycle light intensity or mounting 

positions for the different visual tasks performed by cyclists on roads, including 

detecting hazards on road surface. In addition, an understanding of how road light and 

bicycle light interact with each other and their combined influence on detection tasks 

is yet to be addressed. 

When cycling after dark, the bicycle light projects light onto objects from a vertical or 

semi vertical angle, unlike the horizontal projection of road light. Moreover, when light 

properties differ between the two sources, a contrast is likely to occur either between 

the side of the object and the area ahead of it (surrounding area), or between the side 

and top of the object. The contrast effect has been investigated in earlier detection 

studies (Akashi et al., 2007; Eloholma et al., 2006). Another factor that may enhance 

the perceptual clarity of an object is the pattern of the shadow it casts (Boyce, 2014). 

The length or clarity of the shadow is determined by the intensity of the light, angle of 

projection of the light source, and the height of the object. 

In terms of where to mount the bicycle light (front lamp) on a bicycle, for optimum visual 

performance, no specific mounting location is given in the British standards and K mark 

guidelines (see Chapter 1, section 1.5.2). The guidelines only state that the front 
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bicycle lamp can be mounted up to 1500 mm above ground level (BSI, 1982) and that 

it should be white (BSI, 1986), although no empirical evidence is provided to support 

these guidelines. Possible mounting positions for the bicycle lamp, such as the bicycle 

hub or cyclist helmet, are not mentioned. From a lighting perspective, the position at 

which the bicycle lamp is mounted is proposed to have an influence on several light 

properties such as the target contrast level (Park et al., 2017) hence a proposed effect 

on visual performance. 

In summary, detecting hazards is an important visual task for both pedestrians and car 

drivers, although whether this is the same for cyclists is yet to be confirmed. However, 

it is likely that observation of the path and the detection of hazards such as obstacles 

on the road will also be important. Studies have found that light properties such as S/P 

ratio, contrast level and light intensity (luminance/illuminance) have an effect on visual 

performance, although this has not been verified specifically in relation to cycling. 

Further empirical research is therefore required to ascertain whether this is indeed the 

case. In addition, no specific reference is given regarding the ideal mounting position 

of a cycle lamp for visual performance. Similarly, there is no empirical justification 

provided in the road lighting guidelines regarding the intensity of bicycle lighting 

needed for a visual performance. Finally, little is known about the interaction of bicycle 

lights and road lights or their combined visual impact on cyclists’ performance which 

represents a clear gap in the literature. The key to addressing this is to first identify the 

critical visual tasks undertaken by cyclists (as discussed at Section 2.4.4.2). This is a 

prerequisite for knowing how and where to provide suitable road lighting. 

Observation of the path and detection performance are both considered important 

when examining the visual behaviour of cyclists and are relevant to their safety (the 

main focus followed in this thesis to promote more cycling). However, another aspect 

of a cyclist’s visual behaviour is their ability to see and appreciate the 

aesthetic/attractive environment (the secondary approach, see Figure 1.6). Being able 

to appreciate the visual characteristics of the surrounding environment can enhance 

the experience of cycling, although there has been limited objective analysis of this 

topic in relation to how cyclists distribute their gaze in relation to their surroundings, as 

was discussed under Section 2.5.  
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The limitations identified earlier in this chapter and their relation to the research aims, 

approach to the problem, primary goal, and the propositions are presented in Figure 

2.4. 
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Figure 2. 4. Research limitations identified in the literature review and their links to the research goal, approach, main problem, and the propositions. 
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2.7 Research questions  

The aim of this research is to investigate the visual behaviour of cyclists within an 

urban environment. The principal goal is to identify the critical visual tasks undertaken 

by cyclists. This is a prerequisite for providing appropriate road lighting that will enable 

safe cycling. In particular, the identified critical visual task(s) should be assessed under 

variations of road light and bicycle light properties. In addition, the study sought to 

provide empirical evidence to explain the effect of ambient light levels on the numbers 

of cyclists in a given location; and the perception of aesthetic/attractive features of the 

urban environment. The latter was suggested to improve the cycling experience and 

hence is another motivation for cycling besides improving road safety. 

The research questions shown in Table 2.4 reflect the aims of the research discussed 

previously, in Chapter 1 under Section 1.7. 

 

Table 2. 4. Research questions and the related literature sections.  

Question 

no. 

Research question  Literature 

Section 

1 Does ambient light affect numbers of cyclists? 2.2 

2 What objective methods can be implemented to discriminate 

important visual tasks of cyclists? 

2.4.4.2 

4.2 and 4.3 

3 What are the critical visual tasks of cyclists in urban 

environment? 

2.4.4.2 

2.6 

4 How do ambient light and the characteristics of cycle paths 

influence cyclists’ perception of aesthetic features of the 

urban environment with such perception proposed to be an 

indication of positive cycling experience? 

2.5 

 

6.2 

 

5 What levels of road light illuminance improve visual 

performance of cyclists? 

2.6.1 

 

6 What level of bicycle light aids cyclists’ visual performance? 

Does the mounting position of the bicycle lamp matter?  

2.6.2 

 

Figure 2.5 presents the four studies conducted in the current thesis to answer the 

research questions: two main studies and two pilot studies. It shows that the main eye-

tracking study and obstacle detection task constitute the main focus followed to 
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promote cycling and thus the main body of this thesis. Both studies address the safety 

aspects of cycling (see Chapter 1 Section 1.4, Figure 1.6). Also related to safety, the 

aim of the first pilot study was to establish the relationship between lighting and cycling 

by measuring the influence of ambient light on the number of cyclists observed. The 

second pilot study investigated the effect of ambient light on cyclists’ perception of 

aesthetic features of the urban environment. This related to the secondary focus 

followed in the thesis to promote cycling, see Figure 1.6. 
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Figure 2. 5. The four studies conducted in the current thesis: two main and two pilot studies. The 
obstacle detection study was a consequence of the main eye-tracking study, and both constituted the 
main body of the research. The two pilot studies sought to empirically explore the influence of ambient 
light on the decision to cycle and the perception of aesthetic features of the environment. 
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2.8 Summary  

Previous studies have established that ambient light can influence the decision to cycle 

or not; however, this is yet to be confirmed in the context of the UK. Knowing that light 

matters for cyclists makes it important to determine where and how it should be 

provided. This means the critical visual tasks undertaken by cyclists need to be 

identified, for which eye-tracking was proposed as a suitably objective method. 

However, previous work on cycling/eye-tracking has lacked the intensity of naturalistic 

studies. Furthermore, the discrimination of critical eye fixations from overall fixations 

was not carried out in previous studies, which meant that no information was provided 

as to whether participants paid genuine attention to what they observed. 

Previous studies investigating the effect of specific lighting properties on visual 

performance were therefore reviewed to ascertain the lighting properties that need to 

be investigated to improve or confirm current road lighting guidelines.  

In addition to improving safety aspects, a secondary focus to promoting cycling also 

identified in the literature review was to improve the cycling experience. Specifically, 

such research focused on how perceptions of aesthetic features of the environment 

may correlate with a positive cycling experience.  
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Chapter 3.  Ambient light influences cyclist frequencies  

 

 

3.1 Introduction 

As discussed in Chapter 2, there is some evidence that the level of ambient light 

influences the propensity to cycle (Fotios et al., 2017b; Uttley and Fotios, 2017); 

specifically, for a given time of day, there are more cyclists when it is daylight than 

when it is dark. The data of Fotios et al. (2017b) and Uttley and Fotios (2017) were 

collected in one city in the USA. It is not yet known whether the conclusion is 

generalizable to other locations where the weather, cycling infrastructure and cycling 

culture may be different. This chapter reports a brief field study conducted in Sheffield, 

UK, to test whether the influence of ambient light on cycling persists. 

 

3.2 Method  

The numbers of passing cyclists were counted in two urban locations in Sheffield, a 

city in the UK. The counting was done by on-location observation rather than using 

automated counters. These counts were made between 18:30 and 19:30 for five days 

before and five days following the springtime clock change in 2016. For the first period 

the test hour approached darkness; for the second period the test hour approached 

daylight. With the assumption that variations in climate between these periods other 

than daylight were minimal, then a comparison of cycle counts between the two 

periods isolates an effect of ambient light from other influences. 

In 2016, the springtime clock change occurred in the UK on 27 March. On this day, the 

clocks were moved forward one hour and the time of sunset occurred approximately 

one hour later. Cycle counts were conducted for five consecutive days (Monday to 

Friday) for a period of two weeks before and after the clock change, i.e. 14-18 March 

(before changeover, after dark light condition) and 4-8 April (after changeover, daylight 

light condition). The weeks immediately before and after the clock change were 

avoided because the clock changeover date fell within the school Easter holiday period 

in the area in which the data was collected. This is because people were not 

undergoing their usual routines which would have unfairly influenced the results. This 

timescale is illustrated in Figure 3.1. 
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Figure 3. 1. Observation schedule for the cycle count field study. Cyclists were counted for a one-hour 
period over five days before clock change (darkness) and five days after clock change (daylight). 

 

The latest sunset time during the after dark week was 18:16, while the earliest sunset 

time during the daylight week was 19:47 (TimeAndDate, 2018). Therefore, to count 

the frequency of cyclists, a one-hour recording period from 18:30 – 19:30 was chosen, 

this is referred to as case hour (the experimental period). This ensured it was dark 

during the after dark week (before the clock changeover) and light during the daylight 

week (after the clock changeover). In addition to these case hour periods, cyclists were 

also counted during a control hour period where the light condition was the same in 

both weeks: this control hour period was 17:30 – 18:00 and was a period of daylight 

during both the before- and after-changeover weeks. 

Counts were recorded in two locations, location 1 referred to as City was approximately 

1.2 km from the city centre and contained a high number of shops and commercial 

properties. In this location, which is an intersection of two roads: London Road and 

Boston street, two observers recorded data of the two streets with each observer 

counting frequency for one direction, to ensure optimum counting. Location 2, defined 

here as the Suburban area was situated approximately 4.2 km from the city centre in 

a residential neighbourhood, with housing the dominant type of building in the 

immediate area, one observer counted at this location. All observers remained 

constant at same positions throughout both weeks Images of the two locations are 

shown in Figure 3.2. The authors knowledge of these two areas suggested that cyclist 

numbers would be higher in location 1 than in location 2. 
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Figure 3. 2. Images of the two locations where cyclist numbers were counted, City (left) and 
Suburban (right). 

 

The frequency of cyclists was recorded during the control hour (17:30-18:00) and case 

hour (18:30-19:30) periods. This included any cyclist passing in either direction who 

was visible on the street from the observer’s location. 

This was carried out for five days of each week at the City location (Monday to Friday), 

but only four days of each week at the Suburban location. This was due to an enforced 

change of location on the first day of recording (the initially selected location was found 

to have too few cyclists to provide meaningful data), and a public event (football match) 

occurring nearby on one day in the second week which would have provided 

unrepresentative data. 

 

3.3 Odds ratio 

Calculations of odds ratio (Equation 2.1 in Chapter 2) and confidence intervals (CI) 

(Equation 3.1 below) are adopted in the current study, where cycling frequency under 

two different light conditions, daylight and darkness, is evaluated by isolating light 

condition from other pressing factors which may have an influence such as: weather, 

season, traffic, etc. 

In definition, odds ratio is a calculation used to test the causation between certain 

factors or conditions and a result assumed related to them (Johansson et al., 2009). 

The idea stands on finding the chances a specific result will occur when particular 

conditions exist, in comparison with the chances that the result will still exist when 

these particular conditions are gone. 



 

74 
 

The confidence interval is an estimation of the uncertainty embedded in the outcome 

of a given analysis (Carpenter and Bithell, 2000), where the true value may exist in 

between the interval (95 % confidence level). 

In their study Johansson et al. (2009) used odd ratios to assess the rates of traffic 

accidents when light condition is altered from darkness to daylight. By doing this they 

isolated the effect of light condition from other factors which might have an influence 

over traffic accident rates. 

In the current study, frequencies of cycling passing by observation locations, for case 

hour, were summed up separately, one time for dark condition and another for daylight 

(week before and after clock change, respectively). Then the ratio between the two 

totals is calculated. The outcome ratio then is compared with the control hour ratio 

which is the frequency of cyclists also taken in the same two weeks, but here always 

in daylight (17:30 to 18:00). 

The calculation and explanation of odds ratio is presented in equation 2.1.1, in Section 

2.2. When the odds ratio is > 1 this will be an insinuation for a positive effect of daylight 

on the increasing frequency of cycling. As in this case the number of cyclists during 

daylight week is larger than the darkness week, to account to other confound 

circumstances, which may have an effect over cycling frequencies, other than light 

condition, the control hours of the two weeks where light condition is always daylight 

is integrated in the calculation. 

An odds ratio equal to 1 will mean cycling frequency is not significantly different 

between light conditions, a null value, whereas an odds ratio of greater than 1.0 

indicates an increase in cycling in the daylight period than the after dark period.  The 

Odds Ratio was considered to be ‘significantly’ greater than 1.0 if the lower limit of the 

95% CI was greater than 1.0. Equation 3.1 presents calculation of the 95% CI 

conducted for each odds ratio (Szumilas, 2010).  

                                            
 

1 Odds ratio=(A/B)/(C/D)       Equation 2.1 

95% 𝐶𝐼 = 𝑒𝑥𝑝 (𝑙𝑛 (𝑜𝑑𝑑𝑠 𝑟𝑎𝑡𝑖𝑜) ± 1.96 √
1

𝐴
+

1

𝐵
+

1

𝐶
+

1

𝐷
 ) 

 

Equation 3. 1 
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3.4 Results 

The frequencies of cyclists before and after the clock change, and the significance of 

these differences, for the two locations and the control and case hours including odds 

ratio and 95% CI determined from these data are shown in Table 3.1 and Figure 3.3. 

At the city location, Table 3.1 shows there was an increase (25%) in cycling frequency 

for the case hour in the second week after the clock change (daylight) compared with 

the first week (after dark), with the number of cyclists increasing from 360 to 451; and 

for the control hour the difference in cyclist numbers before and after clock was not 

high, 411 and 406 for the two weeks, respectively. At the suburban location cycling 

frequency increased from 36 to 59 (63 %) during the case hour, and increased also 

from 30 to 46 in the control hour. 

Table 3. 1.Cycling frequencies before and after springtime clock change with odds 
ratio and 95% CI calculations. 

Location Recording 
period 

Observed cyclist frequencies Odds ratio 
 (95% CI) 

  Before 
(Case hour in 

darkness)¹ 

After 
(Case hour in 

daylight) 

Increase 
(%) 

 

City Case hour 360 451 25% 1.27 (1.04-1.54) 

Control hour 411 406 -1% 

Suburban 

 

Case hour 36 59 63% 1.06 (0.57-1.98) 

control hour 30 46 53% 

Both  Case hour 396 510 29% 1.25 (1.04-1.51) 

Control hour 441 452 2% 

¹ The control hours for the two weeks were always in daylight.  

 

Consider next the data for both locations combined. The cycling frequency increased 

from 396 to 510 during the case hour (29%) increase, and from 441 to 452 during 

control hour. 

According to the confidence intervals shown in Table 3.1 there was a significant effect 

of daylight on cyclist numbers at the city location but not the suburban location, 

because the lower limit of CI was below 1 for the suburban location. The significant 

effect was retained when the two locations were merged, which may be because the 

city location had a much greater sample than the suburban location. 
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Figure 3.3. depicts the values presented in Table 3.1 where there was a significant 

effect suggested at the city location and all data combined. 

 

Figure 3. 3. Odds ratios (in dots) of cycling frequencies before and after springtime clock change event 
for city, suburban, and both locations. The error bars represent the upper and lower limits of 95% CI.  

 

3.5 Discussion  

A daylight-saving approach investigated whether the ambient light condition (daylight 

vs after dark) influences the number of cyclists present on two locations in Sheffield 

city centre. This question is important as it establishes the role lighting may play in 

encouraging cycling after dark. The springtime clock change was used as an event to 

compare ambient light conditions (daylight versus after dark) whilst keeping periodic 

and precise time of the day aspects continuous. This approach has previously been 

adopted in analyses of vehicle accidents (Sood and Ghosh, 2007; Sullivan and 

Flannagan, 2002) and studies of pedestrian and cyclist frequencies (Fotios et al., 

2017b; Uttley and Fotios, 2017). Cyclist numbers were observed at two locations: the 

effect of daylight was found to be significant at one location but not at the other. 

This may be an indication that other factors may outweigh any influence of daylight at 

this location (Suburban), or more precise, at the point at which the cyclists made their 

decisions as to whether or not to cycle. 

In their studies (Fotios et al., 2017b; Uttley and Fotios, 2017) have only reported the 

mean frequency across all counters in the analysis. It may be possible that if some 
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locations were assessed rather individually, an inconsistence between locations, 

similar to the one revealed in this study at suburban location may have been revealed. 

However, the odds ratio, CI and p-value calculated in the current study for the total 

count of cyclists (all locations) fell in similar ranges of previous studies. This provides 

a degree of confidence that an increased level of ambient light (daylight) aids the 

decision for cycling, see Table 3.2. 

 

Table 3. 2. The odds ratio and CI of the current (all locations) and comparative studies. 

Measurement The current 

study 

(Uttley and 

Fotios, 2017) 

(Fotios et 

al., 2017b)  

Odds ratio 1.26 1.38 1.67 

95% (CI)¹  1.04 – 1.51 1.37 – 1.39 1.66 – 1.68 

Pearson’s Chi-Square (P<0.05) ² 0.016 0.001 0.001 

¹ 95% confidence interval should be used as a proxy to indicate significant odds ratio, by that 
it is not a statistical significance value (Szumilas, 2010). 

² Pearson’s Chi-Square (p<0.05) indicates whether the odds ratio is significantly larger than 1   
i.e. more cycling during daylight comparing to after dark. 

 

Climatic conditions are an important consideration regarding whether someone 

chooses to walk or cycle to a location (de Montigny et al., 2012; Miranda-Moreno and 

Nosal, 2011) and it is possible the weather was a factor influencing the presence of 

cyclists in this study. However, field notes taken by observers at both locations 

indicated little difference in the weather conditions between the before and after weeks 

during the data collection periods, with only a brief rain shower recorded on one day, 

the 8th April 2016, and all other days providing sunny or slightly overcast conditions.  

Recorded meteorological data from local weather stations (TimeAndDate, 2018) 

indicated similar conditions across both data collection weeks, with mean rainfall 

during data collection periods recorded as 0.0 mm in both weeks and mean 

temperatures changing by only 3 °C (6° during the week before the clock change, 9°C 

during the week after the clock change). The weather is therefore unlikely to have been 

a major cause of any changes in the frequencies of cyclists. 
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3.6 Summary  

A field study was conducted in which cyclists were counted as they passed two 

locations in Sheffield city. A comparison of cycle counts using an odds ratio and 

confidence interval approach demonstrated that there were more cyclists in daytime 

than after dark, for the same time of day. This confirms the findings of previous studies 

that light has effect on the rate of cycling at a particular location (Fotios et al., 2017b; 

Uttley and Fotios, 2017). The next chapter describes the method used to investigate 

the visual behaviour of cyclists in real world.  
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Chapter 4. Eye-tracking: Method  
 

 

4.1 Introduction 

People are suggested to be inclined to cycle when there is more ambient light (Chapter 

3). At those times of day when the amount of natural light varies significantly 

throughout the year, the number of cyclists drops when it becomes darker. This 

suggests that cycling activity should also be influenced by the amount of road lighting 

which, in the UK, is specified in BS5489-1:2013. However, the validity of the data 

behind this standard has since been questioned (Fotios and Gibbons, 2018). 

This means that current road lighting guidance is not sufficiently grounded in empirical 

data to be confident that lighting design to encourage cycling is optimal, see Chapter 

1, Section 1.6. If lighting is to be optimised to meet cyclists’ requirements, then it would 

be useful to know what objects or items cyclists need to observe, particularly those 

objects or items which contribute to their safety, as public concerns about the safety 

of cycling may reduce the tendency to cycle, see Chapter 1, Section 1.3. One way to 

investigate this is to use eye-tracking when cycling in a natural environment. While 

past studies have used eye-tracking to explore cyclist gaze behaviour, few have 

investigated gaze in natural settings and few, if any, have sought to identify the 

significance of fixated objects, examples of studies that did not implement a method to 

discriminate critical fixations from the whole fixations data are: (Boya et al., 2017; 

Mantuano et al., 2017; Schmidt and von Stülpnagel, 2018; Vansteenkiste et al., 

2014a). 

People fixate on different objects in the environment. Some of these fixations invite 

cognitive engagement such as fixations which may relate to personal safety. Other 

fixations might not stimulate such cognitive engagement, thus allowing the mind to 

wander or invite marginal cognitive engagement. In theory, people are allocating 

attentional resources to some eye fixations but not all of them, see Section 4.2 in the 

following. In the current work, those fixations to which attention is paid are called critical 

fixations. Two independent parallel measurements were implemented to detect critical 

moments where participants are possibly engaged with a visually critical element of 

urban context: dual task and skin conductance response (SCR) approach. These were 

time synchronised with eye-tracking fixations to reveal critical fixations. 
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The current chapter begins with providing a literature review about dual task and SCR 

approaches including their potential use to find critical fixations, then description of 

current eye-tracking experiment method commences. 

 

4.2 Dual task review 

There is a close relationship between attention and visual behaviour (Livingstone et 

al., 2017). Olivers et al. (2006) found that visual distractors during a visual search task 

significantly reduced visual performance due to the diversion of attention (Turatto and 

Pascucci, 2016). Lim et al. (2015) also found that conducting a visual investigation 

task while simultaneously attempting to memorise the altitudinal positions of two dots 

on a panel reduced the performance effectiveness of both tasks. 

In a virtual study of pedestrians, Rothkopf et al. (2007) concluded that one’s gaze 

direction is affected by other tasks commonly performed while walking. They further 

suggested that humans use attention as a core mechanism for filtering the vast amount 

of information collected from the environment every day. This information is acquired 

using the varied senses and processed into smaller, relevant sets of data that can be 

perceived and processed easily and quickly (Rothkopf et al., 2007). The human 

capacity of attention is limited, however, making it near impossible to interpret all the 

information received and filtered daily (Gaspar et al., 2016). 

It is challenging for anyone to simultaneously perform two simple tasks, since their 

attention will be divided when attempting to accomplish both tasks (Lim et al., 2015). 

Similar conditions have since been recreated in scientific research, however, with Boot 

et al. (2005) positing that a secondary task performed simultaneously alongside a 

visual search task results in the cognitive efficiency of the individual being affected. 

This finding therefore goes to the amount of cognitive resources or capacity for 

attention are actually allocated to the secondary task and accordingly explains 

performance on the primary task. This conclusion is predicated on the fundamental 

assumption that human attention is limited (Turatto and Pascucci, 2016). 

Carrying out two tasks simultaneously can alter the performance of both tasks due to 

the division of attention, reducing the effectiveness of both tasks. In some cases, 

however, cognitive instructions can also influence allocation of attention. For example, 

instructions to focus on a precise duty can result in increasing the performance on that 
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task during dual-task contexts. This is due to the preferential allocation of attention 

towards, with participants selectively choosing which tasks to undertake at different 

times (Kelly et al., 2010). 

The relationship between attention and gaze behaviour is assumed to be close which 

makes eye-tracking a valid method for assessing cognition (Rothkopf et al., 2007). 

However, the nature of this relationship is not entirely clear. Eye-tracking studies on 

reading tasks have demonstrated there is a gap between attention and visual patterns 

among participants; for example, the number of fixations found on a text does not 

always correlated with a higher understanding of the material being read (Foulsham et 

al., 2013). 

Building on this research, a parallel measurement when using eye-tracking is needed 

to differentiate between critical fixations and other fixations which, understandably, are 

not always significant. This will help clarify the cognitive status of the participant and 

whether they are mentally engaged with the item fixated upon. 

In a dual task context, devoting more attention to one task should, in theory, affect 

performance of the other. This could also occur involuntarily in a real world situation 

when more attention is given to a task for different reasons, namely avoiding risk or 

seeking leisure (Williams, 2006). This could also mean that preference for a task in 

terms of the allocation of attention may be dispersed across a group of tasks according 

to their criticality or urgency. Consequently, performance on those tasks will be 

affected. 

In the current eye-tracking study on cycling reported in this and the subsequent 

Chapter, responding to the audio stimulus will be the concurrent task while the main 

task will be natural observation of the urban surroundings when cycling on a predefined 

route i.e. visual behaviour. Both tasks appear to be distinct in terms of modality; 

however, the literature suggests that the performance on both tasks will be related.  

For example, Boot et al. (2005) reported that conducting a subordinate task such as 

counting numbers affected the primary visual task. Therefore, a reduced performance 

on the secondary task is anticipated when a critical or unusual visual event is 

encountered by the participant. 

A dual task approach has been used in previous eye-tracking work to discriminate 

critical fixations. Fotios et al. (2015b) studied pedestrians’ visual behaviour and 
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implemented a dual task method to discriminate critical fixations, moments when 

participants paid attention to what they are looking at, from normal fixations. Their 

method was to implement a reaction time task where a participant was required to 

press a button in response to audio stimulus. 

In part 2 of their study Fotios et al. (2015c) responded to a common challenge of real 

world eye-tracking studies that is the indefinite number of times an item will be 

encountered by participants during trials. For example, many factors e.g. weather, time 

during the day, public events, etc., could influence the frequency of pedestrians 

walking on the pavement or the frequency of cars on the road, etc.  Specifically, they 

analysed the effect of appearance frequencies of one visual target (other pedestrians) 

on the number of eye fixations generated. They compared three approaches: All 

fixations, critical fixations and probability. 

The ‘all fixations’ approach is a direct count of the number of fixations falling on the 

encountered pedestrians during trials. This approach can lead to substantial noise in 

the data thus inaccurate interpretation: the more pedestrians that appear in the scene 

the more fixations labelled under pedestrians. In the probability approach the measure 

stands on dividing the number of pedestrians that participants fixated on at least one 

time by the total number of pedestrians that appeared within the visual field of 

participants during the analysed recording. There was a negative relationship between 

these two variables – the probability of fixating a pedestrian was lower when the 

number of pedestrians encountered increased. This could be correlated to the fact that 

with a higher frequency of individuals appearing in the scene it is hard to fixate on all 

of them, or there is less need to fixate on them. 

The critical fixations approach depends on synchronising the fixations identified by the 

eye-tracking apparatus with participants’ delayed or missed reactions to the audio 

stimulus (the dual task). These delayed responses referred to as critical moments and 

were proposed to indicate significant visual events during the experiment that had 

caused diversion in participants’ attention from responding to the dual task. Fotios et 

al. conclude that critical fixations approach is less affected by the variation of 

pedestrian appearance than the all fixations and probability approaches. See Figure 

4.1 indicating to this finding by the red horizontal line (critical fixations). 
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Figure 4. 1. Regression of measures of participants’ fixation in respect to the rate of pedestrians 
encountered across daytime and after dark trials (from Fotios et al., 2015c) 

 

4.3 SCR review 

Skin conductance response (SCR) refers to the phenomenon where the skin becomes 

a better conductor of electricity, albeit momentarily, when an external or internal 

stimulus occurs in a way that is physiologically arousing (Rosebrock et al., 2016). It is 

also called electrodermal activity or galvanic skin response, and encapsulates a broad 

range of the overall activation and reaction of the human skin when exposed to certain 

stimuli. 

Individual arousal resulting from a stimulus is an essential component of SCR and 

could be strong predictor of both attention and memory (Christopoulos et al., 2019). 

According to White and Graham (2016), the varying situations in which skin 

conductance response is activated, and how it responds to varied stimuli, make it a 

critical resource in research. Specifically, an instrument which is able to detect 

physiological data is used to measure and monitor the electrodermal response (SCR) 

of participants as they are exposed to different stimuli, with Kuzinas et al. (2016) noting 

it could be useful to study skin reactions alongside other visual search tasks. 
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SCR is normally measured using silver or silver chloride electrodes placed on one's 

medial phalanx of both index and middle fingers, or thumb and little finger (van Dooren 

and Janssen, 2012) and which is fixed in location by double sided adhesive electrode 

collars. White and Graham (2016) reasoned that SCR is based on the primal fight or 

flight instinctive response in which the animal body readies itself for such exertions 

required to handle perceived threats. This increases the sweat activity to cool itself 

down, but in return the emotions get heightened. 

This heightened sweating activity often accompanies the classic electrodermal activity 

of the skin. Specifically, Kuzinas et al. (2016) noted that such electrodermal activity in 

itself impairs the performance effectiveness of other activities, as in the case of car 

drivers observing other vehicles or land forms they pass by had, in that moment, a 

lower concentration on the road and the actual driving.  

The SCR method was implemented in a social anxiety study alongside eye-tracking to 

evaluate involuntary responses arising from eye contact with strangers (simulated 

faces). SCR therefore helps to clarify what an eye fixation means (Wieser et al., 2009) 

i.e. critical fixation. This shows that SCR data can be used concurrently with an eye-

tracking method to explain cognitive reactions of participants. 

Kübler et al. (2014) contented that SCR is essential in similar studies due to its ability 

to facilitate the collection of biological data that reflects the electrical characteristics of 

the human skin. In their eye-tracking study on drivers with a visual deficiency they had 

utilised the measurement of skin conductance response (SCR) to assess participants’ 

awareness of existing hazards. This is because, in the case of inattention or deficient 

visual ability, eye fixation alone will not provide sufficient information about hazards 

(Kübler et al., 2014). The study concludes that a combination of eye-tracking and SCR 

methods will therefore provide information about risk awareness on the road. 

The primary objective of current study is to identify critical fixations in the participants 

and determine what factors, if any, contribute to them. 

By pooling two parallel measurements for this study, dual task and SCR, it is hoped 

that more reliable data on critical visual events encountered by the participant during 

trials can be collected and analysed for more definitive conclusions to be made, and 

to improve the limitations of earlier eye-tracking studies discussed earlier, Section 

2.4.4. 



 

85 
 

4.4 Eye-tracking method  

Eye-tracking is a method for recording a person’s gaze behaviour, that is where and 

on what a person is fixating. In a naturalistic study, eye-tracking is considered an 

objective way of investigating involuntary responses and gaze behaviour of cyclists to 

different visual stimuli within the urban environment. New eye-tracking models allow 

for better mobility making it suitable for real world studies. 

Fixations which match moments of significant dual task (cognitive attention) or the 

SCR (high arousal of the skin electrical characteristics) are suggested to be critical 

fixations. Critical moments in dual task and SCR data were synchronised with the eye-

tracking fixations to enable the coder (the main researcher) to identify critical fixations 

from the larger data of fixations i.e. all fixations. 

Thus, the current study identifies three types of fixations: All fixations, Dual fixations, 

and SCR fixations, see Table 4.1. 

Figure 4.2 illustrates the experiment design where critical fixations, either dual fixations 

or SCR fixations, were separately identified from all fixations, that is fixations identified 

by BeGaze software and mapped to target categories only.  

 

Table 4.1. The three types of fixations identified in this study. 

Fixation category Data source 

All fixations Fixations as identified by the Begaze software (raw) 

and mapped to target categories. 

Dual fixations Fixations associated with impaired response to the 

audio dual task. 

SCR fixations Fixations associated with above-threshold SCRs. 

 

4.5 Route and Bicycle 

The cycling route was located across and around the University of Sheffield main 

campus - an urban location. The route comprised four different sections chosen to 

include variations in exposure to motorised vehicles, proximity to pedestrians, and 

urban characteristics (see Table 4.2 and Figures 4.3, 4.4). Two sections required on-

road cycling (Sections A and C), one section followed a path through a public park 

(Section B), and the final section passed through a car park (Section D). All four 
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sections were lit after dark. Table 4.2 provides information about the volume of other 

road users in each section of the route, evaluated by counting their presence in the 

eye-tracking recordings. This means the volume of pedestrians, cyclists, and cars 

corresponds to the mean of eye-tracking general fixations on these items across the 

day and night trials. 

Each trial consists of two laps of the route with a total length of approximately 2.2 km. 

The length of the route, and hence the duration of each recording, was chosen as a 

compromise between ensuring sufficient data for analysis (i.e. opportunities to fixate 

upon a wide range of targets), time required by the experimenter to process the 

recorded data, and what was appropriate for participants in terms of their available 

time and physical exertion. 
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Figure 4.2.The experiment design illustrating the dual task and SCR measurements which were taken in parallel to eye-tracking; thus, critical fixations were 
identified from all fixations. 
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A graphic map of the experiment path was shown to the subject before each trial. The 

route took approximately six to eight minutes to complete, and data from both laps 

were used in the analysis. 

Participants rode a standard city bicycle, Figure 4.5, borrowed for this experiment from 

the University’s Department of Estates and Facilities. The saddle height was adjusted 

as necessary to suit each participant. A high-visibility vest and helmet were provided 

for those participants who did not have their own, and the bicycle was fitted with front 

and rear lamps. Two panniers attached to the rear of the bicycle housed the EDA and 

dual task equipment, including the BIOPAC data acquisition unit, laptop, audio unit (to 

produce sound stimulus of the dual task), and two lithium battery packs to power the 

equipment.  

 

Figure 4.3. Images of the four sections of the experimental route during daytime (top row) and after 
dark (bottom row). From left to right, these are Sections A, B, C, and D. 
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Table 4.2. Description of the four sections of the route and the relative volume of other road/pavement users. All four sections were lit after 

dark. 

¹ Section length measured using the ruler function of Google Earth. 

² Volume of pedestrians evaluated by counting their presence in the eye-tracking recordings across day and after dark trials (this applies to cyclists and 

vehicles’ columns).  

³ N/A refers to situations where pedestrians share the path with cyclists and there is no particular pavement for them to be separated from other people such 

as the situation in Section B (path through a park). 

Section Length 

¹ 

Description Relative volume  of pedestrians² Relative volume 

of other cyclists 

Relative volume 

of vehicles 
On pavement Sharing or crossing  

A 217 m A single carriageway with two traffic lanes; the 
surface quality is generally good, but there are 
some potholes, cracks, and unevenness. 

High 

 (69) 

Low 

(17.5)  

High 

(29) 

High 

(109) 

B 322 m Pathway through a public park used by 
pedestrians and cyclists; no motorised vehicles;  
the path surface is smooth with no significant 
surface hazards. 

N/A ³ High 

(177.5) 

Low 

(6.5) 

None 

C 355 m Dual carriageway with four traffic lanes; a 
frequently used and busy area due to the 
proximity of a hospital and multiple university 
buildings. 
The surface quality is generally good, but there 
are some potholes, cracks, and unevenness.   

High 

(81) 

Low 

(28) 

Moderate 

(15) 

High 

(141.5) 

D 194 m Off-road area of university campus used for car 
parking and deliveries with a mix of pedestrians 
and cyclists; the surface quality is generally 
good, but there are some potholes, cracks, and 
unevenness.  There are two speed bumps. 

N/A Moderate 

(42) 

Moderate 

(11.5) 

High 

(133) 
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Figure 4.4. The experiment route was cycled anticlockwise starting at Section A. Line styles are 
differentiated to illustrate the four distinct route sections. The black lines at the start of each section 
demonstrate, approximately, the location where photos in Figure 4.3 were taken (facing anticlockwise). 

 

 

Figure 4.5.The bicycle used in the experiment. The rear panniers contain the EDA data acquisition 
unit (SCR), laptop, and external batteries. 

 

4.6  Participants and Procedure  

Twenty-two participants were recruited for this experiment by sending an email to 

student lists, distributing posters around the University campus, and by word of mouth. 

An information sheet introducing the experiment and its general goal was sent to those 

people who expressed an interest in participating. Participants were advised about the 

nature of the activity they would be performing and the type of equipment they would 
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be using. Ethical approval was obtained from the University Research Committee prior 

to the start of the experiment. Participants were informed that they could stop the 

experiment at any time if they feel they need to.  

On the experiment day, three preliminary checks were carried out on participants: 

visual acuity, colour vision and hearing. 

Foveal vision was checked using a Landolt ring acuity test from 2 m observation 

distance, see Figure 4.6. A Landolt ring is a circle with a gap (a missing part in the 

circle, similar to the letter ‘C’) where the stroke width of the ring and the gap are both 

one fifth of its overall diameter. Participants need to indicate the direction of the gap 

which could be in any of the four directions, up, down, right, or left. The rings are 

organised in rows, starting from the biggest rings (top) to smallest (bottom). The 

researcher chose a random ring from each row, starting from the top, and asked the 

participant to state aloud the direction of the missing part. 

The participants wore their normal corrective lenses for the acuity test and for the test 

trials, if they would need to wear them while cycling (seven participants wore lenses). 

All the test participants registered a Snellen acuity between 6/10.4 and 

6/8.2, equivalent to between +0.24 and +0.14 log MAR which is above the lowest 

acuity required for car driving in the UK (6/12 Snellen scale) (GOV.UK, 2018). 

Second, an Ishihara colour perception test was used to check for the presence of 

colour blindness. The Ishihara test (and also the acuity test) were conducted under a 

D65 daylight simulating fluorescent light source. According to the Ishihara colour 

perception test, all participants had normal colour vision. 

The third preliminary check was on the hearing ability of participants; this was 

confirmed by testing ability to detect the audio stimulus to exclude the possibility that 

a participant failed to respond due to inability to hear the sound. All participants 

confirmed before the trials that they were able to hear the dual task beep. 

The participants were asked to report whether they considered themselves to be 

experienced or casual cyclists. Eleven of the twelve participants who were included in 

the analysis (see section 5.2) considered themselves to be experienced cyclists, and 

one a casual cyclist, see Section 5.2 in Chapter 5 for criteria used to filter out low 

quality recordings resulting in the current sample. The participants received a £20 

incentive payment for contributing to this work. 
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Figure 4. 6. Landolt ring acuity test sheet (A4 size page) used in the experiment. Participants 

observed the sheet from 2 m distance. 

 

On arrival at the laboratory participants were asked to read the participant information 

sheet and sign the consent form. They were then asked to put on the eye-tracking 

glasses using a head strap to hold the glasses steady. Electrodes for measuring SCR 

were attached to the participants’ fingers and the SCR system was started. 

Following the manufacturer’s instructions for the eye-tracking device, calibration was 

achieved by asking participants to fixate on a static object placed at a distance of 

approximately two metres. If there was any variation between the fixation mark and 

the target object, this was corrected by the experimenter by moving the on-screen 

gaze mark from its current inaccurate location to the target location. Following 

successful calibration, fixation recording commenced. The participant was asked to 

observe, at a close distance, the AcqKnowledge software display on the SCR laptop 

for at least three seconds. This is because the display included a running timestamp 

that would enable the eye-tracking video and data to be synchronised with the SCR 

data during post-trial processing. The laptop was then placed in a bicycle pannier and 

the participant and experimenter left the laboratory and went to the starting point on 

the cycling route. 
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To align the eye-tracking and dual task response times, the participant was required 

to look at the dual task response button and press it five times immediately before 

starting the trial. This provided a distinctive timestamp within the dual task data that 

could be synchronised with the eye-tracking video. The participants were instructed to 

respond to the dual task audio stimulus during the trial by pressing the button attached 

to the bicycle handlebar. 

Cyclists followed the fixed urban route in both daytime and after dark. These two trials 

were conducted on separate days, to avoid the participants getting used to the route 

which may lead to less spontaneous eye fixations. 

After dark trials were conducted between 18:00 and 21:00; daytime trials were 

conducted between 9:00 and 18:00. The experiment was conducted during February 

and March 2016, with sunset occurring between 16:48 (1st of February) and 19:39 (30th 

of March) (TimeAndDate, 2018). 

 

4.7 Data Capture and Treatment 

This section provides a description of the three parallel measurements used in the 

study, including details of their apparatus. 

 

4.7.1 Eye-tracking apparatus  

Gaze directions were captured using eye-tracking glasses (SMI ETG 2W analysis Pro) 

worn by the participant, see Figure 4.7. These were connected to a mobile recording 

device (Samsung Galaxy S4 GT-19506) and operated by iView ETG 2.1 software. This 

recording device was stored in a waist bag worn by the participant. Data were recorded 

using a sampling frequency of 60 Hz.  

 

Figure 4. 7. SMI eye-tracking glasses and mobile recording device used in the study. 
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The recorded data were then downloaded to a laptop running Begaze SMi experiment 

suite 360°. This software analyses the recording and generates a more comprehensive 

data file, which provides details about fixations, saccades, blinks, and the coordinates 

of the gaze position. It has a semantic mapping feature enabling fixations to be placed 

into different target categories, see Section 4.7.2 and Figure 4.8. The data can 

automatically be extracted to Excel for further analysis. 

In this study, only eye fixations were used (saccades or blinks were not used). These 

instances where the participant’s gaze settles on a location in the scene for a specific 

time were identified using the event detection method of Begaze, which calculates a 

variety of eye metrics including fixations (SMI, 2016). This automated process has an 

advantage over the traditional method of calculating the dwell time or gaze coordinates 

when identifying fixations, as it is both time-efficient especially for long experiments 

and excludes human errors that are likely to occur when manually identifying eye 

fixations. This method has been implemented previously (Mantuano et al., 2017; 

Vansteenkiste et al., 2013; Viaene et al., 2016; Zeuwts et al., 2016). 

The method is based on identifying two consecutive saccades, and the period between 

them is considered a fixation (Holmqvist et al., 2011; SMI, 2016). Thus, each fixation 

is bordered by two saccades. As per the Begaze software manual, fixations of under 

50 milliseconds are removed within the event detection process. Using a fixation 

duration threshold of 50 milliseconds and above in eye-tracking studies is acceptable 

(Inhoff and Radach, 1998). 

 

4.7.2 Semantic mapping: defining target categories 

As explained earlier, eye fixations are the main eye-tracking data utilised to assess 

cyclists’ visual behaviour in current study. For these fixations to be meaningful, they 

need to be mapped with a reference describing what the participant is looking at; thus 

8 categories were used in the semantic mapping stage. 

These categories were derived from previous eye-tracking studies (Fotios et al., 

2015b; Fotios et al., 2015c; Foulsham et al., 2011; Vansteenkiste et al., 2014a), in 

addition to a pilot analysis conducted on a sample of recordings to assess the 

frequency and nature of items which appear in the experiment environment and thus 

to determine the most suitable target categories’ titles. 
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Table 4.3 provides a description and literature justification for the eight target 

categories. These categories were used to analyse cyclists’ visual behaviour, that is 

to identify where cyclists look and whether there are differences between critical 

fixations (either dual or SCR fixations) and all fixations’ pattern. 

Fixations’ categorisation was performed by using the semantic mapping function of 

BeGaze, which enables classifying each fixation to a target category. The software will 

show two screens where the right screen is showing the scene observed by the 

participant with the gaze mark on an item, that is where the participant was looking at 

this moment, while the left screen shows the target categories. The researcher makes 

a judgment about which category best suits a fixation and clicks on a coded area on 

the left screen i.e. target category (the area of interest: AOI). This will map each fixation 

with a target category, see Figure 4.8. 

 

Figure 4. 8 Screenshot showing semantic mapping function two widows of Begaze. The right part of 
the screen shows the scene observed by the participant during the trial with the gaze mark (inside red 
circle). The left part shows the coded area of interests (target categories) where the researcher can link 
each fixation to a designated target category. 

 

To assess the consistency of the experimenter’s allocation of fixations to different 

target categories, 17% of all trials were analysed independently by a second person 

(Dr James Uttley – research associate). When considering allocation to all eight 

categories, the two coders agreed on 65% of trials. This is below the level of 

agreement found in other studies (e.g. coding agreement > 90% as found by Foulsham 

et al., 2011). 
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Table 4.3.Description and literature justification of the eight target categories. 

Target 

category 

Description Justification 

Path Fixations on the road 

surface ahead of the 

bicycle 

Previous studies on cyclists have indicated the importance of fixating on the road path  

(Mantuano et al., 2017; Vansteenkiste et al., 2014a; Vansteenkiste et al., 2017). 

Goal A way finding fixations 

above street level 

This is essential for fixations related to navigating and planning ahead. This category 

appeared in previous research (Fotios et al., 2015b; Vansteenkiste et al., 2013). 

Obstacles Any object or irregularity 

on the path which may 

cause an accident if not 

detected 

including small posts 

Used before in studies on pedestrians, it is proposed vital for cyclists’ safety on the 

roads. It is therefore anticipated to influence gaze behaviour (Fotios et al., 2015b). 

Kerb Pavement/edge of 

footpath 

The expectation is that being aware of kerb distance is vital for cyclists to avoid 

accidents. 

Cars Moving, crossing and 

stationary cars which 

participants encounter 

on the experimental 

route 

Cars are a major source of cycling accidents on the roads; thus, they are visually 

important objects in the steering decisions made by cyclists. They are therefore 

expected to have an effect on gaze behaviour (Werneke et al., 2015). 

Cyclists & 

pedestrians ¹ 

Either on shared path in 

the distance or crossing 

the road 

Cyclists usually encounter other cyclists and pedestrians while riding; thus, fixations on 

this category will explain their visual criticality to cyclists (Dozza and Werneke, 2014; 

Mantuano et al., 2017; Werneke et al., 2015). 
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Table 4.3 (Cont.) 

Buildings Fixations on facades of 

buildings 

Separating buildings in an independent category could be of benefit in explaining how 

cyclists observe the built environment (Forsyth and Krizek, 2011). In urban environment 

buildings constitute a large portion of surfaces/objects in the participants surround. 

Miscellaneous All other objects or 

surfaces 

All other fixations which do not fit the previous categories (Foulsham et al., 2011). 

 

¹ Note that ‘’Cyclists & pedestrians’’ will be considered as one target category throughout the thesis.  
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General Fixations (miscellaneous) were a notable source of disagreement between 

the coders. However, when the categories were collapsed into the 3 categories utilised 

by Foulsham et al. (person, path and miscellaneous), the coder agreement was similar 

(87%) to that of other studies (Foulsham et al., 2011; Uttley, 2015). This suggests, 

perhaps unsurprisingly, that more categories lead to less agreement in fixation 

categorisations between coders. 

 

4.8  Dual task 

4.8.1 Reaction time  

The dual task required the cyclist to press a button, fixed to the left bicycle handlebar, 

close to the cyclist’s thumb to allow use without taking hands off the handlebar, each 

time a beep was heard, a method used in previous research (Fotios et al., 2015b). A 

loudspeaker, fixed to the helmet strap, provided the audio stimulus at intervals which 

varied randomly in length between one and three seconds. An Arduino micro-controller 

generated the stimuli and detected button presses through an interrupt function and 

logged these events on an SD card, the data is logged in an excel sheet to be used in 

the analysis phase. 

Failure or slow response to the beep is interpreted to reveal a diversion of attention to 

something significant in the environment. In each individual trial, moments when 

participants’ reaction times to the audio stimulus were more than or equal to two 

standard deviations above the mean reaction time (MRT) were considered critical. 

Those moments are identified as outliers of the overall reaction during the trial, a 

method that complies with the procedures described by Field (Field, 2013). In this 

study, outliers are slow reaction incidents to the beep. 

Mean and its associated measure of variance, the standard deviation, are used here 

as a cut-off threshold to identify outlying reaction times that are particularly large. The 

mean is not being used here simply as a measure of central tendency and therefore 

considerations of whether the reaction time data is normally distributed are therefore 

not warranted. Indeed, reaction times are known to generally be skewed to the left with 

a long positive tail indicating a number of possible outliers (Whelan, 2008). This applies 

even in the most controlled conditions (Harald Baayen and Milin, 2010). Use of mean 

and standard deviations are a commonly applied approach in psychology research to 
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filtering reaction time data (e.g.Lachaud and Renaud, 2011; Ratcliff, 1993), and the 

use of median reaction times has been warned against (Miller, 1988). Using two 

standard deviations above the mean to identify outliers has been adopted in previous 

research (Whelan, 2008), including in research similar to the current study to identify 

outlying reaction times on a dual task to identify critical fixations of pedestrians (Fotios 

et al., 2015b).  

In addition, a pilot study (see Appendix A) was conducted to assess the use of dual 

task and SCR approaches in the current study where 2 standard deviations above the 

mean was found suitable to define outliers. The mean plus two standard deviations 

method for identifying outlying, long reaction times was therefore used in the current 

study. 

 

4.8.2 Dual fixations 

Dual fixations are eye-tracking fixations that fall within the time window of a critical dual 

task response, that is a slow or missed response to the audio stimulus. These fixations 

were classified into eight visual categories.  

Visual events or items in the environment likely to divert participants’ attention may 

have occurred shortly before or after the audio beep, so the moment the button was 

pressed would not reveal precisely the visual stimulus causing a slow or missed 

response, that is where the participant was looking at that time. To overcome this 

problem, a two-second window was allowed for inspecting simultaneous eye-tracking 

fixations, one second on each side of the audio beep occurrence. This time span was 

chosen because the minimum interval between beeps was one second, and any larger 

window would possibly have resulted in an overlap between the critical responses of 

two adjacent beeps. 

The synchronisation is done in Excel software where all fixations identified by Begaze 

are plotted, and its time is matched precisely within the dual task two-second window. 

If the start time, end time, or both start and end time of a fixation occurred within the 

dual task two-second window, the fixation was defined as a dual fixation. 
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4.9 Skin Conductance Response  

4.9.1 SCR apparatus  

The BIOPAC system consists of electrode patches and a transmitter unit (BIOPAC 

Bionomadix). The single electrode patch is a 2 x 1 cm plastic piece, which has 

adhesive gel to enable attaching it to the determined location on the participant’s skin. 

The patch consists of a galvanised tip directly in contact with the skin, thus passing 

the electrodermal signal to the transmitter unit by a wired connection, Figure 4.9 and 

4.10. 

The electrode patches were attached to the tips of the cyclist’s thumb and little finger 

(van Dooren and Janssen, 2012), allowing the other three fingers to remain free to 

operate the brake lever. The electrodes pass a steady low current where fluctuations 

in their characteristics indicate changes in skin conductance which is measured in 

micro-Siemens (µS). The transmitter is a wireless unit which transfers the participant’s 

electrodermal activity data to the data acquisition unit. 

Through pilot testing, it was confirmed that a good electrodermal signal, a sharp signal 

without noise (for details about signal clarity see Section 4.9.2), is obtained at these 

locations, in the current study they were thumb and little finger, which were suggested 

to provide a clear signal (Dawson et al., 2007). 

The electrodes were connected by wire to the EDA slot of the transmitter unit which 

was attached to the participant’s right-hand wrist using an adjustable strap, see Figure 

4.9. The EDA signal was then sent wirelessly to the Data Acquisition Hardware which 

was connected to a laptop running AcqKnowledge 4.4 software. During trials, the 

MP150 laptop and power source for the equipment were positioned inside a pannier 

fitted to the rear of the bicycle, see Figure 4.5. 

Data were recorded at 200 Hz which is within the region considered to provide an 

accurate representation of signal shape (Figner and Murphy, 2011). AcqKnowledge 

4.4 software was used to display and record data for this measurement, and later in 

the analysis phase. 

Figure 4.11 illustrates SCR data capturing and processing system. In this experiment, 

all potential hazards and other objects were natural and non-specific; the experimenter 

did not deliberately introduce any events such as non-specific SCR: NS-SCR. 
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Figure 4.9. (Left) Electrodes for measuring SCR attached to the thumb and little finger of the right 
hand. (Right) Photograph of the bicycle handlebar to show the dual-task button and SCR wireless 
unit. 

 

 

Figure 4.10. Main parts of the BIOPAC system: a) electrodes and patches b) transmitter unit c) 
acquisition hardware d) Laptop. 

 

 

Figure 4. 11. The electrodermal activity (SCR) data capturing and processing system. 
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4.9.2 SCR analysis 

Within the recorded SCR, artefacts or noise may exist. A potential source of noise is 

the contact point between the skin and the device electrode which could be affected 

by participants’ excessive movement (e.g. finger clenching) or by the electrodes being 

struck. If these artefacts are not removed from the data, they could wrongly be counted 

as SCR (Taylor et al., 2015). 

To reduce possible artefacts and noise, the data waveform was re-sampled and a low 

pass filter was used following procedures recommended by Braithwaite et al. (2013). 

An automated computations function (“cycle routine”) in AcqKnowledge was then 

followed to identify SCRs with using an amplitude threshold of 0.05 µS (Braithwaite et 

al., 2013) (see Section 4.9.3 for more details about threshold selection and analysis). 

Figure 4.12 (top) shows screenshots of skin response at the raw stage and then after 

resampling, filtering and locating SCRs (bottom).  Figure 4.13 provides an illustration 

of one SCR: start, peak, and an end. 

 

Figure 4.12.  Examples of SCR data. (Top) Raw SCR data. (Bottom) SCR data after filtering and 
locating skin conductance responses where brackets refer to the start and end of each SCR. X-axis 
denotes (time elapsed in seconds). Y-axis denotes unit of electrodermal activity (SCR) in micro-
siemens (µS). 
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Figure 4.13. Illustration of one SCR taken from an actual trial showing the three phases of SCR: 
onset, peak, and end. 

 

4.9.3 SCR Threshold 

The number of SCRs produced in an experiment depends on the unique electrodermal 

activity of each individual and the level of physical activity during the study, that is the 

individual arousal level. 

Take first the individual differences, SCR being a result of complex neural/biological 

processes could exhibit different electrodermal characteristics between participants; 

for example, amplitude level and number of responses produced for each individual 

when a sample of people is re-examined under the same stimuli and conditions could 

vary (Braithwaite et al., 2013). 

SCR is individually unique, even in highly-controlled studies. This uniqueness is the 

product of individual differences in sweat-gland activity of the skin and dissimilarities 

in the cognitive processing of information sent from the sympathetic nervous system. 

Some people do not produce SCR at all, or do so at a very marginal level (Dawson et 

al., 2007). The study’s participants were all SCR responsive and this was confirmed 

from their EDA recording. 

Using a threshold is an essential procedure in studies implementing the SCR method. 

The idea behind using a threshold stands on eliminating weak responses with low 

amplitude changes in skin conductance. The researcher in such cases is interested in 

SCRs with amplitudes higher than the threshold which, in theory, indicate the more 

critical events (Braithwaite et al., 2013). 



 

104 
 

For a physically intense study, the researcher should pay attention not to include 

irrelevant SCR data from low-amplitude skin responses in a study where plenty of 

stronger responses exist. This explains that the SCR amplitude is dependent on each 

study context and activity level. For example, including 50 responses above a 0.02 µS 

threshold where there are another 150 responses above a 0.05 µS threshold would 

include relatively non-significant events in the analysis. 

SCR thresholds of 0.01 to 0.05 µS have been considered acceptable, depending on 

the level of activity and the type of experiment (Dawson et al., 2007). 

To examine the effect of variation in SCR threshold, the mean number of SCRs with 

different threshold was checked for 5 test subjects. Table 4.4 provides a comparison 

between SCR thresholds of 0.04 and 0.02 µS for a sample of five participants. The 

reason these thresholds were used in the comparison instead of 0.01 and 0.05 µS, for 

example, is a pilot estimation that a narrower gap is better for illustrating the sensitivity 

between thresholds than using extreme thresholds. At an early stage of the 

experiment, using two thresholds for comparing five participants was a time-efficient 

option. Table 4.4 illustrates the individual differences between participants in the 

number of SCRs identified under each threshold (fewer SCRs are identified under 

higher threshold e.g. 0.4 µS). The data are for several participants during one trial in 

similar light conditions (after dark). 

 

Table 4. 4. Comparison of the number of SCRs identified when applying thresholds of 0.02 
and 0.04 µS, using a sample of 5 participants. 

Participant 

ID 

Threshold 

0.02 µS 

Threshold 

0.04 µS 

1 84 61 

2 220 184 

3 163 36 

5 27 7 

6 164 136 

Mean number of SCRs 131.6 84.8 

Standard deviation 76 73 

 

Participant 1, who achieved the median number of SCRs under the 0.04 µS threshold 

(being the more conservative threshold in this comparison), was selected for further 
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analysis. Figure 4.14 compares the effects of five common thresholds (0.01 - 0.05) 

found in the SCR literature on the number of SCRs identified in the same trial of 

Participant 1; the larger the threshold value, the smaller the number of SCRs identified 

as those responses below the threshold are filtered out.  Although using threshold 

above 0.05 is not common in the literature, using the power trend line (the dotted line 

Figure 4.14) showed using a higher threshold than 0.05 will not overly affect the 

number of SCR identified. As the trend line had a very high R2 value (0.9965) we can 

be confident in its use to extrapolate estimates of SCR numbers beyond 0.05 µS. 

Based on the previous pilot analysis of the SCR threshold and considering the level of 

physical activity during this study (outdoor cycling), the threshold used for the main 

analysis was 0.05 µS. This means that smaller SCR amplitudes were filtered out of the 

analysis. 

 

 

Figure 4. 14. The number of SCRs identified when altering the threshold for changes in skin 
conductance; data obtained from the same participant during one trial. The dotted line illustrates the 
best fit line using power trend line function (two forecast units). 

This threshold is considered conservative compared with previous SCR studies (Armel 

and Ramachandran, 2003; Braithwaite et al., 2014). Having said that, a level of 

subjectivity exists when deciding the threshold for the analysis; however, this remains 

an acceptable procedure left for careful consideration by the researcher (BIOPAC, 
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2014). To offset this subjectivity, the chosen threshold was used for analysing the data 

of all participants. Initial examination of the data using the 0.05 µS threshold showed 

that a reasonable number of SCRs were retained even when using this conservative 

threshold. A smaller threshold may have led to an inappropriately large number of 

SCRs being included in the analysis, which would not have been reflective of the 

purpose of using the SCR threshold in this context – to identify critical moments that 

may be relatively rare. 

Some relevant SCR may be filtered out by choosing a 0.05 µS threshold, but this is a 

similar situation for all studies implementing the SCR method, and is ultimately related 

to the complex neural processes when an SCR is produced. Filtering out some 

relevant SCRs should be less harmful to the reliability of the analysis compared with 

including less significant SCRs. 

 

4.9.4  Latency and SCR fixations  

Latency is the period of time (in seconds) between the stimulus onset and initiation of 

the SCR. The skin takes usually between one and four seconds before reacting to a 

stimulus (Braithwaite et al., 2013; Dawson et al., 2007). 

When synchronising the recorded SCRs and eye-tracking fixations, consideration was 

given to the latency aspect of SCR. To determine those fixations associated with a 

significant change in SCR, this latency means looking for the item fixated one to four 

seconds before the onset of SCR to check if this factor matters, two latency periods 

were considered for a test sample of four participants: for window A, these were the 

items fixated one to three seconds before the SCR was recorded, and for window B, 

the items from two to four seconds before. The proportions of fixated items are shown 

in Figure 4.15. For this non normally distributed the Wilcoxon test (non-parametric, 

repeated measure) did not indicate significant variations in the proportions between 

these two windows. Therefore, window A was used, meaning that the coders looked 

for objects fixated in the one to three-second period before the beginning of the SCR 

response. 

The identified SCRs were time synchronised with eye-tracking fixations following the 

same procedure described under dual fixations, Section 4.8.2. This is a necessary 

step as it enables the investigation of where a participant was looking at the moment 

an SCR was produced. 
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Figure 4. 15. Comparison of latency windows A and B: Median proportions of SCR fixations in target 
categories for four participants during after dark trials. The interquartile range represented by error 
bars. 
 

4.10 Summary 

This chapter described the method used to measure cyclists’ gaze behavior using eye- 

tracking apparatus. Dual task and SCR approaches were used to explore methods for 

establishing critical fixations from all fixations. The 2.2 km route included four sections 

to enable analysis of predicted differences in visual behavior following changes in 

urban characteristics of each sections. Three types of data validation were carried: 

Validation of target categories coding; the effect of different SCR thresholds on the 

number of SCR identified and latency window influence on SCR data. 

The next chapter focuses on results of the eye-tracking experiment investigating what 

visual tasks are important for cyclists while cycling in urban environment; whether there 

is a difference in visual behavior when cycling during daytime or after dark; the effect 

of the urban surround on visual behavior, and similarities and dissimilarities between 

dual and SCR fixations, concluding with a discussion on findings.  
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Chapter 5. Eye-tracking: Results and discussion 

 

 

5.1 Approach to analysis 

Chapter 4 described the method with which eye-tracking was utilised to record the 

visual behaviour of cyclists in a natural urban context. In addition to eye-tracking, skin 

conductance response (SCR) and responses to an audio dual task were recorded to 

identify critical visual fixations. Critical fixations are assumed to be important for safe 

cycling, hence the priority features for lighting after dark. This extends past work on 

eye-tracking with cyclists (Boya et al., 2017; Mantuano et al., 2017; Vansteenkiste et 

al., 2014a; Vansteenkiste et al., 2017) by conducting trials in a natural setting and by 

using a parallel measure to discriminate between casual and critical visual fixations. 

This chapter presents the results and discussion for eye-tracking, the dual task, and 

the SCR recordings, and uses these data to determine the critical visual task for 

cyclists. 

 

5.2 Analysis of eye-tracking data: Sample and data quality 

While 22 participants completed both trials (during the day and after dark), missing 

data in the eye-tracking recordings led to the removal of responses from 10 

participants. Data loss, low tracking ratio, and gaze mark inaccuracy may sometimes 

occur in eye-tracking recordings, especially in studies involving high levels of 

movement or those conducted in a real world context where numerous environmental 

and personal factors can affect the quality of the data thus in eye-tracking studies. 

Data loss in the recordings, either partially or fully, is thus the principal reason for 

excluding trials from analysis (Holmqvist et al., 2011). However, SMI eye-tracking 

equipment does not provide reasons for this loss. In previous eye-tracking studies 

comparable to the current study, the reduction in the experiment sample was predicted 

e.g. 50% (Vansteenkiste et al., 2014a); 31% (Vansteenkiste et al., 2017); 19% 

(Mantuano et al., 2017). 

Reasons for the loss of the fixation marker include external factors such as sun glare, 

heavy rain, and logistical complexity (Holmqvist et al., 2011). Sun glare, for example, 
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could cause data loss; either because the participant closes their eyes partially or 

completely to avoid the glare, or because attrition occurs in the process of producing 

the video. It is recommended in future real world eye-tracking studies to ask 

participants to wear a shading cap to avoid direct sun falling on their eyes or the 

tracking glass2. 

Table 2.1 in Chapter 2 presented the details of eye-tracking data omitted in previous 

studies including the context where the experiments were conducted and the actual 

sample size after excluding low quality trials, for comparability. 

In the current study the resulting set of data comprised of 20 trials in the after dark 

condition and 13 trials in the day condition. The current study utilised a repeated 

measures design whereby the same sample was subjected to comparable conditions 

to study the effect of different ambient light levels on cyclists’ visual behaviour. Equal 

sample size for each light condition meant homogeneity was better for the comparison. 

This is important as the reliability of post hoc tests is reduced and statistical problems 

may arise when comparing unequal sample sizes under each condition (Field, 2013). 

Twelve participants yielded good quality data in both day and after dark eye-tracking 

videos and were hence used for the current analysis. This sample comprised of 11 

males and one female, eight of whom were aged 18-29 years, three participants were 

30-49 years old, and one participant who was more than 50. While this is a smaller 

sample than employed in the trials, loss of data is common in eye-tracking studies and 

the resultant sample is comparable to previous studies, see Table 2.1 in Chapter 2. 

To determine data quality, a three-step trial inclusion procedure was applied, a process 

derived from previous eye-tracking literature, see Figure 5.1 below.  

First; trials with a tracking ratio below 80% were excluded (Mantuano et al., 2017; 

Vansteenkiste et al., 2017).  The tracking ratio is the percentage of frames in which 

the eye tracker could determine the direction of gaze (Mantuano et al., 2017; 

Vansteenkiste et al., 2017). For example, when eye-tracking a participant gaze at 60 

Hz, if the apparatus was able to measure the direction of the eye at 50 frames per 

                                            
 

2 As recommended by Dr Richard Lilley, the Tracksys company representative (provider of SMI eye-
tracking equipment). 
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second, the tracking ratio would be 50/60 = 83.33%. However, this does not guarantee 

that the measure is accurate. 

 

Figure 5. 1. The three-step inspection procedure used to assess the quality of 
eye-tracking recordings. The numbers in red font denote the number of trials 

omitted in each step. 

 

For instance, when the system detects something else as the 'pupil' (e.g., eye makeup) 

the data quality is low even if the tracking ratio is high. Tracking ratio is, therefore, one 

of the measures of data quality but cannot be relied upon solely; visual validation is 

also required. 

In this study, the tracking ratio for the trials included in the analysis ranged from 83.4% 

to 98.99%. Although some trials had a tracking ratio above 80%, the accuracy of the 

gaze mark was poor, namely a jumpy or fuzzy cursor. A visual inspection of all eye-

tracking videos was therefore conducted by the experimenter and validated separately 

by a second reviewer, this as the second filtration step 3. 

                                            
 

3 Researcher Dr Jim Uttley, lighting research group (University of Sheffield).  

1
Tracking ratio

lower than 80%

6 trials

2
Independent 

visual 
assesment

5 trials

3
No paired 

light condition

9 trials



 

112 
 

Third; any remaining trials that did not have a paired light condition (i.e. the participant 

yielded good quality day and after dark trials) were also excluded. This reduced the 

sample of good quality data by 27% from 33 (13 daytime trials and 20 after dark trials) 

to 24 trials (paired trials number for 12 participants. 

Table 5.1 shows the number of trials excluded in each of the three quality inspection 

steps. 

 

Table 5.1. Tracking ratio details and whether a trial was used or excluded from the 
analysis. Note: shaded cells are the participants who were excluded.  

 
 
Participant ID 

After dark trials Day trials 

Tracking ratio 

 (%) 

Used or reason 

for omission 

Tracking ratio 

(%) 

Used or reason for 

omission 

1 98.99 Used  96.2 Used  

2 95.1 No paired trial  75.13 Low tracking ratio 

3 92.32 Unclear gaze 

mark 

91.5 Unclear gaze mark 

4 96.7 No paired trial  77.22 Low tracking ratio 

5 92.56 Unclear gaze 

mark 

90.2 No pair  

6 83.4 Used  89.1 Used  

7 89.5 Used  97.5 Used  

8 95.2 No paired trial  57.3 Low tracking ratio 

9 97.6 Used  97.9 Used  

10 96.4 Used  87.8 Used  

11 97.8 Used  88.3 Used  

12 95.32 No pair  91.63 Unclear gaze mark 

13 92.4 Used  92.1 Used  

14 88.8 Used  82.9 Used  

15 96.7 No paired trial  79.38 Low tracking ratio 

16 98.5 Used  97 Used  

17 97.1 Used  96 Used  

18 95.9 No pair  97.68 Unclear gaze mark 

19 98.4 Used  97.3 Used  

20 96.8 Used  96.5 Used  

21 92 No paired trial  50.64 Low tracking ratio 

22 97.5 No paired trial  55.35 Low tracking ratio 
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A reduction in sample size may affect the overall pattern of fixations recorded in a 

survey. However, this does not appear to be the case for the current study. Figure 5.2 

below shows the distribution of all fixations across the target categories for the 20 

participants completing after dark trials (the original sample). These were similar to the 

figures obtained for the retained sample (12 participants). Similarly, Figure 5.3 shows 

the results for the 13 participants completing daytime trials and for the reduced sample 

of 12 participants. If the data retention process had had a significant impact on the 

results, the two datasets within each figure would have exhibited different trends. This 

was not the case as both the original and the reduced samples exhibited very similar 

trends. Wilcoxon signed rank tests were conducted to confirm this finding and no 

significant differences were found between the samples in either day or after dark 

trials. 

Results for the after dark comparison were as follows: (path p=0.05; miscellaneous 

p=0.201; goal p=0.212; obstacles p= 0.619; kerb p=1.000; car p= 0.309; cyclists & 

pedestrians p=0.789; buildings p=0.121) while results for the day trials were as follows: 

(path p=0.678; miscellaneous p=1.000; goal p=0.919; obstacles p=0.905; kerb 

p=0.527; car p=0.798; cyclists & pedestrians p=0.919; buildings p=0.472). The 

reduced dataset was therefore assumed to be a satisfactory representation of the 

original data. 

The main concern of checking possible differences between the original and the 

retained samples is to assess if the overall trend of fixation distribution over target 

categories would differ between sample sizes. Wilcoxon paired comparisons found 

almost no significant difference between samples in either the day or after dark trials, 

except in one case where path category after dark gave near to significant value 

(p=0.050) but this was assumed marginal to the objective of this statistical comparison 

and not to affect the validity of using the 12 participant sample. 
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Figure 5. 2. The median proportion of all fixations over target categories (after dark trials) for the original 
sample (20 participants) and the retained sample (12 participants). The interquartile range represented 
by error bars. 

 

Figure 5. 3. The median proportion of all fixations over target categories (day trials) for the original 
sample (13 participants) and the retained sample (12 participants). The interquartile range represented 
by error bars. 

 

5.3 Analysis of eye-tracking data: All fixations 

All fixations refer to the visual fixations extracted by the eye-tracking software 

(BeGaze) without further refinement through the dual task or SCR data. As was 

described in Chapter 4, Table 4.1, these fixations were allocated to one of the eight 
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target categories using the semantic mapping function of BeGaze. This allocation 

process was validated by an independent coder (see Chapter 4, Section 4.7.2). 

Overall, analysis of All fixations allocations to categories suggested they were not 

drawn from normally distributed populations (see Appendix B for results of data 

normality analysis). 

Thus, when looking for the central distribution of the data, the median was used to 

report the results. This is because extreme values are common in data that is not 

normally distributed and the median is less influenced by such values than the mean 

(Field, 2013). The interquartile range was used to determine the dispersion of values 

around the median (rather than standard deviation as is commonly used with normally 

distributed data) and is defined as the difference between the upper quartile and lower 

quartile. The former provides a value at 75% of the data range (above the median), 

whereas the latter provides a value at 25% of the data range (under the median). One 

advantage of using the interquartile range is that it avoids the possibility of extreme 

values influencing the results (Field, 2013). 

In line with previous work (Fotios et al., 2015b), analyses were carried out using the 

proportion of fixations on each category of the target rather than the absolute 

frequency. This was because the number of fixations (all, dual, or SCR) within a trial 

varied between participants. The use of proportions instead of frequencies also 

allowed for better comparability, between target categories, when collating the sample 

data. For example, if a participant conducted 80 fixations during a trial, 20 of which 

were categorised as obstacles, the obstacle category will constitute 25% of the total 

fixations in that trial. 

Figure 5.4 shows the median of the distribution of all fixations across the eight target 

categories for across both light conditions. These show that the tendency for cyclists 

to fixate on each visual category differs, with the highest proportion of fixation being 

on the path. The Friedman’s test (non-parametric data, repeated measures) suggested 

that the distribution of fixation proportions between the categories was significantly 

different (p<0.001). 

Table 5.2 presents the results of Wilcoxon signed rank (non-parametric data, repeated 

measures) paired comparisons between target categories for all fixation data, where 
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the goal, path, and miscellaneous categories were found to differ significantly from all 

other categories. 

 

Figure 5. 4. The median proportion of all fixations over target categories across day and after dark. 
The interquartile range represented by error bars. 

Table 5. 2. Wilcoxon paired comparisons of target categories (proportion of all 
fixations) for day and after dark data combined. 

Category Path Obstacles Kerb Car Cyclists & 
pedestrians 

Miscellaneous Buildings 

Goal (0.002) (0.026) (0.003) (0.002) (0.002) (0.002) (0.002) 

Path - (0.002) (0.002) (0.002) (0.002) (0.025) (0.002) 

Obstacles - - (0.003) 0.264 0.208 (0.002) (0.010) 

Kerb - - - (0.045) 0.066 (0.002) 0.605 

Car - - - - 0.653 (0.002) (0.011) 

Cyclists & 
pedestrians 

- - - - - (0.002) 0.074 

Miscellaneous - - - - - - (0.002) 

*P-values in bold and between brackets indicate a significant difference (p<0.05).  

 

5.4  Reaction time data 

An impaired response to the dual task (either missed or delayed) was used to mark 

moments of assumed cognitive attention to something more important than the dual 
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task: responding to the beep (Chapter 4, Section 4.8). Fixations occurring at these 

moments were assumed to be critical and were labelled as dual Fixations. 

Delayed reactions were those for which the reaction time was equal to or more than 

two standard deviations above the mean reaction time to the audio stimulus per 

individual trial: these are data outliers. This outlier threshold was determined 

individually for each of the 24 cases (12 participants, day and after dark trials). 

The distribution of reaction times to the dual task is shown in Figure 5.5 (all test 

participants, day and after dark trials combined) and Figure 5.6 (participant #1 only, 

after dark trial). The dotted line in Figure 5.6 presents the reaction time threshold for 

participant #1 after dark (MRT + 2 Standard deviations = 1013 ms). Chapter 4, Section 

4.8.1 provides a justification for using the mean + 2 standard deviation threshold with 

reaction time data. 

 

 
Figure 5. 5. Reaction time data for all participants for day and after dark trials 

combined.  

 

Table 5.3 below presents the reaction time data for the 12 participants, including the 

number of beeps produced throughout the trial: missed responses; delayed 
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responses; and the percentage of successful responses. An analysis of the data 

distribution did not suggest the data were drawn from normally distributed populations 

(see Appendix B). 

 

Figure 5. 6. Distribution of reaction time to dual task for participant #1, after dark trial. The dotted line 
denotes the critical response threshold (mean RT + 2 standard deviations), which in this case was 1013 
ms. 

 

Table 5.3 shows that the number of beeps per trial ranged from 173 to 343 across the 

day and after dark trials. This variance is a result of two factors; the amount of time 

each participant needed to cycle the two laps of the test route and the randomised 

time interval between each beep. Thus, if a participant took longer to finish the 

experiment (e.g., a slower cyclist), more audio stimuli were produced. 

The median successful response rates (all responses including delayed responses 

divided by the total number of beeps produced during the trial) for the day and after 

dark trials were 95% and 92%, respectively, see Table 5.3. 

One of the participants (ID = 20) had a notably lower successful response percentage 

(45% and 48% for the day and after dark trials, respectively). 

Figure 5.7 below illustrates the effect on the distribution of dual fixations both with and 

without participant (20). Both distributions exhibit largely similar trends. To confirm this, 
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a Wilcoxon signed rank test was conducted to compare possible differences between 

target categories when participant (20) was included/excluded from the sample. No 

significant difference was identified in any of the categories (P=1.000 for all paired 

comparisons). Participant #20 was therefore retained in the dataset.  

 

Table 5. 3. Reaction time data for the day and after dark trials. 

 

Participant 

ID 

 
Day trial responses  After dark trial responses 

Beeps 

total ¹ 

Missed 

² 

Delayed

³ 

Successful 

%  ⁴ 

Beeps 
total 

Missed 

 

Delayed 

 

Successful 
% 

1 233 12 12 95% 210 14 6 93% 

6 293 69 14 76% 274 66 13 76% 

7 261 32 4 88% 259 32 8 88% 

9 235 5 5 98% 255 13 7 95% 

10 256 10 11 96% 253 19 9 92% 

11 294 5 8 98% 261 8 7 97% 

13 286 33 12 88% 340 29 18 91% 

14 173 18 8 90% 242 51 7 79% 

16 251 5 14 98% 248 29 13 88% 

17 225 3 7 99% 257 21 10 92% 

19 235 12 9 95% 235 11 8 95% 

20 343 187 8 45% 313 163 7 48% 

Median   253 12 8.5 95% 256 25 8 92% 

 
¹ The total number of audio stimuli produced during a trial. 
² Missed responses = participant not responded to the beep stimulus by pressing the dual task button. 
³ Delayed responses = participant’s response was > the trial reaction time response mean + 2SD. 
⁴ Successful responses % = the number of total reaction time responses, both delayed and not delayed, 
divided by the number of beeps produced in the whole trial. 
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Figure 5. 7. The median proportion of dual fixations across the day and after dark trials, once with 

participant (20) included and once without. The interquartile range represented by error bars. 

 

5.5  Analysis of eye-tracking data: Dual fixations  

Impaired responses to the dual task may not have occurred at the exact moment of 

fixation on a visually critical object thus identification of the object associated with an 

impaired dual task response was determined by identifying fixations in close temporal 

proximity to the dual task. Specifically, a two-second window was established, 

commencing one second before and ending one second after the onset of the critical 

audio stimulus (The exact beep moment which the identified delayed or missed 

response is associated with). This section of the eye-tracking recording was then 

searched for the likely visual fixation. The time span chosen as the smallest period 

between beeps was one second: a larger window may have resulted in an overlap 

between two adjacent beeps. 

The median proportion of dual fixations over target categories was compared across 

day and after dark trials, see Figure 5.8. Application of a Friedman’s test suggested 

there was a significant difference (p=0.001). 

Table 5.4 shows Wilcoxon pair comparisons between different categories. The 

proportion of dual fixations differed significantly between the compared target 
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categories. However, only two categories were significantly different throughout all 

comparisons: path and miscellaneous (for p<0.05). The rate of dual fixations was 

significantly higher in the path category than in the other categories, the same was 

true for the miscellaneous category, although the rate of dual fixations was lower than 

for the path category. 

 

Figure 5. 8. The median proportion of dual fixations in each target category across day and after dark 
trials. The interquartile range represented by error bars. 

 

Figure 5.9 shows the distribution of dual fixations for the day and after dark trials, 

separately.  A difference between the patterns in each light condition was particularly 

noticeable in the path category. 

The Friedman test revealed significant differences between target categories for both 

light conditions when comparing the distribution of dual fixations for day and dark trials 

separately (p<0.001) between target categories. Further paired comparisons were 

therefore conducted using the Wilcoxon signed rank test for day versus after dark 

conditions. Only the path category exhibited a significant difference (P = 0.032), see 

Table 5.5, with a higher dual fixations rate after dark.  

One possible reason why cyclists are more likely to look at the path surface during 

after dark time than the day is that a lower light level means they need to be more 

vigilant in their search for hazards. A similar trend was found in a previous study on 
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pedestrians where more dual fixations toward path were revealed after dark than day 

time (Fotios et al., 2015b). 

Table 5. 4. Paired comparisons of target categories using the Wilcoxon test for 
day and after dark data combined. 

Category Path Obstacles Kerb Car Cyclists & 
pedestrians 

Miscellaneous Buildings 

Goal (0.002) 0.964 (0.011) 0.109 (0.045) (0.002) (0.002) 

Path - (0.002) (0.002) (0.002) (0.002) (0.005) (0.002) 

Obstacles - - (0.002) 0.134 (0.041) (0.004) (0.002) 

Kerb - - - (0.038) 0.218 (0.002) 0.159 

Car - - - - 0.305 (0.002) (0.002) 

Cyclists and 
pedestrians 

- - - - - (0.002) (0.018) 

Miscellaneous - - - - - - (0.002) 

* P-values between brackets indicate a significant difference (p<0.05). 

 

 

Figure 5. 9. The median proportion of dual fixations in each category for both day and after dark 

conditions. The interquartile range represented by error bars. 
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Table 5. 5. Dual fixations in both day and after dark trials. Results of Wilcoxon 
signed rank test for day versus after dark comparisons for each visual category. 

Target 

category 

Day 

median 

After dark 

median 

P<0.05 

Path 0.41 0.55 ( 0.032 )* 

Miscellaneous 0.27 0.24 0.414 

Goal 0.08 0.04 0.183 

Obstacles 0.06 0.07 0.635 

Kerb 0 0.03 0.121 

Car 0.06 0.03 0.114 

Cyclists & pedestrians 0.02 0.03 0.573 

Buildings 0.01 0 0.611 

* p-values between brackets indicate a significant difference (p<0.05). 

The path category was investigated further using the paired Wilcoxon tests (p<0.05), 

this time comparing day and after dark trials for each section of the route (see Table 

4.2 in Chapter 4 for description of each section). This revealed that, when comparing 

dual fixations as determined for day and after dark trials for path category only, only 

sections A and B exhibited a significant difference between light conditions (p= 0.005 

and 0.023, for day and after dark respectively). Section C was slightly over the 

significance level (p=0.056) and no effect was found in section D (p=0.114). This 

suggests an effect of urban context on cyclists’ tendency to fixate on the path when 

ambient light level is varied. 

The effect of the route section on dual fixation distribution was then considered. Figure 

5.10 demonstrates the median proportions of dual fixations in each of the eight target 

categories for each of the four sections compared. The graph suggests that the 

distribution of dual fixations over target categories varied between route sections. 

The data suggest there to be a difference between the four routes: this difference was 

expected given differences in urban characteristics and the traffic flow in each section, 

see Table 4.2.  For example, route section C has a larger proportion of dual fixations 

in the car category than sections A, B and D: this was expected because route section 

C was situated along a dual carriageway which, by its nature, carries a high volume of 

traffic.
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Figure 5. 10. The median proportions of dual fixations over target categories for sections A, B, C, and D. Data are for both day and after dark trials. The 

interquartile range represented by error bars.
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Friedman’s test was used to compare differences in the proportion of dual fixations 

across route sections in each individual category. Significant differences (p<0.05) were 

found in six categories: goal (p=0.041); obstacles (p=0.015); kerb (p=0.09); car 

(p=0.002); miscellaneous (p=0.031); and buildings (p=0.003). There were no 

significant differences between road sections in two categories: path, and cyclists & 

pedestrians. Post hoc tests were carried out using the Wilcoxon signed rank test to 

identify the significant differences between route sections in the target categories 

suggested earlier by Friedman’s test to be significantly different. These are shown in 

Table 5.6. 

For significant differences (p<0.05), Section A had significantly higher dual fixations 

than sections B and C in both obstacles (p=0.010 and 0.041, respectively) and kerb 

(p=0.019 and 0.007, respectively), whereas sections C and D had significantly higher 

dual fixations than B in the obstacles category (p=0.029 and 0.012, respectively). This 

suggests that section B yielded the lowest number of dual fixations toward obstacles, 

possibly due to the better quality of the path surface. 

Section C yielded a higher dual fixation rate in the car category; however, no significant 

difference was found when compared with section A. This could be because both 

sections carry a higher level of car traffic than the other sections. Section B yielded a 

significantly higher rate of dual fixations in the buildings category than sections A and 

C (p=0.018 and 0.028, respectively): Considering that section B yielded the lowest rate 

of dual fixations in the obstacles category, this could have reflected more cognitive 

capacity available to look toward a non-safety category such as buildings. 

These results suggest considerable differences exist between different route sections 

with respect to the proportion of dual fixations toward different target categories. 
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Table 5.6. Wilcoxon paired comparisons between the road sections in the target 
categories that yielded significant results (p<0.05) for data across day and after 

dark. 

Route 
Section 

A B ¹ C D 

 

A 

 Obstacles (0.010) A² 

Kerb (0.019) A 

Buildings (0.018) B 

Obstacles (0.041) A 

Kerb (0.007) A 

Car (0.016) C 

Miscellaneous 
(0.019) A 

 

B 

  Obstacles (0.029) C 

Buildings (0.028) B 

Obstacles 
(0.012) D 

Miscellaneous 
(0.003) B  

C    Obstacles 
(0.021) D 

Car (0.016) C 

Goal (0.041) D 

¹ Car category were omitted from section B comparisons as cars were not permitted in this 
section. 
² The letters after p-value indicate the section with higher dual fixations.  

 

5.6  Analysis of eye-tracking data: SCR fixations 

SCR was the second method implemented to find critical moments during trials. Eye 

fixations associated with these moments are termed SCR fixations, see Table 4.1. 

Investigating SCR fixations is suggested to reveal whether these patterns agree with 

dual fixations when comparing fixation rates over target categories across the day and 

after dark; day versus after dark, and between route sections (Data distribution was 

not normal for all comparisons, see Appendix B). Should the two fixations types 

provide similar trends of distribution, this could be considered as a validation to the 

findings; namely, the results are suggested to be robust being reached from two 

independent paths.  

Figure 5.11 below shows the distribution of SCR fixations over target categories across 

the day and after dark trials. The application of Friedman’s test (p<0.05) suggested the 

rate of SCR fixations significantly varied between target categories (p<0.001). Table 

5.7 presents the paired comparisons results for the Wilcoxon signed rank test between 

target categories. Median SCR fixation proportions in the goal, path, and 

miscellaneous were significantly different when compared with the other categories 

almost all the time. 
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Figure 5.11. The median proportion of SCR fixations over target categories across both day and after 

dark trials. The interquartile range represented by error bars. 

 

Figure 5.12 presents distribution of SCR fixations during day and after dark over target 

categories, similarity in distribution pattern is observed comparing to dual fixations day 

and after dark conditions, Figure 5.9. 

The Friedman test revealed significant differences between target categories for both 

light conditions when comparing the distribution of SCR fixations for day and dark trials 

separately (p<0.001). The rate of SCR fixations in each category, day vs after dark 

trials, was then compared using the Wilcoxon signed rank test (p<0.05). No significant 

differences were identified, although the value for the path category was almost 

significance (p=0.050). 

The trend in the SCR comparison was almost similar to the day vs after dark trials 

comparison of dual fixations, which was reported in Section 5.5. 

In both cases, there was a propensity to critically fixate on the path after dark rather 

than during the daytime. Since the p-value for path category comparison in SCR 

fixations was nearly significant this suggests a similarity between the parallel dual task 

and SCR measurements. Possible differences between parallel measurements will be 

investigated further in Section 5.7. 
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Table 5. 7. Wilcoxon Paired comparisons of the distribution of SCR fixations over 
target categories using combined day and after dark data. 

Category Path Obstacles Kerb Car Cyclists & 
pedestrians 

Miscellaneous Buildings 

Goal (0.002) (0.049) (0.002) (0.020) (0.003) (0.002) (0.002) 

Path - (0.002) (0.002) (0.002) (0.002) 0.050 ¹ (0.002) 

Obstacles - - (0.007) 0.265 0.195 (0.002) (0.006) 

Kerb - - - (0.040) 0.106 (0.002) 0.537 

Car - - - - 0.357 (0.002) (0.010) 

Cyclists and 
pedestrians 

- - - - - (0.002) (0.018) 

Miscellaneous - - - - - - (0.002) 

* p-values between brackets indicate a significant difference (p<0.05). ¹ p-value close to 
significance (p<0.05) 

 

 

Figure 5. 12. The proportion of SCR fixations over target categories for day and after dark conditions. 
The interquartile range represented by error bars. 
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Table 5.8 presents the results of testing using Wilcoxon signed rank (p<0.05) to 

compare the day and after dark proportions of SCR fixations distribution over target 

categories. 

Table 5. 8. Wilcoxon paired comparison (p<0.50) of the distribution of SCR fixations proportion over 
target categories, day versus after dark trials. Medians of target categories in each light condition are 

presented. 

Target 

category 

Daytime 

trials 

median 

After dark 

trials 

median 

Wilcoxon 

results 

(P<0.05) 

Path 0.40 0.51 (0.050) 

Miscellaneous 0.27 0.23 0.255 

Goal 0.10 0.05 0.289 

Obstacles 0.06 0.05 0.753 

Kerb 0.02 0.02 0.343 

Car 0.03 0.04 0.858 

Cyclists & pedestrians 0.01 0.05 0.154 

Buildings 0.02 0 0.182 

* Path category achieved the closest value to significance, as indicated in bold and 
brackets (p<0.05).  

 

The distribution of SCR fixations was then considered over the four distinct sections of 

the route. The aim was to see whether variations of features of the urban context are 

reflected in different SCR fixation rates over target categories. Figure 5.13, therefore, 

presents the distribution of SCR fixations over target categories in each of the four 

route sections. 

Friedman’s test showed that SCR fixations in the following categories were 

significantly different between route sections: obstacles (p=0.001); kerb (p=0.004); 

cyclists & pedestrians (p=0.008); miscellaneous (p=0.001); buildings (p=0.010). 

However, goal, path, and car were not significantly different (p= 0.754; 0.825; and 

0.535, respectively). 

This suggests that the latter categories were equally important in each of the four road 

sections. (Note that in the car category, section B was not included in the Friedman’s 

comparison as no motorised vehicles are permitted in this section). This is a similarity 

here with Table 5.6 (road sections: dual fixations) as there was no significant difference 
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between road sections for path category also. However, the other non-significant 

categories found in the current SCR fixations comparison, namely, goal and car, were 

not replicated in the dual fixations results.  

These results suggest considerable differences exist between different route sections 

with respect to the proportion of SCR fixations toward different target categories.  

The significant p-values for Wilcoxon pair comparisons of SCR fixations between road 

sections are presented in Table 5.9.  

For significance level (p<0.05), section A was higher than section B (p=0.007) in the 

obstacles category, however, it was not significantly higher than section D, the latter 

of which was higher than section B (p=0.031) and section C (p=0.004) in obstacles 

category.   

Section A yielded a higher rate of SCR fixations than section D in the kerb category 

(p=0.005).  

Similar to the comparison of dual fixations on different road sections (Section 5.5), the 

results suggest that different urban contexts will have an influence on cyclists’ visual 

behaviour. 
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Figure 5. 13. The median proportions of SCR fixations in target categories for sections A, B, C, and D. Data are across both light conditions. The interquartile 

range represented by error bars.
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Table 5. 9. Significant values of paired comparison of SCR fixations for different 
route sections using Wilcoxon signed rank test (p<0.05).  

Route 
Section 

A B¹ C D 

 

 

A 

 Obstacles (0.007) A² 

Cyclists & Ped. ³ 
(0.033) A 

Buildings (0.012) B 

Obstacles (0.003) A  

Buildings (0.035) B 

Miscellaneous 
(0.023) A 

Cyclists & Ped. 
(0.013) A 

Kerb (0.005) A 

 

 

 

B 

  Kerb (0.036) C 

 

Obstacles (0.031) D 

Miscellaneous 
(0.002) B  

 

 

C 

   Obstacles (0.004) D 

Cyclists & Ped. 
(0.009) C 

Miscellaneous 
(0.028) C 

¹ Section B was omitted from the car category comparisons as cars are not permitted on this section. 
² The letter indicates the section with a higher SCR fixations rate. 
³ Cyclists & Ped. = cyclists & pedestrians.  

 

5.7  Comparing fixation types 

The three types of fixation, all, dual and SCR, were compared under each target 

category of the eight to check for possible differences or similarities in their distribution 

over target categories, using data of the whole route, see Figure 5.14. Friedman’s test 

did not reveal any significant difference between measurements in all target 

categories.  

A possible reason why no substantial differences between the three measurements 

were identified is that this analysis was conducted on a relatively large amount of data, 

comparing data of the whole route. This large amount of data, compared to individual 

section length (see road sections analysis Sections 5.5 and 5.6), might have mitigated 

possible differences between the three types of fixations. In contrast, in previous 

comparisons between the rate of fixations between road sections, the findings of dual 

and SCR approaches were not identical. For example, in a dual fixations road sections 

comparison, two categories were not found to be significantly different between road 

sections: path and cyclists and pedestrians. Whereas in the SCR approach goal, path 
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and car categories were not found to be significantly different between road sections 

(see Sections 5.5 and 5.6 for road section comparisons). This highlights a variation 

between dual and SCR fixations findings. 

Another thing to consider is the fact that the route length used in this study (2.2 km) 

was longer than that used in comparable eye-tracking studies: i.e. 650 m (Mantuano 

et al., 2017) and 256 m (Vansteenkiste et al., 2014a). This additional length suggests 

a need to compare dual and SCR fixations under each individual road section to see 

if any significant differences between parallel measurements emerge when a shorter 

segment of the road is analysed compared to the whole route.  
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Figure 5. 14. The median proportion of the three fixation types distributed over target categories across the day and after dark trials for the 

whole route data. The interquartile range represented by error bars.
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Table 5.10. provides Wilcoxon comparisons between dual and SCR fixations data of 

the 12 participants for each of the four sections, for data across day and after dark 

trials. Generally, similarities between both measurements exist, however significant 

differences were also found in two categories, goal, and ‘cyclists & pedestrians’, under 

each section as follows: 

Section A (cyclists & pedestrians, p=0.018) with higher rate in SCR fixations; section 

B (goal, p=0.031) higher in SCR fixations and (cyclists & pedestrians, p=0.036) higher 

rate in dual fixations; section C (goal, p=0.041) higher rate in SCR fixations data. There 

was no significant difference found in section D, both measurements exhibited similar 

patterns of fixations in this section. This suggests that using the dual task and SCR to 

establish critical fixations may lead to different conclusions. The measurement which 

achieved a higher rate in the categories found significant is indicated in bold in Table 

5.10 below. 

Table 5. 10. Dual and SCR fixations rate comparison on each section of the four 
of the experiment route using Wilcoxon signed rank test (P<0.05).  

 

Target category 

Wilcoxon results (p<0.05) 

Section A Section B Section C Section 
D 

Path 0.814 0.937 0.387 0.875 

Miscellaneous  0.504 0.247 0.610 0.504 

Goal 0.247 (0.031) SCR (0.041) SCR 0.504 

Obstacles 0.476 0.438 0.474 0.224 

Kerb 0.788 0.438 1 1 

Car 0.763 0.593 0.195 0.307 

Cyclists & pedestrian. (0.018) SCR (0.036) Dual 0.476 0.384 

buildings 1 0.483 0.221 0.917 

* P-values between brackets indicate a significant difference (p<0.05) with an indication of which 

measurement achieved a higher rate (In bold font).   

 

A further analysis was conducted to test whether the three fixation measurements, the 

‘all fixations’ was included in this comparison, yield significantly different results when 

each measurement is compared individually between two sections of the route under 

widely different urban conditions. 
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The 8 target categories used throughout the analysis, see Section 4.7.2, were 

collapsed into two broader categories: safety and non-safety. This division was 

designed to overcome the low fixation rate of some categories; for instance, buildings 

and kerb, and to inspect whether a clear variation between all, dual and SCR fixations 

exist when comparing broader categories instead. The re-categorisation process was 

based on previous studies which were used initially to establish the 8 target categories 

(See Chapter 2, Table 2.1) those studies describe/justify whether a category is of 

safety or non-safety nature. The re-categorisation was then validated independently 

by a co-researcher4. The 8 categories were re-categorised as follows: 

 Safety: Goal, path, obstacles, kerb, cars, and ‘cyclists & pedestrians’.  

 Non-safety: Miscellaneous, buildings5. 

The comparison was between sections B and C, see Table 4.2. Section B is a path 

that passes through a park where no vehicles are permitted, while section C is a main 

road that carries a high volume of traffic. Normality assessment for data of sections B 

and C and both safety and non-safety categories were tested and found not normal 

(See Appendix B). The hypothesis was that more safety-related fixations would be 

found at section C (main road) than at section B (path through a park). 

As anticipated, a higher rate of dual fixations under the safety category was found at 

section C during the day and combined trials but not for the after dark trials. Safety 

fixations were also significantly higher at section C than at section B for all fixations, 

whereas non-safety all fixations were significantly higher at section B than at section 

C. This also supports the hypothesis that section B is less challenging in terms of 

safety than section C as it is a path where motorised vehicles are not allowed (public 

park path). 

Table 5.11 shows that the methods used to identify critical fixations could reveal 

different patterns when comparing data captured in different urban contexts. This was 

found when comparing all fixations and dual fixations data but not when comparing 

SCR fixations data. This implies that the dual task, a method used to locate critical 

                                            
 

4 Dr. James Uttley – research associate.  
5 Note that only fixation towards pedestrians with no apparent risk e.g. pedestrians located far from 
the cyclist path with no expected interaction, were extracted from cyclists & pedestrians category and 
placed under the non-safety category. 
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fixations, could be more sensitive than the SCR approach in terms of identifying 

differences in visual behavior when cycling through varied urban contexts. 

 

Table 5. 11. Comparison of all, dual, and SCR fixations proportions between sections B and C for 
safety and non-safety categories. Using Wilcoxon signed rank test (p<0.05). Using data for day, after 

dark and combined.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

¹ The letter after the p-value indicates the section with a higher rate. 

² The mean fixations proportion of the day and after dark trials.   

 

The statistical comparisons suggest that dual task and SCR approaches used in the 

current study to discriminate critical fixations yielded different trends when comparing 

road sections with distinctive urban contexts. However, such differences were not in 

all comparisons which suggest good general agreement between both approaches, 

this implies both approaches could be used to validate the findings of each other, 

however generally as some variations between fixations pattern were identified.  

This analysis suggests that all three approaches (all fixations, dual and SCR) led to 

similar estimates of fixation proportion for each target category when comparing 

fixation proportions across the whole route. This disagrees with the finding from 

pedestrian eye-tracking (Fotios et al., 2015b) of differences in fixation between the all-

fixation and dual task approaches.  

There are two caveats associated with this conclusion. The first caveat is that whilst 

the proportions are similar, this does not mean that the dual and SCR identified the 

exact same items as being fixated. For example, the dual approach may have 

indicated items that were not recorded using SCR. The second caveat is associated 

 

 

Light 

condition 

 

 

Category 

Wilcoxon result (p<0.05) 

All 

Fixations 

Dual 

Fixations 

SCR 

Fixations 

Day Safety 0.195 (0.009) C 0.388 

Day Non-safety 0.195 0.182 0.388 

After dark Safety (0.036) C¹ 0.937 0.099 

After dark Non-safety (0.036) B 0.937 0.099 

Combined ² Safety 0.077 (0.034) C 0.224 

Combined Non-safety 0.077 0.556 0.239 
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with the relatively high number of fixations devoted towards the path ahead (45%, 

higher than the 22% found for pedestrians (Fotios et al., 2015b) which may have 

indicated a greater need for cyclists than pedestrians to scan for approaching hazards. 

This high proportion reduces the fixations available to other items, these smaller 

samples reducing the ability to reveal differences. 

In this sense, the very high frequency of 'all fixations' classified under path category 

may have mitigated the chance of finding a radical difference between the three 

fixation types because the probability a critical moment identified by either dual or SCR 

methods will be more likely to coincide with a fixation classified under this category, or 

under miscellaneous category which also achieved a high all fixations frequency, see 

Figure 4.2 for a demonstration of how each type of fixations was established.   

 

5.8  Discussion  

5.8.1  Critical observations – where cyclists look? 

In this study, the critical visual tasks of cyclists in natural settings were identified using 

dual and SCR fixations. Both fixations exhibited similar patterns in the eight target 

categories; however, they ultimately confirmed the path as the most critical visual 

category during cycling since it achieved higher dual and SCR fixations rates than the 

other seven categories. 

In comparing the day and after dark trials, the only notable difference was found in the 

path category where a larger proportion of critical fixations, dual and SCR fixations, 

occurred after dark. 

The path category achieved a significant higher dual fixation rate during after dark trials 

than in the day trials, Figure 5.9. A similar trend was identified in the SCR fixation data 

where the path was the only category to achieve close to a significant difference 

between the daytime and after dark trials (p=0.050), with a higher rate in the latter light 

condition (Figure 5.12). This may indicate the logical difficulty of cyclists observing the 

path clearly after dark than during the daytime owing to lower light levels. 

In this experiment, the routes followed by cyclists were specifically chosen to include 

variations in the urban contexts: cycling on a main road (section C) and on a minor 

road (section A) where the need for personal safety is intensified due to the presence 

of moving and parked motorised vehicles, and cycling through a park (section B) and 
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a campus parking lot (section D), see Table 4.2. The study results revealed significant 

differences in cyclists’ gaze behaviour between these sections. This means that the 

distribution of both dual and SCR fixations across the target categories were not similar 

in the four road sections. 

In the four road sections, the path category achieved higher all, dual, and SCR fixation 

rates compared to the remaining categories. No significant difference was revealed 

between the sections in comparing the path for all types of fixations, suggesting that 

this category was equally important across all sections. Observing the path more than 

other categories can be attributed to the desire among cyclists to avoid obstacles or 

such road irregularities, thus averting injuries from swerving toward an adjacent vehicle 

or falling on the road. 

Vansteenkiste et al. (2014a) argued that the road surface could have a vital influence 

on cyclists’ safety more than for other road users such as pedestrians and drivers. 

This is a logical claim, for example, pedestrians often use the sidewalk or pavement 

where motorised vehicles are not permitted, compared to cyclists who are mostly on 

the main roads near car drivers, which makes falling on the road a considerable risk. 

Further, pedestrians have more freedom of movement and can thus avoid road 

obstacles more easily than cyclists who are restrained by the bicycle’s movement 

capacity. Also, given the size and structure of a car compared to a bicycle, maintaining 

adequate balance on the road is more challenging when cycling than when driving a 

car. These factors make observing the path critical for cyclists to avoid encountering a 

surface irregularity or obstacle. 

Observing the path for cyclists was substantiated as an important visual task in 

previous studies. For instance, Vansteenkiste et al. (2014a) compared cyclists’ visual 

behaviour when cycling on a road with low surface quality to another with high surface 

quality. More fixations were found in the immediate region, the region correlated with 

fixations toward the path, this is when travelling on the low-quality road than the high-

quality road.  

Similarly, the miscellaneous category which was second to path, also achieved 

significant higher dual and SCR fixations than the other categories, except for the path. 

It could be argued here that the miscellaneous category is extremely broad and 

necessitates reclassification into sub-categories to provide the precise locations of 
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fixations. Having said that, the miscellaneous category was however intentionally used 

to address fixations toward general items in the environment that for example are not 

distinctively related to the cycling task or personal safety, which are both the main 

focus of this study. Hence, subdividing this category may have altered the main focus 

of this experiment to non-safety related fixations which diverge from the scope of this 

study. Addressing general fixations in an unrelated category to that of the investigation 

was common in previous studies. For example, (Fotios et al., 2015b) confirmed such 

fixations using a category denoted as the ‘general environment’ whereas (Foulsham 

et al., 2011) depicted the category as ‘other objects’. In all cases, the study results 

suggest that the path is the most critical visual category during cycling. 

 

5.8.2  Differences and similarities: Dual task and SCR methods 

To evaluate the similarities between dual task and SCR fixations, three models of 

comparisons were performed. The data of the whole route was first compared and 

Friedman’s test (p<0.05) revealed no significant difference between the three types of 

fixations: all, dual, and SCR fixations, see Section 5.7. Thus, a second comparison 

was done to evaluate dual and SCR fixations for each of the four sections individually, 

see Table 5.10. 

The results show a significant difference between the two approaches but only in two 

categories: goal and ‘cyclists & pedestrians’ for sections A, B, and C only. Section D 

did not indicate any significant difference. This suggests that a shorter road could 

better reveal differences between the dual and SCR approaches than a comparison of 

data of the whole route, as larger amounts of data may mitigate differences between 

the dual task and SCR approaches. 

The results also suggest that particular elements in the environment, including in the 

target categories could stimulate the dual task and SCR critical responses differently. 

This could be a function of the distinct nature of each measurement. For example, dual 

task is a reaction measurement to determine the moments when a participant’s 

attention is diverted, whereas the SCR approach is a physiological measurement that 

depicts variations in skin response characteristics when reacting to proposed visual 

stimulus. This implies that a visual element could divert a participant’s attention but 

may not necessarily stimulate an SCR reaction and vice versa. Consequently, it is 



 

141 
 

reasonable not to expect a critical reaction in both measurements for each visual 

stimulus encountered in the experiment. 

The third comparison as shown in Table 5.11 entails contrasting the three fixation 

types between two sections of the route in distinct urban contexts (section B versus 

section C) as well as collapsing the initial eight categories into two broader categories 

(safety and non-safety). No difference was found in SCR fixation data between the 

sections, however, dual fixations showed significant differences in the safety category 

for daylight condition and for a combination of both the day and after dark trials. This 

illustrates a difference between dual and SCR when comparing distinctive routes, and 

dual task is suggested to be more sensitive in revealing such differences. 

The effect of different urban contexts on visual behaviour was also found in previous 

eye-tracking studies (Fotios et al., 2015b; Mantuano et al., 2017; Vansteenkiste et al., 

2014a). 

 

5.8.3  Comparison with other studies 

In previous eye-tracking studies, data validation has rarely been attempted. For 

example, no validation was reported in Vansteenkiste et al. (2014a) or Mantuano et al. 

(2017). 

Vansteenkiste et al. (2017) distinguished differences in the visual behaviour of a 

sample of children and adults. For the adult group, validation of the results was carried 

out using previous study data (Vansteenkiste et al., 2014a), where a similar experiment 

and model were used to study adults’ visual behaviour when cycling on a low quality 

vs high-quality path. However, this was only mentioned in general terms and no 

quantitative comparison was provided. 

In comparison, Boya et al. (2017) conducted a meta-analysis comparison with 

research by (Gegenfurtner et al., 2011) to validate their findings. 

Further, to validate their results, Fotios et al. (2015b) compared the proportion of 

observations of two visual categories, path and person, that were found to be 

significant for pedestrians with the same categories of two previous studies 

(Davoudian and Raynham, 2012; Foulsham et al., 2011). 

As discussed previously in this study, observing the path was suggested to be critical 

for cyclists. To determine whether the rates of dual and SCR fixations related to path 

category in current study are similar to the rates found by previous studies on eye-
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tracking and cycling (e.g.Vansteenkiste et al., 2014a; Mantuano et al., 2017), fixations 

identified within path category were extracted from the two previous studies’ results for 

approximate comparability, see Figure 5.15. 

It is worth mentioning that the two comparable studies were carried during daytime 

only, so no after dark trials exist in those. 

In Mantuano et al. (2017), the proportion of fixations toward path was estimated by 

summing fixation frequencies of categories involving participants fixating on the road 

surfaces such as intersections, crosswalks, and road surface adjacent to discontinued 

pavement. The resulting number was then divided by the total fixation frequencies of 

all reported categories to get path fixation proportion. The study reported results of two 

road segments distinguished by a major quality: whether the cycle path is shared with 

pedestrians or not. The study then concluded that cycling on a road shared with 

pedestrians causes more attention diversion and less fixation on elements related to 

cycling safety such as fixating on the path. The proportion of fixations toward path 

reported in Figure 5.15 corroborates this statement as more fixation toward path was 

found on the cycle path not shared with pedestrians, which was also referred to as 

‘separate’ in Figure 5.15. 

In Vansteenkiste et al. (2014a), cyclists' visual behaviour on high quality and low 

quality paths was compared. The former path is a renewed part of the road mainly 

paved with bricks where minimum deficiencies could be found, whereas the latter path 

comprised large tiles that either had shifted or were missing. 

Fixations related to the path category found on the low quality path had a proportion 

of 0.63 from the total fixations, on the high quality path this proportion equalled 0.25. 

These proportions suggest that cyclists were keen to observe the path surface more 

while on the low quality path. 

In the current study, the dual and SCR fixation rates under path category were almost 

similar to the ranges reported by previous studies. For the after dark trials, the 

proportion of fixations towards path were 0.54 and 0.47 for dual and SCR fixations, 

respectively. These proportions were lower during the daytime, 0.41 and 0.39 for dual 

and SCR fixations, respectively. 
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Participants' inclination to observe the path more during the after dark is logically due 

to the lower visibility than that of daytime, another indication of the importance of light 

properties for safe cycling. 

 

Figure 5. 15. Proportion of fixations classified under the path category in current and previous studies. 
In Mantuano et al. (2017) ‘Shared’ refers to cycle path which is shared with pedestrians whereas 
‘Separate’ indicates the path without pedestrians. In Vansteenkiste et al (2014a), HQ = high quality path, 
and HL= low quality path. 

 

5.9  Summary  

This chapter reported results of the eye-tracking experiment conducted in the real 

world context to determine important environmental elements that cyclists are more 

likely to observe. This was conducted to provide empirical evidence about where light 

should be provided for cyclists to increase safety levels. 

One essential objective in the current study was to overcome limitations in previous 

eye-tracking studies where critical fixations, moments where participants paid genuine 

attention to what they are looking at, were not discriminated from the overall fixation 

data. Another aspect which the current study responded to was the literature lacking 

comprehensive eye-tracking studies on cycling in real world settings.   

Through synchronisation with the fixations produced by the eye-tracking apparatus, 

critical moments identified by either the dual task or SCR methods yielded critical 

fixations which were denoted as dual fixations and SCR fixations according to each 

method. 
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Analysis of the dual and SCR fixations suggested looking at the path is the most critical 

visual task while cycling. Participants fixated more on the path after dark than during 

the daytime, however, this was found to be significant in the dual fixations analysis 

only. It suggested a similar trend that was near significant in the SCR fixations analysis. 

Generally, dual and SCR fixations showed similar patterns in the target categories. 

This confirms the robustness of the findings in this study which were reached from two 

independent paths.  
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Chapter 6.  Ambient light and perception of architectural 

features  
 

 

6.1 Introduction 

Chapters 4 and 5 reported an eye-tracking experiment that investigated the visual 

behaviour of cyclists within an urban context. The aim was to find where cyclists look, 

a prerequisite for knowing where and how to provide road lighting for this category of 

road users. The results suggested that looking at the path ahead is the most critical 

visual task, perhaps enabling cyclists to search for possible surface irregularities such 

as obstacles or potholes, thus mitigating accidents. Improving safety on the road is 

believed to encourage more people to adopt cycling (Fotios and Castleton, 2017a), a 

primary focus of this research. However, another way to increase the number of 

cyclists is to improve the cycling experience and make it more enjoyable: the presence 

of visually appealing features (categorised as features of the urban environment not 

directly related to the safety of the cyclist) has been found to correlate with an increase 

in cycling and walking (Borst et al., 2008; Titze et al., 2007). Other than the enjoyment 

factor this type of perception was deemed beneficial for personal restoration i.e. 

recovering from stress and fatigue (Nikunen et al., 2014) hence an added value to 

cyclists’ life quality aspect.   

However, the safety aspect is still important as the presence of visually appealing 

features alone is insufficient if the route travelled is challenging in terms of safety. In 

such cases cyclists will be occupied with observing safety alerting features, for 

instance negotiating vehicles or avoiding an obstacle, thus reducing the cognitive 

capacity available to observe attractive features. 

Several elements could determine the safety of a route, amongst which are the type of 

cycle path and light conditions (see Sections 2.5.1 and 2.5.2 for a review of these 

variables, respectively). 

It was proposed that, when given the opportunity to do so, cyclists will exhibit more 

visual attention to visually interesting features of the environment. This opportunity 

arises in those parts of the route where safety was expected to be higher, i.e. sections 

of the route which did not involve cycling alongside motorised vehicles. It was also 
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hypothesised that cycling would be perceived as safer in daytime than after dark. In 

the current chapter this proposal was tested through a post hoc analysis of the main 

eye-tracking experiment data (the experiment reported earlier in chapters 4 and 5).  

In the current study the perceived safety and task demands for cyclists were varied by 

comparing two types of route (pedestrianised routes versus on-road routes) and two 

types of light condition (daylight versus after dark). 

Given that this is an exploratory study, rather than confirmatory where a solid 

hypothesis suggested by previous literature is being tested (Wagenmakers et al., 

2012), the study tentative hypothesis is that more observations toward non-safety 

elements of the environment, including architectural features, should be obtained when 

cycling during daytime than after dark, and when cycling on pedestrianised path than 

on-road path. 

The analysis first assessed cyclists’ visual behaviour toward the non-safety features of 

the environment while varying safety conditions, then the analysis moves to evaluate 

participants’ visual behaviour towards one specific item of the broader non-safety 

category, that is architectural features (being aesthetic elements). 

Among a choice of several aesthetic features that exist in the urban environment such 

as landscapes, sky, street furniture, etc. Architectural features were selected as the 

unit of analysis for the following reasons: 

- Two buildings with distinctive architectural styles on each route section were located 

at a position that allowed an equal cycle path length at each section, offering a good 

comparable case. 

- Choosing an item other than an architectural building such as trees or greenery would 

not provide suitably comparable sizes: for example, they may extend across larger 

areas along the route. A tree, for example, also lacks the distinctive quality needed as 

a number of similar trees were distributed along the paths whereas the method stands 

on comparing visual behaviour toward a precise visual target.   

- Another reason for choosing architectural features as visual targets is the existence 

of previous studies on visual engagement with architectural and aesthetic urban 

features and its relation to improving people experience of urban context, see Section 

6.2 below, thus the findings are proposed to be relevant to existing literature. 
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6.2 Perception of architectural features  

In this respect, architecture can be viewed as fulfilling human psychological needs 

through both aesthetic and purely functional means. In precise terms, this is 

accomplished through attributes designed to stimulate perception, examples of which 

include: light, colour, rhythm, scale, and texture. This is a pertinent consideration given 

that the human mind is constantly engaged in the visual interpretation of various 

entities present in the immediate environment (Roth, 1993). 

Shemesh et al. (2017) argued that architectural features of the environment have a 

positive influence on our experience. This is reflected in the physiological and cognitive 

responses we make to the environment. Many researchers have employed 

behavioural and cognitive measures to determine the nature of people’s perception of 

and response to certain urban features (Dieleman et al., 2002; Saelens et al., 2003; 

Shemesh et al., 2017). Enshrined within the theory of Cognitive Architecture, to 

objectively evaluate such an influence constitutes an effective way to ascertain the 

effect of architectural design and the urban environment (Sussman and Hollander, 

2014). The theoretical implication of this is that people respond differently to the urban 

environment based on their interpretation of the architectural characteristics within their 

environs. 

The ‘visual appropriateness’ of the urban environment is therefore deemed critical to 

public wellbeing (Wadley and Gore, 2016). As part of a small-scale pilot study, 

Sussman and Hollander (2014) assessed the emotional state of participants in different 

urban environments by measuring their brain responses. This was achieved by 

attaching an Electroencephalography monitor (EEG) to participants while they walked 

through two different neighbourhoods in Boston, US. When their brain waves were 

measured, it was found that the brain activity produced was more positive in response 

to certain architectural characteristics (e.g. edges, shapes, patterns). 

EEG was also used by Shemesh et al. (2017) to assess people’s responses to internal 

spaces. Specifically, they investigated participants’ cognitive responses to different 

architectural spaces using a combination of virtual reality technology and a 

measurement of brain activity through EEG. The results showed that when people 

experience symmetrical space, they produce brain patterns that are different to those 

produced when experiencing asymmetrical space. 
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As noted previously in Chapter 2: Section 2.4.2, recent advances in mobile eye-

tracking technology have facilitated the recording of visual behaviour in real world 

environments and this is especially useful in the investigation of human responses to 

urban design and architecture. For example, Dupont et al. (2017) explored how visual 

behaviour may differ when viewing rural or urban landscapes, while Viaene et al. 

(2016) explored how people view landmarks located within buildings when navigating 

their way around. Research exploring the effect the urban environment has on the 

visual behaviour of cyclists, however, remains scarce. Furthermore, as outlined earlier 

in the literature review: Section 2.5, the research that does exist has primarily been 

concerned with cycling task-related aspects such as path quality (Vansteenkiste et al., 

2014a; Vansteenkiste et al., 2017) or individual differences in the visual behaviour of 

experienced and novice cyclists (Boya et al., 2017). Thus the current study should 

provide an insight about how ambient light level and cycle path characteristics 

contribute positively to the quality of the ride, this is investigated by assessing 

perception toward architectural features in each situation, with such perception 

deemed important for improving cycling experience, particularly at the after dark (BSI, 

2013; Boyce, 2019). 

 

6.3 Method 

6.3.1  Overview 

Participants cycled a 2.2 km route during daylight and after dark conditions that 

included two distinct sections which varied in terms of task demands and perceived 

safety. Each section also exposed the participant to a distinctive, visually interesting 

architectural buildings. Participants’ gaze behaviour was recorded throughout using a 

mobile eye-tracking apparatus. Fixations towards the architectural building on each 

section were quantified along with fixations towards other features of the environment.   

The analysis started by categorising eye fixations into two broader categories: Safety 

and non-safety, to provide a broader sense about how cyclists observe non-safety 

elements when safety conditions altered comparing to safety elements. The focus of 

the analysis was then narrowed to investigate visual behaviour toward one particular 

non-safety element: the facades of the two architectural buildings (aesthetic elements).  
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6.3.2 Route and participants 

Participants cycled a short circular route close to the University of Sheffield campus, 

as described in Section 4.5. In the current chapter, only two distinct sections of that 

route were included in the analysis, see Figure 6.1. Cycling along these sections 

involved passing two buildings with distinctive architectural styles.  

The sections used in the current study are shorter parts of sections B and D which 

were described earlier in Chapter 4: Table 4.2, in the current study these will be 

referred to as pedestrianised and On-road paths, respectively.  Figure 6.1 depicts the 

pedestrianised and On-road paths on section B and D and illustrates their location on 

the map. 

The pedestrianised path passed the Weston Park Museum, a well-known Sheffield 

landmark that has a neoclassical appearance along with several modern renovations. 

This path was located within a park and the path cycled by participants was vehicles 

restricted. The On-road path passed the Arts Tower, a 21-storey grade II listed 

University of Sheffield building and another iconic Sheffield landmark that was built in 

the 1960s. This path passed through a car park and therefore exposed the participant 

to potential interactions with vehicles. The path surface was relatively poor and 

included two speed humps that each participant had to cycle over. Viewing landmark 

buildings has been suggested to elicit a sense of comfort among observers as they 

exhibit a sense of direction (Kaplan et al., 1998). 

Images of the two buildings are presented in Figure 6.2. Each cycle path was 

approximately 100 m in length and was defined as extending from the point at which 

the building became visible to the cyclist to the point at which the cyclist had passed 

the building. 

The route was cycled twice by each participant in both daylight and after dark sessions, 

which meant they passed through each cycle path twice under each light condition. 

Data for both laps were aggregated. Details of the number of participants yielding good 

data quality who were included in the analysis are presented in Chapter 5: Section 5.2. 
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Figure 6. 1. An aerial view of the experimental route showing the initial four sections: A, B, C and D 
used in the main eye-tracking study (Chapters 4,5) with the black lines at the start of each section 
demonstrate the start and end of each section (anticlockwise). The shorter segments used for the 
current study, namely, the pedestrianised and On-road paths are marked by the red dotted lines. 

These sections are shorter parts of Sections B and D. 

 

   

Figure 6. 2. Images of the Arts Tower (left) and Weston Park Museum (right) accompanied by 
example images of architectural details that could possibly attract visual fixations. 

 

Figures 6.3 and 6.4 show a number of screenshots captured from the eye-tracking 

recording of one participant on each section. The gaze mark (red circle) indicates 

where the participant was looking at this particular moment. 
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Figure 6. 3. Screenshots of the on-road path in chronological order, starting from top left, with the 
gaze mark indicating where the participant was looking at that moment. 

 

 

Figure 6. 4. Screenshots of the pedestrianised path in chronological order, starting from top left, with 
the gaze mark indicating where the participant was looking at that moment. 

 

6.4 Results 

This analysis considers the all fixation data, in order to capture fixations towards both 

safety-critical and non-safety-critical items.  Dual and SCR fixations are not relevant to 

this analysis as these capture on safety-critical items, see Table 4.1 for description of 

the three fixation types used in this thesis. Further, the perception of pleasant elements 

was suggested to be deemed to the involuntary type of attention where a lower 

cognitive effort is paid (Nikunen et al., 2014), this is in contrary with the essence of 

critical fixations where moments of high levels of voluntary attention are used to identify 

them. 
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6.4.1 Analytical procedure 

The eye-tracking data recorded on pedestrianised and On-road paths (Figure 6.1) 

were identified and then extracted from the entire set of route data. Eye fixations and 

fixation durations were used to assess visual behaviour in this study; however, for this 

to be meaningful, a reference for the fixated object was needed. Categorisation of 

fixations was achieved using the semantic mapping function of BeGaze software, 

where 8 target categories were used to reference fixations (see Section 4.7.2). A 

detailed description of the eight categories is provided in Table 4.4. 

The fixations data that were previously categorised into eight categories were then 

collapsed into two larger categories: safety and non-safety. This re-categorisation 

procedure is the same as procedure described under Chapter 5, Section 5.7. 

Because both cycle paths were of the same length and all participants were not aware 

as to which section of the route will be used for the analysis, the proportion and duration 

of fixations towards non-safety elements was an objective measure used to quantify 

changes in visual behaviour when the independent variables (path type / light 

condition) were altered. It was proposed that there would be fewer fixations towards 

non-safety features when cycling after dark (when path visibility is impaired) and/or 

when cycling on the on-road path where vehicles are allowed. This is because 

participants were expected to be cognitively and visually engaged with safety features; 

for example, looking at vehicles or observing the road surface for possible obstacles. 

Conversely, cycling through a pedestrianised path and/or during the day was expected 

to reduce the cognitive load. This would allow for more fixations towards non-safety 

features in the environment, including architectural features.  

Re-categorising to larger safety and non-safety categories was assumed to reveal the 

general tendency of cyclists to observe each category when cycling in conditions that 

differ in terms of safety alertness and task demands: pedestrianised vs on road paths 

and/or day vs after dark light conditions. Another reason for re-categorising is the fact 

that some of the initial 8 categories yielded a low rate of fixations. Combining similar 

categories together was therefore more likely to reveal alterations in visual behaviour 

when the test conditions change. 

Two dependent variables were calculated from the fixation – the median proportion of 

all fixations; and the median of fixations durations. These were then compared for 
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safety and non-safety fixations, path type (pedestrianised vs on-road), and light 

condition (daylights vs after dark). Assessment of histograms and the Shapiro-Wilk test 

did not suggest that the data were normally distributed (see Appendix C for normality 

tests results). 

The analysis then moves from exploring the general tendency to fixate towards safety 

or non-safety elements to assessing fixations specifically towards architectural 

buildings (a non-safety feature). These data were subsequently extracted and 

analysed separately. It was hypothesised that observing such aesthetic elements, such 

as the facades of architecturally interesting buildings, can improve the cycling 

experience (see Sections 2.5 and 6.2). Investigating how fixations towards such 

features may be influenced by the path type or ambient light condition can provide 

insights into how to design cycling infrastructure that is not only safe but also allows 

the cyclist to enjoy their surrounding environment. 

Moving the investigation from a broad (non-safety) category to a specific element 

(architectural features) could be of benefit to the general understanding of the subject. 

For example, fixations distributed within a broad category could exhibit general trends 

with no exact information as to which particular items participants fixate upon. 

Assessing fixations towards a particular object therefore adds precision to the 

investigation. 

A Wilcoxon signed rank test (repeated measure, nonparametric) with the standard 

threshold assumed p<0.05 was used to assess the effect of the independent variables 

(the characteristics of cycle path and light conditions) on visual behaviour.  

 

6.4.2 Safety vs non-safety fixations 

Figure 6.5 compares the median proportion of all fixations categorised as non-safety 

by path type and light condition (the remaining proportion of fixations were categorised 

as safety-related). This indicated differences between the two cycle paths and light 

conditions in respect to the proportion of fixations under the non-safety category. 

For the after dark trials, the pedestrianised path yielded a higher fixation rate (Median 

0.37, Inter-Quartile range (IQR) = 0.33 - 0.42) than the on-road path (Median = 0.08, 

IQR= 0.07- 0.12). This was also the case for day trials where the fixation rate on the 

pedestrianised path (Median = 0.43, IQR = 0.33 - 0.53) was higher than on the on-road 
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path (Median = 0.17, IQR = 0.11- 0.20). The Wilcoxon signed rank test shows that 

there were a significantly greater proportion of non-safety fixations on the 

pedestrianised path than the on-road path during after dark (p= 0.002) and daytime 

(p= 0.003) trials. No effect of light conditions was found in either the pedestrianised (p 

= 0.060) or on-road (p = 0.158) paths when each was compared separately for light 

conditions, although it was close to significant on the pedestrianised path. 

 

Figure 6. 5. The median proportion of all fixations defined as non-safety by path type and light 
condition. The interquartile range represented by error bars. 

 

This suggests a higher rate of fixations towards non-safety features when cycling on a 

pedestrianised path, this is in line with the current hypothesis that cycling on a 

pedestrianised path will encourage more fixations toward non-safety items. It also 

suggests that the majority of fixations will be devoted to the safety category when 

cycling on the on-road path whereas the difference between safety and non-safety 

fixations is smaller on the pedestrianised path for both light conditions suggesting 

increased fixations toward non-safety elements, see Table 6.1. 

The fixation duration variable was then analysed. This is the median of all fixations 

durations produced during trials, for day and after dark conditions. Table 6.2 presents 

fixations durations data in milliseconds (ms) for the 12 participants included in the 

analysis for both day and after dark trials. 

The difference in fixation durations in the non-safety category between day and after 

dark conditions were larger for the pedestrianised path (after dark median = 245 ms, 
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daylight median = 185 ms) than for the on-road path (after dark median = 201 ms, 

daylight median = 178 ms). 

 

Table 6. 1. Median and interquartile values of the proportion of fixations in safety and non-safety 
categories in day and after dark trials. 

 Non-safety Safety 

 After dark Day After dark Day 

 

Measurement 

Ped.¹ On-

road 

Ped. On-

road 

Ped. On-

road 

Ped. On-

road 

Median 0.37 0.08 0.43 0.17 0.63 0.92 0.57 0.83 

Lower quartile 0.33 0.07 0.33 0.11 0.59 0.92 0.47 0.80 

Upper quartile 0.42 0.12 0.53 0.20 0.68 0.93 0.67 0.89 

¹Pedestrianised. 

 

This trend is more obvious in the safety category where differences in fixations 

durations between light conditions on the pedestrianised path (after dark median = 295 

ms, daylight median = 202 ms) were much larger than on the on-road path (after dark 

median = 243 ms, daylight median = 202 ms). It is worth noting that the median of both 

paths was the same for day trials, which suggests that an increased ambient light level 

have mitigated the effect of characteristics of cycle path on fixations rate.  

The median fixation durations towards safety and non-safety categories, by light 

condition and path type, are shown in Figure 6.6. These suggest participants may have 

generally fixated on safety and non-safety features for less time during the day than 

after dark, with this difference being more obvious on the pedestrianised cycle path. 

The non-safety data revealed an effect of light condition on fixations durations for the 

pedestrianised path, where the difference was significant (Wilcoxon p= 0.028) with a 

longer fixation duration in the after dark condition. This suggests that the participant 

needed less time to retrieve visual information during daylight. This agrees with one 

previous research finding where higher level of ambient illuminance produced shorter 

reaction time than lower illuminance (Benedetto et al., 2014). 

The difference between light conditions was not found to be significant for the on-road 

path for the non-safety category (p = 0.209). No significant effect was found when 
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comparing pedestrianised and on-road paths for day and after dark trials separately 

(p= 0.132 and 0.814, respectively). 

 

Figure 6. 6. Median duration of fixations towards safety and non-safety related features by path type 
and light condition. The interquartile range represented by error bars. 

 

For fixations durations in relation to the safety category, there was a significant 

difference when comparing light conditions for each of the pedestrianised and the on-

road paths (p= 0.002 and 0.010, respectively) with a longer duration after dark. This 

also suggests an effect of light condition whereby participants needed to fixate longer 

after dark. 

The difference in duration between the two paths was found to be significant for the 

safety category in the after dark trials only (p= 0.015) with longer duration on the 

pedestrianised path. 

This suggests that, while on the pedestrianised path, participants shifted their gaze 

less frequently when visually engaging with safety related features than when they 

were on the on-road path. This is perhaps related to the good safety condition of the 

pedestrianised path as participants did not need to shift their gaze frequently probably 

due to less safety related features on this path. 
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Table 6. 2. Median fixation duration (ms) for day and after dark light conditions; pedestrianised and 
on-road paths and safety and non-safety categories. 

 
Non-safety Safety 

 After dark Day After dark Day 

 

Measurement 

Ped.¹ On-

road 

Ped. On-

road 

Ped. On-

road 

Ped. On-

road 

Median 
245 201 184 178 295 243 202 202 

Lower quartile 203 168 163 149 212 205 172 165 

Upper quartile 303 284 218 305 325 291 215 236 

         ¹ Pedestrianised.  

 

6.4.3 Fixations towards architectural buildings 

A key aim of this chapter is to explore the gaze behaviour of cyclists towards non-

safety features of the urban environment, with fixations directed towards architectural 

buildings being deemed a good representation of the aesthetic/appealing features of 

this environment (see Chapter 2: Section 2.5.2; and Section 6.2).  

The rate of fixations towards architectural buildings was generally low, which is 

reasonable considering the length of both paths (100 m) and the fact that this is a 

subcategory of the non-safety category that initially attracted a lower fixation rate than 

the safety category. Having said that, quantifying fixations proportion and duration 

toward this element would still provide an objective data about visual behaviour toward 

this aesthetic feature. 

Figure 6.7 shows the median of all fixations towards architectural buildings: Weston 

Park Museum and the Arts Tower, by path type and light condition. This suggests 

participants were more likely to look at architectural features during the day than when 

it is dark, and when they are on the pedestrianised path rather than the on-road after 

dark. Table 6.3 illustrates the proportions of all fixations towards the architectural 

buildings on each cycle path.  

The Wilcoxon signed ranked test revealed no significant difference between light 

conditions on the pedestrianised path (p = 0.099). This was not the case for the on-

road path where after dark and day conditions were significantly different (p = 0.004) 
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with more fixations towards the architectural building facade (the Arts Tower) during 

the day suggesting an effect of ambient light level on perception. 

 

Figure 6. 7. Median proportion of all fixations towards architectural buildings by path type and light 
condition. The interquartile range represented by error bars. 

 

Table 6. 3. All fixations proportions towards the architectural buildings on each section of the route. 

 
All fixations proportions toward architectural buildings 

 After dark Day 

 

Measurement 

Ped1 

(Museum) 

On-road 

(The Arts tower) 

Ped1 

(Museum) 

On-road 

(The Arts tower) 

Median 0.03 0.01 0.06 0.07 

Lower quartile 0.01 0 0.03 0.03 

Upper quartile 0.08 0.01 0.10 0.12 

         ¹ Pedestrianised.  

When comparing the two paths by light condition, a significant difference was only 

found for after dark trials (p = 0.012), with the pedestrianised achieving more fixations. 

This suggests higher light levels of day time may eradicate the influence of the 

characteristics of cycle path on visual behaviour towards architectural features. 



 

159 
 

Figure 6.8 shows the median of fixations durations towards buildings by path type and 

light condition. On the pedestrianised path, the all fixations durations towards the 

architectural building was significantly longer during after dark trials than during the 

day (p = 0.005, medians = 149ms (day), 174 ms (dark)); This was not the case for the 

on-road path where no significant difference was found between light conditions (p = 

1.000, medians 158 ms (day), 141 ms (dark)). 

No significant effect was found when comparing the all fixations durations between the 

two paths in either after dark (p = 0.173) or day conditions (p = 0.508). 

 

Figure 6. 8. Median of all fixations durations towards the architectural buildings by path type and light 
condition. The interquartile range represented by error bars. 

 

In general, fixation duration was similar for both path types and light conditions with 

one exception, the pedestrianised path, where fixations durations was longer after dark 

than during the day. Table 6.4 provides a summary of significant p-values of Wilcoxon 

signed rank test found above with findings and implications from these results. 

6.5 Discussion 

6.5.1 Proportion of fixations: safety/non-safety 

The all fixations comparison revealed an effect of path type on the rate of non-safety 

fixations with higher non-safety fixations found on the pedestrianised path than on the 
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on-road path for both light conditions. For both paths, most of the fixations were 

devoted to the safety category; however, the gap between safety and non-safety 

fixations was smaller on the pedestrianised path, an indication of increased fixations 

towards non-safety elements. 

This supports the initial hypothesis that, on a pedestrianised cycle path where no 

vehicle is permitted, visual interaction between cyclists and non-safety features of the 

environment increases. This is possibly because cyclists have a reduced cognitive load 

in terms of searching for safety threats i.e. moving car,  or it may be that cycling tasks 

are less demanding; thus, more capacity is available for observing other visual features 

in their surroundings. No significant difference was found when comparing light 

conditions for each path separately. 
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Table 6. 4. Wilcoxon signed rank test significant values (p<0.05) with the findings and implications from the statistical analysis. 

Section(s) 

Comparison 

Type of 

data 

Category Light 

condition 

P<0.05 Higher at  Findings/implications 

Pedestrianised 

vs On-road 

Fixations 

proportion 

Non-safety After dark 0.002 Pedestrianised 

path 

Cycling on the pedestrianised path generates more 

fixations toward non-safety features.  

Pedestrianised 

vs On-road 

Fixations 

proportion 

Non-safety Day 0.003 Pedestrianised 

path 

Findings similar to (Fixation proportion) 

Pedestrianised Vs On-road.   

Pedestrianised  Fixations 

durations 

 

Non-safety Day vs 

After dark 

0.028 After dark Longer fixations durations after dark were found for 

the pedestrianised path. Cyclists were able to fixate 

longer, possibly due to a less demanding 

environment. 

Pedestrianised Fixations 

durations 

Safety  Day vs 

After dark 

0.002 After dark Longer fixations durations in the after dark condition. 

There is therefore an effect of light.  

On-road Fixations 

durations 

Safety Day vs 

After dark 

0.010 After dark Findings similar to the fixations durations of   

Pedestrianised section.  

On-road  Fixations 

proportion 

Architectural 

building 

Day vs 

After dark 

0.004 Day light An increase in the amount of light encourages more 

fixations towards architectural building when on the 

on-road path.  

Pedestrianised 

vs On-road 

Fixations 

proportion 

Architectural 

building 

After dark 0.012 Pedestrianised 

path 

Cycling on the pedestrianised path encourages more 

fixations on the architectural building after dark. This 

indicated a positive cycling experience.  

Pedestrianised  Fixations 

durations 

 

Architectural 

building 

Day vs 

After dark 

0.005 After dark Longer fixations durations after dark than during the 

day. particularly on the pedestrianised path. This 

implies that participants were more comfortable 

fixating for longer on the building. There was fewer 

safety related elements on this path thus less 

temptation to shift their gaze from the building.  
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6.5.2 Fixations durations: safety/non-safety 

The non-safety fixations durations revealed an effect of light with longer durations in 

after dark trials, but only on the pedestrianised path. This suggests that participants 

needed less time to retrieve visual information during daylight than when it was dark. 

Furthermore, the longer after dark fixations durations on the pedestrianised path could 

be justified to participants having more time resources available to fixate on non-safety 

features as they did not need to shift their gaze frequently towards safety features at 

this time.  

The light effect is more obvious when comparing the safety category for both paths 

separately, as the all fixations durations was significantly longer after dark for each 

path type. This obviously could be explained by the considerably lower light levels 

during the after dark. 

Path type comparisons only yielded a significant difference in the after dark condition, 

with a longer fixation duration on the pedestrianised path than on the on-road path 

toward safety features. This suggests that cyclists fixated longer on safety related 

features when travelling on a pedestrianised path. This could possibly be related to a 

tendency among cyclists to shift their gaze more frequently towards safety related 

elements while at the on-road path, whereas on the pedestrianised path better safety 

conditions provide the capacity to fixate for longer on safety features i.e. a cyclist could 

take his time looking on safety concerning features. 

 

6.5.3 Proportion of fixations: architectural buildings 

There were more fixations towards architectural buildings after dark on the 

pedestrianised path than on the on-road path. However, this effect of path type was 

mitigated during the day. This suggests that cycling after dark on the pedestrianised 

path may encourage more fixations towards architectural buildings.  

An effect of light condition was found for the on-road path only with significantly more 

fixations falling on the Arts Tower during the day than after dark. This suggests that 

cyclists are less likely to fixate on architectural buildings when cycling on an on-road 

path after dark, being the extreme safety condition. Furthermore, there is an effect of 

light as more light encourages fixation on architectural buildings. 
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The reason no light effect was found on the pedestrianised path could be that, because 

this path is theoretically safer (no vehicles permitted), and that the increased fixations 

towards the architectural building after dark had mitigated the possible difference 

between light conditions. 

Both path types produced a similar rate of all fixations during the day. This suggests 

an increased amount of light had encouraged more fixations towards architectural 

buildings on the on-road path. However, there was a significant difference between 

the paths during after dark with higher fixations at the pedestrianised.   

 

6.5.4 Fixations durations: architectural buildings 

In general, fixations durations were similar for both path types and light conditions with 

one exception, the pedestrianised path where there were longer durations of all 

fixations after dark than during the day. This matches the trend found for the durations 

of fixations towards safety and non-safety categories, where the durations were 

significantly longer on the pedestrianised path during the after dark than the day. 

There are several limitations in this study, however, that need to be addressed. The 

first is the fact that this was a field study carried out in a real world environment, it was 

not possible to keep all aspects of the two cycle paths equivalent. One limitation was 

therefore that the Weston Park Museum (pedestrianised path) was located on the right 

side of the path whereas the Arts Tower (On-road path) directly faced the participant. 

These differences in position relative to the direction of the cyclist may have had some 

influence on how often they were observed. The natural direction of a cyclist’s gaze is 

ahead, in their direction of travel e.g. (Vansteenkiste et al., 2014a). This may increase 

the likelihood that a building directly ahead of a cyclist (e.g. the Arts Tower in On-road 

path) is fixated compared with a building to the side of the cyclist (e.g. the Weston Park 

Museum in pedestrianised path). The implication of this is that the difference in 

proportion of fixations towards the buildings on the pedestrianised path and the on-

road path may actually be an underestimate – had Weston Park Museum been 

positioned straight ahead of the cyclist, the proportion of fixations towards this building 

may have been even higher. 

The analysis conducted thus provides only a conservative estimate; however, it is 

suggested to open a useful pathway for future research. 
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6.6 Summary  

A post hoc analysis on data obtained from the main eye-tracking experiment (the 

experiment reported in chapters 4 and 5) was carried in the current chapter to 

investigate how the characteristics of cycle path and different ambient light conditions 

influence cyclists’ perception of non-safety features of the urban environment including 

architectural features being aesthetic elements that were deemed important for 

positive cycling experience in the literature review chapter. 

An increased observation toward such aesthetic features is thought to indicate a 

positive cycling experience. The findings of the current study add to the general output 

of the thesis for three reasons: first, the type of path a cyclist travels on has an influence 

on gaze behaviour (see Section 2.5.2), hence an essential element in cycling context 

was investigated. Second, understanding the influence of light levels on this type of 

perception is deemed important for implications to current road lighting guidelines. 

Third, previous cycling research had focused mainly on the perception of safety related 

features; thus, little is known about non-safety features, for instance aesthetic 

elements such as architectural features, this is a limitation highlighted in the literature 

chapter (See section 2.5). In overall, understanding such perception will inform about 

the quality of cycling experience thus aid cycling promotion efforts. 

Two cycle paths, pedestrianised and on-road, were compared in respect to the 

proportion and duration of fixations after dark and during the day. Light conditions were 

compared on each path separately to isolate the light effect from the cycle path 

variable. 

The results of this analysis, although exploratory, have demonstrated that cyclists are 

generally more likely to fixate on non-safety elements including architectural features 

on a pedestrianised path than on an on-road path. There was also an effect of light on 

the fixation proportion and fixations durations. 

Based on the findings from this study cycling on pedestrianised cycle path and during 

daytime is suggested to improve the quality of cycling experience by increasing the 

observations of aesthetic elements of the surround environment.  
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Chapter 7. Obstacle detection: Method 

 

 

7.1  Introduction 

Previously in chapter 5 the eye-tracking experiment revealed that fixating on the path 

was suggested to be the most critical visual task while cycling than other target 

categories. This could be explained by a tendency among cyclists to search for 

irregularities or obstacles likely to exist on the road surface (Schepers and den Brinker, 

2011; Thompson and Rivara, 2001; Werneke et al., 2015). 

Avoiding such obstacles is important considering the risky consequences such as a 

cyclist falling or swerving while on the road where motor vehicles are present.   After 

dark, the ability of cyclists to detect approaching obstacles is affected by the 

characteristics of, and interaction between, road lighting and bicycle lighting. An 

experiment was conducted to investigate detection performance under different 

lighting conditions. Thus this work had four objectives: 

- Investigate whether an increased amount of road light illuminance improves 

detection performance. 

- Assess the effect of bicycle lighting luminance intensity on detection 

performance. 

- Understand the combined effect of road lighting and bicycle lighting 

characteristics on participants’ obstacle detection performance. 

- Explore the influence of bicycle lamp mounting position on obstacle detection.  

The method of this experiment is explained in the following. 

 

7.2  Apparatus 

Obstacle detection was tested using the apparatus shown in Figure 7.1 below. This is 

a modified version of the apparatus previously used to investigate obstacle detection 

for pedestrians (Uttley et al., 2017). The modifications are (1) test participants were 

seated on a cycle rather than walking on a treadmill, and (2) bicycle lights were 

included in addition to overhead lighting representing road lighting. The apparatus is a 

chamber that is open on one side, where the participant was located and lit from two 
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overhead arrays of LEDs (road light). The chamber has a raised floor containing a 

cylinder that could be raised above the surface by varying heights to simulate different 

sizes of an obstacle. 

The dimensions of the chamber are 2.4 m wide, 2.4 m high and 3.8 m long, with the 

three walls covered in black cotton cloth. The false floor was made from a medium 

density fibre (MDF) board and painted in Munsell N5 grey paint (reflectance = 0.2). 

This paint has a uniform (flat) spectral reflectance and hence a near neutral effect on 

the colour properties of the reflected light. Surfaces with low reflectance were used to 

ensure a low light level, typical of the mesopic range of the current experiment. 

 

Figure 7. 1. Section (Top) and plan (Bottom) of apparatus. 
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The static bicycle, Figure 7.2, was placed at the open end of the chamber. During 

trials, participants sat upon this bicycle to replicate the head/eye posture of a cyclist 

and the cognitive load associated with the physical activity of pedalling. To allow 

pedalling the bicycle was mounted on rollers, but for safety, it was held upright using 

a frame. During trials, participants were instructed to pedal. To encourage pedalling at 

a reasonable speed an alarm sounded if the rotational speed was not within the region 

of 50 to 80 revolutions per minute. 

 

Figure 7. 2. The static bicycle used in the experiment. 

 

7.3  Task details  

This experiment used one obstacle cylinder, of diameter 200mm, located at the centre 

of the false floor. The top and side surfaces of this obstacle were painted with the same 

grey paint as the surrounding floor surface. 

Figure 7.3 shows the servo motor which controls the movement of the obstacle located 

underneath the apparatus floor, the motor is controlled by a computer software 

(python) via a Pololu micro-controller. In this study, only the obstacle at the centre of 

the floor was used (Indicated by the red arrow in Figure 7.3). 

This cylinder was normally flush with the surrounding floor but could be raised to one 

of seven heights (0.5, 2.8, 4.5, 7.1, 11.3, 17.9 and 28.4 mm) to simulate an obstacle. 

The smallest height 0.5 was used as a null condition, meaning participants should not 

be able to detect it. This was intentional to find random responses like when a 

participant keeps pressing the button even without seeing the obstacle raised. 
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The cylinder heights followed a geometric progression ratio of 1.59 (0.2 log unit steps), 

the geometric progression as used for the acuity chart developed by Bailey and Lovie 

(1976). 

 

Figure 7. 3. (Left, top and bottom) The servo motor controls the simulated movement of the central 
obstacle. (Right) The static bicycle facing the apparatus. Part of the floor was removed for 
demonstration. 

 

The same logarithmic progression was implemented in previous studies of obstacle 

detection (Fotios and Cheal, 2009, 2013; Uttley et al., 2017). The range of heights was 

chosen to include response rates of near zero at the smallest height and lower light 

levels to near 100% for the greatest height and higher light levels. Such performance 

trends were found in earlier detection studies, for example a study by Uttley et al. 

(2017) found that detection mean at the smallest obstacle (0.5 mm) was generally near 

zero in all illuminance levels tested (0.2,0.6, 2, 6.3 and 20 lux), whereas for the largest 

obstacle (28.4mm) mean detection reached 100 % for all S/P ratios and age groups 

(young/old) assessed in the experiment. 

Findings by Uttley et al. suggest that the range of heights would produce an 

escarpment of performance, i.e. progressively changing performance as the height 

and light increased. It is in this escarpment that we would expect the other variables 

being investigated (e.g. bicycle lamp mounting position, road light illuminance, bicycle 

luminance) to influence performance. 
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For example, a similar approach of including test conditions where no response is 

expected i.e. the obstacle deliberately not raised during the trial to check for false 

alarms, was implemented by Fotios and Cheal (2013)  in whose obstacle detection 

experiment a total of 160 null conditions (for all of the four participants) were introduced 

to check for false responses and only in 34 occasions false responses were registered 

(a false rate of 0.21) suggesting that participants intended to only respond when the 

obstacle was actually raised. 

In the current study, the centre of the obstacle was positioned 1.2 m from the far wall 

and approximately 2.6 m from the participant’s position on the cycle, giving an eye to 

obstacle distance of approximately 3 m. At this distance, and for an eye level of 1.75m, 

the obstacle subtended a visual size ranging from 0.01° to 0.43° for the range of the 

seven obstacle heights tested in the experiment, see Table 7.1 6. 

Table 7. 1. Calculations of visual size of the seven obstacle heights tested in the 
experiment (visual angle width is 3.65° for all heights). 

Obstacle height Visual angel height 

28.4 mm  0.43° 

17.9 mm 0.27° 

11.3 mm 0.17° 

7.1 mm 0.11° 

4.5 mm 0.07° 

2.8 mm 0.04° 

0.5 mm  0.01° 

 

Each of the seven obstacle heights was presented at two rising speeds (1 and 2 mm/s) 

giving 14 trials per lighting condition. The order in which these 14 trials took place was 

randomised for each lighting condition. 

Using seven obstacle heights necessitated raising the obstacle almost immediately, 

for the detection task to be accurate, and this has to be done several times during each 

trial. Two considerations here: 1) Raising the obstacle at higher speeds than the fastest 

speed used may have resulted in generating distracting noise by the servo motors 

carriers; 2) The quick movement of the obstacle may stimulate the physiological motion 

                                            
 

6 For all heights, the obstacle width was constant, approximately 3.65°. 
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detection systems of the participants and this may have affected the detection 

performance hence producing unrelated data giving that motion detection was outside 

the scope of the current study. 

Therefore, 1 mm/s and 2 mm/s speeds were used to raise the obstacle. The reason 

why two speeds were used instead of one was to validate that there was no effect of 

motion detection between the speeds should no significant difference between them 

will be found when analysing the data. 

The emergent height of the obstacle replicates the visual angle subtended by a static 

obstacle when approached by a cyclist in a real world situation. 

Participants indicated detection by pressing a hand-held response button. If detection 

occurred before the obstacle reached its maximum height it would immediately return 

to lie flush with the surrounding surface (the home position), and a successful detection 

would be recorded. If the obstacle reached its maximum height without the button 

being pressed it would remain at this height for 2 seconds, or until the button was 

pressed (whichever was sooner), before returning to the home position. If the button 

was pressed within this 2 seconds period a detection was recorded, but if not, a miss 

was recorded. For the control condition (0.5 mm obstacle height) the exposure time at 

maximum height was increased to 8 seconds, representing the typical average time of 

other trials, including random time interval and time to reach and remain at the 

maximum height. It was predicted that the 8 seconds control condition would capture 

false positive responses from guessing or pressing the response button randomly. 

A dynamic fixation mark was projected onto the rear wall of the test chamber by 

reflection from a gimbal-mounted mirror. ‘Dynamic’ here means that the location of the 

fixation mark moved (by operation of the mirror gimbal), and the fixation mark changed 

at random intervals from a crosshair (the normal status) to a digit (1 to 9) at random 

intervals between 2 to 6 seconds for 0.2 second duration before returning to the 

crosshair. Participants were instructed to read these numbers aloud, this response 

being recorded and used as a measure of fixation maintenance. The fixation mark 

moved randomly within an ellipse on the far wall, this ellipse having a height of 1.05 m 

and width of 2 m (15.7° x 29.5°) with its centre 1.5 m above the false floor. The 

maximum possible visual angle between the fixation target and the obstacle was 41.4° 

(when at the top of the ellipse), the minimum 18.6° (when at the bottom of the ellipse). 
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Figure 7.4 below illustrates experiment equipment attached at the top of the chamber: 

gimbal-mounted mirror (location is indicated by letter A), the mirror covered by black 

screening and surrounded by cardboard to prevent unwanted light reflections. The 

mirror reflects the fixation mark emitted from the projector (C). The two arrays of LED 

used to replicate road lighting are indicated by the letter (B). During the experiment, 

the normal room light was switched off till the end of the experiment. 

 

Figure 7. 4. View of the underside of the ceiling of the test chamber to show experiment equipment: (A) 
location of a gimbal-mounted mirror (B) Two arrays of LEDs simulating overhead road lighting (C) 
Fixation mark projector. 

 

The fixation target moved with a speed between 14.7° and 36.4° visual arc per second 

on the far wall. The speed was varied randomly each time the target changes 

direction. Figure 7.5 illustrates an example of the path taken by the fixation target from 

the start of a light condition session for 60 seconds period for one trial. 

Many peripheral detection studies have employed a static fixation mark (e.g.Bullough 

and Rea, 2000) and there has been little if any, validation of the degree to which 

fixation was maintained. The purpose of this dynamic fixation target was to maintain 

foveal fixation on the fixation mark, better ensuring the peripheral vision was used for 

the obstacle detection task (Fotios et al., 2016). 
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Figure 7. 5. The fixation target moved randomly and changed speed every time the direction is 
changed, the path of the target during a trial is shown.  

 

7.4 Lighting  

The test area was lit from above by two arrays of LEDs as shown in Figures 7.1 and 

7.4. Each array was comprised of six clusters of four types of LED, red, green, blue 

and amber. Acrylic casted diffusers (3 mm thick) were positioned before each LED 

group to enhance the uniformity and colour mixing of the light emitted. 

The control system allowed the intensity of each type of LED to be independently 

modulated, thus allowing a wide range of unique spectra to be set. The illuminance 

provided by these arrays was varied but only one SPD and colour coordinates were 

used (S/P=1.6; x= 0.46 and y= 0.42, respectively) this value falls within the traditional 

range of S/P ratios found in road lamps (Boyce, 2014). The SPD patterns of road and 

bicycle lighting are shown in Figure 7.6. Tests were carried out under three horizontal 

illuminances, 0.2, 2.0 and 20.0 lux, as measured at the centre of the obstacle, and a 

fourth condition in which the LED array was switched off. The three road lighting 

illuminances bracket the illuminances recommended in UK road lighting guidelines e.g. 

BS 5489-1:2013 (BSI, 2013). 

To measure the light falling on the obstacle several metrics can be used e.g. 

luminance, semi-cylindrical, illuminance, etc. In this study, horizontal illuminance was 

used to characterise road lighting, this being the metric used in road lighting guidelines 

(e.g.BS 5489-1:2013), while luminance was used to describe intensity of bicycle light, 

to enable better distinction. 

Furthermore, the illuminance values tested are replicating values tested in earlier 

studies (Fotios and Cheal, 2009, 2013; Uttley et al., 2017), to enable comparability. 
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Figure 7. 6. Spectral power distributions SPD (normalised to a peak response of unity) for the LED 
array simulating overhead road lighting and for the bicycle lamp. 

 

A second light source simulated a forward-facing bicycle-mounted lamp (LED Lenser 

model H14R.2), the bicycle lighting introduces many additional variables: mounting 

location on the bicycle, beam angle and direction, luminance and SPD. 

Careful consideration of these variables may lead to improved lamp design and 

guidelines. Improving the performance of the bicycle lamp was the focus of some 

recent studies (Cai et al., 2014). In the current experiment, two variables of bicycle 

light were investigated; mounting height and luminance (light intensity). The three 

mounting positions were the wheel hub, handlebar or cyclists’ helmet, these giving 

heights above ground level as shown in Table 7.2. 

Table 7. 2. Description of mounting positions of the bicycle lamp and the length of 
the shadow cast from the raised obstacle at 28.4 mm height. 

Location Height of lamp 

above floor (mm) 

Beam direction Length of obstacle 

shadow 

Handlebar 1370 20° below horizontal 100 mm 

Helmet 1830 35° below horizontal 40 mm 

Hub 565 Horizontal 150 mm 
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Changing the bicycle lamp mounting position is hypothesised to influence the contrast 

between the facing side of the raised obstacle and its surround area. 

Figure 7.7 shows the influence of changing light source projection angel on the side, 

top and surround of an object. The (left) image was taken while the light source was 

projected from the helmet position while the (right) image representing lighting from 

the hub projection angel. The changes in appearance and conspicuity of the object in 

the figure demonstrate the influence that different bicycle lamp mounting positions 

might have on the object visibility.  

 

Figure 7. 7. The light projected from the helmet position (left) and from the hub (right) demonstrating 
how a change in bicycle light position influences the contrast between the side, top and surround of an 
object hence its conspicuity. 

 

These positions were in a single vertical line, 1370 mm from the obstacle centre, at 

the centre line of the bicycle. At the three locations, the bicycle lamp was aimed so 

that the obstacle was approximately in the centre of the beam, with the leading edge 

in the same position. 

The difference in mounting position had an influence on the length of shadow cast from 

the raised obstacle, Figure 7.8 demonstrates the shadow cast onto the floor when the 

obstacle is raised to the maximum height (28.4 mm) with bicycle lamp set at 1.0 cd/m² 

and road light switched off for the three mounting positions. 

Figure 7.9 shows the arm used to alter bicycle light position, as well as the bicycle 

lamp covered partially by black cardboard to prevent glare. Changing the mounting 

position of the bicycle lamp created different beam patterns on the floor surface ahead 

of the cyclists as shown in Figure 7.10. 
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Figure 7. 8. Obstacle shadow patterns of the hub, handlebar, and helmet positions, respectively. 

 

For luminance values, the bicycle lamp was either switched off or set to 0.1, 0.32 and 

1.0 cd/m² as measured on the side of the raised obstacle facing the observer. 

As with road lighting illuminances, these luminances were chosen to offer an interval 

of one log unit (0.1 to 1.0 cd/m²) and the halfway point (0.32 cd/m²).  These levels were 

tested in previous studies. For example, Bullough and Rea (2000) tested a range of 

light luminance (3, 1, 0.3 and 0.1 cd m²) against peripheral detection task and found 

no large improvement in performance after 1 cd m² level. Also, He et al. (1997) found 

that reaction performance does not improve significantly beyond 1.0 cd m². 

In the current study, using luminance levels that replicate or fell in the range of levels 

assessed previously allows for comparability with previous studies. Using luminance 

level of 1.0 cd m² and lower enables the production of performance escarpment that 

progresses from lower to a higher level allowing the demonstration of the effect of 

different light properties on performance, on the contrary using levels above 1 cd/m² 

will diminish this opportunity as no improvement in performance was found by earlier 

similar studies.  

Change in luminance was achieved using the lamp’s built-in control, with a neutral 

density filter (25% light transmission) placed directly in front of the lamp at all times to 

reduce its light output. A fibre optic cable located in the periphery of the beam, light 

sensor (TSL2591 and Arduino microcontroller) allowed accurate adjustment to 

predetermined intensities and corresponding to luminances of the obstacle side, and 

monitoring/logging of the intensity during trials. The bicycle lamp spectrum had a 

correlated colour temperature of 6500K, a general colour rendering index of Ra=75, 

and a S/P ratio of 2.1. 
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For the current purpose, it would have been ideal if the two sources of lighting (road 

and bicycle) had the same SPD so that any differences in detection could be ascribed 

fully to light source location and light level. However, this was not possible given that 

the bicycle lamp has a higher S/P ratio (2.1) than the road lighting (1.6) this would be 

expected to increase the detection of peripheral obstacles as a higher S/P was found 

beneficial for such detection performance (Uttley et al., 2017). 

For contrast calculations either between the side of the raised obstacle and the 

surrounding area for all light combinations see Appendix E. The contrast between 

these surfaces, in theory, should have a role in detection ability, this meant a higher 

contrast value could be better for detection and vice versa (Akashi et al., 2014). This 

was tested in the experiment and compared against detection performance as will be 

discussed in the following chapter.  

 

Figure 7. 9. (Left) The bicycle lamp covered partially by black cardboard to prevent glare also a 
neutral density filter placed in front of it to reduce its light output. (Right) the arm used to alter the 

bicycle lamp position. 

 

Figure 7. 10. Beam pattern on the floor surface ahead of the cyclists when the bicycle-mounted lamp 
was located at the helmet (left), handlebar (middle) and wheel hub (right). 

 

7.5 Procedure  

Three experiments were carried out, each using ten participants, and each were paid 

a small fee as an incentive. The thirty test participants included twelve males and 

eighteen females, and their ages ranged from 18 to 36 years with an overall mean age 



 

177 
 

of 26 years. Thirteen participants wore their normal corrective lenses during 

experiment. 

Initially, the normal vision was confirmed using a Landolt ring acuity chart and the 

Ishihara test for colour blindness (Same procedures as those described under Section 

4.6). A twenty-minute period was allowed for dark adaptation; during this time the test 

procedure was explained and participants were given time to become accustomed to 

pedalling the bicycle. 

A practice session was included to introduce the fixation task and the obstacle 

detection task (pressing the response button if they noticed a raised obstacle). Practice 

trials consisted of 12 sessions. The practice period sessions progressed from easy to 

more demanding. For example, the obstacle height was reduced gradually reaching 

the lowest height at the end of the practice. The fixation target follows the same 

progressive difficulty, in the beginning, it was static and closer to the obstacle then 

altered to moving mode and or changed to numbers. 

In trials, participants were instructed to fixate upon the fixation target, stating aloud any 

digits that appeared, whilst pedalling and pressing the response button if they detected 

a raised obstacle. To encourage participants to maintain a foveal gaze on the moving 

fixation target the experimenter stated that the fixation target task should be their 

primary focus. 

For each lighting condition, a period of approximately three minutes was required to 

complete the 14 detection trials. If the participant requested a break, or if four 

consecutive conditions had been completed, a short rest period was taken 

(approximately 3-4 minutes) until the participant was ready to resume. 

Experiment 1 examined variations in road lighting and bicycle lighting but the latter 

was retained in only one position, mounted on the handlebar, this being a common 

location for bicycle lamps. The ten test participants (6 males, 4 females, aged 18-36 

years, an age mean of 27 years, four wore corrective lenses) each completed trials 

under the 16 conditions (4 road lighting illuminances: 0, 0.2, 2.0 and 20 lux; 4 bicycle 

light luminances: 0,0.1,0.32, 1.0) in a random order within a single two-hour test 

session see Figure 7.11. 

Experiment 2 examined the effect of varying the location of the bicycle lamp (change 

in vertical height) and did so with only one bicycle light luminance, 0.32 cd/m², the 
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middle of the three cycle lamp settings used in experiment 1. The four road lighting 

illuminances were retained (0, 0.2, 2.0 and 20 lux). The three vertical positions of the 

bicycle lamp were equivalent to the cyclist’s helmet, the handlebars, and the wheel 

hub. The ten test participants (2 males, 8 females; aged 19 to 36 years, an age mean 

of 27 years, three wore corrective lenses) each completed trials under all twelve 

conditions in random order, see Figure 7.11. 

The results of experiments 1 and 2 were analysed to devise a hypothesis to be tested 

in experiment 3. Initially, a small number of conditions were chosen to confirm the 

apparent benefit of the hub-mounted bicycle lamp over a handlebar or helmet mounted 

lamp, in terms of increasing obstacle detection rate, with further conditions included to 

replicate conditions used in experiments 1 and 2 to enable cross-checking of the 

results. These conditions fell into a repeat of experiment 1 but with the bicycle lamp 

mounted on the wheel hub rather than the handlebar. Thus Experiment 3 examined 

variations in road lighting and bicycle lighting with the latter lamp mounted on the wheel 

hub. The ten test participants (4 males, 6 females; aged 18 to 35 years, an age mean 

of 24 years, six wore corrective lenses) each carried out trials under all 16 conditions 

(4 road lighting illuminances: 0, 0.2, 2.0 and 20 lux; 4 bicycle light luminances: 

0,0.1,0.32, 1.0) in random order. 
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Figure 7. 11. Experiments 1, 2 and 3 showing road light illuminances, bicycle light luminances and bicycle lamp position(s) at each experiment. 

 

7.6 Summary  

The method implemented to measure obstacle detection performance under variations of: road light; bicycle light, and mounting 

position was described in this chapter. The mounting position of the bicycle lamp was varied to three locations: the hub, handlebar 

and helmet, to evaluate the effect on participants’ detection ability. The study was divided into three consequent experiments (1,2 

and 3). The aim was to study the effect of the previously described variables on obstacle detection, being a critical visual task for 

cyclists as per the results of the main eye-tracking experiment (Chapter 5). In the next chapter, the results and discussion of the 

obstacle detection experiment will be provided. 
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Chapter 8. Obstacle detection: Results and discussion 

 

 

8.1 Introduction 

Chapter 7 described the apparatus used in the experiment, the aim of which was to 

investigate cyclists’ ability to detect an approaching obstacle using peripheral vision 

under different combinations of road light illuminance and bicycle light luminance. This 

chapter reports and discusses the results. The objectives were to reveal whether 

different intensities of road light and bicycle light aid cyclists’ visual detection 

performance when used separately and/or together. The effect of bicycle lamp 

mounting position on detection performance was also evaluated. 

Three sequential experiments were conducted. Experiment 1 tested variations of road 

and bicycle light when the latter was mounted on the handlebar position. Experiment 

2 used only one bicycle luminance and three mounting positions: helmet, handlebar, 

and the hub. Based on the findings of experiments 1 and 2, experiment 3 repeated the 

light combinations tested in experiment 1 but with the bicycle lamp mounted on the 

wheel hub. This was to establish whether detection improves when the position of the 

bicycle lamp changes. 

Normality analysis was performed using a range of statistical and graphical measures 

(central tendency, distribution, Kolmogorov-Smirnov, and Shapiro-Wilks). These 

showed that experiment 1 data, as well as data for experiments 2 and 3, were not 

drawn from a normally distributed population (see Appendix D). Hence, statistical 

analyses were conducted using non-parametric, repeated measures tests. 

 

8.2 Fixation target identification 

During trials, the fixation mark changed at random intervals from a crosshair to a 

single-digit number. This occurred 40 times on average in each test condition. Test 

participants were required to read this number aloud. The degree to which test 

participants could accurately read these numbers provided an estimate of their 

attention towards the fixation task and hence ensured that the detection target was 

maintained in peripheral vision. The overall correct identification rate for all three 
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experiments was 88% (Standard deviation= 4.2 %). The rates for each separate 

experiment were 91% (experiment 1), 90% (experiment 2), and 84% (experiment 3). 

This indicates satisfactory attention towards the fixation target. It was therefore 

deduced that there was a tendency for participants, as instructed, to direct their gaze 

towards the fixation mark; thus, the obstacle is suggested to had been detected using 

peripheral vision. 

 

8.3  Obstacle speed  

In each trial, the seven obstacle heights were raised twice, once at a speed of 1 mm/s 

(slower speed) and another at 2 mm/s (faster speed). Detection performance under 

each speed was compared to determine whether this influenced detection. 

Normality assessments were conducted on two datasets: the detection rate for all 

obstacle heights (seven heights) and the detection height for the largest obstacle (28.4 

mm): the height of the obstacle at the moment of detection even before reaching its 

maximum at 28.4mm. The largest obstacle will be referred to as the ‘emergent 

obstacle’. Neither data sets were drawn from a normally distributed population (see 

Appendix D). 

Detection rate data were analysed using the McNemar test (non-parametric, ordinal 

data) (Field, 2013). This analysis included all the seven obstacle heights (190 

comparisons conducted for all experiments). The results indicated no significant 

difference in the detection rate between the two speeds. 

Emergent obstacle data was then analysed using the Wilcoxon signed rank test (non-

parametric, repeated measures). For experiment 1, this was carried out for the 15 light 

conditions (no light condition was removed). The effect of obstacle speed on detection 

performance was significant (p < 0.05) in 12 conditions. The slower obstacle speed (1 

mm/s) yielded a lower detection height (median = 4.2 mm) across all conditions than 

the faster speed (median = 6.8 mm). 

In experiment 2, comparisons of obstacle speed revealed significant differences in 4 

out of 12 light conditions, with the slower speed producing lower detection heights 

(median = 4.45 mm across all conditions) than the faster speed (median = 6.6 mm). 

Experiment 3 yielded a significant difference between the two speeds in six of the 15 

light conditions. Again, the slower speed produced lower detection heights (median = 
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3.1 mm) than the faster speed (median = 4.1 mm). Experiments 1 and 3 tested the 

same light combinations while varying the mounting position of the bicycle lamp from 

the handlebar to the hub. The smaller number of significant conditions in experiment 

3 (6 conditions) compared to experiment 1 (12 conditions) could therefore be related 

to an improvement in detection performance caused by a better bicycle lamp mounting 

position (see Section 8.6.2). 

Tables 8.1, 8.2, and 8.3 show the median detected height of the emergent obstacle 

under each light condition and the two speeds. 

Table 8. 1. Experiment 1 median detection height (mm) of the emergent obstacle under all light 
conditions for the two speeds: slower = 1mm/s and faster = 2 mm/s. 

Road light 

(lux) 

Speed Median detection height (mm) of the emergent 

obstacle under varied bicycle luminance 

0 0.1 cd/m2 0.32 cd/m2 1.0 cd/m2 

0 1 mm/s N/A¹ 6  6.1  3.9  

 2 mm/s N/A 10.05 7.45 7.2 

0.2 1 mm/s 5.45  8.9  5.45  4.8  

 2 mm/s 7.6 11.75 8.85 6.8 

2 1 mm/s 3.25  5.85  5.9  4.25  

 2 mm/s 5 5.75 9.05 7.75 

20 1 mm/s 3.2  2.75  2.85  3.4  

 2 mm/s 4.95 4.35 4.6 4.45 

¹ The condition where the road light and bicycle light was switched off was excluded. 

 

Table 8. 2. Experiment 2 median detection height (mm) of the emergent obstacle under all light 
conditions for the two speeds: slower = 1mm/s and faster = 2 mm/s. 

Road light 

(lux) 

Speed Median detection height (mm) of the emergent 

obstacle under varied bicycle luminance 

 Helmet Handlebar Hub 

0 1 mm/s  11.75 5.35 2.3 

 2 mm/s  13.2 6.45 4.25 

0.2 1 mm/s  8.65 6.9 2.35 

 2 mm/s  10.6 8.8 5.2 

2 1 mm/s  6.45 5.3 3.95 

 2 mm/s  10.2 9.85 6.35 

20 1 mm/s  3.8 3.65 3.55 

 2 mm/s  5.05 5.2 5.3 
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Table 8. 3. Experiment 3 median detection height (mm) of the emergent obstacle under all light 
conditions for the two speeds: slower = 1mm/s and faster = 2 mm/s.  

Road light 

(lux) 

Speed Median detection height (mm) of the emergent 

obstacle under varied bicycle luminance 

0 0.1 cd/m2 0.32 cd/m2 1.0 cd/m2 

0 1 mm/s N/A¹ 2.8  2.05  3  

 2 mm/s N/A 3.75 3.9 3.6 

0.2 1 mm/s 5  3  2.2  2.3  

 2 mm/s 6.7 3.8 3.8 2.6 

2 1 mm/s 3.8  4.55  4.75  2.7  

 2 mm/s 4.35 6.8 6.35 4.1 

20 1 mm/s 2.75  3.4  3.05  2.8  

 2 mm/s 2.65 4.5 4.9 5.9 

   ¹ The condition where the road light and bicycle light were switched off was excluded. 

 

The difference in detection performance between speeds is suggested to be a function 

of a latency effect (Uttley et al., 2017). This occurs when the obstacle travels for a 

greater distance under the faster speed than the slower speed, even if the participant 

visually detects the obstacle at the same moment for each speed. This effect is 

explained by Uttley (2015) who used the same apparatus employed in the current 

study. In Uttley’s study, the latency difference between speeds was 1.25 seconds 

between the moment the obstacle was noticed and the moment the participant pressed 

the response button to register detection. During this latency period, the obstacle 

travelling at 2 mm/s covered an additional distance of 1.25 mm compared with the 

obstacle travelling at 1 mm/s. 

When this distance was deducted from the detection height data for 2 mm/s in the 

three experiments and the Wilcoxon test was reapplied, the difference between the 

two speeds was no longer suggested to be significant. 

Thus, the difference between detected heights under each of the two speeds found in 

the three experiments was attributed to the extended distance covered by the obstacle 

at the faster speed and did not necessarily reflect an impact of speed on detection 

performance. 

It was therefore concluded that the increasing speed of the obstacle did not have a 

significant effect on detection performance. Consequently, in the subsequent analyses 
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of detection rate and detection height, the data used will be the mean outcome of the 

two speeds for each height of the seven and light condition across the study sample.  

 

8.4  Results of experiment 1 

Experiment 1 examined 16 light combinations (4 road light illuminances and 4 bicycle 

light luminances) with the bicycle lamp mounted on the handlebar, see Table 8.4. 

 

Table 8. 4. Road light and bicycle light levels tested in experiment 1 with the bicycle lamp 

always mounted on the handlebar. 

Tested variables Values  

Road lighting illuminance (lux) 0, 0.2, 2.0 and 20 

Bicycle lighting luminance (cd/m²) 0, 0.1, 0.32 and 1.0 

Bicycle lamp position Handlebar 

 

8.4.1 Detection rate  

As stated earlier in Section 8.3, the detection rate data were not normally distributed. 

Moreover, because the data were essentially discrete and not continuous (ordinal 

data), which means the value for any participant will be 0, 0.5, or 1 rather than any 

value between 0 and 1, it will never appear to be 'normally' distributed. 

Non normally distributed data traditionally calls for use of the median rather than the 

mean when reporting results. However, this was not the case when producing the 

graphs in Figure 8.2. This was because the mean provides clearer curve lines and 

thus demonstrates with greater clarity the correlation between increased detection rate 

and the increased height of the obstacle. 

If the median was used the curves would have generally overlapped (not seen) as the 

result would have = 1 in most conditions. Using a median in such situations is therefore 

not recommended. For example, Fagerland et al. (2011) argued that using the median 

to report the results of a discrete numerical variable could yield an inaccurate measure 

of central tendency giving the limited number of possible values it could report (similar 

to the detection rate variable in the current study). Moreover, the mean is still able to 

give a good indication of the central tendency in the data. 
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To further illustrate the difference between using the median or the mean, Figure 8.1 

reports the median and can be compared with the graphical use of the mean in Figure 

8.2. 

However, when conducting statistical comparisons between the two speeds (1 and 2 

mm/s), a non-parametric McNemar test was used. This emphasises that the use of the 

detection mean for each of the seven obstacle heights in Figure 8.2 was ultimately 

illustrative. The author is aware that using the median for non-parametric data has 

more support in the literature than using the mean; however, for a discrete numerical 

variable such as the detection rate its use is debateable (Fagerland et al., 2011).  

 

Figure 8. 1. Median obstacle detection rate when i) road light is switched off and ii) at 0.2 lux 

under varying bicycle luminances for the seven obstacle heights tested in experiment 1.  

 

Figure 8.2 shows the mean detection rate plotted against the seven obstacle heights 

for all combinations of road illuminances and bicycle luminances. It indicates that the 

detection rate increased to almost 100% with larger obstacle heights, compared with 

almost 0% detection rate for the smaller heights. 
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Figure 8. 2. Mean obstacle detection rate plotted against obstacle heights for experiment 1. The four separate graphs display the four road light illuminances 
while the four lines in each graph display the bicycle light luminance. 
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8.4.2 Detection height  

The analysis reported in this section includes height at the moment the emergent 

obstacle was detected, as participants had usually detected the obstacle before it 

reached its maximum height. 

Only data for the largest obstacle were used (28.4 mm), reducing the possibility of a 

floor effect that is predicted have lower obstacle heights were used instead and no 

detection is made before the obstacle reaches its maximum height. In such cases, ‘no 

detected height’ will be recorded as the opportunity for detection will be minimised by 

the lower height of smaller obstacles comparing to using the maximum height. 

Figure 8.3 and Table 8.5 present the median detection height for each light condition 

in experiment 1. If only 0 cd/m² bicycle light is considered, a higher illuminance level 

clearly allows smaller obstacles to be seen; this is similar to the results found in 

previous research (Fotios and Cheal, 2013; Uttley et al., 2017). At each of the three 

road light illuminances, switching on the bicycle lamp provided no benefit as obstacle 

detection performance did not improve. At lower road light illuminances (0.2 and 2.0 

lux), there was a clear difference in performance between the three bicycle light 

luminances; however, this difference disappeared at a higher road light illuminance 

(20 lux). For the lowest bicycle light luminance (0.1 cd/m²), there was a steady 

improvement in obstacle detection as road light illuminance increased. Nonetheless, 

obstacle detection first decreased and then increased for the two higher bicycle light 

luminances (0.32 and 1.0 cd/m²), indicating a possible impact of contrast reversal on 

detection. Contrast reversal is the result of bicycle light reducing the difference in 

luminance level between the side of the obstacle and the area immediately ahead of it 

(surround). This makes the obstacle less conspicuous (see Appendix E for luminance 

measurements at the surround and the side of the obstacle for the three experiments; 

and Section 8.9.3 for detailed discussion of the contrast effect on detection 

performance). 
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Figure 8. 3. Results of experiment 1: Median detection height of the emergent obstacle for varying 
levels of illuminance and luminance. The bicycle light was located on the handlebar. 

 

Table 8. 5. Results of experiment 1: Median detection height of the emergent obstacle for each light 
combination. The bicycle light was located on the handlebar. 

Road 

light 

(lux)  

Median detection height (mm) of the emergent obstacle 

under varied bicycle luminances 

0 0.1 cd/m2 0.32 cd/m2 1.0 cd/m2 

0 25.1 7.12 7.02 5.25 

0.2 6.65 10.0 7.28 6.52 

2 4.20 6.85 9.80 5.85 

20 4.12 3.68 3.78 4.20 

 

The data for 15 of the 16 test conditions were statistically analysed. The results from 

trials with no road or cycle lighting were omitted as they were used for a validation 

comparison, see Section 8.8. 

A standard threshold of p < 0.05 was used to indicate significant effects for all statistical 

tests and no adjustments were made. Rather than focus on any single test, the overall 

pattern of results is considered when drawing conclusions about significance. 

Comparing the 15 conditions using Friedman’s test (non-parametric, repeated 

measures test) suggested that changes in road and bicycle lighting were significant in 

all light combinations (p < 0.05), except when bicycle light was at the highest luminance 

(p = 0.072) or the road illuminance was highest (p = 0.435), see Tables 8.6 and 8.7. In 
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such situations where no significant difference was identified, changes in road light 

levels or bicycle light levels resulted in similar detection performance. 

Using the Wilcoxon test (non-parametric, repeated measures test), while the bicycle 

light was switched off, when increasing road illuminance from 0.2 lux (median = 6.65 

mm) to a higher level of 2.0 lux (median = 4.20 mm) or 20 lux (median = 4.12 mm) 

resulted in a significant increase in detection, with p-values of 0.012 and 0.017, 

respectively. Conversely, increasing road light above 2.0 lux did not result in any 

significant increase in detection (p =0.8), as shown in Table 8.6. 

A similar effect was found in previous studies where detection reached a performance 

plateau at 2 lux level (Fotios & Cheal, 2013; Uttley et al., 2017). 

At 0.2 lux, adding bicycle light resulted in either a significant decrease or no 

improvement in detection (Friedman’s p = 0.054, Wilcoxon p = 0.036 when changing 

from 0 cd/m² (median = 6.65 mm) to 0.1 cd/ m² (median= 10 mm), which indicated 

reduced detection. For the same level of road light, altering the bicycle light from 0 

cd/m² to either 0.3 (median= 7.28 mm) or 1.0 cd/m² (median= 6.52 mm) did not improve 

detection (Wilcoxon p = 1.000 and 0.674 for these conditions, respectively). 

In general, switching on the bicycle light did not increase detection regardless of the 

luminance level. With 2 lux road lighting, the addition of bicycle lighting at any 

luminance level significantly decreased detection performance, as shown by the 

Friedman’s result for all combinations at this road light level (p= 0.027). Wilcoxon 

paired test p-values when bicycle light was adjusted from 0 cd/ m² (median= 4.20 mm) 

to 0.1 (median= 6.85 mm), 0.3 (median= 9.80 mm), or 1 cd/m² (median= 5.85 mm) 

were 0.008, 0.038, and 0.021, respectively (see Table 8.7). 

At 20 lux road light, using bicycle light (all luminance levels) had no significant effect 

on detection (Friedman’s p = 0.435), as shown in Table 8.7. 

Switching from 0.2 to 20 lux significantly improved detection at all cycle light levels 

(Wilcoxon p < 0.05, see Table 8.6). However, this was likely to be due to the increase 

in road light level from very low to very high, it is not necessarily an influence of bicycle 

light. 

If the increase in illuminance was small (e.g., 0.2 to 2.0 lux, or 2.0 to 20 lux), then the 

increase at all bicycle light luminances was inconsistent, as shown in Table 8.6.  
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The findings of experiment 1 suggest that bicycle light did not improve detection; on 

the contrary, it reduced detection on several occasions. 

 

Table 8. 6. Friedman and Wilcoxon tests of the effect of constant bicycle light and varied road light 
(experiment 1) on the detection of the emergent obstacle. 

Bicycle 

light 

(cd/m²) 

Light 

combinations 

(No). 

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

0 - 0.2 

lx 

0 - 2.0 

lx 

0 - 20 

lx 

0.2 - 2.0 

lx 

0.2 - 20 

lx 

2.0 - 20 

lx 

0 3 (0.008) - - - (0.012) (0.017) 0.8 

0.1 4 (0.001) 0.110 0.170 (0.007) (0.012) (0.008) (0.03) 

0.3 4 (0.008) 0.44 0.26 (0.009) 0.401 (0.005) (0.028) 

1.0 4 0.072 0.103 0.515 0.08 0.767 (0.021) 0.139 

Note: Values in bold and between brackets indicate significant p-values 

 

Table 8. 7. Friedman and Wilcoxon tests of the effect of constant road light and varied bicycle light 
(experiment 1) on the detection of the emergent obstacle. 

Road 

light 

(lux) 

Light 

Combinations 

(No). 

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

0 - 0.1 

cd/m² 

0 – 0.3 

cd/m² 

0 – 1.0 

cd/m² 

0.1 – 0.3 

cd/m² 

0.1 – 1.0 

cd/m² 

0.3 – 1.0 

cd/m² 

0 3 (0.014) - - - 0.508 (0.005) 0.114 

0.2 4 0.054* (0.036) 1.000 0.674 (0.021) (0.008) 0.114 

2.0 4 (0.027) (0.008) (0.038) (0.021) 0.123 0.327 0.214 

20 4 0.435 0.959 0.799 0.26 0.575 0.722 0.441 

Note: Values in bold and between brackets indicate significant p-values.  
* P-value on the edge of significance threshold.   

 

8.5  Results of experiment 2 

Experiment 2 examined 12 lighting combinations comprising four road lighting 

illuminances, one bicycle light luminance (0.32 cd/m²), and three bicycle light positions: 

helmet, handlebar, and hub. The experiment aimed to determine whether the mounting 

position of a given bicycle lamp would affect detection. One luminance was 

intentionally selected instead of testing the three, like the case in experiment 1 and 3, 

to better isolate the effect of bicycle light mounting position, see Table 8.8.  
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Table 8. 8. Road light levels and one bicycle light level were tested in experiment 2 with the bicycle 
lamp in three positions: handlebar, helmet, and hub. 

Tested variables Values  

Road lighting illuminances (lux) 0, 0.2, 2.0 and 20  

Bicycle lighting luminance (cd/m²) 0.32  

Bicycle lamp positions Handlebar, helmet ,and hub 

 

8.5.1 Detection rate  

Figure 8.4 shows the mean detection rate for the three bicycle light positions. The 

graphs illustrate the advantage of the hub position over other mounting positions, this 

is specifically true at 0.2 lux and no road light. In general, the detection rate was 

enhanced by both larger obstacle heights and higher road light illuminance, which is 

similar to the patterns of experiment 1. 

 

8.5.2 Detection height  

Detection height data for the emergent obstacle are presented in Figure 8.5 and Table 

8.9. Both figures show that, at lower road lighting illuminances, detection was best for 

the hub mounted position and poorest for the helmet. This difference disappeared at 

the highest road light levels suggesting that the effect of mounting position is mitigated 

at these levels. 

The Friedman test indicated that the mounting position had a significant effect in two 

cases, when the road lighting was switched off and at the lowest illuminance (0.2 lux), 

with p-values = 0.002 and 0.001, respectively. However, no significant effect was found 

at higher illuminances (2.0, 20 lux), with p-values = 0.202 and 0.407, respectively, as 

shown in Table 8.11. This was confirmed for each pair of mounting locations using the 

Wilcoxon test (see Tables 8.10 and 8.11). The hub mounted lamp was best for 

detection at no road light and 0.2 lux, whereas the poorest detection was found for the 

lamp in the helmet position. 
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Figure 8. 4. Mean obstacle detection rate plotted against obstacle heights. The four separate graphs display the four road light illuminances: the three lines in 
each graph display the bicycle light mounting position. (HELM = helmet, HAND = handlebar and HUB = wheel hub). 
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Figure 8. 5. Results of experiment 2: Median detection height of the emergent obstacle in respect to 
varied illuminance levels when the bicycle lamp was mounted on either the helmet, handlebar, or wheel 
hub. The bicycle light was set to provide a target luminance of 0.32 cd/m² for all trials. 

 

Table 8. 9. Results of experiment 2: Median detection height of the emergent obstacle for each 
combination of road light illuminance and bicycle light position. The bicycle light was set to provide a 
target luminance of 0.32 cd/m² for all trials. 

Road 

light 

(lux) 

Median detection height (mm) of the emergent 

obstacle under varied luminances 

Helmet Handlebar Hub 

0 12.5 6.3 3.32 

0.2 10.1 8.35 3.7 

2.0 8.98 9.78 5.18 

20 4.12 4.65 4.22 

 

Table 8.10 presents the results of Friedman and Wilcoxon tests for the three mounting 

positions and varied road light. 

When the bicycle light was in either the helmet or hub position, changes in road light 

illuminances were significant (Friedman’s p = 0.002 for both positions). However, no 

significant effect was found for handlebar position (p = 0.142). 
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Wilcoxon paired tests (p < 0.05) for helmet position showed that increasing road light 

from no road light (median= 12.5 mm); 0.2 lux (median= 10.1 mm), or 2 lux (media= 

8.98 mm) to 20 lux (median= 4.12 mm), yielded significantly better detection 

performance (p = 0.013, 0.005, and 0.007, respectively). 

The better detection performance at 20 lux was assumed to be a function of the 

substantial increase in road illuminance rather than an effect of bicycle light position, 

and was similar to the pattern in experiment 1. 

A significant decrease in detection perfromance was found in the hub position when 

illuminace was increased to 2 lux (median = 5.18 mm) from no road light (median =  

3.32 mm); or from 0.2 lux (median = 3.7 mm) (p = 0.005 and 0.013, respectively). This 

decrease was believed to be casued by contrast reversal i.e., a reduced contrast 

between the obstacle side and the surround area. 

 

Table 8. 10. Friedman and Wilcoxon tests of the effect of fixed bicycle lamp position and varied road 
light (experiment 2) on the detection of the emergent obstacle. The bicycle light was always on 0.32 

cd/m².  

Bicycle 

light 

position 

Number of  

light 

combinations  

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

0 - 

0.2 lx 

0 - 2.0 

lx 

 0 - 20 

lx 

    0.2 - 2.0 

lx 

0.2 - 20 

lx 

2.0 -  20 

lx 

Helmet 4 (0.002) 0.959 0.139 (0.013) 0.083 (0.005) (0.007) 

Handlebar 4 0.145 0.169 0.878 0.285 0.646 (0.037) 0.241 

Hub 4 (0.002) 0.26 (0.005) 0.093 (0.013) 0.285 0.139 

Note: Values in bold and between brackets values indicate significant p-values 

 

Table 8.11 presents statistical comparisons at constant road light and varied bicycle 

light positions. Altering the bicycle lamp mounting position was significant only when 

the road light was switched off or at 0.2 lux (Friedman’s p= 0.002 and 0.001, 

respectively). Wilcoxon paired comparisons (p < 0.05) for no light and 0.2 lux 

conditions revealed significant effects for all positions, with paired comparisons 

showing the hub position achieving the best detection performance, particularly at no 

road light (median= 3.32 mm) and 0.2 lux (median= 3.7 mm). It was significantly better 

than the handlebar position which at no road light (median= 6.3 mm) was p= 0.013 

and at 0.2 lux (median = 8.35 mm) p = 0.009. Wilcoxon comparisons also showed that 

the hub was better than the helmet position at no road light and 0.2 lux (p = 0.007 and 
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0.005, respectively). The results demonstrated that at no road light and 0.2 lux levels, 

mounting the bicycle light at hub position improved detection performance. 

 

Table 8. 11. Friedman and Wilcoxon tests of the effect of constant road light and varied bicycle light 
positions (experiment 2) on the detection of the emergent obstacle. The bicycle light was always on 

0.32 cd/m².   

Road 

light 

(lux) 

Number of 

light 

combinations 

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

Helmet – 

handlebar  

Helmet – 

Hub 

Handlebar 

- Hub 

0 3 (0.002) (0.013) (0.007) (0.013) 

0.2 3 (0.001) (0.015) (0.005) (0.009) 

2.0 3 0.202 0.646 (0.022) 0.575 

20 3 0.407 0.241 0.169 0.610 

Note: Values in bold and between brackets indicate significant p-values 

 

8.6 Results of experiment 3 

Experiment 3 examined 16 lighting combinations using the same conditions as in 

experiment 1; however, the bicycle lamp was mounted on the wheel hub rather than 

on the handlebar, see Table 8.12. 

 

Table 8. 12.  Road light and bicycle light levels tested in experiment 3 with bicycle lamp mounted on 

the hub position. 

Tested variables Values  

Road lighting illuminances (lux) 0, 0.2, 2.0 and 20 

Bicycle lighting luminances (cd/m²) 0, 0.1, 0.32 and 1.0 

Bicycle lamp position Hub 

 

8.6.1 Detection rate 

Figure 8.6 shows the mean detection rate plotted against the seven obstacle heights. 

As found in experiments 1 and 2, the detection rate increased with larger obstacle 

heights and higher road light levels. 
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Figure 8. 6. Mean obstacle detection rate plotted against obstacle height. The four separate graphs display the four road light illuminances: the four lines in 
each graph display the bicycle light luminances. The bicycle light was mounted on the hub only. 
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8.6.2 Detection height  

Data for detection height at the emergent obstacle are presented in Figure 8.7 and 

Table 8.13. 

When the bicycle light was turned off, the curve in Figure 8.7 displays a trend similar 

to that in experiment 1, see Figure 8.3.  Under this bicycle condition, increasing the 

road illuminance from 0.2 lux (median= 5.32 mm) to 20 lux (median= 3.15 mm) 

significantly increased detection performance, The Wilcoxon test confirmed this (p= 

0.005). However, this was not the case when increasing road illuminance from 0.2 lux 

to 2.0 lux (median= 3.68 mm, p= 0.139) although detection height was reduced. 

Similarly, increasing the illuminance level from 2.0 to 20 lux did not have a significant 

effect (p = 0.074). These findings replicated those of experiment 1 in the no bicycle 

light condition where performance not improved after 2 lux i.e. performance plateau.  

In contrast to experiment 1, switching on the hub mounted bicycle lamp (to any 

luminance level) when the road light was 0.2 lux significantly increased detection 

performance, see Table 8.15. This was confirmed by both the Friedman’s test (p = 

0.006) and Wilcoxon signed rank test (p= 0.009, 0.013, and 0.037 when altering 

luminance level from 0 cd/m² to 0.1 (median= 3.48 mm), 0.32 (median= 3.32 mm), and 

1.0 cd/m² (median = 2.75 mm), respectively. Nevertheless, Wilcoxon paired 

comparisons indicated no significant difference in detection performance when the 

three luminance levels were compared at 0.2 lux (0.1 vs 0.3 cd/m² (p = 0.575); 0.1 vs 

1.0 cd/m² (p = 0.093) and 0.3 vs 1.0 cd/m² (p = 0.445). 

At 2.0 lux road light, using a simultaneous bicycle luminance of 0.1 (median= 5.70 mm) 

or 0.32 cd/m² (median= 5.55 mm) significantly reduced detection performance 

compared to when the bicycle light was turned off (median= 3.68 mm), Wilcoxon p-

values = 0.059 and 0.047, respectively. However, using 1.0 cd/m² (median = 3.40 mm) 

showed that performance remained the same (Wilcoxon p = 0.574).  

When the road light increased to the highest level (20 lux) all bicycle luminances 

resulted in reduced performance regarding the detected heights, see Table 8.13. 

However, this reduction was not found to be significant (Friedman’s p = 0.145), as 

shown in Table 8.15. 
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Figure 8. 7. Results of experiment 3: Median detection height for the emergent obstacle plotted in 
respect to varied illuminance and luminance levels. The bicycle light was located on the hub for all 
trials. 

 

Table 8. 13. Results of experiment 3: Median detection height of the emergent obstacle for each 
combination of road light illuminance and bicycle light luminance. The bicycle light was located always 
on the wheel hub. 

Road 

light 

(lux) 

Median detection height (mm) of the 

emergent obstacle under varied luminances 

0 0.1 cd/m2 0.32 cd/m2 1.0 cd/m2 

0 22.3 3.52 3.20 3.30 

0.2 5.32 3.48 3.32 2.75 

2 3.68 5.70 5.55 3.40 

20 3.15 3.98 4.02 4.65 

 

Figure 8.7 shows that luminances of 0.1 and 0.32 cd/m² resulted in a similar pattern 

as both significantly decreased detection performance when the road lighting was 

altered from 0.2 to 2.0 lux (Wilcoxon p-values = 0.022 and 0.015, respectively). This 

was followed by an increase in performance at the highest road light level. However, 

this increase was not significant (Wilcoxon p-values = 0.139 and 0.114 for 0.1 and 0.32 

cd/m2, respectively). This was similar to the trend found for the handlebar position 

when the bicycle light luminance was 0.32 cd/m2 in experiment 1 (Figure 8.3) and 

experiment 2 (Figure 8.5). For the higher bicycle luminance level (1.0 cd/m2), there 

was a gradual reduction in detection ability as road lighting illuminance increased 
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(Table 8.14), but this was significant only when the road light illuminance changed from 

0.2 to 2.0 lux (Wilcoxon p =0.013), as shown in Table 8.14. 

 

Table 8. 14. Friedman and Wilcoxon tests on the effect of constant bicycle light and varied road light 

(experiment 3) on the detection of the emergent obstacle. 

Bicycle 

light 

(cd/m²) 

Number of  

light 

combinations  

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

0 - 0.2 

lx 

0 - 2.0 

lx 

0 - 20 

lx 

0.2 - 2.0 

lx 

0.2 - 20 

lx 

2.0 - 20 

lx 

0 3 (0.003) - - - 0.139 (0.005) 0.074 

0.1 4 (0.033) 0.139 0.114 0.721 (0.022) 0.139 0.139 

0.3 4 (0.013) 1.000 (0.007) 0.168 (0.015) 0.093 0.114 

1.0 4 (0.041) 0.059 0.878 0.114 (0.013) 0.074 0.415 

            Note: Values in bold and between brackets indicate significant p-values. 

 

Table 8. 15. Friedman and Wilcoxon tests on the effect of constant road light and varied bicycle light 
(experiment 3) on the detection of the emergent obstacle. 

Road 

light 

(lux) 

Number of 

light  

combinations  

Friedman’s 

(p < 0.05) 

Wilcoxon paired comparisons (p < 0.05) 

0 - 0.1 

cd/m² 

0 – 0.3 

cd/m² 

0 – 1.0 

cd/m² 

0.1 – 0.3 

cd/m² 

0.1 – 1.0 

cd/m² 

0.3 – 1.0 

cd/m² 

0 3 0.407 - - - 0.202 0.683 0.386 

0.2 4 (0.006) (0.009) (0.013) (0.037) 0.575 0.093 0.445 

2.0 4 (0.009) 0.059* (0.047) 0.574 0.646 0.074 0.059* 

20 4 0.145 0.333 0.114 (0.019) 0.646 0.646 0.221 

 Note: Values in bold and between brackets indicate significant p-values. 
 * P-values near significance threshold.   

 

 

8.7 Detection height for 50% probability (h50) 

In previous sections, the detection rate and detection height of the largest obstacle 

(emergent obstacle) were used to assess performance under different road light and 

bicycle light combinations. To validate the previous findings, an alternative approach 

was implemented where the obstacle height for 50% detection probability (h⁵⁰) was 

calculated to further assess detection performance. In this case, h⁵⁰ for each light 

combination was extracted across the seven obstacle heights (0.5 - 28.4 mm). 

h⁵⁰ was computed by implementing the four parameter logistic equation (4 PLE), 

Equation 8.1, which provides the mean detection rate across the seven obstacle 

heights for each light combination. This equation has been used in previous studies 



 

201 
 

(Fotios and Cheal, 2009, 2013; Harris, 2006). Figure 8.8 illustrates the 4PLE best-fit 

curve for one light condition, which is calculated as shown in Equation 8.1: 

  

𝑦 = 100 −
100

1 + (
ℎ

ℎ50
) ˢ

 
Equation 8. 1 

 

 

Where y = detection rate; h = obstacle height; h⁵⁰ = height of the obstacle at 50% 

detection probability, and ˢ = Curve slope. 

It is important to note that h⁵⁰ values are statistical results derived from the detection 

rate data of all participants; as such, further statistical comparisons are not a valid 

option for this type of data. 

 

Figure 8. 8. Example of 4PLE best-fit curve for 2.0 lux and 1 cd/m² condition (experiment 1). Data 
points show the actual mean detection rate of the sample at each of the seven heights. 

 

Figure 8.9 shows the height required for 50% detection probability (h⁵⁰) of all light 

combinations tested during the three experiments, as calculated by 4PLE. The smaller 

heights indicate better detection performance at each light condition. For validation, 
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data for the emergent obstacle (the 28.4 mm obstacle) were plotted in dotted grey 

lines. 

In experiment 1, the bicycle light did not result in better detection at lower illuminances. 

Switching off the bicycle light was better for detection at 2 lux and the addition of bicycle 

luminance did not improve detection at 20 lux. Overall, this pattern matches that of the 

emergent obstacle data, see Figure 8.3. 

Trends in experiment 2 corroborated the previous analysis as the hub mounting 

position improved detection than the other two positions. One noticeable difference 

between h50 and the emergent obstacle data is the better performance of the helmet 

position at 2.0 lux in h50 data; other than this the trend lines in both approaches were 

almost similar. In experiment 3, bicycle light improved detection at 0.2 lux, confirming 

earlier findings based on the emergent obstacle data. 

The reason the trend lines of the h50 data in Figure 8.9 were not identical to those of 

the emergent obstacle data was that each data set was established using a different 

method. For instance, the median height at detection moment was taken for the 

emergent obstacle (interval data) whereas the h50 data were established based on 

the mean detection of the obstacle at each of the seven heights (ordinal data). To 

predict the obstacle height needed for 50 % detection, the value was then computed 

using the 4PLE equation for each light condition. Despite this difference in approach, 

the trend lines for both data sets showed reasonable agreement across the three 

experiments, which suggests the data are robust. 
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Figure 8. 9. Obstacle height needed for 50% detection rate is presented in blue curves. For 
comparison, the median of the detected height of the emergent obstacle is plotted in dotted grey lines. 
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8.8 Validation of Results  

To provide a degree of validation, two conditions were compared: no-light trials, where 

tests were conducted without road and bicycle lighting (experiments 1 and 3), and 0.2 

lux trials (the next lowest level, for comparability). This involved trials for all heights. 

The second null condition used is detection rate of the smallest obstacle height (0.5 

mm). An almost zero detection rate is anticipated in both cases (no light and 0.5 mm 

height), whereas a high rate of detection would indicate false positives; for example, 

participants pressing the detection button randomly. 

Table 8.16 presents the outcomes of these trials. Detection probability for the no-light 

trials was 0.07 over experiments 1 and 3, Furthermore, the 28.4mm obstacle 

(emergent obstacle) had to attain a height greater than 22mm to be identified. For 

comparison, Table 8.16 depicts outcomes of the trials with road lighting fixed to 0.2 lux 

(lowest road light level). In this instance, the detection rate increased to 0.6, the mean 

of experiments 1 and 3, while the median detection height of the emergent obstacle 

reduced to approximately 6 mm. The considerable variation in detection responses 

between the two conditions implies there was no tendency to give false alarm 

responses. However, the fact that, in a minimal number of trials, the obstacle in the 

no-light trials could be identified implies that some stray light was present; for instance, 

scattered light emanating from a projected fixation mark. 

It was anticipated that the detection probability for the 0.5 mm obstacle height would 

be considerably lower than that for the higher obstacle heights. The 0.5 mm obstacle 

was identified on 135 occasions out of 840 in the three experiments. This represents 

an overall detection rate of 0.16. By comparison, the next smallest obstacle within this 

range (2.8 mm) yielded an overall detection rate of 0.51 across all three experiments. 

The 0.5 mm obstacle was identified on only a small number of occasions; this also 

implied there was no tendency for test participants to give false alarm responses.   
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Table 8. 16. Summary of results for the three experiments using validation conditions of light and obstacle height to check data robustness. 

 

Experiment 

No.  

Light conditions validation Smallest obstacle validation  

No-light trials 0.2 lux trials Detection rate ³ 

Detection rate¹ Detection height ² Detection rate Detection height 0.5 mm 

obstacle 

2.8 mm 

obstacle 

1 0.043 

(6/140 trials) 

25.1 mm 

(range 20.6 to 26.0 mm, 

n=4) 

0.51 

(71/140 trials) 

6.65 mm 

(range 5.0 to 11.2 mm, 

n=16) 

0.12 

(37/300 trials) 

0.36 

(108/300 trials) 

2 - - - - 0.18 

(44/240 trials) 

0.45 

(109/240 trials) 

3 0.10 

(14/140 trials) 

22.3 mm 

(range 18.4 to 28.4 mm, 

n=8) 

0.69 

(97/140 trials) 

5.32 mm 

(range 2.8 to 14.4 mm, 

n=20) 

0.18 

(54/300 trials) 

0.69 

(208/300  trials) 

¹ Detection rate: proportion of the detection rate of trials across all seven obstacle heights for a particular light condition.  

² Detection height: median detected height (range and number of detections) for the 28.4 mm obstacle (emergent obstacle). 

³ Detection rate for 0.5 mm and 2.8 mm obstacles: including trials of all light conditions and the two obstacle speeds, except for no-light trials in 

experiment 1 and 3. 
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To further validate the robustness of the three experiments, three pairs of identical 

conditions were compared, with each condition tested in a separate experiment – 

these were road light only conditions (experiments 1 and 3), handlebar position with 

the bicycle lamp at 0.32 cd/m² (experiments 1 and 2), and hub position with the bicycle 

lamp at 0.32 cd/m² (experiments 2 and 3). The results are shown in Figure 8.10. In 

each case, the results from the two separate experiments tended to exhibit the same 

pattern. 

The Mann–Whitney test (p < 0.05) for independent samples did not indicate any 

significant differences between experiments for the identical conditions, see Table 

8.17. This agreement between identical conditions demonstrates the robustness of the 

three experiments. 

Table 8. 17. Mann-Whitney independent sample results (p < 0.05) for the three pairs of identical 

conditions across experiments.  

Compared 

experiments 

Compared condition Mann-Whitney test (p < 0.05)  

1 and 3  Road light only p = 0.131,0.880 and 0.082 for 0.2 lux, 2 lux, and 

20 lux, respectively.  

1 and 2 Handlebar at 0.32 cd/m² p = 0.910, 0.870, and 0.520 for 0.2 lux, 2 lux, and 

20 lux, respectively. 

2 and 3  Hub at 0.32 cd/m² P = 0.364, 0.762,  and 0.345 for 0.2 lux, 2 lux, and 

20 lux, respectively 

 

 

Figure 8. 10. The three paired identical conditions in the three experiments. The similarity between 
the trend lines suggests robustness. 
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8.9 Discussion 

Previous research on lighting and detection performance (Eloholma et al., 2006; 

Alferdinck, 2006; Fotios & Cheal, 2013; Uttley et al., 2017) has mainly focused on 

sources projecting light downward on the horizontal plane, such as road lighting, and 

evaluated detection performance under varied light properties. Thus, limited 

investigations have been conducted on light sources perpendicular to the road surface, 

such as bicycle lighting. However, a few studies on driving had been performed to 

evaluate the influence of car headlamp on detection (e.g.Akashi et al., 2007). The 

effect of road lighting and bicycle lighting on detection performance, when used 

separately or simultaneously, is discussed in the following section. 

 

8.9.1 Bicycle light intensity 

In experiment 1, turning on the bicycle light did not aid detection; on the contrary, it 

reduced detection compared to when the bicycle light was switched off, particularly at 

0.1 cd/m². Detection was also significantly reduced by all luminances at 2 lux road light 

(see Section 8.4.2 and Table 8.5). 

The third experiment repeated the same light conditions tested in experiment 1 but 

with the bicycle light mounted on the hub instead of the handlebar, as the hub 

appeared to be the best position for detection in experiment 2. 

At 2 lux, increasing the bicycle light to 1 cd/m² prevented the reduction in detection 

caused by 0.1 or 0.32 cd/m², although the performance was similar to that in the no 

bicycle light condition. At 20 lux, using bicycle light either did not improve detection at 

0.1 and 0.32 cd/m² or significantly reduced it at 1 cd/m² (see Section 8.6.2). 

Mounting the bicycle light on the hub (all luminances) has been demonstrated to aid 

obstacle detection only when the road light is turned off or at 0.2 lux. 

 

8.9.2 Bicycle lamp mounting position 

Experiment 2 only tested bicycle luminance at 0.32 cd/m² and showed that the hub 

mounting position was better for detection than the handlebar or helmet positions. 

Experiment 3 revealed that the advantageous performance of the hub position persists 

when bicycle luminance was altered from 0.32 (the only luminance used in experiment 
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2) to 0.1 or 1.0 cd/m². This was most notably the case when the road light was switched 

off or at 0.2 lux, see Figure 8.7. 

To further assess the benefit of hub mounting position, data from experiments 1 and 3 

(independent samples) were compared and plotted in Figure 8.11. The hub curve 

indicated better detection performance than the handlebar curve, particularly at 0.2 

lux. 

The results from the two experiments were compared using the Mann–Whitney test 

for independent samples. These suggested that the hub mounting position offered 

significantly better detection performance (p < 0.001) than the handlebar at 0.2 lux for 

all luminances. At 2 lux, only the 1 cd/m²-hub was significantly better than the same 

luminance value for the handlebar position (p < 0.05).  No significant difference was 

found at 20 lux. These data reinforce the benefit of the hub light in low road light 

illuminance. 

 

Figure 8. 11. Comparison of handlebar (experiment 1) and hub (experiment 3) for the emergent 
obstacle data using a combination of road and bicycle light. 

 

Figure 8.12 presents the interquartile ranges found in experiment 2 for the handlebar 

and hub mounting positions. The Wilcoxon signed rank test (p < 0.05) showed that the 

hub position resulted in a significantly better performance than the handlebar position 
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at 0.2 lux (p = 0.009), whereas the performance was not significant at 2 lux (p = 0.575) 

or 20 lux (p = 0.610), see Table 8.10. 

Figure 8.13 shows all light conditions tested in the three experiments. When evaluating 

bicycle light mounting location and the detected height of the emergent obstacle, 

conditions in which road light and bicycle light were switched off were omitted. The 

helmet position was tested only in experiment 2, which explains why the shorter dotted 

lines in the figure for experiments 1 and 3 do not extend to the helmet mark. The trend 

lines demonstrate better performance of the hub compared to other positions. 

To provide a clearer comparison, Figure 8.14 illustrates only light conditions where the 

bicycle light was set at 0.32 cd/m² and road light levels where bicycle light was found 

to be significantly useful for detection (0 and 0.2 lux). 

 

Figure 8. 12.  The hub and handlebar positions (experiment 2) for median detection height of the 
emergent obstacle plotted against the illuminance levels (bicycle light = 0.32 cd/m²). The interquartile 

range is indicated by the error bars. Data of the handlebar were shifted an equal distance but in 
opposite directions, and only by enough to separate the vertical lines.  
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Figure 8. 13. All light combinations tested in the three experiments in regard to bicycle light mounting 
position, with lower detection height of the emergent obstacle indicating better performance. 

 

In all these conditions, the hub mounting position significantly outperformed the 

handlebar and helmet positions. Furthermore, the handlebar position was significantly 

better than the helmet position; this indicates that mounting the bicycle light on the 

helmet is likely to result in low obstacle detection performance. 

 

Figure 8. 14. Detection height of the emergent obstacle at lower road light levels and when bicycle 
light was set at 0.32 cd/m² with respect to the three mounting positions across the three experiments 
for comparability.  
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8.9.3 Contrast effect 

In this experiment, the LED array (representing road lighting) illuminated the obstacle 

from above – creating relatively bright surfaces at the top and in the surrounding area 

compared with the side of the obstacle. Because the bicycle light was projected toward 

the obstacle from the side, the side of the obstacle was brighter than the surrounding 

horizontal surface provided the former had received a higher light intensity. 

When the relative intensities of the road and bicycle light were changed, the relative 

contrast of the obstacle against the background (side versus surround) was also 

altered – exhibiting a larger contrast when either road or bicycle lighting were dominant 

and a smaller contrast (reduced detection) when they presented a luminance of similar 

magnitude (see Appendix E for detailed contrast calculations for the three 

experiments). 

This is illustrated in Figure 8.15, where detection height was plotted against obstacle 

contrast. Contrast was defined using Equation 8.2 which calculates the light contrast 

between the side of the obstacle and the surrounding area. 

Luminance was measured from the participant’s observation point, with obstacle 

luminance measured on the raised side of the obstacle and surround luminance 

measured from the surface floor immediately in front of the obstacle. 

 

Contrast = (Lo - Ls) / Ls Equation 8. 2. 

 

Where Lo = obstacle side luminance and Ls = surround luminance. 

The relationship between detection height and contrast was explained using the 

approximate results of a second order polynomial equation – with R² values of 0.52, 

0.40, and 0.42 for experiments 1, 2, and 3, respectively. 

These trend lines depict the expected relationship between detection height and 

obstacle contrast and indicated better detection performance at higher contrast. 

In Figure 8.15, a negative contrast implies that the surround was brighter than the side 

of the obstacle and vice-versa for positive contrast. For a given magnitude of absolute 

contrast, a negative contrast value permitted the detection of smaller obstacles. For 
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instance, the results from experiment 1 showed that a contrast of 0.25 required a 

detection height of 7 mm, whereas the required detection height reduced to 

approximately 5.5mm with a contrast of -0.25, indicating an improvement in detection 

performance. 

This suggests that having a bright surround (obstacle seen in silhouette) is better than 

a bright obstacle, thus road lighting is more effective than bicycle lighting. 

The trend line in experiment 3 illustrates the superior detection performance of the hub 

mounting position compared to the handlebar (experiment 1). 

The possible effect of shadows on obstacle detection should also be noted. Mounting 

the bicycle light at different positions (i.e., varying vertical heights) affected the length 

of the shadow cast by the obstacle on its back surround, which was larger for the hub-

mounted lamp (approximately 150 mm from the far edge of the obstacle to the tip of 

the shadow) and smaller for the helmet-mounted lamp (approximately 40mm) and 

handlebar (100 mm), as shown in Figure 7.8 and Table 7.2. 

This may provide an alternative explanation as to why the hub mounting position 

resulted in better detection than the handlebar and helmet positions. 

 

Figure 8. 15. Contrast value plotted against detected height of the emergent obstacle for the three 
experiments. 
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8.9.4 Road light level and detection  

Experiments 1 and 3 showed that, following an increase in road light levels, detection 

performance increased when the bicycle light was switched off. However, this 

performance reached a plateau at 2 lux, beyond this level no significant improvement 

was found. This plateau effect has also been observed in previous studies (Eloholma 

et al., 2006; Alferdinck, 2006; Fotios & Cheal, 2013; Uttley et al., 2017).  

Figure 8.15 depicts the similarity in performance between the current study and earlier 

studies (Fotios & Cheal, 2013; Uttley et al., 2017) that used illuminance to measure 

the effect of light intensity on obstacle detection.  

The comparison was established using normalised performance values (NPVs), where 

an estimation for the individual study was calculated and plotted against different levels 

of road light illuminance, as shown in Figure 8.16. The NPV at each Illuminance was 

quantified as the ratio of the difference between the value of the performance measure 

(e.g., h50, reaction time, etc.) for a specific illuminance and the worst performance 

measure across all illuminances, and the general difference between the best and 

worst performance across all illuminances: 

𝑁𝑃𝑉𝑖 =  
|𝑃𝑖 − 𝑃𝑤|

𝑃𝑏 − 𝑃𝑤
 

Equation 8. 3. 

 

Where, for a particular luminance of i, NPVi = Normalised Performance Value; Pi = 

Performance at illuminance I; Pw = Worst performance across all illuminances tested, 

and Pb = Best performance across all illuminances tested. 

For example, to measure detection performance under varied illuminances, Fotios and 

Cheal (2013) used the height needed for 50% detection probability (h50). The best 

performance was 0.92 mm at 20 lux. The worst performance was 2.80 mm at 0.2 lux. 

The difference between the best and worst performances was therefore 1.88 mm. If a 

particular illuminance yielded a performance of 1.80 mm, the difference between this 

and the worst performance would be 1.00 mm. Thus, the NPV would be 1/1.88 = 0.53. 

Based on that, the worst performance is continuously NPV= 0, in the other hand the 

best performance NPV = 1, constantly. 
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One benefit of counting NPV for multiple studies is it enables a comparison between 

those studies irrespective of the sort of data used in each and determines the 

relationship between light level and performance. 

The NPVs for all three studies, including the current experiment, are demonstrated in 

Figure 8.16. The pattern exhibits a considerable consistency in respect to the 

relationship between illuminance level and detection performance, demonstrating the 

plateau found at 2 lux.  

 

Figure 8. 16. Normalised performance values by illuminance for Fotios & Cheal (2013), Uttley et al. 
(2017), and the current study. 

 

However, other studies that examined detection under variations of light intensity have 

not identified a performance plateau (e.g.Bullough and Rea, 2000; He et al., 1997; 

Lingard and Rea, 2002). 

The current study showed that an increase in road light level improved detection 

performance when the bicycle light was switched off. However, an increase in road 

light beyond 2 lux did not significantly improve detection. 

 

8.10 Summary  

This study explored how cyclists identify an obstacle on the road surface using their 

peripheral vision; and investigated the impact on such detection of varying the levels 
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of light from bicycle and road lighting. The height at which a rising obstacle was 

detected constituted the main dataset that was analysed. 

The outcomes indicate that, when cycling on a lit road, bicycle lighting often confers 

no advantage for peripheral detection and may even aggravate the situation. 

Furthermore, the position of the light did not have any significant effect. However, a 

hub mounted bicycle lamp improved detection over a handlebar mounted lamp at low 

illuminances. This advantage was enough to offset the reduction in detection that was 

found when reducing road lighting from 2.0 lux to 0.2 lux.  
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Chapter 9. Summary, implications and limitations  

 

 

9.1 Introduction 

Previous chapters of the thesis presented the research conducted on cycling and road 

lighting. The main aim of this research was to discriminate the key visual tasks 

undertaken by cyclists then to explore how certain properties of lighting influence one 

task in particular which was identified to be critical for cyclists by eye-tracking main 

experiment (Chapters 4 and 5), that is obstacle detection (Chapters 7 and 8). Further, 

the effects of ambient light on both the decision to cycle and the perception of aesthetic 

visual items of urban environment (architectural features) were also investigated, 

however the latter two studies were an explorative observation and a post hoc analysis 

to the main eye-tracking data, thus their findings should be taken by indicative sense. 

This chapter starts with a summary of this research. Each of the four studies conducted 

in this thesis will then be discussed in details with the approach followed in this 

research, along with the implications for current road lighting guidelines for cyclists and 

the limitations of each study.  

 

9.2 Summary of the thesis  

Chapter 1 provided an overall background regarding the benefits of increasing the size 

of the cycling population and highlighted the fact that, in the UK, this population 

remains below the rate of similar developed countries. The high rate of casualties and 

fatalities among cyclists in the UK was suggested to be the main reason why the public 

are reluctant to take up cycling. 

Lighting was proposed as a means to overcome several safety challenges facing 

cyclists on the roads (particularly traffic safety), the main focus followed for promoting 

cycling in this thesis as it was elaborated on earlier in Chapters one and two, and thus 

the current road lighting guidelines for cycling were reviewed. This highlighted the need 

for additional empirical evidence to either support current lighting specifications or 

establish new ones. 
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The chapter also highlighted another path believed to be influential in promoting 

cycling, namely improving the quality of the cycling experience, the secondary focus 

in this thesis to promote cycling. The chapter therefore showed that it is essential to 

understand the visual behaviour of cyclists under varying levels of ambient light within 

different urban contexts.  

Chapter 2 reviewed existing studies that utilised eye-tracking methodology and 

highlighted a limitation in that there was often no information on whether participants 

were cognitively engaged with the visual objects at which they were looking. Another 

limitation that was noted was the lack of naturalistic eye-tracking research on cycling. 

The literature also discusses other important dimensions of lighting and cycling, one 

of which is the relationship between ambient light and the decision to cycle. Another 

dimension covered by the literature is that previous studies established a correlation 

between aesthetic elements and an increased level of cycling while other studies 

investigated the effect of aesthetic features of the environment, including architectural 

features, on participants’ quality of life. However, the effect of ambient light levels on 

the perception of such features, especially when cycling on different types of cycle 

paths, has rarely been investigated. 

The final section of the literature review focused on studies that explained the effect of 

specific lighting properties on detection performance. This helped establish what 

aspects of lighting could be investigated to improve current road lighting guidelines for 

cyclists. 

Chapter 3 reported the findings of a study conducted in Sheffield that used a seasonal 

daylight-saving hours event in UK to investigate the effect of ambient light on the 

number of people cycling where a positive correlation was found between an increased 

ambient light level and the tendency to cycle.  

Chapter 4 then reported the methodology used in the main eye-tracking experiment, 

which was conducted in a natural setting using two parallel measurements: dual task 

and skin conductance response, with literature provided for these two approaches and 

their eligibility to be used to reveal critical eye movements (fixations). These were used 

to reveal points during the experiment where the participant either gave a significant 

attentional reaction (dual task) or a significant physiological reaction (SCR). 
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The results of the eye-tracking experiment were then reported in chapter 5, where 

observing the path was found to be the most significant visual task performed by 

cyclists. This finding was confirmed by both dual and SCR fixations. This will 

accommodate cyclists’ tendency to search for obstacles on the roads (Schepers and 

den Brinker, 2011; Thompson and Rivara, 2001; Werneke et al., 2015). 

This obstacle detection task was then explored in the obstacle detection experiment 

reported in chapters 7 (method) and 8 (results and discussion). But prior to this, 

chapter 6 presented a post hoc analysis on part of the main eye-tracking experiment 

data to evaluate first cyclists’ perceptions of elements not considered to be related to 

the safety aspects of cycling then perception of specific aesthetic element 

(architectural features), where the increased observation of such items was deemed 

to indicate a positive cycling experience. The findings demonstrated that when the 

ambient light level is high (daylight) there are increased observation towards non-

safety elements of the urban environment, including architectural features. This was 

also the case when cycling on a pedestrianised cycle path compared to the on-road 

path.  

Chapter 7 reported the method of the obstacle detection experiment. This was a 

simulation of a real world situation where an obstacle is approached by a cyclist. The 

light characteristics studied were road light intensity, bicycle light intensity, and the 

effect of the mounting position of the bicycle lamp. 

The results of the experiment were presented in chapter 8. These showed that 

obstacle detection is better when there is a degree of road lighting than when there is 

none at all. This was the case up to a plateau of 2 lux and when bicycle light was 

switched off. In relation to bicycle lighting when used simultaneously with road lighting, 

detection only improved at the highest level of road light (20 lux). This indicates that, 

at this level, road lighting is more dominant than bicycle lighting. However, at lower 

levels of light (0.2, 2.0 lux), turning on the bicycle light either reduced detection or had 

no effect at. The only time this was not the case was when the bicycle lamp was 

mounted on the hub and the level of road lighting was set to 0.2 lux. The influence of 

the combined use of road lighting and bicycle lighting on detection performance, a gap 

in the existing research, had therefore been addressed. 
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The current chapter provides further discussion of the findings of the four studies, 

including the implications for current road lighting guidelines accompanied by the 

limitations of each study. Chapter 10 will present the conclusions for this thesis and 

potential areas of future research along with recommendations to cyclists and the 

policymakers. 

 

9.3 Approach of current research  

Establishing evidence that informs about the influence of light properties on cyclists’ 

visual behaviour is a task not without complications (Chapter 2: Section 2.2). 

One approach in this quest would be using subjective assessments e.g. rating 

questions, interviews, etc. where concerns related to the possibility of collecting biased 

responses from participants thus inaccurate conclusions were raised (Poulton, 1977, 

1982). Another concern in this light is whether participants are forced to respond to a 

phenomenon that they usually unaware of initially (Fotios et al., 2015a). Finally, less 

than credible or reliable design of surveys could lead to collecting inaccurate 

responses (Toomingas et al., 1997). 

Having said that, subjective assessments including questionnaires and rating scales, 

for example, when accurately fit the context of the study and sensibly designed are 

indeed a credible instrument to collect data and understandably a valid research 

method.  

Subjective assessments were used by a number of studies investigating the effect of 

illuminance levels on pedestrians’ reassurance (feeling safe in a location under 

specific illuminance level) (e.g.Boomsma and Steg, 2014; Loewen et al., 1993; Rea et 

al., 2015). For example, Fotios et al. (2018) have implemented a rating scale method 

to compare between pedestrians’ reassurance levels in 10 locations in an urban 

environment by asking participants to complete almost the same questionnaire one 

time during the daytime and another during the after dark. This method, to a good 

extent, isolates road lighting factor from other existing variables which might have 

affected the rating if the questionnaire only conducted during after dark. In such an 

instance, there will be no baseline point (daylight) to establish the effectiveness of road 

lighting. 
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Having said that, another concern of subjective assessments is the gap between the 

stated behaviour and the actual behaviour.  Keskin (2019) conducted a study to assess 

the effect of daylight on seating preferences in a University library. The study consists 

of two parts, first, the author asked the sample to respond to a survey questionnaire 

wherein the second part observed participants’ seat preference from a distant. 

Although the results suggested the influence of daylight on seating choice the effect 

between the survey and the distant observation was not identical illustrating a 

difference between what the respondents say and their actual behaviour.   

In subjective surveys, participants’ responses are restricted by the range of answers 

available in the survey and the way these are designed and structured, this is referred 

to as range bias (Poulton, 1977).    

Consequently, and based on these concerns a decision had been made to follow an 

approach where participants have minimum influence on the collected data. That is to 

say, the aim was to capture the involuntary responses of participants. This was the 

base the four studies conducted in the current thesis sought to follow as it was 

considered more appropriate to understand such a complex phenomenon i.e. the 

relationship between lighting and cyclists’ visual behaviour.  

 

9.4 Statistical considerations 

Applying several statistical comparisons implies that the P-value should be adjusted 

(corrected), to reduce the probability of type 1 error (false positives), however, such 

adjustment could escalate the probability of type 2 error (false negatives) (Field, 2013). 

In this light, Rothman (1990) explained that such adjustments are not critical since it 

could eliminate important findings, he advanced that the essence of empirical research 

is studying systematic rules of nature rather than coincidental numbers, in other words, 

understanding the pattern of the phenomena rather than restrict the findings to 

statistical results.  

Some studies stated that P-values must be utilised to interpret the results, and should 

not be taken strictly for granted, as conducting statistical tests can mitigate an existing 

effect through the test processes (Nuzzo, 2014). 

In assessing the results, it is essential to be mindful of the conditions and the settings 

in which this experiment was conducted. Specifically, this study investigated a 
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considerably inconstant behavioural form e.g. the eye movement in eye-tracking study. 

In this sense, conducting experiments involve the assessment of naturalistic human 

behaviour and not necessarily pure statistical calculations. 

The relatively high degree of variations in this type of research is symbolised by the 

wide interquartile range of dual and SCR fixations across the target categories. 

The fluctuation observed in both fixation types suggests that the results of P-values 

should be understood together with other criteria available in the data such as patterns 

of target categories and bionomic cogency. Resultantly, the absence of a significant 

difference between after dark and day trials in SCR fixation data, for example, toward 

path category should be considered carefully to prevent overriding a real pattern that 

may exist between light conditions, specifically the result was near significant 

(Wilcoxon, p=0.050). Observing the path after dark is a logical manner as it could be 

harder to notice surface hazards while cycling. 

The same statistical approach was kept in the obstacle detection experiment 

(Chapters 7 and 8) and the post hoc study (Chapter 6) where no corrections to the p-

value were carried.  

 

9.5 Implications and limitations  

The implications from the thesis four studies to the current road lighting guidelines 

are presented in this section along with the strengths and limitations of each study. 

 

9.5.1 Ambient light and cyclist frequencies 

The field study reported in chapter 3, which investigated the influence of ambient light 

level on the desire to cycle, found there was a higher number of cyclists during daylight 

hours than after dark. This aligns with earlier findings from studies based on data from 

the USA (Fotios et al., 2017b; Uttley and Fotios, 2017). Thus, there is a correlation 

between the tendency to cycle and increased outdoor light levels. The field study, 

therefore, showed that light levels, daylight levels compared to after dark, could matter 

for the decision to cycle or not.  

The study strength emerges from its ability to isolate the effect of ambient light levels 

on the cycling frequencies. This is done by comparing cyclists' numbers during a 
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specific hour of the day in a week before the daylight saving event where this hour will 

be in dark then to compare cyclists' numbers in the same hour of the day in a week 

after the DST in daylight condition). By doing so, other factors that might affect cyclist 

numbers were isolated e.g. commuting routine, daily activities during this hour of the 

day, etc. This method had been applied previously in traffic collision context (Sullivan 

and Flannagan, 2002) when an effect of ambient light levels was found.  

Having said that, other variables such as the weather or temperature may still have an 

influence over cyclists’ numbers at the observation location. The use of control hours 

where light condition remained the same during the before and after weeks was used 

along with the data of main case hours to calculate the odds ratio and the confidence 

interval, both used to count the effect of such variables and by that provide robustness 

to the results (See sections 2.2, 3.2, 3.3 and equations 2.1, 3.1).  

Table 3.2 compares the results of the current study with findings from (Fotios et al., 

2017b; Uttley and Fotios, 2017) all found more cycling rates during daylight time than 

after dark.  

This pilot study is not without limitations. For example, only an hour during the evening 

time was observed and whether a different trend would be found should a morning 

hour was included in the analysis is not known.  

The small number of observation locations used, only two, could be considered a 

limitation as it might not represent the cycling behaviour of the entire city. Another 

concern is that the observations had only occurred in the weeks before and after the 

spring clock change (daylight saving time) thus result could be affected should the 

autumn DST event was included or if the data of the whole year were used instead 

(e.g. Fotios et al., 2017b); or when using data of 5 consequential years (Uttley and 

Fotios, 2017).  

The study also could have used other methods than the observation to validate the 

findings. For example, Robbins and Fotios (2020) assessed the elements causing 

distractions to car drivers by using a dual method: interviews and real world 

observations. Using interviews in the current study would have provided more insights 

about the reasons people have chosen to cycle during the observation hour e.g. 

commuting, leisure, sport, etc. Thus further explaining the motive behind cycling.     
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9.5.2 Main eye-tracking study 

Considering the time resource available to collect the data together with the fact a 

single trial consumes a long time (approximately 2 hrs from start to finish), both factors 

may demotivate some individuals from participating, thus recruitment strategy was to 

find a large number of participants as promptly as possible. This is to recruit any 

suitable individual who can use the bicycle effectively to complete the two laps on the 

experiment route.  

This resulted in 22 participants (a total of 44 recorded trials) each participant completed 

two trials (day and after dark), however after inspecting the quality of the recordings 

(see Section 5.2, Figure 5.1 and Table 5.1) the experiment sample was reduced to 12 

participants (a total of 24 trials). The result was a generic sample of cyclists where 

going further in the analysis to assess some previously suggested effects such as 

gender (Heinen et al, 2011) experience (Boya et al, 2017) and/or age (Boyce, 2014; 

Underwood et al., 2005) on the visual behaviour of cyclists was not viable due to 

lacking the suitable number of participants in each of these variables for the 

comparison to be meaningful.   

The sample of 12 participants with a repeated-measures design allowed for an effect 

size of Cohen’s D= 0.79 or larger to be detected using a Wilcoxon signed-rank test 

(matched pairs), assuming a power of 0.8 and an alpha of 0.05. This effect size is 

between the ‘Medium’ and ‘Large’ thresholds, which is defined by Cohen (1992) as 

acceptable. This was calculated using G*power software which is a tool to calculate 

the effect size of the study sample (Faul et al., 2007).   

Both dual and SCR fixations were used to identify critical moments during trials. Similar 

patterns were exhibited by both fixations across eight target categories. However, 

amongst these categories, the path elicited higher dual and SCR fixations rates than 

the other seven target categories and was therefore suggested the most critical visual 

target for cyclists. 

The reason for this might be that cyclists are keen to avoid obstacles or other 

irregularities in the road to prevent themselves from swerving into the path of an 

oncoming vehicle or falling on the road, obstacle detection was suggested vital by 

previous research (e.g.Schepers and den Brinker, 2011; Thompson and Rivara, 2001; 
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Werneke et al., 2015). This visual task was therefore investigated further, see Section 

9.5.6. 

This finding implies road lighting for cyclists should prioritise obstacle detection task 

when specifying lighting standards for cycling. 

Having said that, both of the dual task and SCR approach should be viewed as 

intermediate measures of cognitive engagement with a significant visual event. It is 

likely that critical events recorded by these approaches result from influences other 

than important visual events/items. For example, acoustic distractors (SanMiguel et 

al., 2010) could divert participants’ attention away from responding to the dual task; 

equally, they could stimulate SCRs not explicitly linked to the visual event. 

Another source of noise in the data could arise from episodes of mind wandering 

during the trials, specifically affecting performance on the dual task. These are periods 

when the participant engages in internal thoughts (Smallwood et al., 2008). 

The use of the SCR approach was therefore an attempt to overcome this limitation in 

attention performance that is correlated more to the dual task method as, in theory, 

SCR should be less affected by mind wandering as it is a physiological response that 

can be triggered subconsciously (Williams et al., 2004). 

Another positive advantage SCR has over the dual task is that it is a continuous 

measurement that is not interrupted by non-stimulus periods, whereas in the dual task 

method audio beeps are produced at varying time intervals (see Chapter 4: Section 

4.8). However, the SCR approach is not without its own limitations (see sections 9.5.3 

and 9.5.4 for a further discussion of the limitations of both dual task and SCR 

approaches, respectively). 

Previously, Section 2.4.2 discussed the advantages naturalistic studies have over the 

laboratory in providing more representative data of the real world. Nevertheless, 

extremely uncontrolled settings make internal validation in this type of research sort of 

a challenge.  

In their eye-tracking study on pedestrians’ visual behaviour within the urban 

environment, Fotios et al. (2015b) conducted post-trial interviews with the participants 

to further assess their eye movements, the data from the interviews were used to aid 

the understanding of fixations location thus not exactly to validate the data. Having 

said that, the post interviews could have been an option for internal validation in the 
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current study, should more time resource was available. This is a limitation that should 

be improved in further research.  

Another possible approach for internal validation would be asking the same participant 

to do the 24 trials. A problem in doing so is that the participant will become familiar 

with the experiment route thus providing unrealistic data. In a walking environment, 

Jovancevic-Misic and Hayhoe (2009) asked participants to walk 12 laps while other 

pedestrians were instructed to approach the main participants in different scenarios 

replicating real-life situations to study pedestrian visual strategy at such scenarios. 

They concluded that when participants learn the appearance probability of other 

pedestrians’ their visual behaviour adapts accordingly hence data will not reflect real 

visual behaviour.  

For external validation, Figure 5.15 in Chapter 5 provides the percentage of dual and 

SCR fixations of the current study toward the path category with the percentage of 

fixations toward this target category in two similar studies (Mantuano et al. 2017; 

Vansteenkiste et al.,2014a). This illustrated that the results of the current study fall 

within the ranges of previous studies. 

 

9.5.3 Limitation of the dual task approach  

In the dual task method, the reaction time to the audio stimulus was used to identify 

critical moments, the number of which varied considerably between participants. This 

demonstrates the lack of uniformity in participants’ reaction to different visual stimuli 

or, more precisely their attentional capacity. 

Such variation may arise for different reasons, one of which is participants’ familiarity 

with the urban context of the study. Greater familiarity with a location will make a cyclist 

feel less inclined to shift his/her attention towards elements in the surrounding area, 

even though such elements may be visually critical. This is because these elements 

may have already been assessed during past experience travelling in this particular 

location. Thus, a participant familiar with the location will be less likely to divert his/her 

attention than another participant cycling through the location for the first time. 

Jovancevic-Misic and Hayhoe (2009) argued that visual behaviour is influenced by the 

predictability of a context. Their research findings suggest that previous experience 
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regarding the behaviour of other pedestrians in a given context will influence the length 

of time over which they are observed. 

Another explanation for the differing rates of critical reaction moments between 

participants is the variation in a participant’s capability to concentrate on one task, 

which denotes a capacity to respond to the audio beep while simultaneously remaining 

attentive to a potential visual element. This justification agrees with the findings of 

Fukuda and Vogel (2009) who identified variations in attentional capacity between 

participants exposed to the same stimulus in the surrounding environment. 

In the eye-tracking experiment, the dual task method was implemented to determine 

significant moments by identifying responses to the secondary audio task (dual task) 

that were significantly slower than the overall response mean. The threshold at which 

this was defined was 2 standard deviations above the mean reaction time. The 2 

standard deviations threshold was reported to be representative of ‘outlying’ values 

(Field, 2013); however, such a level may be fairly arbitrary. For instance, it may have 

been the case that responses exceeding this threshold were not caused by attention 

being diverted away from the reaction task e.g. participant simply forgot to response. 

Conversely, a diverting attention may have yielded responses less than 2 standard 

deviations above the mean. Although the threshold of 2 standard deviations has been 

used in other studies employing a dual task approach (Fotios et al., 2015b; Fotios et 

al., 2015c), its use therefore requires further explanation with reference to the pilot 

study (see Appendix A) where a threshold of 2 standard deviations was found 

acceptable. 

The pilot study was carried to evaluate the appropriateness of the dual task and SCR 

approach for the eye-tracking experiment. The three tests reported in the study 

employed different types of stimuli (distracting images, short video clips, and full video) 

and were compared against periods where no stimulus was presented. For the images 

test, the non-stimulus mean reaction time (MRT) to the audio stimulus was 506 ms 

with a standard deviation of 54 ms. The MRT for the stimulus period was 555 ms, 

almost one standard deviation higher than the MRT for the non-stimulus period. For 

the video clips test, the non-stimulus MRT was 509 ms (standard deviation = 63 ms) 

whereas the MRT for stimulus periods was 663 ms, 2.5 times the standard deviation 

of the MRT for the non-stimulus period. The final test was a long video that contained 

salient events (stimulus) where the MRT during the non-stimulus period was 518 
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(standard deviation = 62 ms) and the MRT for the stimulus period was 627 ms, 1.8 

times the standard deviation of the MRT for the non-stimulus period. 

Table 9.1 presents the difference in MRT between non-stimulus and stimulus periods 

in terms of standard deviations. 

 

Table 9. 1. The approximate number of standard deviations (non-stimulus period) 
embedded in the difference with the MRT of stimulus period in ms (the pilot study-
Appendix A). 

Test   MRT ¹ 

non-
stimulus 
period 

STD ² 

non-
stimulus 
period 

MRT  

stimulus 
period 

MRTs difference (ms) =  

MRT (stimulus) – MRT 
(non-stimulus)  

How many STD (non-
stimulus) could be 
incorporated in the 
MRTs difference?  ³ 

Images  506 54 555 49 Approx. 1 

Video clips  509 63 663 154 2.5 

Full video 518 62 627 109 1.8 

¹ MRT = mean reaction time. 
² STD = standard deviation. 
³ This column represents the standard deviation(s) (non-stimulus period) that could be 
embedded in the difference of MRT (non-stimulus) – MRT (stimulus). 

 

Based on these results, the difference between the MRTs for stimulus and non-

stimulus periods could therefore be a function of the type of test, specifically the level 

of distractions presented. One objective of this analysis was to define a critical 

moment; however, using a threshold that is only 1 STD over the mean bears the risk 

of including a larger number of non-significant reactions in the data. Conversely, using 

a threshold of 3 STDs more than the mean may exclude many relevant reactions. 

Therefore, based on the results of the pilot study and previous studies that have 

implemented a dual task approach (Fotios et al., 2015b; Fotios et al., 2015c), two 

standard deviations threshold was proposed as a reasonable threshold at which to 

discriminate critical reaction times in the main eye-tracking experiment, hence critical 

fixations.  

Having identified critical moments, critical fixations were then based on judgements as 

to the most important category of element within a 2-second window (one second 

before and after the critical response). This window was an arbitrary length of time in 

which to identify what had diverted participants’ attention; it was based at least partly 

on the time period between beeps on the dual task. An appropriate window was 
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considered to be a 1-second period prior and afterward the impaired reaction. 

Nevertheless, the possibility exists that the poor response may have been caused by 

something that happened a second or more before the button was pressed. However, 

this would probably have been taken by the response on the beep before it and thus 

would have been considered as a critical fixation. Conversely, it seems improbable 

that participants would have directed their gaze to whatever diverted their attention a 

second or more after an impaired response was registered. If a visual phenomenon 

attracts our attention, we will divert gaze towards it. 

Researchers have found that latencies between the direction of our attention and our 

gaze are usually lower than 500 ms (Posner, 1980; Shulman et al., 1979). Thus, it 

does not seem likely that a person would take longer than a second to direct their gaze 

towards a visual stimulus that captured their attention. 

A delayed response to the auditory beep in the eye-tracker experiment was attributed 

to attention being diverted away from the response task. It was always assumed that 

this had to be visual in nature, as to determine a critical observation every critical 

moment was included. It is possible, however, that attention was directed towards a 

non-visual stimulus, such as sounds or internal thoughts. Another possibility is that the 

reason for redirecting attention was visual but that this had no bearing on cycling 

safely. 

The principal task of the main eye-tracking experiment was to therefore observe and 

identify objects or areas that enabled safer cycling. The dual task method, however, 

does not target visual behaviour where attention is diverted in response to events that 

have no bearing on safe cycling, such as nearby sporting events or social events. Yet 

it is by no means easy to distinguish ‘task-irrelevant’ critical moments from those that 

are of interest. This is therefore a limitation of the dual task method and indeed of the 

SCR approach that has to be accepted, having said that the method used in the study 

allows for categorising where the participant was looking during such critical moments 

and this should explain, even partially, whether a critical moment was relevant or not 

to the study focus. Nevertheless, the dual task and SCR approaches are an 

improvement over the traditional approach of previous eye-tracking studies of using all 

fixations only. 
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Categorising the critical observation within a 2-second window requires a subjective 

judgement on the part of the person devising the code whilst watching the videos. 

Because the average length of a fixation is approximately 330 ms (Henderson, 2003), 

multiple fixations are likely to have taken place during this period. It may have been 

the case that all fixations during the window interval were directed towards the same 

feature, which would mean that no decision needed to be made by the coder. 

Conversely, there may have been fixations on several items / areas, in which case the 

coder would have had to make a judgment as to which was the most important and 

therefore probably responsible for diverting the cyclist’s attention. 

The higher level of agreement between coders when using the three categories 

proposed by Foulsham et al. (2011) appears to have reduced the subjectivity of the 

judgements made when categorising critical observations of the path. 

As discussed previously, an inherent limitation of eye-tracking field experiments 

seeking to ascertain what is visually important to cyclists is that the extent to which 

different elements are present may affect the frequency with which they are observed. 

If a specific target category, such as cars has zero appearance during the course of a 

trial, the fact that it can never be observed does not mean that it is of no importance to 

cyclists. Similarly, an item may have been looked at multiple times purely because it 

frequently falls within the participant’s field of vision, irrespective of its perceived 

importance to the cyclist. Focusing solely on critical observations therefore addresses 

this limitation by measuring only what cyclists look at during critical moments. 

These moments, identified using the dual task approach, have been shown to be a 

reliable way to account for the changes in frequency with which participants come into 

contact with different items during the trials (see Chapter 4, Figure 4.1), the same 

efficiency is assumed in the SCR approach as it enables critical physiological moments 

to be used for identifying critical fixations, thus mitigating the items 

appearance/frequency effect as well. 

Nevertheless, the data obtained may continue to be influenced by the frequency with 

which various items are encountered. The method may not be able to account for 

variations in the frequency of other categories, which may have an effect on critical 

observations data if the values are extreme; for example, near to zero or an 

exceptionally high number of encounters. This is one of the negative features of a field 
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experiment where stimuli cannot be rigidly controlled and may have a subsequent 

influence on visual behaviour. 

 

9.5.4 Limitation of SCR approach 

The second method implemented to identify significant moments in the study was the 

SCR approach, where the number of SCRs produced in a trial depend on the unique 

electrodermal activity of each person and the level of physical activity during the study 

is denoted as individual arousal level. SCR is the result of complex neural/biological 

processes that exhibit different electrodermal characteristics such as amplitude level. 

The number of SCR responses produced by different individuals within a sample 

therefore vary under the same stimuli and conditions (Braithwaite et al., 2013). 

Even in highly controlled studies, SCR is unique owing to individual differences in the 

sweat-gland activity of the skin and divergences in the cognitive processing of 

information sent from the sympathetic nervous system. In fact, some people do not 

produce SCR at all or may do so at an exceptionally marginal level (Dawson et al., 

2007). Nonetheless, all participants in the current study were SCR responsive as 

confirmed by their physiological records. Consequently, individual arousal level was 

proposed to have an influence on SCR fixations, thus affecting its agreement or 

disagreement with dual fixations. 

Another factor that may affect SCR data is the chosen amplitude threshold level (see 

Section 4.7.3). This acts as a filter to allow the retention of SCRs with a larger 

amplitude while filtering SCRs with a lower amplitude. The threshold used in this study 

was 0.05 µS, which is considered conservative in the SCR literature (Braithwaite et al., 

2013).  The use of such a threshold may therefore have led to some relevant SCRs 

being ignored in the analysis. However, this is not inconsistent with similar studies 

implementing the SCR approach where complex neural processes accompanying 

SCR production were recognised during the interpretation of results. In all cases, 

eliminating relevant SCRs considered to pose less of a risk to the reliability of the 

results is preferable to including a greater number of SCRs that are less significant, 

which will be the consequence of using a lower threshold. This also contrasts with the 

purpose of using the SCR threshold in the current study, which was primarily aimed at 

identifying critical moments that are relatively rare. 



 

232 
 

The SCR literature recognises that, when threshold selection is left to the researcher’s 

discretion (BIOPAC, 2014), some degree of subjectivity is inevitable. The application 

of this threshold to all study participants aimed to mitigate this subjectivity. Moreover, 

a pilot analysis of the sample using a 0.05 µS threshold resulted in the production of a 

substantial number of SCRs, even though this was a conservative threshold (see 

Chapter 4: Section 4.9.3). 

The number of SCRs identified will eventually impact the rate of SCR fixations. This is 

another factor to consider regarding the variation between the outcomes of the dual 

task and SCR approaches. Both exhibited a generally similar distribution of critical 

fixations in the target categories; however, differences between the methods became 

apparent when the four road sections were compared. These distinctions were also 

observed when each approach was compared between two road sections, B and C, 

with each section of these exhibiting distinctively different urban features (Chapter 5, 

Section 5.7). 

The results suggest that the dual task and SCR methods could be implemented to 

validate the findings of the other as they provide similar yet non-identical patterns. The 

implication of this for future research is that variations between the two approaches 

should be considered when using either of these methods to identify critical moments. 

Events when a SCR is produced are considered imperative to a person’s normal 

behaviour and have been proposed for use in related scientific studies. However, 

Najafpour et al. (2017) questioned the objectivity of SCR as a reliable metric in 

scientific studies, particularly given the different reactions a single instigator could elicit 

in different people. Therefore, while the SCR approach may benefit a given study, the 

unpredictability of its findings requires that a cautious approach be taken when drawing 

conclusions. 

This limitation is suggested to be mitigated in the current study by the use of several 

procedures. First, critical moments within electrodermal activity recording (SCRs) were 

synchronised with eye-tracking fixations that were grouped into eight target categories. 

The median of SCR fixations in the overall sample was then used to report the results. 

This mitigated individual differences and eliminated the effect of extreme values, which 

is consistent with standard research where variation in responses and the data of 

individual participants within a sample is usually predicted. This is essentially what 
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data normality tests as well as parametric and non-parametric statistical tests are 

designed to address. 

The second factor that confirms the reliability of SCR data is the conformity between 

SCR fixation data and dual fixation data as both approaches validated each other in 

terms of triangulation (Thurmond, 2001). 

 

9.5.5 Ambient light and perception of architectural features  

This pilot study used data from the main eye-tracking experiment hence the recruiting 

strategy, sample population and sample size were the same (see Section 9.5.2). 

The implications of this work for the current road lighting guidelines can be summarised 

as follows: 

- A greater number of observations towards non-safety features of the environment, 

including architectural features, were found during daylight than after dark. The 

suggested implication for road lighting guidelines is that a higher level of ambient light 

correlates with increased observations of such features, thus a better cycling 

experience is proposed. 

- Cycling on a pedestrianised path compared to an on-road path also is suggested to 

have encouraged observations of non-safety elements and architectural features. This 

indicates that cyclists are more comfortable while on a pedestrianised path – and 

perceived them as safer than paths shared with motorised vehicles. This tentatively 

proposed an evidence for the need to distinguish between the visual requirements of 

cyclists when cycling on each type of path. This variation should be reflected in the 

light properties recommended for each type of cycle path. The current road lighting 

guidelines recognise the differences between the different types of cycle path (Chapter 

1, Section 1.5.1) but do not explain whether the recommendations provided for each 

are based on empirical evidence. 

Considering the study limitations, the post hoc analysis involves testing an existing set 

of data against a hypothesis. In such a situation concerns about type 1 error (false 

positives) or type 2 error (false negatives) are escalated (Akobeng, 2016).  The post 

hoc methodology is different from the orthodox research practice of establishing a 

hypothesis before data collection (Field, 2013).  However, this exploratory study could 

still be regarded as a door opener for future investigations especially as most of the 
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previous cycling research was devoted to the safety subject with a scarcity of studies 

covering the life quality aspect of cyclists i.e. cycling experience, as discussed in 

Chapter 2 under Section 2.5. 

Having said that, being a common research practice and when done properly, post 

hoc analysis could lead to useful insights (Houser and Tiller, 2003). In this light, this 

analysis is exploratory, not confirmatory (Wagenmakers et al., 2012), and the data is 

used to explore a potential hypothesis that could be formally tested in a future 

experiment. 

 

9.5.6 Road lighting guidelines for cycling - Obstacle detection 

Similar to the main eye-tracking study the obstacle detection experiment did not 

investigate variables of gender, age, and experience hence the recruitment mostly 

targeted university students in overall approach (aged 18 to 35). This is arrived at a 

total of 30 participants, divided on the three consequent experiments (10 participants 

each). 

For N=10 (comparing each experiment conditions individually) and assuming a power 

of 0.8 and an alpha = 0.05 with a repeated-measures design (Wilcoxon signed-rank 

test: matched pairs) the effect size of Cohen’s D= 0.88 or larger was found. This is 

considered a large effect size (Cohen,1992). This means that the sample size of the 

experiment is acceptable in finding a large effect within the sample. Although smaller 

effects might be hard to detect according to this estimation, having said that the interest 

in the current experiment is to find extreme differences in detection performance under 

variation of light conditions hence this effect size was suitable.   

The study also compared conditions between the experiment e.g. between 

experiments 1 and 3, this calls for using the Mann-Whitney test (two independent 

samples. When assuming a power of 0.8 and an alpha = 0.05 the calculated effect 

size = 1.18, which is considered large (Cohen,1992). The calculations of the effect size 

were produced using G*power software (Faul et al., 2007).   

The internal validation of obstacle detection study is discussed under Section 8.8 

(Chapter 8) and the results of detection for the validation conditions (lower detection 

performance) resembled a good tendency among participants to respond only when 

they see the obstacle i.e. genuine responses.  
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For external validation, data of the road light only conditions were depicted against the 

rates of two similar studies, in Figure 8.16, where similarity between detection 

performance for all studies was illustrated.  

The effect of different intensities of road lighting and bicycle lighting, in addition to the 

mounting position of the bicycle lamp, on participants’ ability to detect obstacles was 

assessed to provide objective evidence that can be used to validate certain aspects of 

the current road lighting guidelines for cyclists, or to recommend new ones. The main 

lighting properties that were tested were: 

1) Road light intensity – represented by horizontal illuminance (lux), which follows 

the light metric used in current guidelines e.g., BS 5489-1:2013 and CEN/TR 

13201-1:2014. 

2) Bicycle lighting - the amount of light from this source was described using 

luminance (cd/m²), which was to aid understanding and differentiate it from road 

lighting illuminance. 

3) Bicycle lamp mounting position – three mounting heights representing the 

helmet, handlebar, and hub were used to investigate the effect of mounting 

position on detection performance (see Chapter 7, Table 7.2 for the exact height 

of each mounting position). 

Other lighting properties may also have an influence on detection, such as the glare 

produced from the light source, for example. However, light intensities, road/ bicycle 

lighting, and bicycle lamp mounting position were selected for investigation as they 

were believed to have a more dominant influence on obstacle detection. Furthermore, 

there is no existing literature on the influence of bicycle light intensity and mounting 

position on cyclists’ visual performance, especially when used simultaneously with 

road lighting. Consequently, the potentially important interplay between road lighting 

and bicycle lighting and their effect on visual performance has not been addressed 

before.  

The implications this has for road lighting guidelines are that, if sole consideration is 

given to obstacle detection, an illuminance level higher than 2 lux (when the bicycle 

light is switched off) will be of little benefit to cyclists. From the point of view of energy 

conservation, an increase in illuminance beyond this road light level would therefore 

be against energy sustainability objectives.  
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This research attempted to address the gap in the literature regarding the combined 

effect of road lighting and bicycle lighting on visual performance (see Chapter 2: 

Section 2.6.2). When bicycle lighting was used in addition to road lighting, an increased 

rate of detection was noted, mostly at 20 lux – the highest illuminance, implying the 

dominance of road lighting over bicycle luminance. For road light levels of 0.2 and 2 

lux, bicycle lighting either did not improve or reduced the level of detection. 

The only time this was not the case was when a bicycle lamp was mounted on the hub 

and the road light was set to 0.2 lux. This applied irrespective of the level of luminance 

of the bicycle light, see Figure 8.6 in Chapter 8. 

The results therefore showed that forward-facing bicycle lamps mounted on the hub 

facilitate better obstacle detection than those mounted on the handlebars. This is 

significant as the effect of the mounting position of the bicycle lamp on hazard 

detection had not previously been established in the literature. 

The fact that only one S/P ratio of road light (1.6) and another of bicycle light (2.1) were 

tested is considered to be a limitation. To further enhance our understanding, it is 

therefore important to investigate the effect of other S/P ratios on cyclists’ detection 

performance.  

Another limitation is that the bicycle that was used in the experiment was static and 

maintained in an upright position by a frame. This was determined by the size of the 

laboratory and the need to ensure the safety of participants. A more realistic replication 

of a real world situation would be to allow participants to freely cycle on a roller (a 

common method of indoor cycling). Such conditions are suggested to influence the 

visual performance as they require a greater cognitive load than cycling on a static 

bicycle. 

In the experiment, a fixation target was employed to ensure participants used their 

peripheral vision when detecting obstacles that required them to verbally state the 

numbers into which the fixation target had changed. However, such a method cannot 

ensure that detection always involved peripheral detection. A better approach would 

be to employ an eye-tracking apparatus that determines precisely where the 

participant was looking at the moment of detection. Further, eye-tracking equipment 

has now developed to the point where a real world obstacle detection study can be 

carried out to test road light and bicycle light parameters in outdoor settings. 
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The obstacle used in the experiment to assess detection remained the same 

throughout the trial, namely at the same location/distance. This might have enabled 

participants to guess that the obstacle will be raised at some point, this is a limitation 

that could be addressed by using multiple obstacles with different locations in the 

future. For example, Fotios et al. (2020) included more variables in their obstacle 

detection study: changing the location of the LED (road light); using several obstacles 

at different locations instead of one and tested obstacles below the floor level 

(resembling real-life potholes) this is in addition to the raised obstacles such as in the 

current study.   

Table 9.2 presents the implications drawn from the two main experiments: eye-tracking 

and obstacle detection, and the two pilot studies: ambient light and cyclist frequencies; 

and light and the perception of aesthetic features of the urban environment 

(architectural features). 

 

Table 9. 2. Implications for road lighting guidelines from the thesis studies.  

Study  Related 
chapter/s 

Implications for road lighting for cyclists 

Ambient light influences 
cyclist frequencies 

3 Higher light levels correlate with higher 
numbers of cyclists.  

Main eye-tracking study  4, 5 Observing the path (obstacle detection) is the 
critical visual task performed by cyclists.  

Perception of architectural 
features (post hoc analysis) 

6 Higher light levels enhance observations of 
non-safety features of the built environment, 
including architectural features (aesthetic 
elements). A similar effect was found when 
cycling on a pedestrianised path compared to 
an on-road path.  

Obstacle detection 7, 8 2 lux road light is the optimum level for 
obstacle detection when the bicycle light is 
switched off. Using the bicycle light 
simultaneously with road light did not improve 
detection but sometimes reduced detection, 
except when the road light was set to 0.2 lux 
and the bicycle lamp was mounted at the 
wheel hub position.  
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9.6 Summary  

This chapter presented a summary of the research conducted, discussed the potential 

implications of the findings for the provision of road lighting for cyclists, and addressed 

several limitations inherent in the research. The use of an eye-tracking method in 

conjunction with novel dual task and SCR approaches have shown that observing the 

path, reflecting obstacle detection task, is a vital and essential visual task for cyclists. 

The process of detecting obstacles was then explored under different lighting 

properties. 

The research in this thesis thus proposed an objective evidence in relation to cyclists’ 

visual behaviour and peripheral detection under mesopic light conditions. Furthermore, 

the findings may be more bionomically valid than those of previous research 

considering the use of dual task and SCR methods both meant to overcome previous 

limitations identified in this field of research. 

The research has also yielded constructive findings, however exploratory, about the 

following aspects of cycling and lighting: the extent to which ambient light influences 

numbers of cyclists, the influence of ambient light per se, and the influence of the 

characteristics of a cycle path on the perception of aesthetic features of the urban 

environment. These exploratory findings could potentially encourage further 

investigations in the future. 

Nevertheless, certain limitations remain that represent areas of improvement for future 

research, the latter will be discussed further in Chapter 10 beside thesis conclusions 

and recommendations to cyclists and policymakers.  
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Chapter 10. Conclusion 

 

 

10.1 Conclusions for this work 

This research has explored four aspects, established from the literature review, about 

lighting and cycling during the after dark where it was indicated that improved road 

lighting has the potential to increase the rate of cycling in UK society as well as 

mitigating part of safety difficulties faced by cyclists on the roads - In the context of this 

study better detection of road obstacles. The literature also suggests that lighting can 

improve the experience of cycling by enabling more observations of aesthetic features 

of the urban environment such as architectural features which with such perception 

deemed positive to cycling experience by the literature. 

One reason why this work is needed is that the recommendations and specifications 

in the current UK road lighting guidelines do not appear to be grounded in empirical 

evidence (Fotios and Gibbons, 2018). This means we do not know whether current 

guidance optimises lighting in terms of the cost (energy consumption) nor the benefits 

(propensity to cycle; safety whilst cycling, and enjoying the ride). This formed the basis 

of the current research which sought to provide an empirical evidence about the 

following dimensions: light levels and the desire to cycle; critical visual tasks of cyclists; 

the influence of light on perceptions of aesthetic features of urban environment 

(architectural features) when cycling on characteristically different cycle paths; and the 

detection of obstacles in the peripheral field of vision under variation of light 

characteristics.  

The research findings aim to contribute to the development of future road lighting 

guidelines. Conclusions from this work are presented here in response to the main 

research questions (Chapter 2: Section 2.7, followed by recommendations and 

suggestions for future work in this area. 

 

1) Does ambient light affect numbers of cyclists? (Chapter 3) 

A field study was conducted in which the numbers of cyclists were counted for two 

one-hour periods per day, for five days before and after springtime clock change. A 
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comparison of the number of cyclists was carried out using an odds ratio approach 

which isolates the influence of ambient light from amongst other environmental 

changes.  The analysis suggested that, for the same time of day, there was a higher 

number of cyclists during daylight hours than after dark, which confirmed the findings 

of previous analyses of data from the USA (Fotios et al., 2017b; Uttley and Fotios, 

2017), see Table 3.2. The current field study addressed a limitation about whether 

findings from USA studies will persist if the daylight-approach was carried in another 

country (UK) where weather, cycling infrastructure and cycling culture may be different. 

 

2) What objective methods could be implemented to discriminate important 

visual tasks of cyclists? (Chapters 4 and 5) 

A real world eye-tracking experiment was carried to determine the critical visual tasks 

of cyclists. In addition to eye-tracking apparatus as an objective method to study visual 

behaviour, two parallel measurements were implemented to reveal critical visual 

events during the experiment thus critical fixations were adopted; audio dual task and 

SCR approach. The use of parallel measurements aimed to overcome a limitation 

identified in previous eye-tracking studies where only general fixations were used in 

the analysis and whether a participant was cognitively engaged (i.e. paying attention) 

with the observed item was not quite known in these studies. 

Through synchronisation with the fixations produced by eye-tracking apparatus, critical 

moments identified by either dual task or SCR methods yielded critical fixations, these 

were referred to as dual fixations and SCR fixations. Generally dual and SCR fixations 

showed similar patterns over target categories i.e. visual tasks, suggesting the findings 

of this study to robust with conclusions reached from two independent paths. The use 

of dual task and SCR parallel measurements was proposed to improve the ecological 

validity of previous eye-tracking studies where only all fixations were used in the 

analysis and whether a participant was paying genuine attention to the fixated visual 

item was not quite known.    
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3) What are the critical visual tasks of cyclists in urban environment? 

(Chapters 4 and 5) 

The analysis of dual and SCR fixations suggested that looking at the path is the critical 

visual task for cyclists, more during after dark than daytime. Observing the path 

reflected a tendency amongst cyclists to search for possible road obstacles or 

irregularities to avoid the risk of swerving or falling.  

The light effect, more critical fixations towards path during after dark than day trials, 

was found significant in dual fixations only, for SCR fixations the difference between 

day and after dark was near significant, however, it suggests a similar trend. Focusing 

on the path was confirmed higher than the remaining visual targets when comparing 

rates of dual and SCR fixations along the four sections of the study route. 

The proportion of dual and SCR fixations toward the path fell within the range of rates 

found by previous studies (Mantuano et al., 2017; Vansteenkiste et al., 2014), see 

Chapter 5: Figure 5.15 for comparison with these previous studies. The study 

responded to a limitation identified in the literature review that a scarce number of 

naturalistic eye-tracking studies on cyclists exist. 

 

4) How do ambient light and the characteristics of cycle paths influence cyclists’ 

perception of aesthetic features of the urban environment with such perception 

proposed to be an indication of positive cycling experience? (Chapter 6) 

More fixations toward non-safety items of the environment, including aesthetic 

elements: architectural features, were found during daytime cycling than after dark; 

and when traveling on the pedestrianised compared to the on-road cycle path. This is 

based on the findings from the post hoc analysis carried on the eye-tracking data, 

reported in Chapter 6. 

The literature suggested that positive cycling experience could encourage cycling 

uptake (Sener et al., 2009a; Tight et al., 2004), enabling the visual clarity of aesthetic 

scenes in the urban environment deemed positive to the life quality aspect during after 

dark time (Boyce, 2019). Previously, this theme within cycling research had secured 

limited attention. The current study aimed to respond to this limitation and its findings, 

being an exploratory study, should be used as indicative rather than definitive. 
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5) What levels of road light illuminance improve visual performance of 

cyclists? (Chapters 7 and 8) 

A laboratory experiment was conducted to investigate the detection of a road surface 

obstacle under various combinations of road light illuminance (0.2, 2.0, 20 lux), bicycle 

light luminance (0.1, 0.32, 1.0 cd/m²) and bicycle lamp position (helmet, handlebar or 

hub mounted). 

Regarding the benefit of road lighting in the absence of bicycle lighting, some road 

lighting gives better target detection than no road lighting. This reached a plateau at 2 

lux; further increase to 20 lux did not lead to a significant improvement. This plateau 

effect has also been observed in previous studies (Alferdinck, 2006; Eloholma et al., 

2006; Fotios and Cheal, 2013; Uttley et al., 2017) see Chapter 8: Figure 8.16. 

When bicycle lighting was turned on, an increase in detection was generally observed 

only at the highest road light level (20 lux), suggesting dominance of road lighting at 

this level over bicycle lighting. For lower road light levels (0.2, 2.0 lux) the addition of 

bicycle light either had no effect on detection or reduced levels of detection (but see 

below for one exception). The study suggested that a combined use of road and 

bicycle lighting can impair hazard detection. 

The influence of the combined use of road lighting and bicycle lighting on detection 

performance was a limitation that this study addressed. 

 

6) What level of bicycle light aids cyclists’ visual performance? Does the 

mounting position of bicycle lamp matter? (Chapters 7 and 8) 

For obstacle detection task, it has been established that with no road light illuminance 

(0 lux), turning on bicycle lighting will improve obstacle detection performance. But for 

other situations where bicycle lighting was used simultaneously alongside road 

lighting, at any illuminance, either no improvement or reduction in detection 

performance was revealed in most cases. One particular exception to this finding was 

when the road light was set on 0.2 lux and the bicycle lamp was mounted on the hub, 

this applies to the three levels of bicycle light luminance. 

Experiment 2 assessed three mounting positions (hub, helmet and handlebar), with 

only one bicycle luminance (0.32 cd/m²), and found hub mounting position to be better 
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for detection than the handlebar and helmet positions. Experiment 3 demonstrated that 

the efficacy of the hub mounted bicycle lamp position remained consistent when 

bicycle luminance was altered from 0.32 (the only luminance used in experiment 2) to 

0.1 or 1.0 cd/m², this is in experiment 3 where the bicycle lamp was mounted at hub 

position only. This was particularly the case when road light was switched off or at 0.2 

lux, see Chapter 8: Figure 8.11, 8.13 and 8.14. 

The study concluded that forward-facing bicycle lamps mounted on the hub offer better 

obstacle detection than when mounted on the handlebar. The effect of the bicycle lamp 

mounting position on detection performance was not assessed previously in the 

literature. 

 

10.2 Recommendations for cyclists and policymakers  

10.2.1 Cyclists  

For the obstacle detection task, being important for safe cycling as per the finding of 

the eye-tracking study, bicycle light is suggested to offer the best detection 

performance when mounted on the wheel hub location rather than the handlebar or 

cyclists' helmet. This is especially the case at no road light or 0.2 lux, which are 

common light conditions on unlit or lower lit cycle paths e.g. cycling in the countryside.  

Other than that, using bicycle light simultaneously with different road light illuminances 

is suggested to either decrease or not improve detection in most cases. Hence the 

function of bicycle light should be devoted mainly to aid the conspicuity of cyclists to 

other road users, particularly car drivers.   

 

10.2.2 Policymakers  

The significance of mounting the bicycle light on the wheel hub when obstacle 

detection task becomes the priority to cyclists e.g. cycling on a low surface quality road 

is recommended to be integrated into new road lighting guidelines.     

Observing the path was suggested to be an important visual task to cyclists reflecting 

a tendency to search for possible obstacles or irregularities hence this information 

should be indicated in the new road lighting guidelines.  

Besides, cyclists should be considered as an independent group of road users. 

Currently, cyclists are grouped with pedestrians in one category, this could be due 
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partially to previously lacking empirical evidence informing about cyclists’ particular 

visual needs. 

In the light of government efforts aiming to promote cycling in the society, findings from 

the pilot studies had provided evidence, however in an indicative sense, that light 

matters to the decision to cycle or not (Cyclists frequencies study) and that higher light 

levels or cycling on a pedestrianised cycle path compared to on-road path (The post 

hoc study) both had encouraged more observations toward aesthetic features of the 

environment thus, in theory, adding positively to the cycling experience.  This calls the 

policymakers to encourage and sponsor further research to confirm the findings from 

the pilot studies.    

Policymakers are encouraged to direct/enforce bicycle light manufacturers to change 

their current approach to one that incorporates light properties of their products to the 

visual needs of cyclists. This could be done by providing scientifically based 

recommendations about how to gain optimum visual performance from their lighting 

products, with a reference to each visual task. 

These recommendations have two caveats: 

1) The findings from the obstacle detection study are based on a small sample of 

participants (N = 10 for each experiment of the three) hence the conclusions need to 

be validated by a study that uses a larger population.  

2) The effect of mounting the bicycle light on the wheel hub on other aspects of safe 

cycling such as the conspicuity of cyclists to other road users e.g. car drivers or the 

influence on other visual tasks that cyclists need to perform was not assessed in this 

research thus further research is warranted before adopting these recommendations. 

Examples of other visual tasks which may be affected by mounting the bicycle light on 

the wheel hub include:  

A) The overall visibility of the scene which is likely to influence reassurance i.e. feeling 

safe about a location while cycling.  

B) Conspicuity of cyclists to nearby pedestrians and vehicles and vice versa.   

 



 

245 
 

10.3 Recommendations for further work 

This research aimed to generate empirical evidence that specifies critical visual tasks 

of cyclists when in urban environments using eye-tracking methodology. Then the 

effects of lighting on identified critical visual tasks, obstacle detection, were also 

studied. In addition, the influence of ambient light level on the desire to cycle, and 

perception of features of the urban environment which is not related to safety (aesthetic 

features) were also assessed. Within that scope, potential future research is 

highlighted in this section. 

In the pilot observation study, ambient light and cyclists number, although the study 

demonstrated that higher light levels encourage more cycling, it did not compare the 

tendency to cycle under variations of illuminance as those recommended by the road 

lighting guidelines. Thus a useful future investigation concerning the current road 

lighting guidelines would be to determine specific road light illuminance(s) at which a 

higher rate of cycling could be anticipated. 

The analysis of the main eye-tracking study suggested an effect of route length, data 

of the whole route compared to a smaller section of it, that possibly had caused the 

anticipated difference between all, dual and SCR fixations trends to be partially 

mitigated unlike when comparing the smaller road sections where variations were 

more obvious between the three types of fixations. This is because recording visual 

behaviour on a longer path will reflect in larger data in contrary to the case of shorter 

section. Hence the next eye-tracking studies could further investigate the effect of 

route length on the trends of critical fixations.  

Few eye-tracking studies that investigated cyclists’ visual behaviour in natural settings 

could be found. This was highlighted in the literature review, Section 2.4.4. Within this 

small sample, however, they cannot be considered fully as naturalistic. Because they 

report data of only small segment of the cycled route so the findings cannot reflect the 

visual behaviour of a cyclist when traveling through several parts of the city as there 

would be variations in urban features and traffic conditions, including time spent cycling 

on the main road or in separated cycling lanes. More studies are required which 

investigate cyclists’ visual behaviour in diverse real world contexts. 

Another point to consider is the gap between the laboratory and real world eye-tracking 

studies (Dowiasch et al., 2015). The advantage of conducting naturalistic studies is 
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also an opportunity to compare with laboratory studies, to either support or sustain its 

findings. 

Although the literature investigating cyclists’ visual behaviour using eye-tracking is in 

its infancy, there is a noticeable variation in the analysis protocol used in the previous 

studies e.g. (Mantuano et al., 2017; Vansteenkiste et al., 2014a). For example, each 

study used a different categorisation system, either in the number of categories used 

or the given title for a category. These variations could possibly lead to different 

interpretations of the data which is counterproductive to the accumulative progressing 

of this research theme. A key recommendation for future studies is, therefore, to follow 

a unified approach, perhaps focusing on one critical visual task e.g. fixations toward 

the path or establish a unified categorisation reference.   

In the current study the approach followed was identifying critical visual tasks by 

implementing dual task and SCR approaches. It would be useful to explore the 

replicability of the current findings in the next studies when conducted in other locations 

and for varied route lengths. 

Because the dual and SCR approaches exhibited considerable similarity, the SCR 

approach is proposed as a sound measurement for similar future studies. 

The obstacle detection experiment had investigated the following light parameters: 

varied road light intensities, varied bicycle light intensities and three bicycle lamp 

mounting locations. In doing so, other possible parameters were not covered in the 

study, such as glare, colour rending index, more S/P ratios. Further, it would be of 

benefit to evaluate a wider range of bicycle light levels and the impact of these on 

detection. 

The post hoc analysis of eye-tracking data reported in Chapter 6, looking toward 

architectural features of the environment, assessed fixations toward architectural 

features while light condition and cycle path characteristics were varied. It would be 

useful to experiment with the same type of perception against different road light 

illuminance to see what level motivates more observations of the aesthetic element. 
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Appendix A. Identifying critical visual tasks: Pilot study 

 

 

A.1 Introduction  

The development of eye-tracking technology has now made it possible to determine 

which visual features in the urban environment are important for cyclists, particularly 

in respect to their safety. Identifying where cyclists look when it is dark has useful 

implications for the development of current guidelines regarding the provision of road 

lighting for cyclists. Another potential beneficiary from this investigation is urban design 

as better road lighting will lead to safer travelling and better integration with the urban 

environment. 

Previous eye-tracking studies have not shown whether an eye fixation identified by the 

apparatus is related to a critical visual task. For example, if the participant pays 

genuine attention to the fixated item, it is not unusual for people to look at an object or 

‘look into space’ while they are cognitively disengaged, for example, when their mind 

is wandering (Rothkopf et al., 2007). 

To address this question, some studies have used a parallel dual task while recording 

eye-tracking data (see Chapter 4, Sections 4.2 for literature review). A slow or missed 

response to an audio stimulus may indicate that an individual’s attention has been 

diverted by a critical or unusual visual event (Fotios et al., 2015b). With synchronised 

measurements, potential critical visual tasks can be identified from the simultaneous 

drop-off in performance of the parallel response task. This method was reported to be 

more valid than previous techniques employed to assess eye-tracking data (Fotios et 

al., 2015c). 

However, because the audio stimulus necessarily occurs at random intervals, the 

parallel measurement is not continuous and it is therefore difficult to identify the precise 

moment at which a participant’s attention was diverted by a critical visual item. Another 

limitation of this method concerns the degree of cognitive demand required by this dual 

task which, in specific situations like busy roads would be risky to ask participant to 

perform it. 
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An alternative method for identifying critical visual tasks is the skin conductance 

response (SCR) (see chapter 4, Section 4.3 for literature review). This is a reflex 

physiological response that often accompanies significant emotional or cognitive 

processing. Previous research has used SCR to successfully detect hazards when 

driving (Kübler et al., 2014). A pilot study was therefore conducted here to validate the 

use of a dual task and skin conductance response methods to identify critical visual 

behaviour. This enabled the efficiency of both methods in interpreting eye fixations to 

be compared. It could therefore clarify whether the fixations identified were critical, 

namely if the participant was paying genuine attention to the object fixated upon at a 

certain moment in time during trials. 

 

A.2 Method 

In preparation for this study we have carried out a computer-based pilot test to confirm 

whether SCR can be used to indicate critical moments, while participants performed 

the dual task, both will be parallel measurements to be implemented in the real eye-

tracking study (reported in Chapters 4 and 5). The test required participants to observe 

a computer screen whilst different visual stimuli were presented. During this time, 

participants were asked to reply to a semi-regular audio beep by pressing the spacebar 

on a keyboard as prompt as they could. The on-screen display, audio beep and 

measurement of response times were controlled through a Python program. Beeps 

happened at semi-random intervals, within 1 - 3 sec. To ensure participants closely 

observed the computer screen and did not direct all their attention to the audio 

response task, they were told that they would be asked a series of questions following 

the end of the experiment about what they had seen on the screen. This questioning 

did not actually take place however. 

Three different types of visual stimuli were presented to participants, in three separate 

sessions: 

A. Static images. Static, visually-distracting or salient images, interspersed with 

visual white noise. When the test began, the screen initially displayed visual 

white noise (visual static) for 20 seconds, before displaying a sequence of four 

distracting or salient images, see Figure A.1 for one image slide, each image 

displayed for 1.5 seconds. This pattern of 20 seconds of visual white noise 

followed by 4 images was repeated a further three times. After the final set of 
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images had been presented, a further period of visual noise was shown before 

the test finished. This resulted in five periods of visual noise, and four periods 

in which images were displayed (four images in each period for a total of 16 

images presented). Participants observed the screen for a total of 

approximately 2 minutes. 

 

Figure A. 1. Examples of distracting images shown in the still images test. 

 

B. Video clips. Periods of visual white noise (duration was randomly selected between 

5 and 8 seconds) were interspersed with short (5 seconds) such as a bus going 

past, a group of pedestrians approaching. A total of eight video clips were shown, 

each preceded by the visual white noise. A screenshot from a video clip is shown 

in Figure A.2 (left). 

C. Continuous video. Participants viewed a continuous video clip lasting 219 seconds, 

with no visual noise. Participants were asked to look out for three specific features 

in the environment, such as a particular word on a poster. See Figure A.2 (right). 

 

 

Figure A. 2. Screenshots of critical events occurring in video clips (left) and one of the items 

participants were told to note in the full video part (right). 
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SCR was recorded during presentation of these stimuli. Participants also carried out a 

concurrent response task whilst observing the stimuli, pressing a key in response to a 

beep occurring every 1-3 s. This allowed comparison of the concurrent dual task 

method for identifying critical times with the SCR method, to confirm whether they 

provide similar results. 

 

A.3 Results  

Stimulus versus non-stimulus periods 

In each of the three tests stimulus periods were defined for comparison against a non-

stimulus period. For the static images test, stimulus periods were defined as beginning 

when the first image of an image set was presented, and ending 5 seconds after the 

final image of the set disappeared and the screen returned to white visual noise. For 

the Video Clips test, stimulus periods were defined from the beginning of each video 

clip, until 3 seconds after the end of the video clip. For the Full Video test, stimulus 

periods were defined as beginning when the salient feature first became visible within 

the video, and ending 5 seconds after the salient feature was no longer visible in the 

video. Non-stimulus periods were defined as all other times outside of the stimulus 

periods, for each of the three tests. The mean durations for stimulus and non-stimulus 

periods in the Images test were 44.0 and 72.3 seconds. In the Video Clips test, the 

mean durations for stimulus and non-stimulus periods were 75.8 and 40.6 seconds. In 

the Full Video test, the durations for stimulus and non-stimulus periods were 25.6 and 

193.1 seconds. 

 

Skin Conductance Response 

The number of Skin Conductance Responses (SCRs) was calculated during each 

stimulus period for each participant, on each of the three tests. This frequency was 

normalised by converting to a rate of SCRs per 10 seconds of stimulus period. The 

same approach was taken to calculate a rate of SCRs per 10 seconds of non-stimulus 

period. These measures are presented in Figure A.3. The rate of SCRs during stimulus 

and non-stimulus periods does not appear to differ on the Video Clips and Full Video 

tests. However, the rate appears higher during stimulus periods versus non-stimulus 

periods on the Images test. These interpretations were confirmed with Wilcoxon 

signed-rank tests comparing stimulus and non-stimulus periods for each of the tests 
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(p = 0.313 and 0.500 for the Video Clips and Full Video tests respectively, p = 0.001 

for the Images test). 

 

Figure A. 3.Median SCR frequency per 10 seconds for stimulus and non-stimulus periods, during Full 

Video, Images and Video Clips tests. Error bars show the interquartile range. 

 

Dual task – reaction time 

The mean reaction time (RT) to the concurrent response task was calculated during 

stimulus periods and non-stimulus periods for each participant, on each of the three 

tests. The total mean number of responses (number of times participant needed to 

respond to the beep) required on the concurrent task for stimulus and non-stimulus 

periods respectively was 9.6 and 33.3 for the Images test, 20.3 and 20.7 for the Video 

Clips test, and 12.2 and 98.6 for the Full Video test. Median RTs for stimulus and non-

stimulus periods on each of the three tests are shown in Figure A.4. In all three tests 

RTs during stimulus periods are slower than RTs during non-stimulus periods. 

Wilcoxon signed-rank tests comparing stimulus and non-stimulus RTs suggested 

these differences were significant in all three tests (p = 0.001, 0.001 and 0.042 for the 

Images, Video Clips and Full Video tests respectively). 
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Figure A. 4. Median RTs to response task during stimulus and non-stimulus periods, during Full 

Video, Images and Video Clips tests. Error bars show the interquartile range. 

 

Similarity between SCR and dual-task responding 

To test whether there is a relationship between the SCR and dual task (RT) measures 

in terms of eliciting a reaction during stimulus and non-stimulus periods, the relative 

responsiveness of participants to stimuli in the three tests was measured and 

compared between the two methods of SCR and RT, to see if they were correlated. 

The relative responsiveness of participants was calculated by subtracting the 

participants’ recorded value for each measure during the non-stimulus periods from 

their value during the stimulus periods. For example, the rate of SCR per 10 seconds 

during non-stimulus periods would be subtracted from the rate of SCR per 10 seconds 

during stimulus periods, and likewise for RTs. The larger the resulting value, the more 

responsive the participant was to the stimuli presented. This gives a responsiveness 

value for the SCR measure and for the RT measure. A scatterplot showing these two 

values, and their correlation, is shown in Figures A.5, A.6 and A.7 for the Images, 

Video Clips and Full Video tests. All three scatterplots suggest there may be a positive 

relationship between stimuli responsiveness as measured by the dual task approach 

and stimuli responsiveness as measured by the SCR approach. Spearman’s 
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correlation tests suggested the correlation in the Images test and the Video Clips test 

were significant (p = 0.006 and 0.037 respectively), whilst the Full Video test proved 

not significant (p = 0.441). 

 

Figure A. 5. Correlation between responsiveness to stimuli measured by SCR and RT on Images 
test. Responsiveness to stimuli calculated by subtracting the value during non-stimulus periods from 
the value during stimulus periods, for SCR (rate per 10 seconds) and RT (mean RT). 

 

Figure A. 6. Correlation between responsiveness to stimuli measured by SCR and RT on Video Clips 
test. Responsiveness to stimuli calculated by subtracting the value during non-stimulus periods from 
the value during stimulus periods, for SCR (rate per 10 seconds) and RT (mean RT). 
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Figure A. 7. Correlation between responsiveness to stimuli measured by SCR and RT on Full Video 
test. Responsiveness to stimuli calculated by subtracting the value during non-stimulus periods from 
the value during stimulus periods, for SCR (rate per 10 seconds) and RT (mean RT). 

 

A.4 Discussion  

This pilot experiment had two purposes. The first was to assess whether SCR can be 

used to indicate when an individual is paying attention to something visually salient or 

distracting. The second was to assess whether SCR, as a measure of attention to a 

salient feature, provides the same outcomes as reaction times to an auditory dual task. 

Reaction time tasks have previously been used to successfully indicate critical times 

where attention may be focused on something visually salient or distracting (Fotios et 

al., 2015b; Fotios et al., 2015c). A correlation between the SCR measure and the 

reaction time measure would suggest that SCR could be used in place of or with the 

dual task reaction time to indicate critical times in circumstances where a dual task 

may be inappropriate or hazardous or to validate its results. 

In the “Images” test, there was a higher rate of SCRs during stimulus periods 

compared with non-stimulus periods. This suggests that the distracting, conspicuous 

images presented during the stimulus periods resulted in an increase in SCR. 

However, this outcome was not seen in tests involving video clips or a full video with 

distinctive features to watch out for. Therefore, we conclude that using SCR to indicate 
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critical times when a person is distracted by visual stimuli is feasible. Furthermore, 

results from the dual-task reaction time task confirm that this method of identifying 

critical times when salient visual stimuli are present is successful, as stimulus periods 

produced significantly slower reaction times than non-stimulus periods on all three 

tests. Two of the three tests conducted produced a significant positive correlation 

between responsiveness to the stimuli measured by SCR and responsiveness to the 

stimuli measured by reaction time. Therefore, participants displaying a larger 

difference in reaction times between stimulus and non-stimulus periods were also 

more likely to exhibit a larger difference in the rate of SCR between stimulus and non-

stimulus periods. This implies that the two methods may be measuring similar effects 

and supports the use of SCR as an alternative or in parallel to the dual-task method in 

indicating critical responses to visual stimuli. 

Cyclists’ critical visual tasks are assumed to correlate strongly with safety. Events such 

as avoiding obstacles, uneven surfaces, pedestrians crossing or walking on the path, 

and other vehicles approaching, are all considered visually important events, in that a 

failure to perceive them will lead to a higher possibility of an injury or accident occurring 

while cycling. 

The assumption in this study is that implementing a dual task approach in addition to 

an SCR approach is likely to reveal which eye-tracking fixations are critical, an 

important step in objectively determining cyclists’ critical visual tasks. It is a method 

that relies upon identifying moments where a participant’s attention is diverted from a 

concurrent task e.g., when responding to an audio stimulus. Moreover, physiological 

skin reactions (SCR) triggered by critical events are could also be synchronised with 

eye-tracking fixations. 

Synchronising dual task and SCR data with eye-tracking fixations means that it is 

possible to identify which item in the visual environment the participant was fixating on 

during critical moments in each parallel measurement. 

However, it is important to note that not all critical signals necessarily mean a safety-

related item is being fixated on. It may simply be an attractive or an irregular item/event 

that has attracted the cyclist’s attention. This could be considered a shortcoming of the 

proposed approach. This is because eye fixations alone, as identified by the eye-

tracking system, provide information about the frequency with which participants have 
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fixated on an item, but no indication as to the importance of this item. Thus, we lack 

information about the psychological status of the participant, which is important in 

determining the importance of a fixation. 

Nevertheless, the two methods implemented in this study are likely to indicate critical 

visual events for participants and as such are an improvement on existing eye-tracking 

approaches. 

 

A.5 Summary  

The data collected (n= 10) indicate a critical SCR is more likely to occur during a 

stimulus event compared with other times, and there is a high degree of overlap 

between SCR and slower reaction times to a concurrent response task (dual task). 

These results suggest SCR can be employed as an alternative or parallel method to 

the dual task for identifying significant environmental features using eye-tracking data. 
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Appendix B. Main eye-tracking experiment: Normality assessments 

 

 Table B. 1. Normality assessment for all fixations proportion over target categories data (day and after dark combined). 

 

Normality Test Goal  Path Obstacles  Kerb  Car  Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.106 0.430 0.061 0.022 0.046 0.044 0.261 0.023 

Median 0.095 0.450 0.055 0.020 0.040 0.035 0.280 0.020 
Normality ? NO YES YES YES YES NO NO YES 

Graphical         
Histogram NO NO YES YES NO YES YES NO 
Box Plot YES YES YES YES YES YES YES NO 
Q-Q Plot NO YES YES YES YES YES YES NO 

Normality ? NO YES YES YES YES YES YES NO 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
0.701 - 0.185 0.902 0.364 0.587 0.788 - 0.096 2.172 

Kurtosis 
(within +/-1.0) 

- 0.269 - 0.897 0.594 1.061 - 0.638 - 0.415 -1.291 6.201 

Normality ? NEAR YES NEAR NEAR NEAR NEAR NO NO 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.482 0.690 0.357 0.394 0.323 0.178 0.602 0.004 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.200 0.200 0.184 0.104 0.200 0.007 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES YES NO 

Overall assessment of 
Normality  

NO YES YES YES YES YES NEAR NO 
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Table B. 2. Normality assessment for dual fixations proportion data over target categories (day time trials).  

 

 

 

Normality Test Goal  Path Obstacles  Kerb  Car  Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.114 0.390 0.068 0.020 0.053 0.030 0.303 0.024 

Median 0.105 0.400 0.060 0.015 0.030 0.010 0.270 0.020 
Normality ? NO YES YES YES NO NO NO YES 

Graphical         
Histogram YES NO YES NO NO NO NO NO 
Box Plot NO YES YES YES YES NO YES NO 
Q-Q Plot YES YES YES YES NO NO NO NO 

Normality ? YES YES YES YES NO NO NO NO 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
- 0.102 - 0.184 0.621 0.553 1.035 1.103 0.467 0.847 

Kurtosis 
(within +/-1.0) 

0.297 - 0.924 - 0.233 - 0.856 - 0.134 0.158 - 1.051 - 0.178 

Normality ? YES YES NEAR NEAR NEAR NEAR NEAR NEAR 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.708 0.846 0.428 0.094 0.045 0.008 0.361 0.035 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.200 0.151 0.032 0.009 0.200 0.079 

Normality? 
(not normal f p<0.05) 

YES YES YES YES NO NO YES NEAR 

Overall assessment of 
Normality  

YES YES YES YES NO NO NO NO 
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Table B. 3. Normality assessment for dual fixations proportion data over target categories (after dark trials). 

 

 

 

Normality test Goal  Path Obstacles  Kerb  Car  Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.078 0.471 0.057 0.027 0.051 0.051 0.251 0.009 

Median 0.055 0.505 0.045 0.025 0.045 0.050 0.235 0.001 
Normality ? NO YES NO YES YES YES NO NO 

Graphical         
Histogram NO YES YES NO YES YES NO NO 
Box Plot YES YES YES YES NO YES YES NO 
Q-Q Plot NO YES YES YES NO YES YES NO 

Normality ? NO YES YES YES NO YES YES NO 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
0.589 - 0.348 0.444 0.735 1.339 0.684 0.108 1.704 

Kurtosis 
(within +/-1.0) 

- 1.146 - 0.468 - 0.782 0.278 2.509 0.278 - 1.166 1.670 

Normality ? NO YES YES NEAR NO NEAR NEAR NO 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.135 0.135 0.548 0.560 0.140 0.597 0.739 0.001 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.002 

Normality? 
(not normal f p<0.05) 

YES YES YES YES NO YES YES NO 

Overall assessment of 
Normality  

NO YES YES YES NO YES YES YES 
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Table B. 4. Normality assessment for dual fixations proportion data over target categories (Day and after dark combined trials). 

Normality Test Goal  Path Obstacles  Kerb  Car  Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.071 0.478 0.050 0.021 0.049 0.039 0.247 0.017 

Median 0.075 0.490 0.060 0.020 0.040 0.030 0.255 0.010 
Normality ? YES NO NO YES NO NO YES NO 

Graphical         
Histogram YES YES NO NO YES NO NO YES 
Box Plot YES YES YES YES YES NO YES YES 
Q-Q Plot YES YES NO YES YES YES NO YES 

Normality ? YES YES NO YES YES NO NO YES 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
- 0.424 - 0.165 0.735 0.797 0.927 1.296 0.507 0.412 

Kurtosis 
(within +/-1.0) 

- 0.825 - 1.149 - 1.120 0.648 0.499 2.011 0.637 - 0.298 

Normality ? YES NEAR NEAR NEAR NEAR NO NEAR YES 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.610 0.748 0.031 0.350 0.173 0.139 0.741 0.123 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.001 0.200 0.140 0.200 0.200 0.061 

Normality? 
(not normal f p<0.05) 

YES YES NO YES YES YES YES YES 

Overall assessment of 
Normality  

YES YES NO YES YES NO YES YES 
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Table B. 5. Normality assessment for SCR fixations proportion data over target categories (Day time trials). 

Normality Test Goal  Path Obstacles  Kerb  Car  Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.114 0.390 0.068 0.200 0.053 0.030 0.303 0.024 

Median 0.105 0.400 0.060 0.150 0.030 0.010 0.270 0.020 
Normality ? YES YES Yes NO NO NO NO YES 

Graphical         
Histogram YES NO NO NO NO NO NO NO 
Box Plot YES YES YES NO NO NO YES NO 
Q-Q Plot NO YES YES NO NO NO NO NO 

Normality ? YES YES YES NO NO NO NO NO 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
 

-0.102 
 

- 0.184 
 

0.621 
 

0.553 
 

 
1.035 

 
1.103 

 
0.467 

 
0.847 

Kurtosis 
(within +/-1.0) 

 
0.297 

 
- 0.924 

 
- 0.233 

 
- 0.856 

 
- 0.134 

 
0.158 

 
- 1.051 

 
- 0.178 

 
Normality ? YES YES NEAR YES NO NO YES NO 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

 
0.708 

 

 
0.846 

 

 
0.428 

 
0.094 

 
0.045 

 
0.008 

 
0.361 

 
0.035 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

 
0.200 

 
 

 
0.200 

 
0.200 

 
0.151 

 
0.032 

 
0.009 

 
0.200 

 
0.079 

Normality? 
(not normal f p<0.05) 

YES YES YES YES NO NO YES NO 

Overall assessment of 
Normality  

YES YES YES NEAR NO NO NEAR NO 
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Table B. 6. Normality assessment for SCR fixations proportion data over target categories (After dark time trials). 

Normality Test Goal  Path  Obstacles  Kerb Car Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.078 0.471 0.057 0.027 0.051 0.051 0.251 0.009 

Median 0.055 0.505 0.045 0.025 0.045 0.049 0.235 0.001 
Normality ? NO NO NO YES YES YES NO NO 

Graphical         
Histogram NO NO NO NO NO NO NO NO 
Box Plot NO YES NO YES YES YES YES NO 
Q-Q Plot NO YES NO YES YES YES NO NO 

Normality ? NO NEAR NO NEAR NEAR NEAR NO NO 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
0.589 - 0.348 0.444 0.735 1.33 0.684 0.108 1.70 

Kurtosis 
(within +/-1.0) 

-1.146 - 0.468 - 0.782 0.278 2.50 0.278 - 1.16 1.67 

Normality ? NO YES YES NEAR NO NEAR NEAR NO 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.135 0.911 0.548 0.560 0.140 0.597 0.739 0.001 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.002 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES YES NO 

Overall assessment of 
Normality  

NO YES NO YES YES YES NO NO 
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Table B. 7. Normality assessment for SCR fixations proportion data over target categories (Day and after dark combined trials). 

Normality Test Goal  Path  Obstacles  Kerb Car Cyclists & 
Pedestrians  

Miscellaneous  Buildings  

Central Tendency                    
Mean 0.096 0.430 0.062 0.021 0.053 0.040 0.277 0.016 

Median 0.105 0.465 0.065 0.020 0.045 0.050 0.270 0.015 
Normality ? YES NO YES YES YES NO YES YES 

Graphical         
Histogram NO YES NO YES NO NO YES YES 
Box Plot YES YES YES YES NO YES YES YES 
Q-Q Plot YES YES YES YES NO NO YES YES 

Normality ? YES YES YES YES NO NO YES YES 

Measures of dispersion         
Skewness 

(within +/- 0.5) 
- 0.326 - 0.282 - 0.284 0.596 1.318 - 0.347 0.336 0.484 

Kurtosis 
(within +/-1.0) 

- 0.326 - 0.434 - 0.805 0.203 2.199 - 1.346 - 0.725 - 0.834 

Normality ? YES YES YES NEAR NO NEAR YES YES 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.712 0.820 0.539 0.547 0.180 0.216 0.826 0.139 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.200 0.200 0.124 0.135 0.200 0.140 0.200 0.200 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES YES YES 

Overall assessment of 
Normality  

YES YES YES YES NO NO YES YES 
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Table B. 8. Normality assessment for reaction time variables for the study sample (Day time trials). 

Normality Test Beeps 
total 

Missed Delayed Successful 
responses 

Central Tendency                
Mean 257 32 9.33 88 

Median 253 12 8.5 95 
Normality ? YES NO YES YES 

Graphical     
Histogram NO NO NO NO 
Box Plot YES NO YES NO 
Q-Q Plot NO NO NO NO 

Normality ? NO NO NO NO 

Measures of 
dispersion 

    

Skewness 
(within +/- 0.5) 

 
0.124 

 
2.77 

 
- 0.022 

 
- 2.50 

Kurtosis 
(within +/-1.0) 

 
0.945 

 
8.2 

 
- 0.976 

 
6.8 

Normality ? YES NO YES NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

 
0.819 

 
0.001 

 
0.550 

 
0.001 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

 
0.200 

 
0.001 

 
0.200 

 
0.002 

Normality? 
(not normal f p<0.05) 

YES NO YES NO 

Overall assessment 
of Normality  

NEAR NO NEAR NO 
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Table B. 9. Normality assessment for reaction time variables for the study sample (After dark trials). 

Normality Test Beeps 
total 

Missed Delayed Successful 
responses 

Central Tendency                
Mean 262 38 9.42 86 

Median 256 25 8 91.5 
Normality ? NO NO YES NO 

Graphical     
Histogram YES NO NO NO 
Box Plot NO NO NO NO 
Q-Q Plot NO NO NO NO 

Normality ? NO NO NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
 

1.14 
 

2.60 
 

1.51 
 

- 2.33 
Kurtosis 

(within +/-1.0) 
 

1.74 
 

7.44 
 

1.93 
 

5.99 
Normality ? NO NO NO NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

 
0.099 

 
0.001 

 
0.014 

 
0.001 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

 
0.884 

 
0.003 

 
0.058 

 
0.003 

Normality? 
(not normal f p<0.05) 

YES NO NO NO 

Overall assessment of 
Normality  

NO NO NO NO 

 

 

 



 

266 
 

Table B. 10. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials.  

ID Participant 1 Participant 6 

Normality Test Day Night Day Night 

Central Tendency                
Mean 362 374 363 338 

Median 339 309 285 272 
Normality ? NEAR NO NO NO 

Graphical     
Histogram YES NO NO NO 
Box Plot YES NO NO NO 
Q-Q Plot NO NO NO NO 

Normality ? YES NO NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
 

          1 
 

1.9 
 

       1.62 
 

       1.33 
Kurtosis 

(within +/-1.0) 
 

2.8 
 

3.1 
 

2.19 
 

1.52 
Normality ? NO NO NO NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

 
0.001 

 

 
0.001 

 

 
0.001 

 

 
0.001 

 
Kolmogorov-Smirnov 

Statistic 
Level of significance 

  

 
0.001 

 
 

 
0.001 

 

 
0.001 

 

 
 0.001 

 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

NO NO NO NO 
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Table B. 11. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials. 

 

 

ID Participant 7 Participant 9 

Normality Test Day Night Day Night 

Central Tendency                
Mean 259 242 441 577 

Median 231 215 404 566 
Normality ? YES NO YES YES 

Graphical     
Histogram NO 

 
NO 

 
NO YES 

Box Plot NO NO YES YES 
Q-Q Plot NO NO NO YES 

Normality ? NO NO NO YES 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
        1.7 1.6       0.996       0.377 

Kurtosis 
(within +/-1.0) 

4.1 3.3 0.489 - 0.217 

Normality ? NO NO YES YES 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

NO NO NEAR YES 
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Table B. 12. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials.  

 

 

ID Participant 10 Participant 11 

Normality Test Day Night Day Night 

Central Tendency                
Mean 471 548 177 180 

Median 428 481 166 172 
Normality ? YES NO YES YES 

Graphical     
Histogram YES YES YES YES 
Box Plot NO YES NO NO 
Q-Q Plot YES YES NO NO 

Normality ? YES YES NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
      0.871       0.773        0.75       0.909 

Kurtosis 
(within +/-1.0) 

1.14 0.496 1.2 2.3 

Normality ? NEAR YES NEAR NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

YES NEAR NO NO 
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Table B. 13. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials.  

 

 

 

ID Participant 13 Participant 14 

Normality Test Day Night Day Night 

Central Tendency                
Mean 345 332 415 433 

Median 314 318 374 382 
Normality ? NO YES NO NO 

Graphical     
Histogram NO NO NO NO 
Box Plot NO NO NO NO 
Q-Q Plot NO NO NO NO 

Normality ? NO NO NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
1.12 1.04 1.30 1.41 

Kurtosis 
(within +/-1.0) 

1.22 1.42 2.44 1.93 

Normality ? NO NO NO NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

NO NO NO NO 



 

270 
 

Table B. 14. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials.  

 

 

 

ID Participant 16 Participant 17 

Normality Test Day Night Day Night 

Central Tendency                
Mean 518 518 260 328 

Median 482 469 252 310 
Normality ? NO NO YES YES 

Graphical     
Histogram YES YES YES YES 
Box Plot NO NO NO NO 
Q-Q Plot NO NO NO NO 

Normality ? NO NO NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
      0.788 0.693 0.714 0.909 

Kurtosis 
(within +/-1.0) 

0.769 0.89 1.75 2.06 

Normality ? NEAR NEAR NO NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

NO NO NO NO 



 

271 
 

Table B. 15. Normality assessment for mean reaction time data (MRT) for study participants for day time and after dark trials.  

 

 

 

ID Participant 19 Participant 20 

Normality Test Day Night Day Night 

Central Tendency                
Mean 220 200 450 447 

Median 185 173 335 351 
Normality ? NO NO NO NO 

Graphical     
Histogram NO NO NO NO 
Box Plot NO NO NO NO 
Q-Q Plot NO NO NO NO 

Normality ? NO NO NO NO 

Measures of dispersion     
Skewness 

(within +/- 0.5) 
        1.84 3.08 1.28 1.09 

Kurtosis 
(within +/-1.0) 

3.22 11.96 1.31 0.302 

Normality ? NO NO NO NO 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO NO NO 

Overall assessment of 
Normality  

NO NO NO NO 
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Table B. 16. Normality assessment for mean reaction time data (MRT) for all participants for day time and after dark trials. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

ID 12 participants together 

Normality Test Day Night 

Central Tendency              
Mean 350 371 

Median 311 316 
Normality ? YES NO 

Graphical   
Histogram NO NO 
Box Plot NO NO 
Q-Q Plot NO NO 

Normality ? NO NO 

Measures of dispersion   
Skewness 

(within +/- 0.5) 
       1.46 

 
1.30 

Kurtosis 
(within +/-1.0) 

2.77 1.71 

Normality ? NO NO 

Statistical tests   
Shapiro-Wilks 

Statistic 
Level of significance 

0.001 0.001 

Kolmogorov-Smirnov 
Statistic 

Level of significance 
  

0.001 0.001 

Normality? 
(not normal f p<0.05) 

NO NO 

Overall assessment of 
Normality  

NO NO 
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Table B. 17. Normality assessment for safety and non-safety categories of section B (After dark trials). 

Normality Test Safety 
All 

Non-
safety 

all 

Safety 
dual 

Non-
safety 
dual 

Safety 
SCR 

Non-safety 
SCR 

Central Tendency                  
Mean 0.69 030 0.72 0.27 0.65 0.34 

Median 0.66 0.33 0.71 0.28 0.61 0.38 
Normality ? YES YES YES YES YES YES 

Graphical       
Histogram NO NO NO NO YES YES 
Box Plot YES YES YES YES YES YES 
Q-Q Plot NO NO YES YES YES YES 

Normality ? NO NO NEAR NEAR YES YES 

Measures of dispersion       
Skewness 

(within +/- 0.5) 
0.29 - 0.29 0.013 - 0.013 0.32 - 0.326 

Kurtosis 
(within +/-1.0) 

- 0.71 - 0.71 - 1.42 - 1.42 - 0.121 - 0.121 

Normality ? YES YES NO NO YES YES 

Statistical tests       
Shapiro-Wilks 

Statistic 
Level of significance 

0.132 0.132 0.2 0.2 0.2 0.2 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.478 0.478 0.406 0.406 0.925 0.925 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES 

Overall assessment of 
Normality  

YES YES NEAR NEAR YES YES 
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Table B. 18. Normality assessment for safety and non-safety categories of section B (Day time trials). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Normality test Safety 
All 

Non-
safety 

all 

Safety 
dual 

Non-
safety 
dual 

Safety 
SCR 

Non-safety 
SCR 

Central Tendency                  
Mean 0.58 0.41 0.43 0.40 0.57 0.42 

Median 0.60 0.39 0.45 0.48 0.61 0.38 
Normality ? YES YES YES YES YES YES 

Graphical       
Histogram NO NO YES NO YES NO 
Box Plot NO NO NO NO NO NO 
Q-Q Plot NO NO NO NO NO NO 

Normality ? NO NO NO NO NO NO 

Measures of dispersion       
Skewness 

(within +/- 0.5) 
0.54 - 0.54 - 0.247 - 0.66 - 0.957 0.955 

Kurtosis 
(within +/-1.0) 

0.125 0.125 0.071 - 1.06 1.02 1.04 

Normality ? NO NO YES NO NO NO 

Statistical tests       
Shapiro-Wilks 

Statistic 
Level of significance 

0.516 0.516 0.326 0.067 0.47 0.48 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

       0.150 0.150 0.2 0.045 0.2 0.2 

Normality? 
(not normal f p<0.05) 

YES YES YES NO YES YES 

Overall assessment of 
Normality  

NEAR NEAR YES NO NEAR NEAR 
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Table B. 19. Normality assessment for safety and non-safety categories of section C (After dark trials). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Normality test 
 
 

 

Safety 
All 

Non-
safety 

all 

Safety 
dual 

Non-
safety 
dual 

Safety 
SCR 

Non-safety 
SCR 

Central Tendency                  
Mean 0.75 0.24 0.68 0.31 0.73 0.26 

Median 0.77 0.23 0.75 0.24 0.78 0.22 
Normality ? YES YES YES YES YES YES 

Graphical       
Histogram YES NO NO NO NO NO 
Box Plot NO NO NO NO YES YES 
Q-Q Plot NO NO NO NO NO NO 

Normality ? NO NO NO NO NO NO 

Measures of dispersion       
Skewness 

(within +/- 0.5) 
- 1.37 1.37 -  1.21 1.24 - 0.146 0.146 

Kurtosis 
(within +/-1.0) 

2.16 2.16 1.46 1.58 - 0.869 - 0.869 

Normality ? NO NO NO NO YES YES 

Statistical tests       
Shapiro-Wilks 

Statistic 
Level of significance 

0.117 0.117 0.132 0.121 0.194 0.194 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.095 0.095 0.2 0.2 0.2 0.2 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES 

Overall assessment of 
Normality  

NEAR NEAR NEAR NEAR YES YES 
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Table B. 20. Normality assessment for safety and non-safety categories of section C (Day time trials). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Normality test Safety 
All 

Non-
safety 

all 

Safety 
dual 

Non-
safety 
dual 

Safety 
SCR 

Non-safety 
SCR 

Central Tendency                  
Mean 0.63 0.36 0.68 0.31 0.65 0.35 

Median 0.68 0.32 0.73 0.27 0.64 0.35 
Normality ? YES YES YES YES YES YES 

Graphical       
Histogram NO NO YES YES YES NO 
Box Plot YES YES YES YES YES YES 
Q-Q Plot NO NO NO YES NO NO 

Normality ? NO NO YES YES YES NO 

Measures of dispersion       
Skewness 

(within +/- 0.5) 
- 0.495 0.495 - 0.249 0.232 - 0.735 0.720 

Kurtosis 
(within +/-1.0) 

0.470 0.470 0.982 0.935 1.73 1.70 

Normality ? YES YES YES YES NO NO 

Statistical tests       
Shapiro-Wilks 

Statistic 
Level of significance 

0.451 0.451 0.883 0.873 0.591 0.614 

Kolmogorov-Smirnov 
Statistic 
Level of significance 

0.2 0.2 0.2 0.2 0.2 0.2 

Normality? 
(not normal f p<0.05) 

YES YES YES YES YES YES 

Overall assessment of 
Normality  

YES YES YES YES YES NEAR 
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Appendix C. The post hoc analysis: Normality assessments 

Table C. 1. Normality assessment for fixation duration data of safety and non-safety categories for pedestrianised and on-road paths (day time and after dark 

trials).  

Normality test 
 

Safety 
Pedestrianised 

After dark 

Non-safety 
Pedestrianised 

After dark 

Safety 
On-road 

After 
dark 

Non-safety 
On-road 

After dark 

Safety 
Pedestrianised 

Day 

Non-safety 
Pedestrianised 

Day 

Safety 
On-
road 
Day 

Non-
safety 

On-road 
Day 

Central Tendency                    
Mean 285 272 250 241 195 193 200 187 

Median 295 245 243 201 202 184 202 147 
Normality ? YES NO YES NO YES YES YES NO 

Graphical         
Histogram NO NO YES NO NO NO YES NO 
Box Plot NO YES NO NO YES YES YES NO 
Q-Q Plot YES YES YES NO YES YES YES NO 

Normality ? NO YES YES NO YES YES YES NO 

Measures of 
dispersion 

        

Skewness 
(within +/- 0.5) 

0.308 0.907 0.574 1.292 - 0.466 0.530 0.208 1.840 

Kurtosis 
(within +/-1.0) 

- 0.894 0.112 - 0.487 0.771 - 0.858 - 1.006 - 0.994 4.68 

Normality ? YES NEAR NEAR NEAR YES NO YES NO 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.364 0.222 0.484 0.027 0.689 0.300 0.765 0.016 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.200 0.200 0.200 0.113 0.200 0.922 0.200 0.121 

Normality? 
(not normal f p<0.05) 

YES YES NEAR NEAR YES YES YES NEAR 

Overall assessment 
of Normality  

YES NEAR YES NO YES YES YES NO 
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Table C. 2. Normality assessment for all fixations proportion data of safety and non-safety categories for pedestrianised and on-road paths (day time and after 

dark trials). 

 

Normality test 
 

Safety 
Pedestrianised 

After dark 

Non-safety 
Pedestrianised 

After dark 

Safety 
On-road 

After 
dark 

Non-safety 
On-road 

After dark 

Safety 
Pedestrianised 

Day 

Non-safety 
Pedestrianised 

Day 

Safety 
On-
road 
Day 

Non-
safety 

On-road 
Day 

Central Tendency                    
Mean 0.66 0.34 0.89 0.10 0.55 0.44 0.85 0.14 

Median 0.63 0.37 0.92 0.07 0.57 0.42 0.83 0.17 
Normality ? YES YES YES YES YES YES YES YES 

Graphical         
Histogram NO NO NO NO NO NO NO NO 
Box Plot NO NO NO NO YES YES NO NO 
Q-Q Plot NO NO NO NO YES YES NO YES 

Normality ? NO NO NO NO YES YES NO NO 

Measures of 
dispersion 

        

Skewness 
(within +/- 0.5) 

1.166 - 1.142 - 2.322 2.322 - 0.501 0.501 0.673 - 0.673 

Kurtosis 
(within +/-1.0) 

0.677 0.528 6.368 6.368 0.002 0.002 - 0.951 - 0.951 

Normality ? NEAR NEAR NO NO YES YES NEAR NEAR 

Statistical tests         
Shapiro-Wilks 

Statistic 
Level of significance 

0.102 0.099 0.002 0.002 0.877 0.877 0.137 0.137 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.145 0.180 0.095 0.746 0.200 0.200 0.082 0.082 

Normality? 
(not normal f p<0.05) 

YES YES NEAR NEAR  YES YES YES YES 

Overall assessment 
of Normality  

NEAR  NEAR NO NEAR YES YES NEAR NEAR 
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Table C. 3. Normality assessment for all fixations proportion towards architectural buildings for pedestrianised and on-road paths (day time and after dark 

trials). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Normality test 
 

Pedestrianised 
After dark 

On-road 
After dark 

Pedestrianised 
Day 

On-road 
Day 

Central Tendency                
Mean 228 162 156 155 

Median 215 141 149 157 
Normality ? YES NO YES YES 

Graphical     
Histogram YES NO NO NO 
Box Plot YES NO NO YES 
Q-Q Plot YES YES NO YES 

Normality ? YES NO NO YES 

Measures of 
dispersion 

    

Skewness 
(within +/- 0.5) 

0.668 0.808 1.135 - 0.536 

Kurtosis 
(within +/-1.0) 

- 0.493 - 0.581 3.602 0.366 

Normality ? NEAR NEAR NO NEAR 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.422 0.367 0.085 0.865 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.200 0.200 0.084 0.200 

Normality? 
(not normal f p<0.05) 

YES YES YES YES 

Overall assessment 
of Normality  

YES NO NO YES 
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Table C. 4. Normality assessment for fixations duration toward architectural buildings for pedestrianised and on-road paths (day time and after dark trials). 

 

 

 

 

 

 

 

 

 

 

 

Normality test 
 

Pedestrianised 
After dark 

On-road 
After dark 

Pedestrianised 
Day 

On-road 
Day 

Central Tendency                
Mean 0.040 0.008 0.088 0.075 

Median 0.025 0.009 0.061 0.066 
Normality ? NO YES NO NO 

Graphical     
Histogram NO NO NO NO 
Box Plot NO NO YES YES 
Q-Q Plot NO YES NO NO 

Normality ? NO NO NO NO 

Measures of 
dispersion 

    

Skewness 
(within +/- 0.5) 

1.74 0.752 2.377 0.750 

Kurtosis 
(within +/-1.0) 

3.46 0.092 6.680 - 0.449 

Normality ? NO NEAR NO NEAR 

Statistical tests     
Shapiro-Wilks 

Statistic 
Level of significance 

0.017 0.043 0.002 0.253 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.084 0.044 0.064 0.200 

Normality? 
(not normal f p<0.05) 

NEAR YES NEAR YES 

Overall assessment 
of Normality  

NO NEAR NO NO 
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Appendix D. Obstacle detection experiment: Normality assessments 

Table D. 1. Normality assessment for detected height of the emergent obstacle for road light and bicycle light combinations (Experiment 1). 

* R = Road light; C = Bicycle light.  

Normality test 
 

R00 
C0.1 

R00 
C0.3 

R00 
C1.0 

R0.2 
C00 

R0.2 
C0.1 

R0.2 
C0.3 

R0.2 
C1.0 

R2.0 
C00 

R2.0 
C0.1 

R2.0 
C0.3 

R2.0 
C1.0 

R20 
C00 

R20 
C0.1 

R20 
C0.3 

R20 
C1.0 

Central Tendency                           

Mean 9.7 8.76 5.93 7.60 10.97 9.21 7.09 5.38 7.30 9.58 6.60 5.52 4.09 4.67 4.92 

Median 7.1 7.02 5.25 6.65 10.05 7.27 6.52 4.20 6.85 9.80 5.85 4.12 3.67 3.77 4.20 

Normality ? YES YES YES YES YES YES YES YES YES YES YES YES YES YES YES 

Graphical                

Histogram NO NO NO NO YES NO YES NO NO NO NO NO YES NO YES 

Box Plot NO NO NO YES YES NO NO NO NO YES YES NO YES NO YES 

Q-Q Plot NO NO NO NO NO NO YES NO NO NO NO NO NO NO NO 

Normality ? NO NO NO NO YES NO YES NO NO NO NO NO YES NO YES 

Measures of 
dispersion 

               

Skewness 
(within +/- 0.5) 

2.78 1.31 2.58 0.60 0.99 1.11 1.17 2.86 2.29 0.078 0.70 2.45 0.574 2.30 0.57 

Kurtosis 
(within +/-1.0) 

8.15 0.62 7.52 - 1.65 0.373 - 0.322 1.52 8.64 6.15 - 1.83 - 0.63 6.62 - 0.397 5.74 - 1.48 

Normality ? NO NEAR NO NO NEAR NEAR NO NO NO NO NEAR NO NEAR NO NO 

Statistical tests                

Shapiro-Wilks 
Statistic 

Level of significance 

0.001 0.027 0.001 0.087 0.373 0.015 0.392 0.001 0.003 0.210 0.395 0.001 0.651 0.001 0.123 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.009 0.153 0.006 0.191 0.300 0.015 0.200 0.001 0.004 0.213 0.200 0.061 0.200 0.027 0.200 

Normality? 
(not normal f p<0.05) 

NO NEAR NO NO YES NO YES NO NO YES YES NEAR YES NO YES 

Overall assessment 
of Normality  

NO NO NO NO YES NO YES NO NO NO YES NO YES NO YES 
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Table D. 2. Normality assessment for detected height of emergent obstacle for road light and variations of cycle lamp mounting position (only 0.32 cd/m² 
bicycle luminance was tested) tested in the obstacle detection (Experiment 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

        * R = Road light; C = Bicycle light.  

 

Normality test 
 

R00 
HLM 

R00 
HND 

R00 
HUB 

R0.2 
HLM 

R0.2 
HND 

R0.2 
HUB 

R2.0 
HLM 

R2.0 
HND 

R2.0 
HUB 

R20 
HLM 

R20 
HND 

R20 
HUB 

Central Tendency                        

Mean 12.77 7.43 3.98 12.69 8.49 4.47 9.43 4.11 6.18 4.56 5.28 5.29 

Median 12.50 6.3 3.32 10.10 8.35 3.70 8.97 4.95 5.17 4.12 4.65 4.22 

Normality ? YES NO YES YES YES YES YES YES YES YES YES YES 

Graphical             

Histogram YES NO NO YES YES NO NO NO NO NO NO NO 

Box Plot YES NO NO YES YES NO YES NO NO YES NO YES 

Q-Q Plot NO NO NO NO YES NO NO NO NO NO NO NO 

Normality ? YES NO NO YES YES NO NO NO NO NO NO NO 

Measures of 
dispersion 

            

Skewness 
(within +/- 0.5) 

0.13 1.23 1.83 0.86 0.76 1.72 - 0.04 - 2.39 1.10 0.324 1.59 1.19 

Kurtosis 
(within +/-1.0) 

-0.001 1.63 4.28 - 0.21 0.82 2.64 - 1.82 6.64 0.198 - 1.58 2.44 0.393 

Normality ? YES NO NO NEAR NEAR NO NEAR NO NEAR NEAR NO NEAR 

Statistical tests             

Shapiro-Wilks 
Statistic 

Level of significance 

0.921 0.169 0.032 0.276 0.763 0.011 0.157 0.001 0.094 0.209 0.044 0.073 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.159 0.200 0.200 0.193 0.200 0.013 0.142 0.003 0.200 0.082 0.840 0.174 

Normality? 
(not normal If 

p<0.05) 

YES YES NEAR YES YES NO YES NO YES YES NEAR YES 

Overall assessment 
of Normality  

YES NO NO YES YES NO YES NO YES YES NO YES 
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Table D. 3. Normality assessment for detected height of the emergent obstacle for road light and bicycle light combinations (Experiment 3) 

 

  

Normality test 
 

R00 
C0.1 

R00 
C0.3 

R00 
C1.0 

R0.2 
C00 

R0.2 
C0.1 

R0.2 
C0.3 

R0.2 
C1.0 

R2.0 
C00 

R2.0 
C0.1 

R2.0 
C0.3 

R2.0 
C1.0 

R20 
C00 

R20 
C0.1 

R20 
C0.3 

R20 
C1.0 

Central Tendency                           

Mean 4.05 3.16 3.79 6.30 3.47 3.31 2.82 4.31 5.78 5.52 4.08 3.32 4.46 3.99 5.15 

Median 3.52 3.20 3.30 5.32 3.47 3.32 2.75 3.67 5.70 5.55 3.40 3.15 3.97 4.02 4.65 

Normality ? YES YES YES YES YES YES YES YES YES YES YES YES YES YES YES 

Graphical                

Histogram YES YES NO NO YES NO NO NO NO YES NO NO NO NO NO 

Box Plot YES YES NO NO NO YES NO NO YES YES NO NO YES NO NO 

Q-Q Plot NO NO NO NO NO NO NO NO YES YES NO NO NO NO NO 

Normality ? YES YES NO NO NO NO NO NO YES YES NO NO NO NO NO 

Measures of 
dispersion 

               

Skewness 
(within +/- 0.5) 

0.88 - 0.07 1.98 1.88 0.050 0.96 1.65 1.00 -0.45 - 0.55 1.86 1.77 0.41 1.39 2.19 

Kurtosis 
(within +/-1.0) 

- 0.31 - 0.32 4.27 4.18 1.69 1.07 4.59 - 0.127 0.64 1.77 3.70 4.14 - 0.54 2.87 5.78 

Normality ? YES YES NO NO NEAR NO NO NEAR YES NO NO NO YES NO NO 

Statistical tests                

Shapiro-Wilks 
Statistic 

Level of significance 

0.141 0.59 0.009 0.023 0.726 0.393 0.032 0.09 0.875 0.637 0.014 0.027 0.824 0.055 0.003 

Kolmogorov-Smirnov 
Statistic 

Level of significance 

0.200 0.94 0.012 0.108 0.200 0.200 0.27 0.86 0.200 0.200 0.020 0.043 0.200 0.076 0.009 

Normality? 
(not normal f p<0.05) 

YES YES NO NEAR YES YES NO YES YES YES NO NO YES YES NO 

Overall assessment 
of Normality  

YES YES NO NO YES NEAR NO YES YES YES NO NO YES NEAR NO 
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Appendix E. Contrast measurements: Obstacle detection 

 
Table E. 1. Measurements of luminance at the side/surround of the obstacle with calculated 

contrast value under each road and bicycle light combinations (experiment1: cycle lamp 
mounted at handlebar). 

Test condition  Obstacle luminance  

Contrast  Illuminance 

(lux) 

Bicycle lamp 

(cd/m2) 

Side of 

obstacle 

Surround of 

obstacle 

0 0 0.001 0.001 0.000 

0 0.1 0.078 0.059 0.320 

0 0.316 0.248 0.206 0.207 

0 1.0 0.800 0.623 0.284 

0.2 0 0.013 0.017 -0.220 

0.2 0.1 0.087 0.076 0.140 

0.2 0.316 0.261 0.219 0.191 

0.2 1.0 0.808 0.645 0.253 

2.0 0 0.078 0.124 -0.372 

2.0 0.1 0.153 0.186 -0.176 

2.0 0.316 0.328 0.329 -0.002 

2.0 1.0 0.870 0.759 0.146 

20 0 0.756 1.228 -0.385 

20 0.1 0.850 1.269 -0.330 

20 0.316 1.028 1.429 -0.281 

20 1.0 1.585 1.840 -0.139 

 

Table E. 2. Measurements of luminance at the side/surround of the obstacle with calculated 
contrast value under each road and bicycle light combinations (experiment 2: cycle lamp 

mounted at three positions). 

Test condition  Obstacle luminance  

Contrast  Illuminance 

(lux) 

Bicycle lamp 

(cd/m2) 

Side of 

obstacle 

Surround of 

obstacle 

0 Helmet 0.167 0.172 -0.027 

0 Handlebar 0.248 0.206 0.207 

0 Hub 0.208 0.118 0.758 

0.2 Helmet 0.177 0.182 -0.029 

0.2 Handlebar 0.261 0.219 0.191 

0.2 Hub 0.208 0.128 0.629 

2.0 Helmet 0.255 0.285 -0.106 

2.0 Handlebar 0.328 0.329 -0.002 
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2.0 Hub 0.262 0.240 0.090 

20 Helmet 1.088 1.337 -0.186 

20 Handlebar 1.028 1.429 -0.281 

20 Hub 1.075 1.273 -0.156 

 

Table E. 3. Measurements of luminance at the side/surround of the obstacle with calculated 
contrast value under each road and bicycle light combinations (experiment3: cycle lamp 

mounted at the hub). 

Test condition  Obstacle luminance  

Contrast  Illuminance 

(lux) 

Bicycle lamp 

(cd/m2) 

Side of 

obstacle 

Surround of 

obstacle 

0 0 0.001 0.001 0.000 

0 0.1 0.066 0.039 0.716 

0 0.316 0.208 0.118 0.758 

0 1.0 0.637 0.401 0.586 

0.2 0 0.014 0.015 -0.109 

0.2 0.1 0.068 0.050 0.367 

0.2 0.316 0.208 0.128 0.629 

0.2 1.0 0.621 0.360 0.728 

2.0 0 0.093 0.123 -0.244 

2.0 0.1 0.144 0.156 -0.079 

2.0 0.316 0.262 0.240 0.090 

2.0 1.0 0.632 0.521 0.212 

20 0 0.918 1.207 -0.239 

20 0.1 0.960 1.194 -0.196 

20 0.316 1.075 1.273 -0.156 

20 1.0 1.439 1.609 -0.106 

  



 

287 
 

Published research arising from the thesis 

 

Journal paper 

Fotios, S., Qasem, H., Cheal, C., & Uttley, J. (2017). A pilot study of road lighting, cycle lighting 
and obstacle detection. Lighting Research & Technology, 49(5), 586-602.  

 

 

Book chapter 

Uttley, J., Simpson, J., & Qasem, H. (2018). Eye-Tracking in the Real World: Insights About 
the Urban Environment Handbook of Research on Perception-Driven Approaches to 
Urban Assessment and Design (pp. 368-396): IGI Global. 

 

 

Conference proceedings papers 

Castleton, H., Fotios, S., Qasem, H. (2015). Lighting for cycling: detecting road surface 
hazards. Paper presented at the 28th Session of the CIE, Manchester, UK. 

Uttley, J., Qasem, H., Fotios, S. (2016). Using skin conductance to indicate attention to 
environmental features – a pilot test. Paper presented at the IAPS 2016, The human 
being at home work and leisure, Lund. 

Uttley, J., Fotios, S., Qasem, H. (2016). Characteristics of salient trip hazards based on eye-
tracking data. Paper presented at the IAPS 2016, The human being at home work 
and leisure, Lund. 

Qasem H., Uttley. J., Fotios S. (2017). Lighting for cyclists: an Eye Tracking Study in Natural 
Settings to Investigate Where They Look. Paper presented at the Lux Europa 2017, 
Ljubljana, Slovenia. 

Fotios, S., Uttley, J., Fox, S., Qasem, H. (2017). A Novel Method For Demonstrating That 
Light Encourages Pedestrian Activity. Paper presented at the Lux Europa 2017, 
Ljubljana, Slovenia. 

Fotios, S., Uttley, J., Bohm, A., & Qasem, H. (2019). The influence of road lighting on cyclist 
numbers and safety. Paper presented at the Proceedings of the 29th CIE Session. 

  



 

288 
 

 



 

289 
 

References  

 

Akashi, Y., Kanaya, S., & Ishikura, C. (2014). Interference between foveal and peripheral 
visual tasks, potentially affecting mesopic photometry. Journal of Light & Visual 
Environment, IEIJ130000522.  

Akashi, Y., Rea, M., & Bullough, J. D. (2007). Driver decision making in response to 
peripheral moving targets under mesopic light levels. Lighting Research & 
Technology, 39(1), 53-67.  

Akobeng, A. K. (2016). Understanding type I and type II errors, statistical power and sample 
size. Acta Paediatrica, 105(6), 605-609.  

Aldred, R., Elliott, B., Woodcock, J., & Goodman, A. (2017). Cycling provision separated 
from motor traffic: a systematic review exploring whether stated preferences vary by 
gender and age. Transport reviews, 37(1), 29-55.  

Aldred, R., Goel, R., Woodcock, J., & Goodman, A. (2019). Contextualising Safety in 
Numbers: a longitudinal investigation into change in cycling safety in Britain, 1991–
2001 and 2001–2011. Injury Prevention, 25(3), 236-241.  

Aldred, R., Woodcock, J., & Goodman, A. (2016). Does more cycling mean more diversity in 
cycling? Transport reviews, 36(1), 28-44.  

Alferdinck, J. W. (2006). Target detection and driving behaviour measurements in a driving 
simulator at mesopic light levels. Ophthalmic and Physiological Optics, 26(3), 264-
280.  

Armel, K. C., & Ramachandran, V. S. (2003). Projecting sensations to external objects: 
evidence from skin conductance response. Proceedings of the Royal Society of 
London. Series B: Biological Sciences, 270(1523), 1499-1506.  

Bailey, I. L., & Lovie, J. E. (1976). New design principles for visual acuity letter charts. 
American Journal of Optometry and Physiological Optics, 53(11), 740-745.  

Ball, K., Bauman, A., Leslie, E., & Owen, N. (2001). Perceived environmental aesthetics and 
convenience and company are associated with walking for exercise among Australian 
adults. Preventive Medicine, 33(5), 434-440.  

Benedetto, S., Carbone, A., Drai-Zerbib, V., Pedrotti, M., & Baccino, T. (2014). Effects of 
luminance and illuminance on visual fatigue and arousal during digital reading. 
Computers In Human Behavior, 41, 112-119.  

BIOPAC. (2014). Acqknowledge 4 software guide.  



 

290 
 

Boomsma, C., & Steg, L. (2014). The effect of information and values on acceptability of 
reduced street lighting. Journal of Environmental Psychology, 39, 22-31.  

Boot, W. R., Brockmole, J. R., & Simons, D. J. (2005). Attention capture is modulated in 
dual-task situations. Psychonomic Bulletin & Review, 12(4), 662-668.  

Borst, H. C., Miedema, H. M., de Vries, S. I., Graham, J. M., & van Dongen, J. E. (2008). 
Relationships between street characteristics and perceived attractiveness for walking 
reported by elderly people. Journal of Environmental Psychology, 28(4), 353-361.  

Boya, M., Foulsham, T., Hettinge, F., Parry, D., Williams, E., Jones, H., Bridge, C. (2017). 
Information acquisition differences between experienced and novel time trial cyclists. 
Medicine And Science In Sports And Exercise.  

Boyce. (2014). Human factors in lighting: Crc Press. 

Boyce, Eklund, N. H., Hamilton, B. J., & Bruno, L. D. (2000). Perceptions of safety at night in 
different lighting conditions. International Journal of Lighting Research &Technology, 
32(2), 79-91.  

Boyce, P. R. (2019). The benefits of light at night. Building and Environment, 151, 356-367. 

Braithwaite, J. J., Broglia, E., & Watson, D. G. (2014). Autonomic emotional responses to the 
induction of the rubber-hand illusion in those that report anomalous bodily 
experiences: Evidence for specific psychophysiological components associated with 
illusory body representations. Journal of Experimental Psychology: Human 
Perception and Performance, 40(3), 1131.  

Braithwaite, J. J., Watson, D. G., Jones, R., & Rowe, M. (2013). A guide for analysing 
electrodermal activity (EDA) & skin conductance responses (SCRs) for psychological 
experiments. Psychophysiology, 49(1), 1017-1034.  

BSI. (1982). Specification for Photometric and Physical Requirements of Reflector Devices 
BS6102-2 Cycles. London: British Standards Institution. 

BSI. (1986). Specification for Photometric and Physical Requirements of Lighting Equipment 
BS6102-3 Cycles. London: British Standards Institution. 

BSI. (1992). Specification for Safety Requirements for Bicycles BS6102-1 Cycles. London: 
British Standards Institution. 

BSI. (2013). Road lighting Part 1: Lighting of roads and public amenity areas BS 5489-
1:2013 London: British Standard Institution. 

BSI. (2014). Road lighting Part 1: Guidelines on selection of lighting classes PD CEN/TR 
13201-1:2014. London: Bristish standrds institution.  



 

291 
 

Buehler, R., & Pucher, J. (2017). Trends in walking and cycling safety: recent evidence from 
high-income countries, with a focus on the United States and Germany. American 
journal of public health, 107(2), 281-287.  

Bullough, J. D., & Rea, M. S. (2000). Simulated driving performance and peripheral detection 
at mesopic and low photopic light levels. International Journal of Lighting Research & 
Technology, 32(4), 194-198.  

Cai, J., Lo, Y., Feng, S., & Sun, C. (2014). Design of a highly efficient LED-based bicycle 
head lamp with additional ground illumination. Lighting Research & Technology, 
46(6), 747-753.  

Calvey, J., Shackleton, J., Taylor, M., & Llewellyn, R. (2015). Engineering condition 
assessment of cycling infrastructure: Cyclists’ perceptions of satisfaction and comfort. 
Transportation Research Part A: Policy and Practice, 78, 134-143.  

Caminada, J., & Van Bommel, W. (1984). New lighting criteria for residential areas. Journal 
of the Illuminating Engineering Society, 13(4), 350-358.  

Carpenter, J., & Bithell, J. (2000). Bootstrap confidence intervals: when, which, what? A 
practical guide for medical statisticians. Statistics in Medicine, 19(9), 1141-1164.  

Cavill, N., Kahlmeier, S., Rutter, H., Racioppi, F., & Oja, P. (2008). Economic analyses of 
transport infrastructure and policies including health effects related to cycling and 
walking: a systematic review. Transport Policy, 15(5), 291-304.  

Christopoulos, G. I., Uy, M. A., & Yap, W. J. (2019). The body and the brain: measuring skin 
conductance responses to understand the emotional experience. Organizational 
Research Methods, 22(1), 394-420.  

CIE. (1995). Method of Measuring and Specifying Colour Rendering Properties of Light 
Sources: Technical Report: CIE 13.3-1995. 

CIE. (2010). CIE 115-2010: Lighting of roads for motor and pedestrian traffic. Paper 
presented at the CIE, Vienna. 

CIE. (2010). Recommended system for mesopic photometry based on visual 
performance. Vienna: CIE.  

Clarke, A. D., Stainer, M. J., Tatler, B. W., & Hunt, A. R. (2017). The saccadic flow baseline: 
Accounting for image-independent biases in fixation behavior. Journal Of Vision, 
17(11), 12-12.  

Cohen, J. (1992). A power primer. Psychological bulletin, 112(1), 155.  

Crabb, G., Beaumont, R., Steele, D., Darley, P., & Burtwell, M. (2006). Visual performance 
under CMH and HPS street lighting at different power and dimming levels. 
PUBLISHED PROJECT REPORT PPR069.  



 

292 
 

Davoudian, N., & Raynham, P. (2012). What do pedestrians look at at night? Lighting 
Research & Technology, 44(4), 438-448.  

Dawson, M. E., Schell, A. M., & Filion, D. L. (2007). The electrodermal system. Handbook Of 
Psychophysiology, 2, 200-223.  

De Geus, B., Van Hoof, E., Aerts, I., & Meeusen, R. (2008). Cycling to work: influence on 
indexes of health in untrained men and women in Flanders. Coronary heart disease 
and quality of life. Scandinavian Journal Of Medicine & Science In Sports, 18(4), 498-
510.  

de Montigny, L., Ling, R., & Zacharias, J. (2012). The effects of weather on walking rates in 
nine cities. Environment and Behavior, 44(6), 821-840.  

DFT. (2009). The Road Vehicles Lighting Regulations Act (amended 2009). Department for 
Transport.  

DFT. (2010). The Pedal Bicycles (Safety) Regulations 2010. Department for Transport.  

DFT. (2015a). Investing in Cycling and Walking: The economic case for action. Department 
for Transport.  

DFT. (2015b). Reported road causalities in Great Britain: main results. Department for 
Transport.  

DFT. (2017). Cycling and walking investment strategy. Department for Transport.  

Dieleman, F. M., Dijst, M., & Burghouwt, G. (2002). Urban form and travel behaviour: micro-
level household attributes and residential context. Urban Studies, 39(3), 507-527.  

Dowiasch, S., Marx, S., Einhäuser, W., & Bremmer, F. (2015). Effects of aging on eye 
movements in the real world. Frontiers In Human Neuroscience, 9, 46.  

Dozza, M., & Werneke, J. (2014). Introducing naturalistic cycling data: What factors influence 
bicyclists’ safety in the real world? Transportation Research Part F: Traffic 
Psychology and Behaviour, 24, 83-91.  

Dupont, L., Ooms, K., Duchowski, A. T., Antrop, M., & Van Eetvelde, V. (2017). Investigating 
the visual exploration of the rural-urban gradient using eye-tracking. Spatial Cognition 
& Computation, 17(1-2), 65-88.  

Edensor, T. (2015). Light design and atmosphere. Visual Communication, 14(3), 331-350.  

Eloholma, M., Ketomäki, J., Orreveteläinen, P., & Halonen, L. (2006). Visual performance in 
night‐time driving conditions. Ophthalmic and Physiological Optics, 26(3), 254-263.  



 

293 
 

Eluru, N., Bhat, C. R., & Hensher, D. A. (2008). A mixed generalized ordered response 
model for examining pedestrian and bicyclist injury severity level in traffic crashes. 
Accident Analysis & Prevention, 40(3), 1033-1054.  

Fabriek, E., De Waard, D., & Schepers, J. P. (2012). Improving the visibility of bicycle 
infrastructure. International journal of human factors and ergonomics, 1(1), 98-115. 

Fagerland, M. W., Sandvik, L., & Mowinckel, P. (2011). Parametric methods outperformed 
non-parametric methods in comparisons of discrete numerical variables. BMC 
Medical Research Methodology, 11(1), 44.  

Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G* Power 3: A flexible statistical 
power analysis program for the social, behavioral, and biomedical sciences. Behavior 
research methods, 39(2), 175-191.  

Fernández-Heredia, Á., Monzón, A., & Jara-Díaz, S. (2014). Understanding cyclists’ 
perceptions, keys for a successful bicycle promotion. Transportation Research Part 
A: Policy and Practice, 63, 1-11.  

Field, A. (2013). Discovering statistics using IBM SPSS statistics: sage. 

Figner, B., & Murphy, R. O. (2011). Using skin conductance in judgment and decision 
making research. A handbook of process tracing methods for decision research, 163-
184.  

Findlay, J. M., Findlay, J. M., & Gilchrist, I. D. (2003). Active vision: The psychology of 
looking and seeing: Oxford University Press. 

Fishman, E. (2016). Bikeshare: A review of recent literature. Transport reviews, 36(1), 92-
113.  

Forsyth, A., & Krizek, K. (2011). Urban design: is there a distinctive view from the bicycle? 
Journal of Urban Design, 16(4), 531-549.  

Foster, S., Hooper, P., Knuiman, M., Christian, H., Bull, F., & Giles-Corti, B. (2016). Safe 
RESIDential Environments? A longitudinal analysis of the influence of crime-related 
safety on walking. International Journal of Behavioral Nutrition and Physical Activity, 
13(1), 22.  

Fotios. (2016). Comment on empirical evidence for the design of public lighting. Safety 
Science, 86, 88-91.  

Fotios, Uttley, J., Cheal, C., & Hara, N. (2015b). Using eye-tracking to identify pedestrians’ 
critical visual tasks, Part 1. Dual task approach. Lighting Research & Technology, 
47(2), 133-148.  

Fotios, S., & Castleton, H. (2017a). Lighting for cycling in the UK—A review. Lighting 
Research & Technology, 49(3), 381-395.  



 

294 
 

Fotios, S., & Cheal, C. (2009). Obstacle detection: A pilot study investigating the effects of 
lamp type, illuminance and age. Lighting Research & Technology, 41(4), 321-342.  

Fotios, S., & Cheal, C. (2013). Using obstacle detection to identify appropriate illuminances 
for lighting in residential roads. Lighting Research & Technology, 45(3), 362-376.  

Fotios, S., & Gibbons, R. (2018). Road lighting research for drivers and pedestrians: The 
basis of luminance and illuminance recommendations. Lighting Research & 
Technology, 50(1), 154-186.  

Fotios, S., & Goodman, T. (2012). Proposed UK guidance for lighting in residential roads. 
Lighting Research & Technology, 44(1), 69-83.  

Fotios, S., Monteiro, A. L., & Uttley, J. (2018). Evaluation of pedestrian reassurance gained 
by higher illuminances in residential streets using the day–dark approach. Lighting 
Research & Technology, 1477153518775464.  

Fotios, S., Unwin, J., & Farrall, S. (2015a). Road lighting and pedestrian reassurance after 
dark: A review. Lighting Research & Technology, 47(4), 449-469.  

Fotios, S., Uttley, J., & Cheal, C. (2016). Maintaining foveal fixation during a peripheral 
detection task. Lighting Research & Technology, 48(7), 898-909.  

Fotios, S., Uttley, J., & Fox, S. (2017b). A whole-year approach showing that ambient light 
level influences walking and cycling. Lighting Research & Technology, 
1477153517738306.  

Fotios, S., Uttley, J., & Yang, B. (2015c). Using eye-tracking to identify pedestrians’ critical 
visual tasks. Part 2. Fixation on pedestrians. Lighting Research & Technology, 47(2), 
149-160. doi:10.1177/1477153514522473 

Fotios, S., Mao, Y., Uttley, J., & Cheal, C. (2020). Road lighting for pedestrians: Effects of 
luminaire position on the detection of raised and lowered trip hazards. Lighting 
Research & Technology, 52(1), 79-93.  

Foulsham, T., Farley, J., & Kingstone, A. (2013). Mind wandering in sentence reading: 
Decoupling the link between mind and eye. Canadian Journal of Experimental 
Psychology/Revue canadienne de psychologie expérimentale, 67(1), 51.  

Foulsham, T., Walker, E., & Kingstone, A. (2011). The where, what and when of gaze 
allocation in the lab and the natural environment. Vision Research, 51(17), 1920-
1931.  

Frens, M. A., Van Opstal, A. J., & Van der Willigen, R. F. (1995). Spatial and temporal 
factors determine auditory-visual interactions in human saccadic eye movements. 
Perception & Psychophysics, 57(6), 802-816.  

Fukuda, K., & Vogel, E. K. (2009). Human variation in overriding attentional capture. Journal 
of Neuroscience, 29(27), 8726-8733.  



 

295 
 

Fyhri, A., Heinen, E., Fearnley, N., & Sundfør, H. B. (2017). A push to cycling—exploring the 
e-bike's role in overcoming barriers to bicycle use with a survey and an intervention 
study. International Journal of Sustainable Transportation, 11(9), 681-695.  

Gaspar, J. M., Christie, G. J., Prime, D. J., Jolicœur, P., & McDonald, J. J. (2016). Inability to 
suppress salient distractors predicts low visual working memory capacity. 
Proceedings of the National Academy of Sciences, 113(13), 3693-3698.  

Gatersleben, B., & Appleton, K. M. (2007). Contemplating cycling to work: Attitudes and 
perceptions in different stages of change. Transportation Research Part A: Policy and 
Practice, 41(4), 302-312.  

Gatersleben, B., & Haddad, H. (2010). Who is the typical bicyclist? Transportation Research 
Part F: Traffic Psychology and Behaviour, 13(1), 41-48.  

Gatersleben, B., & Uzzell, D. (2007). Affective appraisals of the daily commute: Comparing 
perceptions of drivers, cyclists, walkers, and users of public transport. Environment 
and Behavior, 39(3), 416-431.  

Gegenfurtner, A., Lehtinen, E., & Säljö, R. (2011). Expertise differences in the 
comprehension of visualizations: A meta-analysis of eye-tracking research in 
professional domains. Educational Psychology Review, 23(4), 523-552.  

GOV.UK. (2018). Driving eyesight rules. Learn to drive a car: step by step.  Retrieved from 
https://www.gov.uk/driving-eyesight-rules 

Gregory, R. L. (1973). Eye and brain: The psychology of seeing: McGraw-Hill. 

Grous, A. (2011). The British cycling economy. London School of Economics, London.  

Hallal, P. C., Andersen, L. B., Bull, F. C., Guthold, R., Haskell, W., Ekelund, U., & Group, L. 
P. A. S. W. (2012). Global physical activity levels: surveillance progress, pitfalls, and 
prospects. The Lancet, 380(9838), 247-257.  

Harald Baayen, R., & Milin, P. (2010). Analyzing reaction times. International Journal of 
Psychological Research, 3(2).  

Harris, J. M. (2006). The interaction of eye movements and retinal signals during the 
perception of 3-D motion direction. Journal of Vision, 6(8), 2-2.  

Hausdorff, J. M., Yogev, G., Springer, S., Simon, E. S., & Giladi, N. (2005). Walking is more 
like catching than tapping: gait in the elderly as a complex cognitive task. 
Experimental Brain Research, 164(4), 541-548.  

Hayhoe, M. M., Shrivastava, A., Mruczek, R., & Pelz, J. B. (2003). Visual memory and motor 
planning in a natural task. Journal of Vision, 3(1), 6-6.  



 

296 
 

He, Y., Rea, M., Bierman, A., & Bullough, J. (1997). Evaluating light source efficacy under 
mesopic conditions using reaction times. Journal of the Illuminating Engineering 
Society, 26(1), 125-138.  

Heinen, E., Van Wee, B., & Maat, K. (2010). Commuting by bicycle: an overview of the 

literature. Transport reviews, 30(1), 59-96. 

Heinen, E., Maat, K., & Van Wee, B. (2011). Day-to-day choice to commute or not by 
bicycle. Transportation Research Record, 2230(1), 9-18.  

Heinen, E., Maat, K., & van Wee, B. (2013). The effect of work-related factors on the bicycle 
commute mode choice in the Netherlands. Transportation, 40(1), 23-43.  

Heinen, E., & Buehler, R. (2019). Bicycle parking: a systematic review of scientific literature 
on parking behaviour, parking preferences, and their influence on cycling and travel 
behaviour. Transport reviews, 39(5), 630-656. 

Henderson, J. M. (2003). Human gaze control during real world scene perception. Trends in 
Cognitive Sciences, 7(11), 498-504.  

Hendriksen, I. J., Simons, M., Garre, F. G., & Hildebrandt, V. H. (2010). The association 
between commuter cycling and sickness absence. Preventive Medicine, 51(2), 132-
135.  

Hoffman, J. E., & Subramaniam, B. (1995). The role of visual attention in saccadic eye 
movements. Perception & Psychophysics, 57(6), 787-795.  

Hollands, M. A., Patla, A. E., & Vickers, J. N. (2002). “Look where you’re going!”: gaze 
behaviour associated with maintaining and changing the direction of locomotion. 
Experimental Brain Research, 143(2), 221-230.  

Holmqvist, K., Nyström, M., Andersson, R., Dewhurst, R., Jarodzka, H., & Van de Weijer, J. 
(2011). Eye tracking: A comprehensive guide to methods and measures: OUP 
Oxford. 

Horton, D., Cox, P., & Rosen, P. (2016). Introduction: Cycling and society. In Cycling and 
Society (pp. 17-40): Routledge. 

Houser, K. W., & Tiller, D. K. (2003). Measuring the subjective response to interior lighting: 
paired comparisons and semantic differential scaling. Lighting Research & 
Technology, 35(3), 183-195.  

Hooge, I. T. C., & Erkelens, C. J. (1999). Peripheral vision and oculomotor control during 

visual search. Vision research, 39(8), 1567-1575.  

Huey, E. B. (1898). Preliminary experiments in the physiology and psychology of reading. 
American Journal of Psychology, 9, 575-586.  



 

297 
 

ILP. (2012). Lighting for subsidiary roads. UK: Institution of lighting professionals. 

Inhoff, A. W., & Radach, R. (1998). Definition and computation of oculomotor measures in 
the study of cognitive processes. In Eye guidance in reading and scene perception 
(pp. 29-53): Elsevier. 

Jacobsen, P. L., Racioppi, F., & Rutter, H. (2009). Who owns the roads? How motorised 
traffic discourages walking and bicycling. Injury Prevention, 15(6), 369-373.  

Johansson, Ö., Wanvik, P. O., & Elvik, R. (2009). A new method for assessing the risk of 
accident associated with darkness. Accident Analysis & Prevention, 41(4), 809-815.  

Jovancevic-Misic, J., & Hayhoe, M. (2009). Adaptive gaze control in natural environments. 
Journal of Neuroscience, 29(19), 6234-6238.  

Kaplan, R., & Kaplan, S. (1989). The experience of nature: A psychological perspective: 
CUP Archive. 

Kaplan, R., Kaplan, S., & Ryan, R. (1998). With people in mind: Design and management of 
everyday nature: Island Press. 

Karmanov, D., & Hamel, R. (2008). Assessing the restorative potential of contemporary 
urban environment (s): Beyond the nature versus urban dichotomy. Landscape and 
Urban Planning, 86(2), 115-125.  

Kelly, V. E., Janke, A. A., & Shumway-Cook, A. (2010). Effects of instructed focus and task 
difficulty on concurrent walking and cognitive task performance in healthy young 
adults. Experimental Brain Research, 207(1-2), 65-73.  

Keskin, Z. (2019). Investigating the effect of daylight on seating preferences in an open-plan 
space: A comparison of methods. University of Sheffield.    

Knowles, J., Adams, S., Cuerden, R., Savill, T., Reid, S., & Tight, M. (2009). Collisions 
involving pedal cyclists on Britain's roads: establishing the causes. 

Korpela, K. M., Ylén, M., Tyrväinen, L., & Silvennoinen, H. (2008). Determinants of 
restorative experiences in everyday favorite places. Health & Place, 14(4), 636-652.  

Krizek, K., Forsyth, A., & Baum, L. (2009). Walking and cycling international literature review. 
Victoria Department of Transport, Melbourne, Australia. 

Krizek, K. J., & Roland, R. W. (2005). What is at the end of the road? Understanding 
discontinuities of on-street bicycle lanes in urban settings. Transportation Research 
Part D: Transport and Environment, 10(1), 55-68.  

Kübler, T. C., Kasneci, E., Rosenstiel, W., Schiefer, U., Nagel, K., & Papageorgiou, E. 
(2014). Stress-indicators and exploratory gaze for the analysis of hazard perception 
in patients with visual field loss. Transportation Research Part F: Traffic Psychology 
and Behaviour, 24, 231-243.  



 

298 
 

Kuzinas, A., Noiret, N., Bianchi, R., & Laurent, É. (2016). The effects of image hue and 
semantic content on viewer’s emotional self-reports, pupil size, eye movements, and 
skin conductance response. Psychology of Aesthetics, Creativity, and the Arts, 10(3), 
360.  

Lachaud, C. M., & Renaud, O. (2011). A tutorial for analyzing human reaction times: How to 
filter data, manage missing values, and choose a statistical model. Applied 
Psycholinguistics, 32(2), 389-416.  

Land, M. F. (1998). The visual control of steering. Vision and Action, 28, 168-180.  

Larco, N., Steiner, B., Stockard, J., & West, A. (2012). Pedestrian-friendly environments and 
active travel for residents of multifamily housing: The role of preferences and 
perceptions. Environment and Behavior, 44(3), 303-333.  

Lavie, N. (2005). Distracted and confused?: Selective attention under load. Trends in 
Cognitive Sciences, 9(2), 75-82.  

Lawlor, E. (2013). The pedestrian pound: the business case for better streets and places. 
London: Living Streets.  

Lawson, A. R., Pakrashi, V., Ghosh, B., & Szeto, W. (2013). Perception of safety of cyclists 
in Dublin City. Accident Analysis & Prevention, 50, 499-511.  

Li, Z., Wang, W., Liu, P., Schneider, R., & Ragland, D. R. (2012). Investigating bicyclists’ 
perception of comfort on physically separated bicycle paths in Nanjing, China. 
Transportation Research Record, 2317(1), 76-84.  

Lim, J., Amado, A., Sheehan, L., & Van Emmerik, R. E. (2015). Dual task interference during 
walking: The effects of texting on situational awareness and gait stability. Gait & 
Posture, 42(4), 466-471.  

Lingard, R., & Rea, M. (2002). Off-axis detection at mesopic light levels in a driving context. 
Journal of the Illuminating Engineering Society, 31(1), 33-39.  

Livingstone, A. C., Christie, G. J., Wright, R. D., & McDonald, J. J. (2017). Signal 
enhancement, not active suppression, follows the contingent capture of visual 
attention. Journal of Experimental Psychology: Human Perception and Performance, 
43(2), 219.  

Liu, C., Susilo, Y. O., & Karlström, A. (2017). Weather variability and travel behaviour–what 
we know and what we do not know. Transport reviews, 37(6), 715-741.  

Loewen, L. J., Steel, G. D., & Suedfeld, P. (1993). Perceived safety from crime in the urban 
environment. Journal of Environmental Psychology, 13(4), 323-331.  

Lorenc, T., Brunton, G., Oliver, S., Oliver, K., & Oakley, A. (2008). Attitudes to walking and 
cycling among children, young people and parents: a systematic review. Journal of 
Epidemiology & Community Health, 62(10), 852-857.  



 

299 
 

Lovelace, R., Roberts, H., & Kellar, I. (2016). Who, where, when: the demographic and 
geographic distribution of bicycle crashes in West Yorkshire. Transportation 
Research Part F: Traffic Psychology and Behaviour, 41, 277-293.  

Mantuano, A., Bernardi, S., & Rupi, F. (2017). Cyclist gaze behavior in urban space: An eye-
tracking experiment on the bicycle network of Bologna. Case Studies on Transport 
Policy, 5(2), 408-416.  

Marigold, D. S., & Patla, A. E. (2007). Gaze fixation patterns for negotiating complex ground 
terrain. Neuroscience, 144(1), 302-313.  

Martínez-Ruiz, V., Jiménez-Mejías, E., de Dios Luna-del-Castillo, J., García-Martín, M., 
Jiménez-Moleón, J. J., & Lardelli-Claret, P. (2014). Association of cyclists’ age and 
sex with risk of involvement in a crash before and after adjustment for cycling 
exposure. Accident Analysis & Prevention, 62, 259-267.  

Meuleners, L. B., Stevenson, M., Fraser, M., Oxley, J., Rose, G., & Johnson, M. (2019). 
Safer cycling and the urban road environment: a case control study. Accident 
Analysis & Prevention, 129, 342-349.  

Miller, J. (1988). A warning about median reaction time. Journal of Experimental Psychology: 
Human Perception and Performance, 14(3), 539.  

Miranda-Moreno, L. F., & Nosal, T. (2011). Weather or not to cycle: Temporal trends and 
impact of weather on cycling in an urban environment. Transportation Research 
Record, 2247(1), 42-52.  

Najafpour, E., Asl-Aminabadi, N., Nuroloyuni, S., Jamali, Z., & Shirazi, S. (2017). Can 
galvanic skin conductance be used as an objective indicator of children’s anxiety in 
the dental setting? Journal of Clinical and Experimental Dentistry, 9(3), e377.  

Nasar, J. L., & Bokharaei, S. (2017). Lighting modes and their effects on impressions of 
public squares. Journal of Environmental Psychology, 49, 96-105.  

Nielsen, T. A. S., Olafsson, A. S., Carstensen, T. A., & Skov-Petersen, H. (2013). 
Environmental correlates of cycling: Evaluating urban form and location effects based 
on Danish micro-data. Transportation Research Part D: Transport and Environment, 
22, 40-44.  

Nikunen, H., Puolakka, M., Rantakallio, A., Korpela, K., & Halonen, L. (2014). Perceived 
restorativeness and walkway lighting in near-home environments. Lighting Research 
& Technology, 46(3), 308-328.  

Nuzzo, R. (2014). Scientific method: statistical errors. Nature News, 506(7487), 150.  

Oja, P., Titze, S., Bauman, A., de Geus, B., Krenn, P., Reger‐Nash, B., & Kohlberger, T. 
(2011). Health benefits of cycling: a systematic review. Scandinavian Journal of 
Medicine & Science in Sports, 21(4), 496-509.  



 

300 
 

Olivers, C. N., Meijer, F., & Theeuwes, J. (2006). Feature-based memory-driven attentional 
capture: visual working memory content affects visual attention. Journal of 
Experimental Psychology: Human Perception and Performance, 32(5), 1243.  

Osterberg, G. (1935). Topography of the layer of rods and cones in the human retina. 
Copenhagen [Levin & Munksgaard]. 

Painter, K., & Farrington, D. P. (1997). The crime reducing effect of improved street lighting: 
The Dudley project. Situational crime prevention: Successful case studies, 2, 209-
226.  

Park, H. J., Lee, D. K., Lee, J. M., Park, K.-W., Joo, J. Y., & Kwak, J. S. (2017). Design of 
LED Bicycle Headlamp with a Horizontally Wide Viewing Angle. Current Optics and 
Photonics, 1(4), 351-357.  

Parkin, J., & Rotheram, J. (2010). Design speeds and acceleration characteristics of bicycle 
traffic for use in planning, design and appraisal. Transport Policy, 17(5), 335-341.  

Pashler, H. (1994). Dual-task interference in simple tasks: data and theory. Psychological 
Bulletin, 116(2), 220.  

Patla, A. E., & Vickers, J. N. (2003). How far ahead do we look when required to step on 
specific locations in the travel path during locomotion? Experimental Brain Research, 
148(1), 133-138.  

Peña-García, A., Hurtado, A., & Aguilar-Luzón, M. (2015). Impact of public lighting on 
pedestrians’ perception of safety and well-being. Safety Science, 78, 142-148.  

PHE. (2014). Everybody active, every day An evidence-based approach to physical activity. 
London: Public Health England. 

Piatkowski, D., Bronson, R., Marshall, W., & Krizek, K. J. (2014). Measuring the impacts of 
bike-to-work day events and identifying barriers to increased commuter cycling. 
Journal of Urban Planning and Development, 141(4), 04014034.  

Plazier, P. A., Weitkamp, G., & van den Berg, A. E. (2017). “Cycling was never so easy!” An 
analysis of e-bike commuters' motives, travel behaviour and experiences using GPS-
tracking and interviews. Journal of Transport Geography, 65, 25-34.  

Posner, M. I. (1980). Orienting of attention. Quarterly Journal of Experimental Psychology, 
32(1), 3-25.  

Poulton, E. (1977). Quantitative subjective assessments are almost always biased, 
sometimes completely misleading. British Journal of Psychology, 68(4), 409-425.  

Poulton, E. (1982). Biases in quantitative judgements. Applied Ergonomics, 13(1), 31-42.  

Prati, G. (2018). Gender equality and women's participation in transport cycling. Journal of 
Transport Geography, 66, 369-375.  



 

301 
 

Pucher, J., & Buehler, R. (2008). Making cycling irresistible: lessons from the Netherlands, 
Denmark and Germany. Transport Reviews, 28(4), 495-528.  

Quigley, C., Onat, S., Harding, S., Cooke, M., & König, P. (2008). Audio-visual integration 
during overt visual attention.  

Ratcliff, R. (1993). Methods for dealing with reaction time outliers. Psychological Bulletin, 
114(3), 510.  

Rea, M., Bullough, J., & Brons, J. (2015). Spectral considerations for outdoor lighting: 
Designing for perceived scene brightness. Lighting Research & Technology, 47(8), 
909-919.  

Rea, M. S., & Ouellette, M. J. (1991). Relative visual performance: A basis for application. 
Lighting Research & Technology, 23(3), 135-144.  

Robbins, C. J., & Fotios, S. (2020). Road lighting and distraction whilst driving: Establishing 
the significant types of distraction. Lighting Research & Technology, 
1477153520916515.  

Rosebrock, L. E., Hoxha, D., Norris, C., Cacioppo, J. T., & Gollan, J. K. (2016). Skin 
conductance and subjective arousal in anxiety, depression, and comorbidity. Journal 
of Psychophysiology.  

Roth, L. M. (1993). Understanding Architecture: Its Elements. History, and Meaning: 
Westview Press. 

Rothkopf, C. A., Ballard, D. H., & Hayhoe, M. M. (2007). Task and context determine where 
you look. Journal of Vision, 7(14), 16-16.  

Rothman, K. J. (1990). No adjustments are needed for multiple comparisons. Epidemiology, 
43-46.  

Saelens, B. E., Sallis, J. F., & Frank, L. D. (2003). Environmental correlates of walking and 
cycling: findings from the transportation, urban design, and planning literatures. 
Annals of Behavioral Medicine, 25(2), 80-91.  

SanMiguel, I., Linden, D., & Escera, C. (2010). Attention capture by novel sounds: 
Distraction versus facilitation. European Journal of Cognitive Psychology, 22(4), 481-
515.  

Schepers, P., & den Brinker, B. (2011). What do cyclists need to see to avoid single-bicycle 
crashes? Ergonomics, 54(4), 315-327.  

Schepers, P., Twisk, D., Fishman, E., Fyhri, A., & Jensen, A. (2017). The Dutch road to a 
high level of cycling safety. Safety science, 92, 264-273.  



 

302 
 

Schmidt, S., & von Stülpnagel, R. (2018). Risk Perception and Gaze Behavior during Urban 
Cycling–A Field Study. Paper presented at the Eye Tracking for Spatial Research, 
Proceedings of the 3rd International Workshop. 

Sener, I. N., Eluru, N., & Bhat, C. R. (2009a). An analysis of bicycle route choice preferences 
in Texas, US. Transportation, 36(5), 511-539. doi:10.1007/s11116-009-9201-4 

Sener, I. N., Eluru, N., & Bhat, C. R. (2009b). Who are bicyclists? Why and how much are 
they bicycling? Transportation Research Record, 2134(1), 63-72.  

Shemesh, A., Talmon, R., Karp, O., Amir, I., Bar, M., & Grobman, Y. J. (2017). Affective 
response to architecture–investigating human reaction to spaces with different 
geometry. Architectural Science Review, 60(2), 116-125.  

Shulman, G. L., Remington, R. W., & Mclean, J. P. (1979). Moving attention through visual 
space. Journal of Experimental Psychology: Human Perception and Performance, 
5(3), 522.  

Smallwood, J., Beach, E., Schooler, J. W., & Handy, T. C. (2008). Going AWOL in the brain: 
Mind wandering reduces cortical analysis of external events. Journal of Cognitive 
Neuroscience, 20(3), 458-469.  

Smith, M., Hosking, J., Woodward, A., Witten, K., MacMillan, A., Field, A., . . . Mackie, H. 
(2017). Systematic literature review of built environment effects on physical activity 
and active transport–an update and new findings on health equity. International 
Journal of Behavioral Nutrition and Physical Activity, 14(1), 158.  

SMI. (2016). BeGaze Manual. Version 3.7. SMI, Germany. 

Snizek, B., Nielsen, T. A. S., & Skov-Petersen, H. (2013). Mapping bicyclists’ experiences in 
Copenhagen. Journal of Transport Geography, 30, 227-233.  

Sood, N., & Ghosh, A. (2007). The short and long run effects of daylight saving time on fatal 
automobile crashes. The BE Journal of Economic Analysis & Policy, 7(1).  

Spencer, P., Watts, R., Vivanco, L., & Flynn, B. (2013). The effect of environmental factors 
on bicycle commuters in Vermont: influences of a northern climate. Journal of 
Transport Geography, 31, 11-17.  

Spotswood, F., Chatterton, T., Tapp, A., & Williams, D. (2015). Analysing cycling as a social 
practice: An empirical grounding for behaviour change. Transportation Research Part 
F: Traffic Psychology and Behaviour, 29, 22-33.  

Stewart, G., Anokye, N. K., & Pokhrel, S. (2015). What interventions increase commuter 
cycling? A systematic review. BMJ open, 5(8), e007945.   

Sullivan, J. M., & Flannagan, M. J. (2002). The role of ambient light level in fatal crashes: 
inferences from daylight saving time transitions. Accident Analysis & Prevention, 
34(4), 487-498.  



 

303 
 

Summala, H., Pasanen, E., Räsänen, M., & Sievänen, J. (1996). Bicycle accidents and 
drivers' visual search at left and right turns. Accident Analysis & Prevention, 28(2), 
147-153.  

Sussman, A., & Hollander, J. B. (2014). Cognitive architecture: designing for how we 
respond to the built environment: Routledge. 

Sustrans. (2012). Lighting for cycle paths -Technical Information Note 29. Bristol, UK: 
Sustrans. 

Szumilas, M. (2010). Explaining odds ratios. Journal of the Canadian Academy of Child and 
Adolescent Psychiatry, 19(3), 227.  

Taylor, S., Jaques, N., Chen, W., Fedor, S., Sano, A., & Picard, R. (2015). Automatic 
identification of artifacts in electrodermal activity data. Paper presented at the 2015 
37th Annual International Conference of the IEEE Engineering in Medicine and 
Biology Society (EMBC). 

Thompson, M. J., & Rivara, F. P. (2001). Bicycle-related injuries. American Family Physician, 
63(10), 2007-2013.  

Thornley, S., Woodward, A., Langley, J. D., Ameratunga, S. N., & Rodgers, A. (2008). 
Conspicuity and bicycle crashes: preliminary findings of the Taupo Bicycle Study. 
Injury Prevention, 14(1), 11-18.  

Thurmond, V. A. (2001). The point of triangulation. Journal of Nursing Scholarship, 33(3), 
253-258.  

Tight, M., Kelly, C., Hodgson, F., & Page, M. (2004). Improving pedestrian accessibility and 
quality of life. Leeds. 

TimeAndDate. (2018). Timeanddate.com.   Retrieved from 
https://www.timeanddate.com/sun/uk/sheffield 

Titze, S., Stronegger, W. J., Janschitz, S., & Oja, P. (2007). Environmental, social, and 
personal correlates of cycling for transportation in a student population. Journal of 
Physical Activity and Health, 4(1), 66-79.  

Toomingas, A., Alfredsson, L., & Kilbom, Å. (1997). Possible bias from rating behavior when 
subjects rate both exposure and outcome. Scandinavian Journal of Work, 
Environment & Health, 370-377.  

Turatto, M., & Pascucci, D. (2016). Short-term and long-term plasticity in the visual-attention 
system: Evidence from habituation of attentional capture. Neurobiology of Learning 
and Memory, 130, 159-169.  

Twisk, D., & Reurings, M. (2013). An epidemiological study of the risk of cycling in the dark: 
The role of visual perception, conspicuity and alcohol use. Accident Analysis & 
Prevention, 60, 134-140.  



 

304 
 

Ulrich, R. S. (1979). Visual landscapes and psychological well‐being. Landscape Research, 
4(1), 17-23.  

Underwood, G., Phelps, N., Wright, C., Van Loon, E., & Galpin, A. (2005). Eye fixation 
scanpaths of younger and older drivers in a hazard perception task. Ophthalmic and 
Physiological Optics, 25(4), 346-356.  

Uttley, J. (2015). Investigating the visual tasks of pedestrians and how one of these tasks, 
obstacle detection, is influenced by lighting. PhD Thesis. University of Sheffield.    

Uttley, J., & Fotios, S. (2017). Using the daylight savings clock change to show ambient light 
conditions significantly influence active travel. Journal of Environmental Psychology, 
53, 1-10.  

Uttley, J., Fotios, S., & Cheal, C. (2017). Effect of illuminance and spectrum on peripheral 
obstacle detection by pedestrians. Lighting Research & Technology, 49(2), 211-227.  

Uttley, J., & Lovelace, R. (2016). Cycling promotion schemes and long-term behavioural 
change: A case study from the University of Sheffield. Case Studies on Transport 
Policy, 4(2), 133-142.  

van Dooren, M., & Janssen, J. H. (2012). Emotional sweating across the body: Comparing 
16 different skin conductance measurement locations. Physiology & Behavior, 
106(2), 298-304.  

Vansteenkiste, P., Cardon, G., D’Hondt, E., Philippaerts, R., & Lenoir, M. (2013). The visual 
control of bicycle steering: The effects of speed and path width. Accident Analysis & 
Prevention, 51, 222-227.  

Vansteenkiste, P., Cardon, G., & Lenoir, M. (2015). Visual guidance during bicycle steering 
through narrow lanes: A study in children. Accident Analysis & Prevention, 78, 8-13.  

Vansteenkiste, P., Van Hamme, D., Veelaert, P., Philippaerts, R., Cardon, G., & Lenoir, M. 
(2014b). Cycling around a curve: The effect of cycling speed on steering and gaze 
behavior. PloS one, 9(7), e102792.  

Vansteenkiste, P., Zeuwts, L., Cardon, G., Philippaerts, R., & Lenoir, M. (2014a). The 
implications of low quality bicycle paths on gaze behavior of cyclists: A field test. 
Transportation Research Part F: Traffic Psychology and Behaviour, 23, 81-87.  

Vansteenkiste, P., Zeuwts, L., van Maarseveen, M., Cardon, G., Savelsbergh, G., & Lenoir, 
M. (2017). The implications of low quality bicycle paths on the gaze behaviour of 
young learner cyclists. Transportation Research Part F: Traffic Psychology and 
Behaviour, 48, 52-60.  

Velarde, M. D., Fry, G., & Tveit, M. (2007). Health effects of viewing landscapes–Landscape 
types in environmental psychology. Urban Forestry & Urban Greening, 6(4), 199-212.  



 

305 
 

Viaene, P., Vansteenkiste, P., Lenoir, M., De Wulf, A., & De Maeyer, P. (2016). Examining 
the validity of the total dwell time of eye fixations to identify landmarks in a building. 
Journal of Eye Movement Research, 9(3).  

Wadley, D., & Gore, H. (2016). Design intervention in architecture and planning: practical 
explorations and applied outcomes. Architectural Science Review, 59(6), 482-495.  

Wagenmakers, E.-J., Wetzels, R., Borsboom, D., van der Maas, H. L., & Kievit, R. A. (2012). 
An agenda for purely confirmatory research. Perspectives on Psychological Science, 
7(6), 632-638.  

Werneke, J., Dozza, M., & Karlsson, M. (2015). Safety–critical events in everyday cycling–
Interviews with bicyclists and video annotation of safety–critical events in a 
naturalistic cycling study. Transportation Research Part F: Traffic Psychology and 
Behaviour, 35, 199-212.  

Whelan, R. (2008). Effective analysis of reaction time data. The Psychological Record, 58(3), 
475-482.  

White, E. C., & Graham, B. M. (2016). Estradiol levels in women predict skin conductance 
response but not valence and expectancy ratings in conditioned fear extinction. 
Neurobiology of Learning and Memory, 134, 339-348.  

Wieser, M. J., Pauli, P., Alpers, G. W., & Mühlberger, A. (2009). Is eye to eye contact really 
threatening and avoided in social anxiety?—An eye-tracking and psychophysiology 
study. Journal of Anxiety Disorders, 23(1), 93-103.  

Wilkie, R. M., Wann, J. P., & Allison, R. S. (2008). Active gaze, visual look-ahead, and 
locomotor control. Journal of Experimental Psychology: Human Perception and 
Performance, 34(5), 1150.  

Williams, L. M. (2006). An integrative neuroscience model of" significance" processing. 
Journal of Integrative Neuroscience, 5(01), 1-47.  

Williams, L. M., Liddell, B. J., Rathjen, J., Brown, K. J., Gray, J., Phillips, M., . . . Gordon, E. 
(2004). Mapping the time course of nonconscious and conscious perception of fear: 
an integration of central and peripheral measures. Human Brain Mapping, 21(2), 64-
74.  

Willis, D. P., Manaugh, K., & El-Geneidy, A. (2015). Cycling under influence: summarizing 
the influence of perceptions, attitudes, habits, and social environments on cycling for 
transportation. International Journal of Sustainable Transportation, 9(8), 565-579.  

Winters, M., Davidson, G., Kao, D., & Teschke, K. (2011). Motivators and deterrents of 
bicycling: comparing influences on decisions to ride. Transportation, 38(1), 153-168.  

Winters, M., Buehler, R., & Götschi, T. (2017). Policies to promote active travel: evidence 
from reviews of the literature. Current environmental health reports, 4(3), 278-285.  



 

306 
 

Winters, M., Buehler, R., & Götschi, T. (2017). Policies to promote active travel: evidence 
from reviews of the literature. Current environmental health reports, 4(3), 278-285.  

Xu, H., Yuan, M., & Li, J. (2019). Exploring the relationship between cycling motivation, 
leisure benefits and well-being. International Review for Spatial Planning and 
Sustainable Development, 7(2), 157-171.  

Zeuwts, L., Vansteenkiste, P., Deconinck, F., van Maarseveen, M., Savelsbergh, G., Cardon, 
G., & Lenoir, M. (2016). Is gaze behaviour in a laboratory context similar to that in 
real-life? A study in bicyclists. Transportation Research Part F: Traffic Psychology 
and Behaviour, 43, 131-140.  


