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Raman Spectroscopy is a technique that can characterize samples using a non-invasive, label-free method. It has revolutionized the scientific research field identifying everything from pharmaceuticals, geology, and even biological applications. These biological applications include a deeper understanding of bone structure, drug and cell interactions and even advancements in the field of cancer diagnostics. This thesis uses this pioneering technique to first characterize graphene sheets that have been obtained through chemical vapour desposition. Raman interactions can achieve a fingerprint signal, allowing a greater understanding of graphene’s defects and composition. Using the peak’s locations, full width at half maximum and intensity ratios will allow a comparison to literature, and lead to an in-depth understanding of the quality of graphene. Secondly, characterization of the prostate cancer cell line P4E6 will be completed. Various statistical analyses are performed to understand the prostate cell line’s interactions with graphene and the potential biological applications of graphene.
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1 Introduction

1.1 Graphene

1.1.1 Properties of Graphene

Graphene is a singular layer of graphite which consists of a honeycomb lattice of carbon atoms, in a flat monolayer [1]. It is two-dimensional, and is the base material of fullerenes or rolled into 1D nanotubes. Graphite is the 3D stacked version of graphene. Graphene is its two-dimensional existence [1]. Graphene’s structure is demonstrated in figure 1.
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Figure 1: An image to represent the AB stacking of graphene layers (left) and AA stacking of graphene layers (right) [2].

Graphene is now used in many different areas of research due to its breakthrough isolated discovery in 2004 by Novoselov et. al [3], from industrial applications in solar cells [4] to biomedical research [5]. This is due to its unique structure and properties [3]. There are many methods in which to extract single layers of graphene, with the most popular choice being mechanical exfoliation of highly oriented pyrolytic graphite, which can be used to produce 5mm x 5mm x 1mm sized samples [6]. Although it is the most common, it is not useful in cases where a large area film is needed, such as materials in devices. This is because this method can only give a sample with dimensions on the millimetre scale.

Graphene can be produced on a larger scale of centimeters, via several different tech-
niques such as chemical vapour deposition [7, 8, 9], reduction of oxidized graphite oxide [10], and graphitization under high vacuum of SiC wafers [11]. This is easily available to purchase online [12].

1.1.2 Raman Spectroscopy of Graphene

The Raman spectroscopy profile of graphene has been researched largely by the science community since its 2004 discovery, with leaders in the field including Ferrari [13, 14] and Dresselhaus [15], who have contributed massively to the understanding of the structure and interactions that happen in graphene’s complex system.

The Raman spectra of graphene can be used to understand the interactions involved within graphene, showing strain and unintentional doping in differences of peak position, width and peak intensity ratios (PIR) [16].

Graphene has two atoms of the unit cell that are inequivalent [13]. Single layer graphene is easily identified by its two common peaks known as the G peak, located at 1580cm$^{-1}$ [16] and the G’ peak located at 2700cm$^{-1}$ [16].

The G-peak is responsible for in-plane scattering of zone centre phonons. This comes from the high frequency E$_{2g}$ mode of the sp$^2$ rings and chains (figure 3(a)) [13]. It comes from the Raman fundamental selection rule, where the phonon has q = 0 and no disorder meaning energy conservation.

The G’ peak is due to the 2$^{nd}$ order double resonance scattering [17]. It comes from the satisfaction of momentum conservation by two opposite wave vectors [13].

There is also another peak that can appear around 1350cm$^{-1}$ [16], known as the D peak. The D peak arises from the defects in the graphene layer and is used to measure the quality of the graphene [16]. The D peak comes from the breathing modes of the six-atom rings [13]. It is due to the transverse optical phonons around the Brillouin zone corner K [13].

The D + D” band, referred to as G* band in this paper is a combination of a D phonon
and a phonon from the longitudinal acoustic branch from a defected sample that is measured with visible light.

Figure 2: A figure to show electronic dispersion in the honeycomb lattice of graphene [18].

These peaks are due to graphene’s unique electronic dispersion, which is shown in figure 2. This leads to the individual phonon processes which result in difference peaks, outlined in figure 3.

1.2 Prostate Cancer

1.2.1 Prostate Cancer and its Significance.

Cancer is a disease that causes abnormal cellular growth. It can spread to and damage other cells. Cancer comes from the mutation and damage of cells, as they are extremely fragile. Every cancer is caused by a different set of mutations. One of the best ways to improve mortality rates within cancer is early detection so that the cancer can be treated and managed in its earliest stages [19].

The prostate is a gland that sits between the bladder and urethra. The gland is responsible for producing fluid that washes and keeps sperm healthy. It can often have no symptoms but it can cause a change in a man’s usual urinary patterns. Prostate
Figure 3: Figure (a) shows the phonon processes responsible for the relative peaks with electron dispersion as solid black lines, occupied states as the shaded areas, interband transitions neglecting the photon momentum, accompanied by photon absorption as blue arrows and emission as red arrows, intraband transitions accompanied by phonon emission as dashed arrows, and electron scattering on a defect as horizontal dotted arrows [13], with figure (b), showing the spectra with the peaks responsible for scattering [13]. The D + D' peak is referenced as the G* peak in this thesis.
Cancer is the number one cancer found among men in the United Kingdom (figure 4), with 47,740 new cases in the UK between 2014–2016 [20].

There are currently many different methods used for the diagnosis of prostate cancer such as prostate specific antigen (PSA) blood tests and medical imaging. PSA testing is a simple blood test that measures the level of prostate specific antigens within the blood sample.

An article by Bartsch et. al [22] discusses the improvement of mortality rates, when mass PSA screening of men is offered to men between 45 to 75 years old in Tyrol, Austria. 32.3% of men between this age range took part in the PSA screening. Those who took part in the study with a PSA level higher that 10 ng/ml were advises to undergo a biopsy. From this mass screening of PSA scores, stage III extraprostatic disease decrease, as did stage IV metastatic disease. The mortality rate from prostate cancer related death also fell between 1993 and 1999 (Figure 5).
Figure 5: Prostate cancer mortality rates in Tyrol compared with the remaining republic of Austria population, and prostate cancer incidence rates in Tyrol in men aged 40 to 79 [22].

Although these results are both positive and encouraging results for mass early detection of prostate cancer, it is not always efficient. There are cases of prostate cancer that have low PSA levels, such as small cell carcinoma of the prostate which would go undetected in this screening case [23]. 

High PSA levels can lead to further medical investigation, such as through MRI or CT scanning. MRI scans can be used to detect tumours and understand staging [24, 25]. However, MRI scans cannot be performed on patients who have previous had metallic implants such as hip replacements, or pacemakers [26]. It is also expensive and does not work for real-time imaging [27]. 

Alternatively to this method, is the use of CT to diagnosis prostate cancer [28]. CT images are often fused with other images such a PET, to help identify tumours more efficiently [29]. PET scans can clearly show primary and secondary lesions but offers a very low spatial resolution, which is why it is often fused with CT [27]. PET and CT both use radiation so must be used with great care to not give unnecessary excessive
A way of understanding the severity of prostate cancer’s aggressiveness is quantified using the 'Gleason Score,' with cancerous cells having a score between 6 and 10. These cells are obtained via a biopsy and are inspected and graded. Tumours with a primary score of 3 and a secondary score of 4 have a fairly good outlook, whereas cancers with a primary Gleason Score of 4 and a secondary score of 3, are more likely to grow and spread. [31]. This current method of grading is flawed, as a score of $3 + 4$ is shown as 7, but so is $4 + 3$ and these results are not interchangeable, despite both equaling 7 [32]. A biopsy is vital for the fundamental understanding of the cells within the prostate to stage the patient and guide the best treatment for them [33].

This clearly outlines that there is a need to find a more efficient way of diagnosis prostate cancer. The cells used in this thesis are P4E6 prostate cell lines. These cells were first obtained in 2001 by Maitland et. al [34]. They have been immortalised using the e6 protein from the human papillomavirus (HPV). P4E6 has a Gleason score of "$3+4 = 7$", meaning most of the tumor is a grade 3, with some of its more aggressive parts at grade 4.

1.2.2 Raman Spectroscopy for Prostate Cancer Characterisation.

In 1990, there was a breakthrough with Puppels et. al [35], where the use of a 514.5nm laser allowed the characterisation of chromosomes. Since, Raman Spectroscopy has made leaps and bounds in biomedical applications, with its uses becoming more and more important to rapid detection of disease. This is due to its non-invasive, label-free analytical nature.

Since this breakthrough, Raman Spectroscopy has been used to characterise various type of cancer cells. This method of spectroscopy has been used in the detection of cancer [36]. This is currently a large area of interest with research in diagnosing the skin [37], breast [38], colorectal [39], cervix [40], and brain [41]. This is important, as the best
prognosis for a cancer patient is early detection. Spectral differences have been detected in tumor and healthy tissues.

Liu et. al. [42] use Raman spectroscopy to detect breast cancer. They found that breast cancer patients had a stronger peak in 1156, 1521, 2854 and 3013cm$^{-1}$ in non-cancerous breast tissue when using resonance Raman, a technique in which can enhance the intensity of the Raman signal. The range of wavenumber in which results were taken was $500 – 4000cm^{-1}$.

Mavarani et. al [43] investigated colon cancer tissues using Raman spectroscopy. There is extensive research into Raman spectroscopy used to better understand the protein and lipid contents of prostate cancer cells. This can be shown in figure 6, taken from a paper by Crow et. al, [44] which demonstrates a Raman spectra taken of a prostate cell with its major peaks labelled. This paper looks at various human prostate cell lines including LNCaP, PC 3, DU145 and PCA 2b but only looks into the fingerprint region $(400 – 1800cm^{-1})$ of its spectral signature. There is no discussion of the high wavenumber region in this paper.

Another paper by Potcoava et. al [45] shows again that Raman spectra can be taken of prostate cancer cell lines, taking data in both the fingerprint and high wavenumber region $(850 – 1800cm^{-1}, 2750 – 3050cm^{-1})$. They specifically analyzed LNCaP prostate cancer cells where they identified significant prostate cancer peaks.

1.3 Project Motivation

Raman has changed diagnostics within medicine due to its non-destructive and non-contacting nature [46], meaning it is possible to analyse biological samples with a Raman Spectrometer and take multiple data sets with no damage to the sample. It can give high spatial resolution images, which can study a range of biological samples such as cells, organisms and tissue.

There are many advantages to using Raman Spectroscopy as a biological tool. Using
vibrational spectroscopy such as Raman spectroscopy give minimal to no damage when studying a biological sample. There is no need to pre-treat the sample with any chemical or mechanical procedures, such as dyeing the sample. Another great advantage of using Raman spectroscopy as a biological tool is that it does not require an \textit{in vitro} method to prepare the samples. The samples can be from an \textit{in vivo} setting, meaning they are obtained in conditions that mirror how the biological sample would be found within its natural organism. There is a demand for \textit{in vivo} diagnostic tools, as it solves the lengthy delays caused by the \textit{in vitro} method and is non-invasive.

There is a lack of literature that analyses the P4E6 cell lines using Raman Spectroscopy. LNCaP is a metastatic prostate cell [47] and therefore, is a more advanced stage of prostate cancer and hence, a higher Gleason score. Therefore, P4E6 is best for this thesis investigation to understand earlier staged prostate cancer cells.

Figure 6: A Raman Spectra taken of a prostate cell line [44].

Separately, Graphene has been shown to suppress cell growth of the bacteria E. Coli [48] and shown to that graphene oxide nanowalls can cause cell membrane damage [49]. It has shown antibacterial traits but the extent of its cytotoxicity to cells is still unknown. A study by Zhang et. al [50] shows graphene sheets are toxic to cells taken from rat
cells, measuring changes in the lactate dehydrogenase levels, indicating cell membrane damage which is a sign of cell death.

This leaves many questions about graphene’s role within biomedical applications. It is currently being used for surface enhanced Raman spectroscopy [51], especially within biology [52] and has been shown as a potential substrate for biological application [53], which claims CVD graphene has no toxicity on mesenchymal stromal cells. There are issues surround this, mainly with the inhomogenity of the samples and the understanding of the interactions between graphene and biology.

This leads to the aim of this thesis. This thesis aims to set out a new technique to aid with early diagnosis of prostate cancer. This will be investigated using Raman Spectroscopy to understand prostate cancer cell lines as well as the cell’s interactions with graphene, to further question if graphene can be used as a method to enhance the P4E6 cell line’s Raman signal. In this report, I will demonstrate how to characterise chemical vapour deposition graphene using a Raman spectrometer instrument with the appropriate statistical and peak analysis.

In the following chapter, the prostate cancer cells P4E6 will be characterized with the appropriate statistical and peak analyses. Following on from this, P4E6 cells that are cultured onto a CVD graphene substrate will then be characterised and statistically analysed. Comparison of the graphene, cell, and there after, cell on graphene substrate will be analysed and discussed.
2 Methods

2.1 Raman Spectroscopy Background

Discovered by Sir C. V. Raman [54], Raman spectroscopy is now used as a tool to identify different sample make ups in different disciplines of science.

Raman Spectroscopy is a technique that uses vibrations to detect a change in polarisability. This can be shown theoretically. An induced dipole moment, \( \mu_i \) is proportional to field strength, \( \varepsilon \) with a proportionality constant, \( \alpha \) with \( \alpha \) representing the polarisability of the molecule,

\[
\mu_i = \alpha \varepsilon.
\]  

(1)

Written in Cartesian coordinate form, equation 1 becomes

\[
\begin{align*}
\mu_x &= \alpha_x \varepsilon_x, \\
\mu_y &= \alpha_y \varepsilon_y, \\
\mu_z &= \alpha_z \varepsilon_z
\end{align*}
\]

which is only applicable to completely symmetrical systems. Most molecules have symmetrical structures with different polarisations, \( \alpha \) in the \( x, y \) and \( z \) planes, therefore,

\[
\begin{align*}
\mu_x &= \alpha_{xx} \varepsilon_x + \alpha_{xy} \varepsilon_y + \alpha_{xz} \varepsilon_z, \\
\mu_y &= \alpha_{yx} \varepsilon_x + \alpha_{yy} \varepsilon_y + \alpha_{yz} \varepsilon_z, \\
\mu_z &= \alpha_{zx} \varepsilon_x + \alpha_{zy} \varepsilon_y + \alpha_{zz} \varepsilon_z.
\end{align*}
\]

As the polarisability tensor is a symmetric tensor then \( \alpha_{xy} = \alpha_{yx}, \alpha_{yz} = \alpha_{zy} \) and \( \alpha_{xz} = \alpha_{zx} \). A particular coordinate set can be chosen as \( (x', y', z') \). This is due to its properties as a symmetric tensor that allow all terms involving \( \alpha_{xx'}, \alpha_{yy'}, \alpha_{zz'} \) non-zero, and all terms involved with \( \alpha_{xx'y'}, \alpha_{xx'z'}, \alpha_{yy'z'} \) equal to zero. This leads to

\[
\begin{align*}
\mu_{x'} &= \alpha_{xx'} \varepsilon_{x'}, \\
\mu_{y'} &= \alpha_{yy'} \varepsilon_{y'}, \\
\mu_{z'} &= \alpha_{zz'} \varepsilon_{z'}
\end{align*}
\]
known as the 'principle of polarisability' [55]. A fluctuation dipole moment with the same frequency will be produced by a fluctuating electromagnetic field shown by,

$$\varepsilon = \varepsilon_0 \cos(2\pi \nu_0 t),$$

(2)

where $\varepsilon$ = the equilibrium field strength and $\nu_0$ = angular frequency of radiation. Electromagnetic radiation induces a fluctuating of frequency, $\nu_0$ in the molecule and will emit or scatter radiation of frequency $\nu_0$. This is known as Rayleigh scattering, as the frequency that interacts with the molecule and is then scattered or emitted, is equal to the frequency that interacts with the molecule.

In a case of a diatomic molecule vibrating with frequency $\nu_v$, there is simple harmonic motion vibrations. A coordinate, $q_v$ along the vibrational axis at time, $t$ is governed by,

$$q_v = q_0 \cos(2\pi \nu_v t).$$

(3)

The small vibrational amplitude, if there is a change in polarisability is given by,

$$\alpha = \alpha_0 + \left( \frac{\partial \alpha}{\partial q_v} \right) q_v.$$  

(4)

Substitution of equation (3) into (4) gives,

$$\alpha = \alpha_0 + \left( \frac{\partial \alpha}{\partial q_v} \right) q_0 \cos(2\pi \nu_v t).$$

(5)

Using equation (1), equation (2) and that the incident radiation of frequency $\nu_v$ interacts with the molecule, then the induced dipole moment is,

$$\mu_i = \alpha \varepsilon = \alpha \varepsilon_0 \cos(2\pi \nu_0 t).$$

(6)
With a substitution of equation (5) into (6) then the induced dipole moment becomes,

\[ \mu_i = \alpha_0 \varepsilon_0 \cos(2\pi \nu_0 t) + \left( \frac{\partial \alpha}{\partial q_v} \right) \varepsilon_0 q_0 \cos(2\pi \nu_v t) \cos(2\pi \nu_0 t). \]  

(7)

Using the trigonometric identity,

\[ \cos(x) \cos(y) = \frac{1}{2} \left[ \cos(x - y) + \cos(x + y) \right], \]

(8)
equation (7) can be rewritten as

\[ \mu_i = \alpha_0 \varepsilon_0 \cos(2\pi \nu_0 t) + \left( \frac{\partial \alpha}{\partial q_v} \right) \varepsilon_0 q_0 2 \cos(2\pi [\nu_0 + \nu_v] t) \cos(2\pi [\nu_0 - \nu_v] t). \]

(9)

The earlier term of equation (9) refers to Rayleigh scattering, as there is no change in frequency. The later term refers to Stokes or anti-Stokes scattering, also known as Raman scattering, due to the change in frequency factor, shown by

\[
\text{Raman scattering} = \nu_0 \pm \nu_v,
\]

\[
\text{Rayleigh scattering} = \nu_0.
\]

From equation (9), it shows that in order for there to be Raman scattering then

\[
\left( \frac{\partial \alpha}{\partial q_v} \right) \neq 0,
\]

(10)

where molecular vibrations are responsible for a change in polarizability, which is needed for Raman scattering to be possible [56].

There is a quantum approach to understanding Raman Scattering. This approach recognizes that the vibration energy of the molecule is quantised. The following molecules have the corresponding normal vibrations of

non-linear molecule \hspace{1cm} 3N - 6 normal vibrations

linear molecule \hspace{1cm} 3N - 5 normal vibrations
where \( N \) = number of atoms in the molecule. The energy of each vibration is equal to

\[
E_v = h\nu \left( v + \frac{1}{2} \right),
\]

(11)

where \( \nu \) = the frequency of vibration and \( v \) = vibrational quantum number, equal to 0, 1, 2, 3, ... etc. Quantisation is in the Raman scattering with the use of perturbation theory, by applying the theory to the ground state molecular wavefunctions until new wavefunctions are obtained describing the vibrational excited state. Pertubating the wavefunction gives an energy which allows an understanding of Raman scattering with vibrational transitions occurring via this virtual energy level, which can be shown in figure 7. It shows,

<table>
<thead>
<tr>
<th>Scattering Type</th>
<th>Energy transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes scattering</td>
<td>Energy transition starts on the ground state, ( v = 0 ) and finishes at a higher vibrational energy state.</td>
</tr>
<tr>
<td>Rayleigh scattering</td>
<td>Energy transition starts and finishes on same vibrational energy state.</td>
</tr>
<tr>
<td>Anti-Stokes scattering</td>
<td>Energy transition starts on a higher vibrational energy state and finishes at a lower vibrational energy state.</td>
</tr>
</tbody>
</table>
At room temperature, molecular vibrations are often in the ground state, $v = 0$ making Rayleigh scattering the most common to occur naturally. This also means that Stokes scatterings are more likely than anti-stokes and that Stokes scatterings will therefore have a more intense Raman signal [56].

Plotting a graph of $\alpha^{-\frac{1}{2}}$ in any direction forms locus points which produce a surface known as the polarisability ellipsoid, with axes of $x', y'$ and $z'$.

For an anisotropic molecule, there are different values in different directions, ie. $\alpha_{x'x'} \neq \alpha_{y'y'} \neq \alpha_{z'z'}$ therefore, the ellipsoid has 3 axes of different lengths.

If 2 of 3 axes have equal values, ie. $\alpha_{x'x'} = \alpha_{y'y'} \neq \alpha_{z'z'}$, then the polarisability is equal in the $x'$ and $y'$ directions with a rotational ellipsoid.
For an isotropic molecule, ie. $\alpha_{x'x'} = \alpha_{y'y'} = \alpha_{z'z'}$, the molecule has equal polarisability in all directions.

If the polarisability ellipsoid changes in either size, shape or orientation, the Raman instrument will detect this. This change in ellipsoid is from either molecular vibration or rotational vibration and results in a Raman spectra [55].

The raman spectra contains information showing the magnitude of the change in polarisability during vibrations, which then leads to an understanding of the molecule’s structure. We can use the derived tensor to understand polarisation effects, shown by

$$\alpha'_{ij} = \left( \frac{\partial \alpha_{ij}}{\partial q} \right)$$

with the expectation that the intensity of the Raman scattering is proportional to this.

Due to rotational scattering, an average can be taken over all orientations,

$$\bar{\alpha}' = \frac{1}{3} \left( \alpha_{x'x} + \alpha_{y'y} + \alpha_{z'z} \right)$$

where $\bar{\alpha}'$ is the mean value. Anisotropy can be shown by

$$\gamma'^2 = \frac{1}{2} \left[ (\alpha_{x'x} - \alpha_{y'y})^2 + (\alpha_{y'y} - \alpha_{z'z})^2 + (\alpha_{z'z} - \alpha_{x'x})^2 + 6(\alpha_{x'y}^2 + \alpha_{y'z}^2 + \alpha_{z'x}^2) \right]$$

these are the invariant quantities need to express the scattering intensity in terms of equation 12. Applying this to an incident unpolarised light propagating in the $y$-direction and scattering in the $x$-direction, we can redefine the polarisation to be

$$\rho_n = \frac{I_y}{I_z}$$
Then, taking an average over all molecular orientations, equation 15 can be

\[ \rho_n = \frac{6(\gamma')^2}{45(\bar{\alpha}')^2 + 7(\gamma')^2} \]  

(16)

For Raman scattering only (not Rayleigh). If using incident plane polarised light then,

\[ \rho_p = \frac{3(\gamma')^2}{45(\bar{\alpha}')^2 + 4(\gamma')^2} \]  

(17)

where subscript \( p = \) polarised incident light. The following values show the polarisation of light

\[
\begin{array}{c|c|c}
\text{if } \rho_p & = 0.75 & \text{depolarised} \\
< 0.75 & \text{light is} & \text{polarised} \\
= 0 & \text{completely} & \text{polarised}
\end{array}
\]

This depolarisation ratio can be used to determine the symmetry of rotation by associating the polarisability with a spherical or isotropic part \( \bar{\alpha}' \) and an anisotropic part, \( \gamma' \). The anisotropic part is responsible for the change in size of the ellipsoid.

For any vibration that is symmetric the size of the ellipsoid changes, with its orientation remaining the same. Therefore, the diagonal elements of the polarisability ellipsoid change, meaning there must be a change in \( \bar{\alpha}' \), changing equation 13 and hence resulting in a change to equation 17, \( \bar{\alpha}' \neq 0 \) and the line must be polarised, therefore \( \rho_p < 0.75 \).

For anti-symmetric vibrations, \( \bar{\alpha}' = 0 \) as there is no change in the polarisation tensor, therefore the Raman lines due to antisymmetric vibrations are depolarised, making it useful to determine the symmetry of vibrations [57].

### 2.2 Raman Spectroscopy’s Instrumentation

This thesis uses a Horiba XploRA™ PLUS Raman Spectrometer, with a confocal Raman microscope and a 532nm laser [58], along with the use of LabSpec6 [59] for collecting spectra, where data was saved and later analysed using Igor Pro 8.
Figure 8 shows a simple schematic set-up of the Raman instrument used in this thesis, with components within the instrument. The black arrows represent the laser light travelling through the instrument. A more in-depth discussion of these components is outlined in this section.

2.2.1 Spot Size

The spot size of the laser can be determined using the following equation,

\[ x = \frac{1.22\lambda}{NA} \]

where \( \lambda \) = the wavelength of the laser light, \( NA \) = the numerical aperture of the objective lens and \( x \) = the spot size. In the experiments that will be taken out in this thesis, the
following values apply $NA = 0.9$ from the 100x objective and $\lambda = 532\text{nm}$ therefore we can show the spot size is

$$x = \frac{1.22 \times 532\text{nm}}{0.9} = 721.16\text{nm}.$$  \hfill (19)

2.2.2 Spatial Resolution

Spatial resolution can be calculated by

$$sr = \frac{0.61\lambda}{NA}.$$  \hfill (20)

Substituting in the numerical values of 0.9, we can calculate spatial resolution to be

$$sr = \frac{0.61 \times 532\text{nm}}{0.9} = 360.57\text{nm}.$$  \hfill (21)

This equation can only be used for the $x - y$ spatial resolution, where the spatial resolution in the $z$ direction is more complicated.

2.2.3 Confocal Microscopy

Confocal Microscopy works using the principle of fluorescence. Often, mercury lamps are used in fluorescent microscopy but confocal microscopy uses lasers as opposed to these mercury lamps. This is to stop the fluorescence that causes a blurry image. These blurs come from a lack of focus. When using confocal microscopy, the image is taken using a camera that has a pinhole. This pinhole only allows the light of one focal plane to be focused on the camera. The pinhole cancels out the light coming from above and below the focal plane. This pinhole also eliminates the noise interference of light that could be detected from elsewhere.

The laser is focused in a small region of the specimen. There are mirrors in the instrument
that rotate in the $x$ and $y$ direction, that allow focus in different regions across the sample. The laser scans the whole surface of the sample and captures images of each spot where a software can combine these dots to make one sharp image. This is known as \textit{Confocal Laser Scanning Microscope}. This can be used to generate 3D images as the laser can capture across different focal planes. The set up of a confocal microscope can best be described in figure 9.

![Diagram of a confocal microscope](image)

\textbf{Figure 9: An image representing confocal microscopy.}

\subsection*{2.2.4 Filters}

Filters can be used to limit the allowed wavelengths of colour through. Their selectivity can be increased by stacking the filters, but this can decrease the intensity. A filter than can be used to block out other forms of radiation is called a interference filter.

For constructive interference, two layers of semi-transparent silver film are separated,
with a transparent dielectric film between both silver layers. The spacer film has a low refractive index, with a thickness, $d$ which can determine the wavelength as a function given by

$$\lambda = f(d)$$

(22)

This method can be shown in figure 10.

![Figure 10: An image representing how the use of two semi-transparent silver layers and a transparent dielectric spacer film can act as a filter in Raman spectroscopy.](image)

The wavelengths undergoing constructive interference are given by

$$m\lambda = 2d \sin \theta.$$  

(23)
As this is constructive interference, the waves are in phase therefore $\sin \theta = 1$. As $d =$ thickness of the spacer film and as shown in equation 22 it effects wavelength, $\lambda$ we can show that for an order of interference where $m = 1$, wavelength is equal to double the distance between the spacer film.

There is also a prism monochromator. This uses a prism to disperse light according to the wavelength needed and a series of mirrors, which directs the desired wavelength of light to an exit hole. This is best shown in figure 11.
2.2.5 Diffraction Gratings

A diffraction grating contains closely space grooves that are etched onto a reflective surface. When the light falls on this surface, it is diffracted. The diffracted light from
different grooves can overlap leading to inference. Certain wavelengths of light can be in and out of phase, leading to constructive or destructive interference. Due to this, there is an increase in accuracy as there is a high number of destructive and constructive interference.

Looking back at equation 23, we can show that the distance of the grooves is now represented by \( d \), with \( \lambda = \) wavelength of incident light. \( \lambda \) can be obtained by changing \( \theta \), which can be achieved by rotating the grooved surface.

There are different measurements of grating with more or less lines etched in them. For example, a grating of 1800T and 2400T. T is the unit for grooves per mm, so the higher the grating value, the more grooves per mm and the smaller the distance between them. If there are less lines, \( d \) between them will increase. Looking again at equation 23, we can say as \( d \) increases, so does \( \lambda \). Looking at the equation for wavenumber,

\[
\tilde{\nu} = \frac{1}{\lambda}
\]

it shows that a smaller number of grooves gives a lower range that the wavenumber data can be taken over. For a higher range of data the 2400T grating should be used. This allows a higher resolution.
2.3 Characterisation of Graphene

Four separate graphene samples were looked at during this report, supplied from graphene supermarket [12]. The graphene is abstracted using chemical vapour disposition (CVD) on a silicon oxide substrate. The graphene supplied is single layered CVD graphene films, which are transferred onto 285nm p-doped SiO$_2$/Si wafer which is 1cm x 1cm in size. Graphene supermarket state that the product is about 98% graphene coverage with minor holes and organic residues [12]. More than 95% of the product is single layered with less than 5% as a bi-layer [60]. Each film is polycrystalline (grains with different crystallographic orientation) with no A-B stacking order. They are randomly oriented with respect to each other. A sheet resistance of 215-700 Ω/square is reported by graphene supermarket [12]. I am confident this is accurately reported by graphene supermarket due to the characterisation from the manufacturer being inline with what is expected for a single layer sheet of graphene.

All four samples were analysed using different parameters, firstly using graphene parameters similar to literature methods to understand their inhomogenities. They were then analysed biologically for comparison, before the cell samples were then grown on them.

2.3.1 Analysis of Graphene Samples Using Graphene Parameters.

In a paper by Ferrari et. al [14], where pristine graphene is analysed, power at the sample is kept between 0.04 to 4mW to avoid causing damage to the graphene sample. Therefore in the first part of this thesis, all spectral data is taken with a 100x objective, with a numerical aperture equal to 0.9. The sample is illuminated with a 532nm laser and with the use of confocal microscopy parameters for the purpose of the later biological analysis. Confocal microscopy parameters include a slit width equal to 200μm and hole equal to 100μm, with a grating of 2400T. These settings are important for obtaining results on one plane of focus. Slit width changes the spectral resolution achieved instrument. A low slit width is used, as the lower the slit width, the greater the spectral resolution.
The hole width changes the focal plane of the laser, with a larger pinhole resulting in more focal planes. This is kept as low as 100µm as many planes of focus could affect the results, adding unnecessarily large information from the substrate when trying to analyse cell data. For the characterisation of graphene prior to the biological analyses, graphene samples were analysed in the following way (Table 1).

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Power at Sample (mW)</th>
<th>Filter (%)</th>
<th>Acquisition Time (s)</th>
<th>Accumulations</th>
<th>Slit Width (µm)</th>
<th>Hole (µm)</th>
<th>Grating (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.75</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>200</td>
<td>100</td>
<td>2400</td>
</tr>
<tr>
<td>1</td>
<td>1.875</td>
<td>25</td>
<td>2</td>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2400</td>
</tr>
</tbody>
</table>

Table 1: Table to summarise the Graphene Parameters used by the Raman spectrometer to analyse graphene sample 1 used within this thesis.

Only graphene sample 1 is analysed using the lesser powered graphene parameters.

2.3.2 Analysis of Graphene Samples Using Biology Parameters.

The graphene literature concludes that the laser power be kept between 0.4 – 4mW, but the literature does not use graphene as an interface for biology. Biology signals have a weak signal. Due to this, it is best to use a laser power within the upper part of this range, rather than a weaker laser power at the lower part of this suggested range, hence this thesis has used a laser power of 3.75mW. This keeps the laser power within the suggested range, but is optimal for cell analysis.

The biology parameters used for this thesis are shown in table 2. A 50% filter is used, so that a strong enough signal can be obtained from the prostate cell lines to allow for peak analysis. Previous work within the group shows a trypan blue assay of the cells after these parameters does not damage the cells due to laser power [61]. Therefore, the 50% filter keeps the power at the sample low to prevent damage to the cells, whilst still using a high enough laser power to obtain a signal that has not been swamped by noise.
and is hence, unable for analysis. From this previous work, it is known a laser power of 3.75mW at 45s acquisition time is optimal for cell analysis using Raman spectroscopy. This is important for the future analyses, when Raman spectra will be obtained after the prostate cells are grown on the graphene interface. Replicates have also been taken at 3.75mW at 90s acquisition time to investigate the effect this will have on the analysis of graphene compared with the lower laser powers.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Power at Sample (mW)</th>
<th>Filter (%)</th>
<th>Acquisition Time (s)</th>
<th>Accumulations</th>
<th>Slit Width (µm)</th>
<th>Hole (µm)</th>
<th>Grating (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3, 4</td>
<td>3.75</td>
<td>50</td>
<td>45</td>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2400</td>
</tr>
<tr>
<td>1, 2, 3</td>
<td>3.75</td>
<td>50</td>
<td>90</td>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2400</td>
</tr>
</tbody>
</table>

Table 2: Table to summarise the Biological parameters used by the Raman spectrometer to analyse graphene samples used within this thesis.

2.3.3 Data Analysis of Graphene Spectra.

For all the above parameters, there were 120 spectral measurements taken at random points across the sample for every parameter and sample, except for sample 4 under the biology parameters, which has 111 spectral measurements. An image of graphene under the 100x objective within the instrument can be shown in figure 12. Intensity is taken in arbitrary units on the y-axis, against wavenumber, cm$^{-1}$ on the x-axis.
Figure 12: An image showing graphene at 90s under a 100x objective. This is graphene sample 1, spectra number 20. The green spot shows the laser reference spot, with the scale bar representing 2 µm.

Once collected, data undergoes various methods of analyses. All data is first baseline subtracted using the programme Raman Tool Set, via polynomial baseline subtraction. This data is then imported to Igor Pro 8, where various statistical analyses are performed. An average of all spectra of different parameters is calculated along with the standard error of the mean. Consulting with the literature, peaks could be fitted to the average to calculate their location, full width at half maximum (FWHM) and their amplitude. These fittings could also be applied to the average spectra with the standard error added and subtracted to calculate the error in the location, FWHM and amplitude. Convergence tests of the standard error of the mean and the second order standard deviation were ran at 10 spectra intervals, shown in figure 29. These spectra were chosen at random using a random number generator generated using a python code.

The error in the values of location, FWHM and amplitude were calculated by first creat-
ing two new waves. The standard error in the mean (SE) was added and subtracted from the average to make these two new waves, referred to as 1) \(\text{average} + SE\), and 2) \(\text{average} - SE\). Peaks were then fitted to these waves the same as the average and the values for location, FWHM and amplitude were extracted. The error is then simply calculated by the largest difference in the average of these values compared to either average + SE or average - SE. It should be noted that there is an instrumentation error associated with the wavenumber of \(3\text{cm}^{-1}\) due to mechanical and alignment errors.

The error in the peak intensity ratio was then calculated using the error values in amplitude calculated by the following equation

\[
\text{error} = I \cdot \sqrt{\left(\frac{\delta x}{x}\right)^2 + \left(\frac{\delta y}{y}\right)^2}
\]  

(25)

where \(I\) is the calculated peak intensity ratio, \(x\) is the amplitude of the first peak used in the ratio, \(\delta x\) is the calculated error in this value and \(y\) is the amplitude of the second peak used in the ratio, with \(\delta y\) being its calculated error.

2.4 Prostate Cancer Cell’s Interactions with Graphene.

For this thesis, P4E6 cell lines were cultured in the Cancer Research Unit at the University of York’s Biology Department. The cells are kept in the incubator at 37°C and fed with Keratinocyte Basal Medium II (K2) media when appropriate. The culture of the P4E6 cell lines is a three day process which all takes place in a sterile fume hood to prevent contamination of the cells.

On day 1, the media is removed from the cells in the T25 flask using a suction pipette. The flask is then washed with 3ml of phosphate-buffered saline solution. This is then removed with the suction pipette and 1.5ml of trypsin is added to the flask. This is placed back in the incubator at 37°C until the cells are no longer attached to the flask. 6ml of R10 media is then added to the flask and transferred to a smaller test tube so
Figure 13: An image showing a P4E6 cell pellet in R5 media after being spun down in the centrifuge.
it can be spun down to form a cell pellet in the centrifuge. It is spun at 1500rpm for 5 minutes with the breaks equal to five. The remaining media is then suctioned off with care, making sure not to touch the pellet. The pellet in media can be shown in Figure 13, and the remaining pellet once the media has been pipetted off can be shown in Figure 14.

![Figure 14: An image showing a P4E6 cell pellet after being spun down in the centrifuge and once the R5 media has been pipetted off the cell, leaving only a cell pellet within the test tube.](image)

The cells were then resuspended in K2 [62] media making sure to break up the pellet and disperse the cells into the media, shown in Figure 15. 10µL of this cell-media mix is then placed onto a haemocytometer slide so that the cells can be counted. The number of cells needed for a dried sample is 10,000 so the appropriate volume needed for the substrate was calculated. The cells were plated onto the substrate inside a 35mm dish.
For the characterisation of the cells, three samples were plated onto calcium flouride slides along with three samples plated on graphene samples - which were previously characterised in the previous chapter.

Figure 15: An image showing the cell pellet once it has been re-suspended in K2 media. This image shows how the cells have been completely dispersed back into the media and there is no remaining cell pellet left in the bottom of the test tube.

They were left to rest on the substrate for 10 minutes, shown in Figure 16 and then 25µL of antibiotic and antmycotic solution and 2.5ml of K2 media was added. This was then placed in the incubator at 37°C for 24 hours. The second day the media is changed to starvation media which has no serum in order to bring all the cells to the same cell cycle. First the old media is drained then 25µL of antibiotic and antmycotic solution is added along with 2.5ml of Keratinocyte-SFM media. This is then readded to the incubator at 37°C for a further 24 hours.
(a) P4E6 cells in media resting on a graphene substrate. (b) P4E6 cells in media resting on a CaF$_2$ substrate.

Figure 16: An image showing P4E6 resting on the substrate required. This shows the volume required to have 10,000 cells on the substrate calculated the haemocytometer. This liquid is left on the substrate for 10 minutes to allow the cells to settle towards the substrate and then further media is added.
On the third day the cells were dried out and prepared for Raman imaging. Figure 17 shows the P4E6 cell lines dried onto graphene before they are analysed on the Raman instrument. First the media is drained and the disk is washed gently with Hank’s Balanced Salt Solution. This is repeated again and the drained a final time. The disk is then left to dry in the fume hood, shown leaving to dry in figure 16, and after the drying is completed in figure 17. They are then taken to the Raman instrument for data collection.

Figure 17: An image to show P4E6 cells that have been dried on a graphene substrate.
Calcium fluoride slides were used to carry out the characterisation of the P4E6 cell lines due to their signal raman signal peak at 320\text{cm}^{-1}, which is out the range of wavenumber investigated in this thesis. It is known to have a flat background which allows there to be little interference with the results. It allows the production of a good signal-to-noise ratio whilst preventing large result interference [63].

Figure 18: A figure to show the population of cells on a CaF$_2$ substrate under a 10x objective within the Raman instrument. The green spot shows the laser reference point and the scale bar represents 4 \text{µm}.  

Figure 18 shows an image of the population of the P4E6 cells on calcium fluoride when cultured using this method at a 10x objective, with the bar representing 4 \text{µm}. 29 seperate cells were selected at random across four seperate samples, with a total of 145 spectra in total being obtained. An example of the cell under a 100x objective is shown in both figure 19 which is cultured on calcium fluoride and figure 20 shown cultured on graphene. The green dot is the laser reference point, with the red dotted circle highlighting the cell. The scale bar represents 2 \text{µm}. The green laser point is
placed at 5 random points across the cell to obtain different reference points across the cell.

Figure 19: A figure to show cell 8, reference 1 cultured on CaF₂ slide taken from sample 1 under a 100x objective lens. The red circle highlights the cell, the green central dot shows the laser reference point and the scale bar represents 2 µm.
Figure 20: A figure to show cell 1, reference 1 cultured on graphene, under a 100x objective lens. The red circle highlights the cell, the green central dot shows the laser reference point and the scale bar represents 2 \( \mu m \).

Once the data is collected, it undergoes various analyses and data preparation. It is treated similarly to that of the data taken of graphene to allow a fair comparison. Firstly undergoing the same polynomial baseline subtraction. Then it is imported to Igor Pro 8 and an average across all samples and all cells is calculated along with the standard error in the mean. Peak fittings are performed with a comparison to literature, allowing to obtain and compare values of FWHM, location and amplitude for Peak Intensity Ratio comparisons. Again, convergence tests are performed, this time at intervals of 5 due to the complex nature of spectra. These are calculated using the same python random number generator. The average, standard error in the mean and second order standard deviation is then calculated at each 5 spectra interval using the average wave feature within Igor Pro 8.
3 Results and Discussion

3.1 Raman Spectroscopy to Characterise Graphene

An expected result for graphene is shown in figure 21. This figure is taken from a paper by Lee et al [64] where we can see the G peak, G* peak and G’ peak.

![Raman Spectroscopy Graph](image)

Figure 21: An image showing a graph of an expected spectra of pristine graphene, taken from a paper by Lee et al [64].

The G* band is left out of the analyses in literature, therefore no analysis have been performed on this peak in this report. The D peak is also labelled, but shows no intensity as this graphene sample is pristine and therefore has no defects so hence the lack of D band. For CVD graphene, a D peak is expected at 1350cm$^{-1}$, a G peak at 1585cm$^{-1}$, and a G’ band at 2693cm$^{-1}$ [15]. Comparing this with figure 23, we can see that this spectra has been reproduced, except this time there is a D band present. This is because the sample analyzed in this thesis is CVD graphene and therefore has defects.
Figure 22: A figure to show all spectra taken across random points of each graphene sample at 45s acq. time, 50% filter.

Figure 22 shows all 120 spectra of graphene sample 1 taken using the biology parameters at 50% filter with a 45s acquisition time. The average of figure 22 was computed using the average graphs function in Igor (Figure 23). The standard errors in the mean were also calculated. The average with the standard error added and subtracted were calculated, and then added to figure 23, shown in the grey shaded area. Therefore it has been shown that the characterisation has been completed. This is not as expected by Lee et. al [64] but this is due to the graphene sample being obtained via CVD and therefore is not pristine. This is shown by the visible D band.
Figure 23: Graph to show intensity in arbitrary counts plotted against wavenumber of the Raman spectra data taken using a 532nm laser to analyse three separate samples of graphene. 120 data points were chosen at random across each sample. The red line represents the average of 120 spectra taken from each sample. The grey shaded area shows the average spectra with the standard error added or subtracted. All data was baseline subtracted using Raman Tool Set before the average spectra was calculated. These measurements were taken using biology parameters with an acquisition time equal to 45s and a 50% filter.

Once the average was plotted, peaks could be fitted to the D band, G band and the G’ band using the peak fitting function in Igor. Fitting peaks to these bands allows the extraction of data about their location, full width at half maximum and their amplitude which can be used to calculate peak intensity ratios. This data can then be compared to literature. Papers by both Hussein [16] and Matsubayashi et. al [17] show that the G-band is best fitted with a double Lorentzian peak. A voigt fit was tried for the G-band, but this returned a higher Chi-Square value, so therefore, the double Lorentzian was used for the fit of the G-band in this thesis. Examples of these fits are shown in figure ??

The final fit for the G-band double Lorentzian is shown in figure 25. Peak 1 in figure 25
Figure 24: A figure to show various peak fitting methods of the G-band in graphene.
is what has been used as the G peak throughout this thesis as it is most represented by the literature and shown in the papers by Matsubayashi et. al [17] and Hussein [16].

Figure 25: An image showing an example of the G band double Lorentzian fit for graphene sample 1 at 45s acq. time, 50% filter. The top red line shows the residuals of the fit. The red peak in the middle y-axis shows the average, where the blue shows the double Lorentzian fit and the bottom y-axis graph shows the two peak fits, with the location of each shown.

Hussein et. al [16] discuss that the G’ band has a marginal improvement when fitted with a Voigt as apposed to a Lorentzian fit. Both fittings have been tried in this report, shown in figures 26.
Figure 26: A figure to show various peak fitting methods of the G’-band in graphene.
Looking at these figures, it shows that the G’ band is best fitted with a Voigt fitting as it is returning the smallest chi-squared value for the lowest and highest laser power. This suggests broadening of the graphene layer from the instrument. Fitting with more than one peak to the G’ band is only appropriate for multi-layer graphene or graphite [14], and hence is not an appropriate fit as this graphene is not multi-layered. The final voigt fit for the G’ band is shown in Figure 27.

Figure 27: An image showing an example of the G’ band Voigt fit for graphene sample 1 at 45s acq. time, 50% filter. The top red line shows the residuals of the fit. The red peak in the middle y-axis shows the average, where the blue shows the Voigt fit and the bottom y-axis graph shows the final fit, with the location shown.

The D band is best fitted with a Lorentzian shown in figure 28.
Figure 28: An image showing an example of the D band Lorentzian fit for graphene sample 1 at 45s acq. time, 50% filter. The top red line shows the residuals of the fit. The red peak in the middle y-axis shows the average, where the blue shows the Lorentzian fit and the bottom y-axis graph shows the final fit, with the location shown.

To obtain full confidence in the results taken in this thesis, it is important to run statistical analyses on these results. This can be shown through convergence tests taken out on the results.

Figure 29 shows different convergence tests for the number of measurements taken of graphene in intervals of 10 with the biology parameters of 45s acquisition time, 50% filter. The standard error of the mean can be shown in figure 29 parts e and f, which is calculated in the average at increasing increments of 10 extra measurements. This graph shows that at 10 measurements, the spectra is much more susceptible to noise, with the standard error in the mean also being much greater than that of the standard error in the mean calculated at 120 measurements. It shows that as the number of measurements increase, the standard error in the mean decreases. Around the 90 measurements mark for the standard error in the mean, the spectra are stacked showing convergence at this point. This is important to understanding the statistical viability of the characterisation of the material. As CVD graphene is often defected, even if only slightly, it is vital to
obtain an average spectrum that is reliable statistically, especially if being used for situations where defects could affect its application.
Figure 29: A figure to show the convergence tests calculated for sample 1 at 50% filter, 45s acq. time.
Looking again at figure 29 parts c and d, shows the second order standard deviation
of the average calculated and plotted at intervals of increasing 10 measurements, from
10 to 120. Second order standard deviation allows us to understand the uncertainty
distributions from the mean. Once again, the spectra begin to stack upon one another,
this time around the 70-measurement mark, but is almost completely stacked from 90
measurements onwards. This shows that the variation in data begins to decrease at the
70-measurement mark, with barely any variation from 90 measurements onwards. This
is again showing statistical viability in graphene’s average spectra when there are 120
spectra used to plot its characterisation. The G-peak standard deviation shows the peak
splitting, showing the asymmetry in the spectra.

Also looking at the average spectra calculated at increasing 10 measurement intervals in
figure 29 parts a and b, shows the variations that can happen in increasing measurements.
The first 50 measurements intervals show quite a variation in results, however from 60
measurements onwards the spectra are once again stacking. This confirms the accuracy
statistically.

Once fitted with confidence, the following data was obtained (table 11) showing the
average locations, and FWHM for all peaks across biology parameters (50% filter, 45s
acq. time).

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1341.2</td>
<td>±0.3</td>
<td>29.6</td>
<td>±0.5</td>
</tr>
<tr>
<td>G Band</td>
<td>1591.4</td>
<td>±0.8</td>
<td>14.1</td>
<td>±0.5</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2677.6</td>
<td>±0.6</td>
<td>44.3</td>
<td>±0.7</td>
</tr>
</tbody>
</table>

Table 3: Table to show the location, FWHM of each band in all graphene, along with
their representative calculated standard errors in the mean. These values were calculated
by averaging over graphene samples 1, 2, 3 (n=120) and 4 (n=111). These are the results
for the biology parameters where acquisition time is equal to 45s with a 50% filter. Note
that there is an instrumental error within the location and FWHM of ±3 cm\(^{-1}\).
The expected value for the G' FWHM is shown in table 5 and is higher than expected. This could be due to the fact the laser power at the sample is much greater than that used in the literature. Another method of understanding the homogeneity of graphene is understanding its peak intensity ratios with comparison to the literature. The average of the peak intensity ratios across all four samples are are best visualized in fig 30 and are summarised shown in table 4.

Figure 30 shows the change in peak intensity ratios across the various fits. There are greater inconsistency in the 0-peak fit to the G-band. Sample 4 also appears to have an inflated peak intensity ratio to that of the rest of the samples despite being taken under the same parameters. Sample 4 only has 111 spectra compared to the 120 spectra taken for all other 3 samples, but this shouldn’t effect the results by a large amount due to the convergence test results.
Figure 30: A figure to show the Peak Intensity Ratio of Various Fits of all four graphene samples with 45s acq, 50% filter parameter conditions. Sample number key is shown in the top right hand corner.

Figure 30 shows the difference in PIR across different parameters. Again, there is a large inconsistency with ratio with the G-band 0-peak fit, with large error bars associated with it. This shows that the G-band 0-peak fit is not the most reliable way to obtain information about the peaks location, hence 1-peak being used for the analysis in this thesis. The $I_D/I_G$ ratio is higher under a larger laser power. This can be due to the longer acq. time obtaining more information from the sample.
These inconsistencies in the ratios show how inhomogeneous the CVD graphene samples are. These inconsistencies are worrying for biological applications, as it is unknown the outcome of these inconsistencies if they were to contact cells. There is also inconsistencies across a change in parameters, shown in figure 31. This shows that laser power can effect these results.

As discussed, the D-band is representative of the defects within the graphene. Therefore, using its intensity in a peak intensity ratio to the G-band gives an indication into the quality of the graphene sample being characterised. The G’ to G intensity ratio indicates
### Results for all samples for 50% filter, 45s acquisition time.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Peak Intensity Ratio</th>
<th>Value</th>
<th>Standard Error in the Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$I_D/I_G$</td>
<td>0.20</td>
<td>±0.03</td>
</tr>
<tr>
<td>2</td>
<td>$I_D/I_G$</td>
<td>0.18</td>
<td>±0.02</td>
</tr>
<tr>
<td>3</td>
<td>$I_D/I_G$</td>
<td>0.12</td>
<td>±0.02</td>
</tr>
<tr>
<td>4</td>
<td>$I_D/I_G$</td>
<td>0.19</td>
<td>±0.02</td>
</tr>
<tr>
<td>1</td>
<td>$I_G'/I_G$</td>
<td>2.2</td>
<td>±0.3</td>
</tr>
<tr>
<td>2</td>
<td>$I_G'/I_G$</td>
<td>2.4</td>
<td>±0.2</td>
</tr>
<tr>
<td>3</td>
<td>$I_G'/I_G$</td>
<td>2.2</td>
<td>±0.1</td>
</tr>
<tr>
<td>4</td>
<td>$I_G'/I_G$</td>
<td>3.6</td>
<td>±0.2</td>
</tr>
</tbody>
</table>

**Average of all results**

| Ave. | $I_D/I_G$ | 0.17 | ±0.05 |
| Ave. | $I_G'/I_G$| 2.6  | ±0.4  |

**Table 4:** Table to show the peak intensity ratios where the G-band was fitted with two lorentzians and Peak 1 (shown in figure 24 parts c and d), G’-band is fitted with a single voigt and the D-band is fitted with a single Lorentzian. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter.

The number of graphene layers in the sample [8]. These ratios can be compared with the literature to further understand and compare the quality of the graphene sample, which are shown in table 5. The average result for $I_D/I_G$ is similar to that expected for CVD graphene, shown in table 5. That this result is >0 shows these are not a pristine graphene sample as expected. Although, it would be the ideal to have a complete pristine sheet of graphene, this is unachievable for the sizes of graphene sheets needed for biological applications, as previously discussed.
<table>
<thead>
<tr>
<th>Graphene Type</th>
<th>FWHM for G’ Band</th>
<th>$I_D/I_G$</th>
<th>$I_{G’}/I_G$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVD 35</td>
<td>0.161</td>
<td>2.4</td>
<td>[65]</td>
<td></td>
</tr>
<tr>
<td>CVD 30</td>
<td>0.28</td>
<td>&gt;3</td>
<td>[66]</td>
<td></td>
</tr>
<tr>
<td>CVD 33</td>
<td>2.7</td>
<td></td>
<td>[67]</td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>0.05 - 0.3</td>
<td></td>
<td>[15]</td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>&gt;2</td>
<td></td>
<td>[17]</td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>~3, ~2.5</td>
<td></td>
<td>[16]</td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>1.2</td>
<td></td>
<td>[68]</td>
<td></td>
</tr>
<tr>
<td>Suspended</td>
<td>3.9, 2.1</td>
<td></td>
<td>[69]</td>
<td></td>
</tr>
<tr>
<td>Exfoliation on SiO₂</td>
<td>6.1 ± 0.2</td>
<td></td>
<td>[70]</td>
<td></td>
</tr>
<tr>
<td>Exfoliation on SiO₂</td>
<td>17</td>
<td>3.4</td>
<td>[71]</td>
<td></td>
</tr>
<tr>
<td>Micromechanical Cleavage</td>
<td>3.2</td>
<td></td>
<td>[72]</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: A table to show values of comparison of FWHM and peak intensity ratios taken from literature for graphene.

This section has successfully shown how to characterise CVD graphene sheets using various Raman Spectroscopy parameters, along with statistical analysis to understand its inhomogenities. Understanding the inhomogenities of graphene as a substrate for biological applications is important to analyse the differences in cells lines when they are cultured on a substrate. The substrate must be homogenous so a subtraction of the substrate can be obtained to analyse the remain cell spectra. Obtaining a large number of measurements (n>100) shows statistical convergence and is promising to obtaining an average graphene spectra to subtract from P4E6 cell spectra later obtained in this thesis.
3.2 Raman Spectroscopy to Characterise Prostate Cancer Cell Lines

3.2.1 Data Taken Using CaF$_2$ as a Biological Substrate

Figure 32 shows all data of the P4E6 cells taken, with figure 33 showing the average of this data, where the grey shaded area is the standard error in the mean envelope, calculated via Igor.

![Figure 32: A figure to show all 145 data points taken of 29 separate P4E6 cells, over 4 different samples with intensity in arbitrary counts plotted against wavenumber of the data taken across the fingerprint region. This spectra was taken using biology parameters with an acquisition time equal to 45s and a 50% filter.](image)

There is a much weaker Raman signal for cells culture on CaF$_2$, compared to the overall intensity of graphene in section 3.1, which could lead to graphene swamping out the cell data when used as a substrate. For example, when the G’ band is measured under the same instrument parameters as cells, it is measure at around 500a.u. Looking at figure 33, the most intense cell peak is around 270a.u., so the G’ band is almost double that of the highest peak of cell data.

![Figure 33](image)
Figure 33: A figure to show average intensity in arbitrary counts plotted against wavenumber of the Raman spectra data taken using a 532nm laser to analyse P4E6 cell lines. The data was taken across three different samples and an average calculated. Cells were chosen at random with five data spectra collected randomly across each cell. The red line represents the average of 145 spectra taken from cells chosen at random. The grey shaded area shows the average spectra with the standard error added or subtracted. All data was baseline subtracted using Raman Tool Set before the average spectra was calculated.

From these results, the peak location can be obtained by fitting the peaks with a Gaussian fit [73, 74, 75]. The peak positions found in the cell spectra when cultured on CaF$_2$ can be shown in table 6, which have an associated instrumental error of ±3cm$^{-1}$.

These peaks were assigned their relative purpose, which was obtained from Movasaghi et. al [76].

The lower wavenumber results are very similar to expected from Crow et. al [44], shown previously in Figure 6. Unfortunately in this paper, there is no discussion on the higher wavenumber region which contains important information about the lipid and protein regions of the cell, and also does not use P4E6 cell lines.

However, Potcoava et. al [45] also looked at cancer cell lines using Raman spectroscopy.
It is difficult to make a direct comparison with this paper, as the method varied, with the main variation being the use of glass (MatTek 35 mm glass bottom dishes no. 1, poly-D-lysine coated) cover slips for cell culturing, where this thesis uses CaF$_2$ slides. However, there were some similar measures in peaks from this paper compared with this thesis. Comparing with table 6, Potcoava also measured peaks at 1125 cm$^{-1}$, 1655 cm$^{-1}$ (within ±1 cm$^{-1}$ of 2874 cm$^{-1}$ measured in this thesis), 2873 cm$^{-1}$ (within ±1 cm$^{-1}$ of 2874 cm$^{-1}$ measured in this thesis) and 2920 cm$^{-1}$ (within ±2 cm$^{-1}$ of 2918 cm$^{-1}$ measured in this thesis).
<table>
<thead>
<tr>
<th>Peak Location (cm(^{-1}))</th>
<th>Assignments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>719</td>
<td>Lipids</td>
<td>[77]</td>
</tr>
<tr>
<td>780</td>
<td>DNA/RNA</td>
<td>[78]</td>
</tr>
<tr>
<td>826</td>
<td>DNA</td>
<td>[79]</td>
</tr>
<tr>
<td>851</td>
<td>Proteins (Single bond amino acid/polysaccharide stretching)</td>
<td>[80]</td>
</tr>
<tr>
<td>933</td>
<td>Proteins (Collagen, proline)</td>
<td>[81]</td>
</tr>
<tr>
<td>1000</td>
<td>Phenylalanine</td>
<td>[82]</td>
</tr>
<tr>
<td>1125</td>
<td>Proteins and Lipids</td>
<td>[81, 83, 84],</td>
</tr>
<tr>
<td>1204</td>
<td>Proteins (Collagen, Amide III), Phenylalanine</td>
<td>[85, 86, 87, 88]</td>
</tr>
<tr>
<td>1230</td>
<td>Proteins (Amide III)</td>
<td>[87]</td>
</tr>
<tr>
<td>1246</td>
<td>Proteins (Amide III)</td>
<td>[81]</td>
</tr>
<tr>
<td>1302</td>
<td>Proteins (Collagen, Amide III)</td>
<td>[89, 81, 83]</td>
</tr>
<tr>
<td>1337</td>
<td>DNA, Proteins, Lipids</td>
<td>[87, 83, 81]</td>
</tr>
<tr>
<td>1449</td>
<td>Proteins, Lipids</td>
<td>[90]</td>
</tr>
<tr>
<td>1553</td>
<td>Proteins</td>
<td>[89]</td>
</tr>
<tr>
<td>1575</td>
<td>DNA</td>
<td>[83]</td>
</tr>
<tr>
<td>1656</td>
<td>Lipids</td>
<td>[88]</td>
</tr>
<tr>
<td>2874</td>
<td>CH and CH(_2) Stretching of Lipids and Proteins</td>
<td>[91]</td>
</tr>
<tr>
<td>2892</td>
<td>CH and CH(_2) Stretching of Lipids and Proteins</td>
<td>[91]</td>
</tr>
<tr>
<td>2918</td>
<td>CH Stretching of Lipids and Proteins</td>
<td>[91]</td>
</tr>
<tr>
<td>2944</td>
<td>CH(_2) Stretching</td>
<td>[91]</td>
</tr>
<tr>
<td>2955</td>
<td>CH(_3) asymmetric stretching</td>
<td>[92]</td>
</tr>
<tr>
<td>2968</td>
<td>Lipids</td>
<td>[84]</td>
</tr>
<tr>
<td>3073</td>
<td>CH Stretching</td>
<td>[93]</td>
</tr>
</tbody>
</table>

Table 6: A table to show the peak positions and their assignment of the P4E6 sample that have been fitted to the average of the data collected within this thesis [76].

Figure 33 shows the cell convergence in increase intervals of 5 spectra, from 5 to 145 spectra. The cell data has much more variance at spectra lower than around 40 measurements, but starts to converge most around 90 spectra, where the standard error convergence lines are almost superimposed on one another from this number of spectra.
5 spectra were taken from each cell, across 29 cells over four samples. An average was taken to show the average across these samples, to give an overall picture of the P4E6 cell data taken in this thesis. Although data will change slightly from cell to cell within the same sample, especially within the lipid, protein and nucleic acid regions of the spectra, an average was calculated with along with statistical analysis including convergence tests. The variance within the average and the second order standard deviation also converges around the points of 90 spectra. This is important to have a fair and representative set of results of the P4E6 cell lines in order to understand their content. Convergence shows confidence in the data and that an average calculated over 90 spectra gives a fair representation of the overall P4E6 data taken in this thesis, despite being over different samples.
It is important to note that having a statistically reliable spectra of P4E6 cell lines on a CaF$_2$ substrate will help to better understand the effects of using a graphene substrate will have upon the cell lines. This important for the next section of this thesis where a comparison of graphene, and cells cultured on a CaF$_2$ substrate will take place.
3.2.2 Data Taken Using CVD Graphene as a Biological Substrate

As previously discussed, graphene has a much greater Raman signal than that of the P4E6 cells used in this thesis. Figure 34 shows the average spectra of the fingerprint region, for cells cultured on graphene. This spectra was obtained over the same region as the cells in section 3.2.1, however the background from the graphene substrate swamps the biological data.

![Figure 34: A figure to show the full average fingerprint region (600 – 1800 cm$^{-1}$) of P4E6 cells cultured on CVD graphene substrates.](image)

The swamping of this biological signal is particularly noticeable in the 600 – 1200 cm$^{-1}$ region and so for this section, the lower fingerprint region will be the same as
As discussed when the P4E6 cell lines were cultured on CaF$_2$, the convergence happened around the 40 spectra point, with the cells being converged from 90 spectra upwards. Therefore, 95 spectra have been obtained of cells cultured on graphene. The final average of all 95 spectra is outlined in Figure 35, with (a) showing the fingerprint region and (b) showing the high wavenumber region.

![Figure 35: A figure to show the average spectra in the fingerprint region (a) and the high wavenumber region (b) of P4E6 cells cultured on CVD graphene.](image)

As the cell data has been swamped in the lower region, it is best to look at the higher wavenumber region for the convergence tests (Fig 36).

The cell region (2800 – 3050cm$^{-1}$) of the spectra in figure 36 shows convergence of standard error in the mean at around 75 spectra, and hence shows enough spectra were obtained to have a fair statistical results.

The variance in results for the same cell region converges in the average and the second order standard deviation at around 50 spectra.
Figure 36: A figure to show the convergence tests calculated for cells cultured on graphene.
Despite the cell data converging at this point, it takes a larger number of graphene spectra to converge in this data set. This is due to there being an average across all three samples being taken, rather than 120 of each graphene sample as previously described in section 3.1.

The best way to have statistical confidence in the results would be to take 120 measurements of cells on each sample of graphene but this is unachievable. The main difficulties with obtaining a large sample set is the quality of the dried sample. The dried sample cannot be used for a large period of time, and is only in its optimal condition in the first 24 hours of being dried. Each spectra takes around 6 minutes to obtain and hence is difficult to obtain 120 spectra in one sitting. Therefore, 3 samples had to be cultured on graphene samples 1, 2 and 4 and an average taken.

Another way to understand the graphene now it has been cultured with P4E6 cells, can be to revisit the PIR (Fig 37).

In figure 37, there are 3 comparisons. Purple shows the results averaged across the three samples used before they were used as a biological substrate, compared to after the cells were cultured. In red, shows the cells without the defects removed, to show this obtains a higher $I_D/I_G$ ratio. Blue shows once these defects are removed. Defected spectra were decided based on the data results, with an example shown in figure 38. The decided defected spectra were then removed from the data set, before calculating the average spectra shown in figures 34, 35, 36 and the blue data set result shown in figure 37.
Results of cells on graphene with no defected graphene spectra removed.
Results of cells on graphene with defected graphene spectra removed.
Results of graphene with no cells averaged across samples 1, 2 and 4.

Figure 37: A figure to show the Peak Intensity Ratio for cells on graphene compared with the average values taken across samples 1, 2 and 4.
These defects can be shown in figure 38, which is not the same as the spectra expected. It shows a splitting of the G-band and an increase in intensity of the D-band. A comparison of the average spectra before the defects were removed, and after they were removed can be shown in figure 39.
Figure 39: A figure to show the average before and after the defected samples were removed.

There is a larger $I_D/I_G$ value when the biology has been cultured on the graphene, even after the defected spectra have been removed. This raises many uncertainties within the results of this section. This could mean that the process of culturing the biology is effecting the graphene and hence damaging it. This could also be that the biology fixes to the defected regions instead of the graphene. This could also be down to the hydrophobic aspects of the material as the cells are cultured in liquid [94].
Table 7: Table to show the peak intensity ratios of graphene markers when P4E6 has been cultured on the samples. The G-band was fitted with two lorentzians and Peak 1 (shown in figure 24 parts c and d), G’-band is fitted with a single voigt and the D-band is fitted with a single Lorentzian. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter.

Table 7 shows the graphene peak intensity ratios when cells have been cultured on them as a substrate. The $I_D/I_G$ is much greater than it was before it was used as a substrate for biology, indicating that there is a greater defect associated when the biology has been cultured. Again, as discussed before this could be due to the lower amount of measurements taken. It could also be that the measurements, which are performed at random, could just have contained more defected spectra.
Table 8: Table to show the difference in the average across 1, 2 4 samples of graphene taken with a 50% filter, 45s acq. time before biology was cultured on them, and then average of sample 1, 2 and 4 after biology was cultured on them.

Table 8 shows the difference in the results for the location, FWHM and PIR on graphene before and after it was cultured with biology. This shows a large difference in the results for the PIR, with $I_D/I_G$ being around double to before the biology was cultured on the substrate.

These results are also larger than expected compared to the literature values outlined in table 5, with the largest $I_D/I_G$ found in the literature equaling 0.3.

The PIR value for $I_{G'}/I_G$ is greater than most expected for CVD graphene and more in-line with graphene obtained through other methods such as exfoliation or micromechanical cleavage, although Kalbec et. al state $I_{G'}/I_G > 3$ [66].

This continues to confirm the variations in CVD graphene, especially as a substrate for biological applications.

Principle component analysis can also be used to further understand the variation in results for a direct comparison between the two substrates, previously being used to group data sets [95].
Figure 40: A figure to show principal component analysis of P4E6 cell lines cultured on calcium fluoride substrates (black) and P4E6 cell lines cultured on graphene substrates (red).

Figure 40 shows the grouping of two data sets, of cells cultured on graphene compared with their culture on CaF$_2$. This shows clear separation between the results and hence shows that the graphene is effecting the overall spectra to allow it to be grouped separately.
Figure 41: A figure to show the first three PCA loading tests calculated for cells cultured on graphene compared with the CaF$_2$ substrate.

The first three loadings show much variation in the two data sets (fig 41). The 2400 – 2800 cm$^{-1}$ region is expected to have a large variation as this is where the graphene
swamps the biological data and hence will show a large variance. However, in the 2800 - 3000 cm$^{-1}$ region, the cell data comes through and this can be analysed.

For graphene to be used as a substrate for biology, it should not have an effect on the results. However, the first three loadings show a variance in results, particularly in the 2890 cm$^{-1}$ peak.

This variation can be further shown in figure 42, where a direct subtraction of the results on two substrates was performed. The data was first normalised to account for the differences in relative intensities due to the varied substrates.

![Figure 42](image)

**Figure 42:** A figure to show the difference in the lipid and protein region of the cells when cultures on different substrates.

The red line shows the difference in the average spectra obtained, with the grey and the blue lines showing the original average.

This again shows a large variation in the results obtained from the biology. It is important to have a substrate with little variation for many reasons.

Firstly to understand that the substrate is not effecting the results or the way in which the cells are growing on the substrate and that the substrate is therefore not effecting the cells growth.
Secondly, in order to understand the cell’s spectra and be able to perform proper structured analyses, it is best to have a substrate with limited variation so that it can be easily subtracted away from the cell data.

Graphene obtained through chemical vapour deposition has shown great inhomogenities throughout this section of the thesis, through each singular samples and comparatively across all separate samples.
4 Conclusion

This thesis has outlined the importance and need for a fast diagnostic method for prostate cancer cell detection and how a Raman spectrometer could be used to achieve this. Firstly this thesis discusses the pros and cons of graphene as a substrate for cell analyses through Raman spectroscopy. CVD graphene has been used as it is cheap, easy to obtain and can be used for a relatively large area compared to a pristine sheet of graphene. All these factors are important within a medical application, as a diagnosis method will need to be both cost effective and easily available.

This thesis outlined how to correctly characterise graphene using a Raman spectrometer and the various parameters that can be used. The variations between graphene samples were shown and how a difference in parameters can also effect results. It was shown that in order to obtain statistical convergence of the graphene samples, around 90 spectra are needed.

The PIR were also obtained and were as expected from the literature. It was found that $I_D/I_G = 0.17 \pm 0.05$ for the average across all four samples when measured using biology parameters. $I_G'/I_G$ was also calculated to be $2.6 \pm 0.4$, which is also as expected within the literature. This, along with the values obtained for the location and FWHM shows the correct characterisation of CVD graphene.

Following on from this, P4E6 cell lines were characterised under the same conditions using CaF$_2$ as a substrate to obtain an average spectra. The use of CaF$_2$ is advantageous as it has no background in the range analysed in this thesis, so therefore does not effect the results. This average was calculated across 145 data points. Peak fittings to this spectra allowed a comparison to the literature to show the correct characterisation of P4E6. This data set did not require a lot of preprocessing due to the CaF$_2$ substrate having no effect on the analysed part of the spectra. Convergence tests ran on this data showed that around 90 spectra are needed to have statistical confidence in the data set.
This lead onto the use of graphene as a biological substrate for cancer detection using Raman Spectroscopy.

Firstly, it was shown that graphene can swamp a lot of vital information about the cell’s spectra, particularly in the 600 – 1200 cm\(^{-1}\) region, which has been shown to include the important 780cm\(^{-1}\) DNA peak, and 1000cm\(^{-1}\) phenylalanine peak, as well as information on lipids and proteins. Within the lower fingerprint region, it is difficult to distinguish what is cell data due to the large graphene intensity.

However, within the higher wavenumber region, the 2800 – 3050 cm\(^{-1}\) lipid and protein region is clearly distinguishable.

A PIR was calculated to be \(I_D/I_G = 0.33 \pm 0.04\), meaning there was an increase in this value when the P4E6 cell lines were characterised on graphene. This could be due to the cells measured being on defected parts of the graphene.

To conclude, it is best that CVD graphene is not used as a substrate for cell cultures being analysed with Raman spectroscopy due to its inhomogeneity, however the use of a CaF\(_2\) slide has shown that a Raman instrument can be used to characterise P4E6 cells and therefore, be used as a diagnostic method for prostate cancer.
**Future Works**

For future works, a comparison of P4E6 to non-cancerous cells such as PNT2-C2 could be looked at. Also, a sample of graphene obtained through a different method (ie, micromechanical cleavage) could be used.

It would also be advantageous to investigate the effects of the media used to grow the cells, and the material used to wash the cells had on the graphene, by adding these to the substrate and investigate how the Raman signal changes through similar analyses methods outlined in this thesis. This will truly answer if these various solutions were responsible for the defects outlined, and if so, which solutions were responsible.

It would be useful to make a direct comparison, perhaps through PCA and loading, on the differentiation between each individual cell spectra, to see if this would have a direct effect on the convergence test. This is because individual cells can differ in their make-up, and this could effect the results when calculation an average.
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Appendices

Figure 43: A figure to show all spectra taken across random points of each graphene sample at 45s acq. time, 50% filter.
Figure 44: Graph to show intensity in arbitrary counts plotted against wavenumber of the Raman spectra data taken using a 532nm laser to analyse three separate samples of graphene. 120 data points were chosen at random across each sample. The red line represents the average of 120 spectra taken from each sample. The grey shaded area shows the average spectra with the standard error added or subtracted. All data was baseline subtracted using Raman Tool Set before the average spectra was calculated. These measurements were taken using biology parameters with an acquisition time equal to 45s and a 50% filter.
Figure 45: A figure to show the convergence tests calculated for sample 2 at 50% filter, 45s acq. time.
Figure 46: A figure to show the convergence tests calculated for sample 3 at 50% filter, 45s acqu. time.
Figure 47: A figure to show the convergence tests calculated for sample 4 at 50% filter, 45s acquisition time.
Figure 48: A figure to show the convergence tests calculated for sample 2 at 50% filter, 90s acq. time.
Figure 49: A figure to show the convergence tests calculated for sample 3 at 50% filter, 90s acq. time.
Figure 50: A figure to show the convergence tests calculated for sample 1 at 10% filter.
Figure 51: A figure to show the convergence tests calculated for sample 1 at 25% filter.
Figure 52: A figure to show the convergence tests calculated for sample 1 at 50% filter, 90s acq. time.
<table>
<thead>
<tr>
<th>Band</th>
<th>Location, (cm^{-1})</th>
<th>Calculated Standard Error in Location, (cm^{-1})</th>
<th>Full Width at Half Maximum (FWHM), (cm^{-1})</th>
<th>Calculated Standard Error in FWHM, (cm^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1341.5</td>
<td>±0.2</td>
<td>28.8</td>
<td>±1.6</td>
</tr>
<tr>
<td>G Band</td>
<td>1592.6</td>
<td>±0.1</td>
<td>13.1</td>
<td>±0.1</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2677.9</td>
<td>±0.1</td>
<td>45.0</td>
<td>±0.3</td>
</tr>
</tbody>
</table>

**Table 9:** Table to show the location, FWHM of each band in graphene sample 2, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter. Note that there is an instrumental error within the location and FWHM of \(±3cm^{-1}\). 

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, (cm^{-1})</th>
<th>Calculated Standard Error in Location, (cm^{-1})</th>
<th>Full Width at Half Maximum (FWHM), (cm^{-1})</th>
<th>Calculated Standard Error in FWHM, (cm^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1341.1</td>
<td>±0.4</td>
<td>30.8</td>
<td>±0.5</td>
</tr>
<tr>
<td>G Band</td>
<td>1589.6</td>
<td>±0.0</td>
<td>14.1</td>
<td>±0.2</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2676.8</td>
<td>±0.1</td>
<td>44.2</td>
<td>±0.4</td>
</tr>
</tbody>
</table>

**Table 10:** Table to show the location, FWHM of each band in graphene sample 3, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter. Note that there is an instrumental error within the location and FWHM of \(±3cm^{-1}\).
### Results for Sample 4 for 50% filter, 45s acquisition time.

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, (\text{cm}^{-1})</th>
<th>Calculated Standard Error in Location, (\text{cm}^{-1})</th>
<th>Full Width at Half Maximum (FWHM), (\text{cm}^{-1})</th>
<th>Calculated Standard Error in FWHM, (\text{cm}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1340.4</td>
<td>±0.2</td>
<td>28.9</td>
<td>±1.0</td>
</tr>
<tr>
<td>G Band</td>
<td>1590.6</td>
<td>±0.4</td>
<td>15.4</td>
<td>±0.2</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2676.5</td>
<td>±0.0</td>
<td>42.5</td>
<td>±0.2</td>
</tr>
</tbody>
</table>

Table 11: Table to show the location, FWHM of each band in graphene sample 4, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter. Note that there is an instrumental error within the location and FWHM of \(±3\text{cm}^{-1}\), with only 111 spectra.

### Results for Sample 2 for 50% filter, 90s acquisition time.

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, (\text{cm}^{-1})</th>
<th>Calculated Standard Error in Location, (\text{cm}^{-1})</th>
<th>Full Width at Half Maximum (FWHM), (\text{cm}^{-1})</th>
<th>Calculated Standard Error in FWHM, (\text{cm}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1342.4</td>
<td>±0.6</td>
<td>30.4</td>
<td>±1.0</td>
</tr>
<tr>
<td>G Band</td>
<td>1590.6</td>
<td>±0.0</td>
<td>13.6</td>
<td>±0.2</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2690.6</td>
<td>±0.2</td>
<td>47.2</td>
<td>±0.5</td>
</tr>
</tbody>
</table>

Table 12: Table to show the location, FWHM of each band in graphene sample 2, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 90s with a 50% filter. Note that there is an instrumental error within the location and FWHM of \(±3\text{cm}^{-1}\).
### Results for Sample 3 for 50% filter, 90s acquisition time.

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1342.6</td>
<td>±0.1</td>
<td>30.1</td>
<td>±0.6</td>
</tr>
<tr>
<td>G Band</td>
<td>1591.2</td>
<td>±0.1</td>
<td>13.1</td>
<td>±0.2</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2692.2</td>
<td>±0.1</td>
<td>44.6</td>
<td>±0.2</td>
</tr>
</tbody>
</table>

Table 13: Table to show the location, FWHM of each band in graphene sample 3, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 90s with a 50% filter. Note that there is an instrumental error within the location and FWHM of ±3cm\(^{-1}\).

### Results for Sample 1 for 25% filter, 2s acquisition time.

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1342.6</td>
<td>±0.2</td>
<td>31.5</td>
<td>±1.3</td>
</tr>
<tr>
<td>G Band</td>
<td>1592.6</td>
<td>±0.1</td>
<td>11.5</td>
<td>±0.2</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2679.8</td>
<td>±0.2</td>
<td>42.70</td>
<td>±0.05</td>
</tr>
</tbody>
</table>

Table 14: Table to show the location, FWHM of each band in graphene sample 1, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results where acquisition time is equal to 2s with a 25% filter. Note that there is an instrumental error within the location and FWHM of ±3cm\(^{-1}\).
<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1341.9</td>
<td>±0.1</td>
<td>29.8</td>
<td>±0.5</td>
</tr>
<tr>
<td>G Band</td>
<td>1592.7</td>
<td>±0.2</td>
<td>13.9</td>
<td>±0.4</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2679.3</td>
<td>±0.1</td>
<td>45.5</td>
<td>±0.5</td>
</tr>
</tbody>
</table>

Table 15: Table to show the location, FWHM of each band in graphene sample 1, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 45s with a 50% filter. Note that there is an instrumental error within the location and FWHM of ±3 cm\(^{-1}\).

<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1342.5</td>
<td>±0.3</td>
<td>32.1</td>
<td>±0.4</td>
</tr>
<tr>
<td>G Band</td>
<td>1591.6</td>
<td>±0.2</td>
<td>14.2</td>
<td>±0.5</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2678.3</td>
<td>±0.3</td>
<td>47.5</td>
<td>±0.5</td>
</tr>
</tbody>
</table>

Table 16: Table to show the location, FWHM of each band in graphene sample 1, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results for the biology parameters where acquisition time is equal to 90s with a 50% filter. Note that there is an instrumental error within the location and FWHM of ±3 cm\(^{-1}\).
<table>
<thead>
<tr>
<th>Band</th>
<th>Location, cm(^{-1})</th>
<th>Calculated Standard Error in Location, cm(^{-1})</th>
<th>Full Width at Half Maximum (FWHM), cm(^{-1})</th>
<th>Calculated Standard Error in FWHM, cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D Band</td>
<td>1345.0</td>
<td>±0.5</td>
<td>34.6</td>
<td>±2.4</td>
</tr>
<tr>
<td>G Band</td>
<td>1594.8</td>
<td>±0.1</td>
<td>10.5</td>
<td>±0.1</td>
</tr>
<tr>
<td>G’ Band</td>
<td>2683.4</td>
<td>±0.2</td>
<td>41.7</td>
<td>±0.2</td>
</tr>
</tbody>
</table>

Table 17: Table to show the location, FWHM of each band in graphene sample 1, along with their representative calculated standard errors. These values were calculated by fitting peaks to the data shown. These are the results where acquisition time is equal to 2s with a 10% filter. Note that there is an instrumental error within the location and FWHM of ±3cm\(^{-1}\).