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Abstract

Cryptococcus neoformans is a pathogenic yeast which causes cryptococcal
meningitis in immunocompromised patients, causing heterogeneous infection
outcomes in both HIV-positive and HIV-negative patients. Macrophages are known
to be important for the control of cryptococcal infection, though C. neoformans may
manipulate the macrophage intracellular niche to replicate and disseminate
infection. Though the interactions between macrophages and cryptococci may
determine the course and outcome of infection, few studies to date have examined
how individual interactions between cryptococci and macrophages may be
heterogeneous, and how these complex interactions contribute to variable
infection outcomes in vivo. To address this, | used J774 murine macrophages and
human monocyte derived macrophages (MDMs) to investigate the effect of fungal
dose on macrophage-cryptococcal interactions, and found that increasing burden
did not enhance or inhibit phagocytosis or fungal growth. Using a zebrafish model
of cryptococcal infection | showed that infection outcome is linearly related to initial
fungal burden at high doses, though this is variable and depends on factors besides
initial burden. | also showed that in vitro, intracellular cryptococcal growth is slowed
compared to extracellular growth, highlighting one potential mechanism by which
macrophages control cryptococcal infection. Using the measured variability in these
macrophage-cryptococcal interactions, | describe how | aided in the production of a
computational simulation of cryptococcal infection, highlighting a role for variability
in these individual host-pathogen interactions in producing complex infection
outcomes in vivo. | showed that fungal lipid signalling molecules called
prostaglandins are required for parasitism of host macrophages through the
activation of host PPAR-y. Finally, | demonstrated how human PBMCs can be used
to model cryptococcal granuloma infection in vitro, measuring the formation of
swarms and the intracellular and extracellular replication rates. Through
considering all these interactions and sources of variability, | have provided insight
into how Cryptococcus interactions with macrophages affect infection outcomes in

cryptococcosis.
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Chapter 1. Introduction

The immune system is a complex network of interacting cells, proteins and small
molecules that determine the delicate balance between health and illness. One
critical component of the immune system involves protecting the body from
pathogens, harmful microorganisms that cause disease. The interaction between
the host’s immune system and the pathogen determines whether the host prevails
over disease, or whether it ultimately succumbs to infection. The interplay between
host and pathogen, as well as the collaboration of innate and adaptive immune
systems, is critical to health. In this chapter | will introduce how the immune system
responds to infection, the pathology and virulence of the fungal pathogen
Cryptococcus neoformans, and how this pathogen interacts with host macrophages

to propagate infection.

1.1. The immune system

The human body represents a rich habitat full of nutrients and resources, perfect
for colonisation by unwanted trespassers. In order to remain alive and healthy, our
bodies deploy a number of defences to protect us from microscopic harm. The
body’s first line of defence is the epithelium, which acts as a barrier between the
inside of the body and the outside world. The epithelial cells of the skin are
interconnected by tight junctions, which utilise proteins and the actin cytoskeleton
to join adjacent cells in a way that prevents transmission of certain particles while
maintaining intercellular signalling. The integrity of these junctions is paramount in
protecting the body from invasion, though pathogens have developed ways to

breach this barrier (Guttman and Finlay, 2009).

The human body also possesses other anti-microbial defences to prevent invasion.
For example the skin, as well as phagocytes and the various epithelia of the body,
produces antimicrobial peptides which have potent antimicrobial effects against a
wide range of bacteria, viruses, and fungi (lzadpanah and Gallo, 2005). The

respiratory tract is protected from invasion by harmful particles and pathogens by
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a viscous, carbohydrate-rich layer of mucus. Here, mucin traps inhaled particles and
is swept away by the synchronised beating of cilia (Knowles and Boucher, 2002;
Tilley et al., 2015). This system of mucociliary clearance prevents epithelial invasion,
and ‘cough clearance’ facilitates the clearance of entrapped particles within the
lung. Additional defensive solutions employed by the body include sweat, stomach
acid, enzymes, and tears, which function to prevent the body from deposition of

harmful particles and pathogens.

Should these inherent defences fail and the body’s barrier is breached by invading
pathogens, the immune system is tasked with the responsibility of protecting our
bodies by preventing the initiation and propagation of infection. The innate immune
system is composed of both circulating and tissue-resident cells and molecules
which respond to pathogenic insult on contact in a non-specific way, destroying
anything that is recognised as ‘non-self’. The adaptive immune system, however,
responds to infection through activation by specific pathogenic components, and
produces a robust response by aiding the activation of the innate immune system
while destroying the foreign particles. The collaboration of these systems protects
us from the vast repertoire of encountered pathogens which may produce harmful

infection.

1.1.1 The innate immune system response to infection

Innate immune cells perform various roles in order to provide the body with
protection by providing immediate response to pathogens and specific stimulation
of the adaptive immune system. Immediate, nonspecific responses include the
release of toxic substances. For example, granulocytes contain and release granules
with toxic enzymatic capabilities which destroy pathogens. Many immune cells
produce reactive oxygen and nitrogen species which damage invading pathogens.
Innate immune cells also interact with pathogens to destroy them. Phagocytic cells
of the innate immune system provide methods of directly eliminating microbial
threats through phagocytosis of pathogens and infected cells, as well as induction

of programmed cell death cascades. Besides the direct killing of pathogens, innate

16



immune cells also present pathogenic antigens to members of the adaptive immune
system to recruit them to sites of infection for activated assistance. The production
of cytokines and chemokines by innate immune cells recruits additional cells to sites

of infection and stimulates them to respond to infection.

1.1.1.1 Pathogen recognition by innate immune cells

Innate immune cells must discover and combat pathogenic insults as they breach
the body’s barriers. Epitopes on the surface of pathogens, termed pathogen-
associated molecular patterns (PAMPs) are required for survival and pathogenicity,
yet may be recognised by immune cells. Damage-associated molecular patterns
(DAMPs) are produced by damaged and dying cells, either as a result of injury or
pathogen-induced damage. Immune cells recognise these motifs using pattern
recognition receptors (PRRs), which include membrane-bound classes of receptors
such as RIG-I-like receptors (RLRs), NOD-like receptors (NLRs), C-type lectin
receptors (CLRs) and Toll-like receptors (TLRs), though some TLRs are also expressed

in endocytic compartments (Kumar et al., 2011).

TLRs are widely studied because they are present and largely homologous across
many species, and are well-characterised in flies, mice, and humans (Brubaker et al.,
2015). TLR1 and TLR2 recognise a variety of motifs from Gram-positive and Gram-
negative bacteria such as lipoproteins and lipomannans, as well as B-glucans and
zymosan, which are fungal components. TLR-4 (with MD-2 and CD14) recognises
lipopolysaccharide and lipotechoic acid of bacteria, whereas TLR-5 binds flagellin on
bacteria. TLR-3, -7, -8, and -9 recognise RNAs and DNAs associated with viral
infections. RLRs recognise viral RNA, and NLRs are cytoplasmic receptors which
recognise intracellular pathogens. CLRs are phagocytic receptors on specific subsets
of innate immune cells, and include receptors such as dectin-1, which recognises B-
glucans, and mannose receptors. Scavenger receptors are phagocytic receptors
which recognise polymers and acetylated lipoproteins on the surface of particles

and pathogens. This robust set of receptors enables the detection of many different
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types of pathogenic threat, and induce host signalling cascades to respond to

pathogenic insult and receptor activation (Kumar et al., 2011; Murphy et al., 2016).

1.1.1.2 Innate response to pathogens

The innate immune system responds to pathogens in variety of ways to control and
prevent their propagation and dissemination. Cells are specialised to perform
specific functions, though many immune cells are capable of responding to
pathogens in a variety of ways with different effector functions. Granulocytes, for
example, possess and release toxic granules containing enzymes and proteins which
harm and destroy pathogens. While neutrophils are known for their phagocytic
capabilities, they are also potent granulocytes, along with eosinophils and basophils.
Granulocytes are important mediators of inflammation, and the appropriate
magnitude of response followed by a timely resolution is necessary to prevent

chronic inflammation.

Natural killer (NK) cells are also members of the innate immune system which
possess granules. NK cell granules contain cytotoxic proteases called granzymes, as
well as perforin, a pore-forming protein which forms destructive holes in target
cells. NK cells are activated by the absence of self-antigens and major
histocompability complex molecules on the surface of cells, nominating these cells
as ‘non-self’ which fail to pacify the destructive actions of NK cells (Lanier, 2005).
After contact perforin forms pores in the recipient cell, and proteases are cleaved
within the target cell to induce apoptosis. NK cells are most widely known for their
ability to recognise and kill cancer cells, though different NK cell phenotypes may

support tumour angiogenesis (Bassani et al., 2019; Nicholson et al., 2019).

Besides being involved in normal cellular turnover, phagocytosis is a direct method
of eliminating pathogenic threats, a process which involves ingestion and
elimination of pathogens by phagocytes. Phagocytes recognise pathogens as
discussed above, and internalise them in order to neutralise and destroy the threat.

While phagocytes may directly recognise and engulf invading pathogens, methods
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which improve pathogen recognition and binding improve phagocytosis (Flannagan
et al., 2012; Gordon, 2016). For example, antibody deposition on pathogen surfaces
neutralises the pathogen and prevents invasion of host tissues, but also enhances
the recognition and engulfment of the pathogen by phagocytes (Wright and
Douglas, 1903). Phagocytes possess FcR on their surfaces which recognise the Fc
region of antibodies deposited on microbes. Antibody molecules therefore act as
adapters which facilitate the uptake of foreign material by phagocytes such as
macrophages. The complement system acts in a similar way; through a series of
proteolytic cleavages, complement components are created (iC3b) and deposited
on the surface of pathogens. The complement receptor on the surface of
phagocytes (CR3) recognises this complement, which enhances the binding and
uptake of pathogens by the phagocyte (Merle et al., 2015; Sim and Tsiftsoglou,
2004). The complement system may also form pores directly in the pathogen,
resulting in their destruction (Bhakdi et al., 1987). Some pathogens possess
characteristics which make phagocyte recognition and uptake more difficult; for
example, some ‘cloak’ their surface with capsule and other compounds to prevent
recognition and uptake by phagocytes. Paracoccidioides brasiliensis is surrounded
by melanin which prevents the recognition of cell wall components by phagocytic
dectin receptors (da Silva et al., 2006), while Cryptococcus capsule helps to prevent
phagocytosis (Kozel and Gotschlich, 1982). Interactions between phagocytes and

pathogens are discussed in depth in chapter 5.

There are various cells capable of phagocytosis in the human body, including
dendritic cells, neutrophils, NK cells, and macrophages. Upon recognition and
internalisation of the pathogen by the phagocyte, the pathogen is contained in an
endocytic vesicle called a phagosome. The phagosome is acidified and fuses with
lysosomes to produce a phagolysosome. The phagocytes create an increasingly
microbicidal environment. For example, the production of reactive oxygen species
(ROS) by NADPH oxidase damages microbial cells; inducible nitric oxide synthase
(iNOS) produces superoxide and nitric oxide to stress the captured pathogens. As
the phagolysosome matures it becomes more acidic, and the barrage of lysozymes,

proteases, and harmful radical species, combined with the limited nutrient
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availability, produces an increasingly microbicidal environment which kills and
degrades the pathogen within (Uribe-Querol and Rosales, 2017). Of course, many
pathogens are capable of modifying and adapting to the phagosome and the
phagolysosome, and possess mechanisms by which they scavenge and detoxify
harmful radicals. For example, Salmonella employs an arsenal of enzymes to
degrade host ROS (Aussel et al., 2011). Pathogenic strategies of intracellular survival

and exploitation will be discussed later in chapter 5.

The phagocytosis of pathogens often activates phagocytes to upregulate the
expression of many genes which enable the adoption of an anti-microbial, pro-
inflammatory phenotype. One study performed DNA microarrays after using
different bacterial components to stimulate human macrophages, and showed that
after encountering pathogenic material, macrophages upregulated the expression
of many pro-inflammatory genes encoding cytokines and chemokines, and induced
the enhanced expression of genes relating to receptors, signalling molecules, and
transcription factors (Nau et al., 2002). Thus, phagocytosis of pathogens induced
expression of genes related to microbicidal effector functions, but also activated the
macrophages to be able to potently sense and respond to the environment. Part of
the responsibility that comes from phagocytosing pathogenic threats is alerting the
immune system to the presence of invading microbes, and to recruit and activate
additional immune effector cells to combat infection. As such, phagocytes secrete
signalling molecules and may present modified antigenic peptide on their surface
via major histocompatibility complex (MHC) molecules, providing stimulation to T

cells to induce their activation.

Perhaps one of the most important functions of the innate immune response is the
activation of effector cells and the recruitment of a robust immune cell cohort.
While the production and response to immune signalling molecules will be
discussed later, itis important to mention that innate and adaptive immune systems
rely on communication between the two branches to effectively respond to
infection, mount an inflammatory response, and maintain homeostasis. The

interplay between innate and adaptive immune systems involves many cell types,
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including the innate lymphoid cells (ILCs). These cells are derived from lymphoid
progenitor cells but lack T cell and B cell receptors. ILCs are important for tissue
repair, maintaining epithelial barrier integrity, and are involved in the early immune
response to infection. ILCs are categorised based on the transcription factors which
induce their development and the cytokines which they produce. These cytokines
are roughly analogous to the cytokines produced by the different helper T cell
subsets (discussed in the next section); group 1 ILCs produce Th1 cytokines, group 2
ILCs produce Th2 cytokines, and group 3 ILCs produce Th17 cytokines (Spits et al.,
2013). ILCs lack antigen receptors but react to cytokines produced by immune cells
which are responding to pathogens and allergens, and sense cytokines released by
damaged epithelial cells (Eberl et al., 2015). ILCs respond to these cues by releasing
cytokines, recruiting effector cells, and inducing the production of mucus and
antimicrobial peptides (Walker et al., 2013). There is even evidence that ILCs are
capable of immunological memory, as pre-stimulated mice showed ILC retention
and enhanced ILC expansion and cytokine production after secondary challenge
with allergen (Martinez-Gonzalez et al., 2016, 2017). These immune cells modulate
the immune response by presenting antigens to CD4+ T cells to induce activation
and by producing cytokines which polarise immune cells and drive effector functions
(Sonnenberg and Hepworth, 2019). Thus, by responding to cytokines and producing
cytokines in turn, these immune cells aid in the communication and coordination
between the innate and adaptive immune systems, enabling robust response to

infection.

While the innate and adaptive immune systems are largely separated by activation
and specificity of response, these branches are not mutually exclusive, with some
innate immune cells performing adaptive functions and vice versa. A prime example
of this is dendritic cells (DC), which phagocytose pathogens and present modified
pathogenic peptides to T cells to activate them and induce an adaptive immune
response. While macrophages and other cell types may perform functions of
antigen-presenting cells (APCs), DCs are specialised for this specific function. Thus,

while DCs may respond immediately to non-specific pathogenic stimulation, they
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are involved in adaptive immune activation and thus bridge the gap between the

complementary arms of the immune system.

1.1.2 The adaptive immune system response to infection

1.1.2.1 Pathogen recognition by adaptive immune cells

The adaptive immune system provides pathogen-specific, enduring response to
infection, and produces immunological memory to enable the immune system to
respond rapidly to threats which have been encountered previously. T cells and B
cells compose the adaptive immune response and are derived from lymphoid
progenitors, which also give rise to innate lymphoid cells. While innate immune cells
can recognise pathogens directly via receptors, T cells require pathogenic antigens
to be presented as modified peptides via major histocompatibility complex (MHC)
molecules on the surface of antigen-presenting cells (APC), which are received by T
cell receptors (TCR) (Birnbaum et al., 2014; Guermonprez et al., 2002). Upon
receiving antigen-specific and co-stimulatory signals from APC, T cells clonally
expand and differentiate to respond to the specific pathogen matching the received
antigen (Curtsinger et al., 2003; Mueller et al., 1989). While B cells may recognise
antigen that is presented to them (Heesters et al., 2016), they are also able to
recognise soluble antigens via an immunoglobulin molecule attached to their cell
surface, which perceives antigen and results in clonal expansion and antibody
production. Antibodies bind to pathogens to neutralise them, and also opsonise
pathogens to mark them for phagocytosis by phagocytes, or activate the

complement system which ruptures cell membranes (Murphy et al., 2016).

1.1.2.2 Adaptive response to pathogens

T cells provide cytotoxic and helper roles, and either directly interact with infected
cells, or assist other immune cells to enable them to eliminate threats. T cells are
divided by surface marker expression, cytokine production, and associated
functions (Mosmann et al., 1986; Tada et al., 1978), producing subsets which are

called CD4+ helper T cells, CD8+ cytotoxic T cells, and regulatory T cells. CD4+ helper
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T cells are so named because they help to activate other immune cells to respond
to infection. For instance, CD4+ T cells and APC co-activate CD8+ T cells, and
stimulate the activation of B cells which then mature and produce secreted
antibodies (Mitchell and Miller, 1968; Smith et al., 2000). CD4+ T cells can be further
subdivided into Th1 and Th17 T cells, which provide cell-mediated immunity mainly
against intracellular pathogens, and Th2 cells which provide humoral immunity
(Murphy et al., 2016). While CD4+ T cells are broadly categorised into Th1, Th2, Th17
major subtypes, many subtypes exist along a continuum of activation profiles
(Raphael et al., 2015). CD8+ cytotoxic T cells induce apoptosis in target pathogenic
cells through the release of cytotoxic granules, through activation of FasL to induce
apoptosis, and by the production of cytokines (Halle et al., 2017). The role of
regulatory T cells is to suppress the activity of other lymphocytes, preventing an

over-zealous immune response, especially against the host itself.

The differentiation and development of specific T cell functions is determined by
signals received from antigen-presenting cells and from fellow immune cells. These
signals represent a crucial mode of communication between the innate and
adaptive immune systems, and can modulate the course and outcome of the
immune response. This immunological cross-talk forms the basis of the immune

response, and is key in mounting a robust response to infection.

1.1.3 Immunological cross-talk

Immune cells produce many signalling molecules to communicate and coordinate
actions. Cytokines are diverse protein signalling molecules which are capable of
acting in an autocrine, paracrine, and even endocrine manner (Altan-Bonnet and
Mukherjee, 2019). The names of cytokines were originally assigned based on the
cell type producing them, though the pleiotropic effects and overlapping source of
production has rendered these names somewhat arbitrary as the study of these
molecules has evolved (Dinarello, 2007). Current classifications are assigned based
on the function of the cytokines, structure, and also the inflammatory response

elicited. Common classes of cytokines include interleukins (IL-), interferons (IFN-),
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tumour necrosis factors (TNF-), lymphokines, growth- and colony-stimulating
factors, and the chemoattractant peptides called chemokines. | will refer to the
inflammatory effects of the cytokines described as this pertains to my work, but it
should be noted that the assignment of ‘pro-inflammatory’ or ‘anti-inflammatory’ is
not necessarily absolute or mutually exclusive, and context is important in deciding
the produced effect. IL-6, for example, induces pro-inflammatory responses in cells
when the soluble receptor is bound, but also activates anti-inflammatory cascades

when the membrane-bound receptor is activated (Rose-John, 2012).

Cytokines are produced by most immune cells, especially in response to pathogen
recognition, though many stimuli may induce the production of cytokines. The
ability of immune cells to respond to various cytokines depends on the target cell’s
developmental state and the ability to recognise the cytokine. Many cell types
possess surface receptors which recognise soluble cytokines, though some
cytokines bind with extracellular receptors to facilitate access to the target cell to
activate a response (Rose-John and Heinrich, 1994). After binding to receptors,
activation of intracellular signalling cascades results in the transcriptional regulation
of genes. This transcriptional regulation ultimately drives cell action and function,
and even affects the production of additional cytokines for secretion. Cytokines may
induce or suppress the secretion of cytokines from immune cells, and the
interaction of these signalling molecules with effector immune cells largely

determines the direction of the immune response.

T cells are important in the activation of specificimmune responses, and as such the
cytokines they produce drive pro- and anti-inflammatory actions. The presence of
IL-12 induces Th1 activation, marked by the production of IFN-y (Macatonia et al.,
1995) which in turn inhibits the proliferation of Th2 cells (Gajewski and Fitch, 1988).
IL-4 is secreted by Th2 cells, and results in the upregulation of Th2 cytokines,
including IL-4 itself (Swain et al., 1990). In responding to a multitude of different
cytokines, T cells and other immune cells are able to communicate and direct
immune responses to invading pathogens. While these cytokines may work

together to amplify a prescribed course of action, they may also limit one another
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to provide a regulated response. For example, IL-4 downregulates the production of
TNF-a from IL-2-stimulated murine macrophages (McBride et al., 1990), and IL-10
inhibits the production of pro-inflammatory cytokines by Th1 cells (Fiorentino et al.,
1991). A recent study showed the cytokine IL-4 from Th2 T cells induced the
expression of IL-10 from activated Th1 T cells to self-regulate the pro-inflammatory
Thl phenotype, limiting the overexpression of cytokines linked to chronic
inflammatory immune pathologies (Mitchell et al., 2017). It is the context in which
cytokines are produced and which cells are activated that determine whether the

immune response is appropriate, or whether it causes critical damage

1.1.4 Macrophages and T cells in infection

Macrophages are particularly important phagocytes because not only do they
engulf invading pathogens in the tissues and eliminate infected cells, they
collaborate with the adaptive immune system to launch a robust immune response.
T cells, along with other immune cells, provide stimuli to macrophages to activate
them to perform vital effector functions. Depending on the cytokine produced,
macrophages can be induced to respond in a specific way to either drive or dampen
an inflammatory response (Duque and Descoteaux, 2014). The type of cytokine
produced depends on the phenotype of the T cell. Generally, CD4+ Th1l and Th17
cells produce pro-inflammatory cytokines such as interferon-y (IFN-y), tumour
necrosis factor-a. (TNF-a), and interleukins 6 and 12 (IL-6, IL-12), and induce
“classically activated” M1 macrophages with pro-inflammatory responses (Nathan
et al., 1983; Erwig et al., 1998). M1 macrophages are associated with enhanced
phagocytosis of invading pathogens, production of reactive oxygen and nitrogen
species (Ding et al., 1988), and recruitment of microbicidal effector cells. In line with
these functions, M1 macrophages are associated with control of intracellular

pathogens.
Conversely, CD4+ Th2 cells produce anti-inflammatory cytokines such as interleukin
4 (IL-4), interleukin 10 (IL-10), interleukin 13 (IL-13), and peroxisome proliferator-

activated receptor-y (PPAR-y), and stimulate “alternatively activated” M2
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macrophages (Martinez et al., 2009; McKenzie et al., 1993; Mosmann and Coffman,
1989; Stein et al., 1992). M2 macrophages are anti-inflammatory because they
abrogate the inflammatory M1 response (Mosmann and Coffman, 1989) and inhibit
the production of reactive species by competing for substrate. For example, L-
arginine is a substrate used for the production of either nitric oxide (NO), which is
antimicrobial and destructive, versus L-ornithine which is a polyamine needed for
cellular processes and tissue repair (Rath et al., 2014), and which is associated anti-
inflammatory responses. Furthermore, M2 macrophages have been shown to limit
excessive recruitment of inflammatory cells, rather expanding localised immune
cells to prevent an excessive immune response (Jenkins et al., 2011), and are

associated with clearance of cellular debris and tissue repair.

While these macrophage activation states produce opposing effects, polarisation is
not definite and absolute, contrary to what was thought previously (Erwig et al.,
1998). Rather, macrophages display a degree of plasticity in activation. Because the
physiological environment of infection changes over time from one aimed at
attacking invading pathogens to one whose purpose is debris removal and tissue
repair, the environmental stimuli change to induce different responses by immune
cells. Macrophages are able to adapt to the change in stimuli, enabling the transition
from a pro-inflammatory immune state to an anti-inflammatory state that enables
the return to tissue homeostasis. Porcheray et al. showed that human macrophages
changed their the expression of polarisation markers after sequential stimulation by
pro- and anti-inflammatory cytokines, modifying their phenotype to match what
was required by the environmental cues (Porcheray et al., 2005). A similar study by
Stout et al. showed that depending on the cytokines, pre-treatment of murine
macrophages with one cytokine and subsequent administration of an opposing one
(i.e. pro- then anti-inflammatory) resulted in the macrophages adopting a
phenotype indicative of the most recent cytokine encountered (Stout et al., 2005).
However, intermediate phenotypes were also observed, suggesting that while
macrophage functional polarisation may shift to adapt to the needs of the changing
environment, polarisation states need not be absolute nor extreme (Stout et al.,

2005). Similarly, Davis et al. showed that in vivo macrophage polarisation changed
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during the course of infection with C. neoformans in mice (Davis et al., 2013). In vitro
polarisation was also dynamic, with macrophages altering polarisation markers to
reflect the most recent cytokine present and displaying fungicidal capabilities
reflective of the cytokine environment (Davis et al., 2013). Thus, macrophage
polarisation dynamically changes to reflect the cytokine environment, enabling
them to modify their behaviour based on changing environmental stimuli which

reflect the inflammatory needs of the host.

In various disease systems cytokines are the major drivers of the outcome of
infection. HIV infection is a prime example of how cytokines reflect immune state
during infection. At the onset of HIV infection, the host retains a relatively high
number of CD4+ T cells, and the cytokine response is largely dominated by Thl
cytokines. However, as the disease progresses and CD4+ T cell count decreases, the
cytokine profile shifts from one dominated by IFN-y and Th1 cytokines, to one where
IL-4 and Th2 cytokines prevail (Altfeld et al., 2000; Kedzierska and Crowe, 2001). This
impairs cell-mediated immunity and enables opportunistic infectious species to
invade. Species of Cryptococcus are excellent examples of organisms that cause such

infections.

1.2. Cryptococcus

1.2.1 Species and lifecycles

Cryptococcus is a genus of facultative intracellular yeasts within the phylum
Basidiomycota within the kingdom of Fungi. Previously, Cryptococcus was divided
into two species: Cryptococcus neoformans and Cryptococcus gattii. C. neoformans
encompassed two varietal serotypes, distinguishable by capsular agglutination
assays (Franzot et al.,, 1999): serotype A (var. grubii) and serotype D (var.
neoformans) (Kwon-Chung and Varma, 2006). C. gattii was recognised as a separate
species in 2002 with two serotypes, B and C (Kwon-Chung et al., 2002). Mounting
genetic evidence in the recent past has spurred discussion as to whether

Cryptococccus should be divided based on genotype into distinct species, rather
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than relying on ‘species complex’ to encompass related, though genetically distinct,

‘sub-species’ (Figure 1.1).

Kwon-Chung has long advised retention of ‘species complex’ nomenclature,
claiming that two species (Cryptococcus neoformans and Cryptococcus gattii) are
sufficient to encompass their biological and ecological differences, while the
adoption of species based on different genotypes lacking biological relevance is
premature and misleading (Kwon-Chung and Varma, 2006). However, in 2015 seven
species were proposed, separating two species from the C. neoformans species
complex, and five species from the Cryptococcus gattii species complex, based on
genotypic and phenotypic evidence from clinical isolates (Hagen et al., 2015). A
rebuttal headed by Kwon-Chung posed that over 2,606 published strains showed
more genotypic variation than could be encompassed by seven separate species,
that more strains must be considered using a higher proportion of the genotype for
sequencing (Kwon-Chung et al., 2017). Furthermore, Kwon-Chung advocated that
recognising many individual species imbues confusion that is unnecessary when the
recognition of additional genotypic variants continues to grow, showing that
adopting new species names will prove to be temporary, inadequate, and confusing
(Kwon-Chung et al., 2017). Despite this, genotypic, phenotypic, ecological, and
geographical differences have bolstered the recommendation of adopting the
recognition of seven discrete species (Hagen et al., 2017). Both sides of this
argument have merit and demonstrate the need for a review of the current
standards and limits by which new species are identified and named, particularly as
it pertains to the difference between species and clinical isolates. While | believe
that the adoption of separate species names is defensible, for the sake of continuity
with the existing literature described in this work | will refer to Cryptococcus species
neoformans (formerly var. grubii, serotype A) and species deneoformans (formerly
var. neoformans, serotype D) as C. neoformans, and | will refer to the five nominated

species of Cryptococcus gattii (formerly serotypes B and C) as C. gattii.

Cryptococcus is a basidiomycetous yeast which can produce spores and reproduce

sexually as well as asexually. Sexual reproduction occurs by the fusion of haploid
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cells of two mating types — a and a. The sexually reproducing forms are named
Filobasidiella neoformans (serotypes A and D) and Filobasidiella bacillispora
(serotypes B and C) (Kwon-Chung, 1975, 1976; Kwon-Chung et al., 1982). However,
the asexual yeast form is more common and reproduces through budding. It is this
form that is isolated from human infection and is considered below. What’s more,
some serotypes (or newly named species) are capable of hybridisation to form
diploid cells. Serotypes A and D (Cryptococcus neoformans x deneoformans)
hybridise to form diploid or aneuploid cells, and while some isolates are self-fertile,

most are sterile (Lengeler et al., 2001).

Species complex serotype Proposed species

A) var. grubii Cryptococcus neoformans

D) var. neoformans Cryptococcus deneoformans

Cryptococcus
neoformans

Cryptococcus gattii
Cryptococcus bacillisporus

B) C) Cryptococcus deuterogattii

gattii

Cryptococcus tetragattii

Cryptococcus

Cryptococcus decagattii

Figure 1.1. Cryptococcus by species complex serotype and newly proposed species

names.

While species complex serotype has long been used to identify the four serotypes
of Cryptococcus, genotypic evidence proposes the adoption of seven separate

species. Adopted from Hagen et al., 2015.
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1.2.2 Distribution and human susceptibility

1.2.2.1 Epidemiology

C. neoformans is widely distributed and is associated with bird faeces, bat guano,
rotting vegetables, and soil. In fact, C. neoformans can colonise birds without
apparent symptomatic infection, survive within macrophages, and withstand the
high temperature, thus enabling birds to effectively transmit cryptococcal infection
(Johnston et al., 2016). C. gattii is less widely distributed and is associated with
eucalyptus, and is found mainly in the tropics (Chakrabarti et al., 1997; Callejas et
al., 1998) but with incidence in British Columbia and the Pacific Northwest (Kidd et
al., 2004). Cryptococcus has the ability to infect humans with a normally functioning
immune system, as evidenced by the C. gattii outbreak in British Columbia, Canada
from 1999 to 2007 (Kidd et al., 2004; MacDougall et al., 2007). However, the
majority of human cryptococcosis cases occur in immunocompromised patients,

particularly those infected with strains of C. neoformans as opposed to C. gattii.

1.2.2.2 Cryptococcus neoformans infection susceptibility

Patients infected with Cryptococcus can be broadly divided into three groups based
on immune status: HIV-associated, non-HIV immunocompromised patients, and
otherwise immunocompetent patients (Brizendine et al., 2013; Garelnabi and May,
2018). Cryptococcus neoformans is an opportunistic pathogen that mainly infects
those with severely compromised immune systems. It is estimated that globally over
223,000 people suffer from cryptococcal meningitis, resulting in 181,000 deaths per
year (Rajasingham et al., 2017). This is a lower estimation compared to the nearly 1
million cases estimated in 2009 (Park et al., 2009), likely due to anti-retroviral
treatment and current therapies available. 73% of the people who suffer from
cryptococcal meningitis are from sub-Saharan Africa (Rajasingham et al., 2017), and
in Sub-Saharan Africa Cryptococcus is the leading cause of meningitis (Jarvis et al.,
2010) and is one of the leading causes of death in people suffering from HIV/AIDS.
In fact, cryptococcal meningitis accounts for 15% of AIDS-related deaths worldwide

(Rajasingham et al., 2017). Non-HIV immunocompromised patients usually present
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with other predisposing factors which render them susceptible to C. neoformans
infection. These include solid organ transplant (Pappas et al., 2010; Singh et al.,
1997), cancer and haematological malignancies (Schmalzle et al.,, 2016),
autoimmune disease, and immunosuppressive treatments (Lin et al., 2015). People
who are not immunocompromised may also suffer from cryptococcosis (Chen et al.,

2008).

1.2.2.3 Cryptococcus neoformans route of infection

While the exact route of cryptococcal infection is not clear, it is believed that
cryptococci enter the body through inhalation of spores or yeast cells (Botts and
Hull, 2010; Giles et al., 2009; Velagapudi et al., 2009), and then become lodged in
the alveoli of the lungs to cause cryptococcosis (Figure 1.2). Because cryptococci can
exist as vegetative yeasts or as spores, which form by sexual reproduction, a recent
study examined the infection dynamics of yeasts versus spores in a murine model
of cryptococcal infection. This study showed that spores were more pathogenic than
yeast and resulted in larger lung burden and higher dissemination to the brain
(Walsh et al., 2019). Because spores exist within the environment, it is likely that
they gain entry into the lung where they germinate to become yeasts, and that these
yeasts then propagate infection (Walsh et al., 2019). However, because spores
become yeast in the body, and because both yeasts and spores are able to
propagate cryptococcal infection, it is difficult to ascertain which actually causes
cryptococcal infection. While both are able to cause cryptococcosis, spores appear
to be more adept at colonisation and dissemination, meaning that they are likely
the infectious propagule that cause systemic cryptococcal infection (Giles et al.,

2009; Walsh et al., 2019).

Despite this new evidence for spores as the infectious agents in cryptococcosis, the
link between pulmonary infection, widespread fungemia, and CNS invasion remains
vague. A study by Davis and colleagues suggested that secondary fungemia,
resulting from the germination of spores, was necessary for sustained fungemia,

though determination of ‘primary’ versus ‘secondary’ fungemia was not
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conclusively shown (Davis et al., 2016). A recent study used bioluminescent imaging
in conjunction with magnetic resonance imaging of mice infected with C.
neoformans expressing luciferase; this enabled spatiotemporal infection
progression to be followed in a living animal model of infection (Vanherp et al.,
2019). Results from this study suggested that there was a correlation between
pulmonary burden and rate of brain dissemination, though widespread fungemia
was not noted and a method for CNS invasion was not investigated (Vanherp et al.,
2019). However, another study showed that cryptococci were likely to escape the
lungs via association with alveolar macrophages, invading the lung draining lymph
node whilst inside the immune cells and thus gaining access to the rest of the body

(Walsh et al., 2019).

After dissemination from the site of infection, and after a potential, ill-defined phase
of widespread fungemia, the CNS may be colonised either by transcellular
penetration (Chang et al.,, 2004), or via a ‘trojan horse’ mechanism by which
macrophages deliver the infectious cells to the CNS (Chretien et al., 2002). Charlier
et al. showed that mice which were infected with macrophages containing
intracellular cryptococci showed higher fungal burdens in the brain compared to
mice infected with free cryptococci (Charlier et al., 2009), demonstrating a role for
macrophage in fungal brain colonisation. While evidence for the Trojan-horse
method of brain dissemination has been largely based on inference, new studies
provide support for the existence of this mode of dissemination. A recent study
using a transwell system lined with human cerebral microvascular endothelial cells
showed transport of cryptococci across this artificial BBB within human THP-1
monocytes, demonstrating this ‘Trojan horse’ transportation of cryptococci
(Santiago-Tirado et al., 2017). A similar result was produced by Sorrell et al., who
showed that macrophages transported C. neoformans and C. gattii across a
monolayer of brain endothelial cells (Sorrell et al., 2016). These studies provide
evidence for the mechanism by which cryptococci reach this target site of infection,
though dissemination and maintenance of cryptococci within the bloodstream

remains unclear. Nonetheless, once cryptococci have breached the central nervous
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system, they are able to cause serious health complications such as cryptococcal

meningitis and meningoencephalitis.

Because C. neoformans is widespread throughout the environment, it is likely that
many people encounter this fungus and control the infection, preventing it from
disseminating and causing symptomatic cryptococcosis. Evidence suggests that
many people are introduced to C. neoformans during childhood and are able to
control the infection to prevent clinical symptoms (Goldman et al., 2001).
Cryptococci may also be contained within the lung, inside of granulomas which are
composed of monocytes, multi-nucleated cells, and T cells — though T cells are
missing in cryptococcal granulomas in immunocompromised patients, which may
account for lack of pulmonary control of infection (Shibuya et al., 2002, 2005).
Goldman et al. showed that granulomas in immunocompetent rats controlled
infection, while immunosuppressed rats showed aberrant granuloma formation and
failure to control infection, demonstrating the need for a robust immune response
to induce granuloma formation and infection control (Goldman et al., 2000).

Granulomas will be discussed further in chapter 6.

1.2.2.4 Cryptococcus gattii susceptibility, route of infection

As mentioned above, Cryptococcus gattii is capable of infecting people who are
otherwise healthy and immunocompetent, suggesting that it may be a primary
pathogen as opposed to an opportunistic pathogen like C. neoformans. Unlike C.
neoformans, which appears to have a high tropism for the CNS, C. gattii mainly
presents as pulmonary infection and is associated with granulomas (Galanis and
MacDougall, 2010). In fact, during the early Vancouver Island outbreak, of those
admitted to the hospital for treatment due to C. gattii infection, 76% were treated
for respiratory treatment, while only 7.8% were treated for CNS pathology (Galanis
and MacDougall, 2010). A similar study reported that as many as 30% of patients
showed CNS infection (Phillips et al., 2015), still highlighting the lack of CNS

involvement compared to C. neoformans infection.
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Interestingly, after Cryptococcus was administered to mice via inhalation, C.
neoformans was better able to colonise the CNS and brain compared to C. gattii,
and C. gattii was not recovered from the blood (Ngamskulrungroj et al., 2012).
However, C. gattii proved capable of crossing the blood-brain barrier (BBB) to
colonise the CNS when introduced intravenously through the tail vein. This suggests
that either some factor in the host blood inhibited C. gattii from CNS colonisation,
or that C. gattii was not able to efficiently escape from the lung to colonise the brain
and disseminate infection (Ngamskulrungroj et al., 2012). As discussed above, C.
neoformans likely colonises monocytes and macrophages to escape from the lung
environment to disseminate infection (Walsh et al., 2019). While reports comparing
the intracellular proliferation rates (IPR) of C. neoformans and C. gattii disagree
about which replicates at a higher rate intracellularly (likely due to differences in
isolates), macrophages more readily phagocytose C. neoformans, which has a higher
intracellular load compared to C. gattii (Hansakon et al., 2019; Voelz et al., 2009). If
macrophages are the vehicle that cryptococci use to escape the lung environment,
and C. gattii invades and proliferates less inside of macrophages, the lower number
of C. gattiiinside of macrophages is possibly what produces the lower dissemination
into the bloodstream and CNS compared to C. neoformans, which readily replicates
inside of macrophages. In a study which utilised human THP-1 cells to illustrate the
Trojan horse method of transgressing the BBB, C. gattii within macrophages crossed
the layer of brain endothelial cells significantly less than C. neoformans (Sorrell et
al., 2016). C. gattiiinhabited macrophages less than C. neoformans, again suggesting
that the lower uptake of C. gattii may account for its lower dissemination to the

CNS.
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Figure 1.2. Route of Cryptococcus infection

Cryptococcus present in the environment is inhaled into the lungs as desiccated
spores. Once in the lungs, cryptococci become lodged in the alveoli and alveolar
macrophages attempt to clear infection. If they fail and cryptococcosis progresses,
cryptococci may eventually transgress the blood-brain barrier and infect the central
nervous system, leading to cryptococcal meningitis and cryptococcal
meningoencephalitis. Mechanisms of escape from the lung and the induction of

widespread fungemia are unclear.
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1.2.3 Cryptococcal virulence

Cryptococcus employs various strategies which make it a ‘successful’ pathogen
capable of propagating infection. Cryptococcus is able to avoid capture and
destruction by the immune system, and is also able to survive intracellularly if
captured to exploit the host intracellular niche. A recurring theme is that the
immune system has developed ways to control cryptococcal infection, while the
invading pathogen has various adaptations to subvert immune control and to
exploit the immune system for virulence and growth (Figure 1.3). | will give a brief
overview of cryptococcal survival strategies here, focusing on macrophages as they
pertain to my work, saving the finer detail for the introductions to the relative

chapters.

1.2.3.1 Phagocytosis by macrophages

Macrophages are a major contributor to control of cryptococcal disease. While
macrophages contain various surface receptors for the recognition and
phagocytosis of pathogens, antibody opsonisation facilitates enhanced uptake of
cryptococci (Levitz and Tabuni, 1991; Mukherjee et al., 1996). Complement-
mediated opsonisation is also key for phagocytosis of cryptococci, as antibodies
against complement receptors inhibit phagocytosis of opsonised cryptococci (Levitz
and Tabuni, 1991). Complement combined with antibody opsonisation further
enhances cryptococcal uptake by macrophages (Taborda and Casadevall, 2002).
However, C. neoformans combats this enhanced macrophage recognition by
producing antiphagocytic protein (App1), which binds to the CD11b subunit of CR3
on phagocytes to prevent complement-mediated phagocytosis (Stano et al., 2009).
Interestingly, Cryptococcus upregulates Appl translation during low glucose
conditions representative of conditions in the lung, demonstrating that cryptococci
attempt to prevent phagocytosis at the onset of pulmonary infection (Williams and
Del Poeta, 2011). Thus, while the immune system employs redundant mechanisms
to ensure the neutralisation of this pathogenic threat, the invading pathogen has

mechanisms to avoid capture.
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Upon inhalation cryptococci enter the lung where they are met with lung surfactant,
a layer of lipids and proteins which lines the lungs. Lung surfactant is known to coat
inhaled particles to facilitate uptake by resident phagocytes. A study by Geunes-
Boyer et al. showed that while surfactant protein-D (SP-D) recognised B-glucan in
the cryptococcal cell wall and facilitated enhanced phagocytosis of acapsular
cryptococci, it also protected the cryptococci from destruction by macrophages
after phagocytosis (Geunes-Boyer et al., 2009). Furthermore, Geunes-Boyer et al.
showed that SP-D facilitated the growth and dissemination of cryptococci with
intact capsules, and increased fungal survival in the presence of H,O, ex vivo
(Geunes-Boyer et al., 2012). While surfactant proteins enable the increased
phagocytosis of foreign and pathogenic particles, cryptococci utilise this to facilitate
resistance to destructive host defence mechanisms, and enhance growth and

dissemination.
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Figure 1.3. The roles of macrophages and cryptococcal responses

As host macrophages attempt to phagocytose cryptococci and destroy them,

cryptococci employ strategies to ensure survival and pathogenicity.

a.

Phagocytosis. As a phagocyte, macrophages attempt to engulf cryptococci.
However, cryptococci have capsules which prevent the recognition of the cell
wall by macrophage surface receptors. Cryptococci may also grow to become
titan cells which are up to 100 um in diameter and are difficult to phagocytose,
or secrete antiphagocytic proteins which prevent complement receptor
recognition and subsequent phagocytosis.

Phagosome acidification. After phagocytosis cryptococci are trafficked to the
phagosome which fuses with lysosomes and becomes progressively more acidic.
However, cryptococci are able to survive and replicate at acidic pH. They are also
able to permeabilise the phagosome to escape into the extracellular space.
Phagocytosis, intracellular environment. After phagocytosis cryptococci are
subjected to the harsh intracellular environment of the macrophage
intracellular niche. However, cryptococci are able to transfer to other cells, exit
non-lytically via vomocytosis, or induce macrophage lysis and release of
intracellular cryptococci. Cryptococci also produce melanin, a dark pigment
which scavenges free radicals and toxic reactive species to protect the

cryptococci from destruction.
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1.2.3.2 Cryptococcal capsule

In addition to opsonic uptake, host macrophages are able to recognise cryptococci
via surface receptors. Cryptococci possess a cell wall that is composed of glucan
molecules, chitin, chitosan, and mannoproteins which protect the cell from
environmental and osmotic stresses. Macrophages possess dectin-1 and mannose
receptors on their surface which enable them to recognise B-glucans and
mannoproteins on the surface of cryptococci to facilitate phagocytosis (Cross and
Bancroft, 1995). Indeed, competitive mannan binding and dectin-1 inhibition assays
showed that differentiated human macrophages relied on these receptors for
phagocytosis of cryptococci which were not opsonised, as is likely to be the case for
cryptococci inhaled into the lung (Lim et al., 2018). However, one distinguishing
factor of cryptococci is their capsule which prevents recognition of these epitopes
in their cell wall, hindering recognition and uptake by phagocytes (Kozel and
Gotschlich, 1982). In fact, the cryptococcal capsule is a major determinant of
virulence, representing the interface between the pathogen and immune cells.
Because the capsule has been reviewed extensively elsewhere (Bhattacharjee et al.,
1984; Bose et al., 2003; Doering, 2009; Wang et al., 2018; Zaragoza et al., 2009), |
will give only a brief overview of the structure and focus instead on its relevance to

intracellular pathogenicity.

The capsule of Cryptococcus is composed of polysaccharides, with the main
polysaccharide glucuronoxylomannan (GXM) constituting over 90% of the capsule,
and glucuronoxylomannogalactan (GXMGal) constituting the remainder along with
mannoproteins (Bose et al., 2003; Doering, 2009; James et al., 1990). This dense
capsule prevents recognition of the cryptococcal cell well, ‘cloaking” the cell from
immune receptors. Many studies have shown that acapsular cryptococci are more
readily bound, phagocytosed, and destroyed by macrophages and immune cells
compared to encapsulated cryptococci (Chang and Kwon-Chung, 1994; Cross and
Bancroft, 1995; Feldmesser et al., 2000; Geunes-Boyer et al., 2009; Levitz and
Tabuni, 1991; Siddiqui et al., 2006), illustrating the inhibitory effects of the

cryptococcal capsule on immune recognition.
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While the cryptococcal capsule represents a barrier between the fungal cell and
immune receptors, encapsulated cryptococci may still be phagocytosed. An early
study by Levitz et al. claimed that bronchoalveolar macrophage killing of
encapsulated cryptococci was greater than for acapsular cells, suggesting that
capsule was not a virulence factor early in cryptococcal infection (Levitz and
Dibenedetto, 1989). However, in later studies Levitz et al. demonstrated that
cryptococci with large capsules were not phagocytosed (Levitz et al., 1997). A study
by our group showed that early phagocytosis of cryptococci was necessary for
control, as delay in phagocytosis allowed the cryptococci to form large capsules
which prevented phagocytosis (Bojarczuk et al., 2016). Thus, while capsule does not
fully inhibit early recognition and phagocytosis, growth and extension of
cryptococcal capsule prevents further phagocytosis and presents a significant

barrier to control of infection.

The early phagocytosis of cryptococci is important for control, as failure to do so
allows extracellular growth and production of a thick capsule which interferes with
phagocytosis. However, if cryptococci are successfully phagocytosed by
macrophages, the pathogen is able to utilise its capsule for intracellular virulence.
One study showed that cryptococci with large capsules were more resistant to stress
induced by ROS, illustrating that they had the enhanced potential to survive within
the destructive macrophage intracellular niche (Zaragoza et al., 2008). Feldmesser
et al. showed that only encapsulated cryptococci replicated within murine
macrophages which frequently resulted in macrophage cytotoxicity, while acapsular
cryptococci failed to proliferate inside of the phagocytes (Feldmesser et al., 2000).
Thus, not only does capsule confer prevention of phagocytosis and intracellular
resistance to host-induced stressors, it also enables cryptococci to survive and
replicate intracellularly, allowing the pathogen to exploit the macrophage

intracellular niche.
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1.2.3.3 Titan cell formation

Typical C. neoformans spores measure 2-3 um in diameter, while yeast cells are
approximately 5 um in diameter (Velagapudi et al., 2009). This small size allows
them to permeate the alveoli of the lung, yet also makes them relatively easy to
phagocytose. To compensate for this, cryptococci are able to grow to a larger size,
producing titan cells which are 50-100 um in diameter with thick cell walls and
capsules of varying thickness (Zaragoza et al., 2010). Zaragoza showed that these
cells are polyploid and divide via budding, and represent up to 10% of the murine
lung burden, though at times 70- 90% of cryptococci in the lung had adopted this
titan cell morphology when mice were infected with low dose inocula (Zaragoza et
al., 2010). Many isolates of Cryptococcus are capable of ‘titanisation’, and recent in
vitro assays which induced the yeast-to-titan cell switch accurately predicted
cryptococcal titanisation of strains in vivo (Dambuza et al., 2018). Titan cells resist
phagocytosis, and mutant cryptococci which do not form titan cells show reduced
dissemination to the brain, illustrating a role for ‘titanisation’ in dissemination
(Crabtree et al., 2012; Okagaki and Nielsen, 2012). Interestingly, titan cells show
enhanced resistance to nitrosative and oxidative stress (Gerstein et al., 2015), and
the increased stress response and rate of daughter cell formation have been posed
as potential mechanisms by which these large cells show augmented dissemination

to the CNS (Zhou and Ballou, 2018).

1.2.3.4 Extracellular vesicles

Cryptococcus produces extracellular vesicles which contain capsular components,
along with pigments, proteins and lipids. One study showed that uptake of these
vesicles by macrophages induced the increased production of NO, TNF-a, TGF-,
and IL-10, suggesting that these vesicles activated macrophages to modulate their
activity (Oliveira et al., 2010). Interestingly, vesicles produced by acapsular
cryptococci induced stronger macrophage fungicidal activity, suggesting that
cryptococcal capsule may produce vesicles which pacify the destructive activity of
macrophages (Oliveira et al., 2010). Vesicles have also been shown to induce rapid

intracellular proliferation of C. gattii within macrophages. The hypervirulent C. gattii

42



outbreak in Vancouver and the Pacific Northwest (PNW) is characterised by
increased intracellular replication associated with an upregulation of mitochondrial
genes, resulting in the cryptococcal mitochondria appearing tubular (Ma et al.,
2009). C. gattii of this phenotype participate in ‘division of labour’ in which some
intracellular cryptococci respond to the host phagosome by ‘tubularising’ their
mitochondria to resist stress in a quiescent state, yet conferring enhanced
proliferative ability to other cryptococci during co-infection (Voelz et al., 2014).
These hypervirulent C. gattii secrete extracellular vesicles which traffic to the
phagosome and induce increased proliferation, dependent upon RNA and proteins
contained within an intact vesicle (Bielska et al., 2018). Thus, while extracellular
vesicles induce macrophage activation and modulation in C. neoformans infection,
they are secreted by the hypervirulent outbreak C. gattii to enact a ‘division of

labour’ program to enhance intracellular proliferation.

2.3.5 Additional virulence factors

Cryptococcus has developed additional virulence factors which are important for its
survival in the stressful host environment. Melanin is a pigment produced by C.
neoformans in the presence of L-dopa. A melanin-deficient mutant of C. neoformans
was more susceptible to killing by oxygen- and nitrogen radicals, demonstrating the
role for melanin in scavenging radicals to protect the fungal cells from host-induced
damage (Wang et al.,, 1995). Cryptococcal laccase oxidises L- and D-DOPA to
produce melanin, thus contributing to protection from stress (Eisenman et al.,
2007), and is also involved in the production of fungal eicosanoids, lipid signalling
molecules which Cryptococcus produces to interfere with host macrophage
signalling and enhance intracellular parasitism (Chapter 3). Phospholipase B is also
involved in the production of cryptococcal eicosanoids (Chen et al., 1997b, 1997a),
and is associated with virulence (Cox et al., 2001), dissemination (Chen et al., 1997a;
Santangelo et al., 2004a), and intracellular parasitism (Evans et al., 2015, 2019).
Urease is involved in transgression of the blood-brain barrier and requires a
functional calcium transporter to transmigrate across the BBB and survive within

the brain parenchyma (Shi et al., 2010; Squizani et al., 2018). While there are more
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factors and strategies which enable the pathogenicity of Cryptococcus neoformans,
the effective virulence of this pathogen largely relies on its relationship with the

host immune system.
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1.3. Immune response to cryptococcal infection

1.3.1 Immune cells during Cryptococcus infection

As Cryptococcus causes such devastating disease it is important to understand the
roles that immune cells play in limiting infection. Because | will discuss the roles of
different immune cells in fighting cryptococcal disease in depth in chapter 6, | will
mention them only briefly here. Studies which produce immune cell-deficient
models have enabled the elucidation of the relative contribution of different cell
types to fighting cryptococcal infection. For example, C. neoformans infection in B
cell-deficient mice showed that these mice were able to contain infection (Wozniak
et al., 2009), and mice lacking neutrophils showed no change in pulmonary fungal
burden compared to wild type (Wozniak et al., 2012), indicating that these cells do
not significantly control fungal load or contribute to clearance of C. neoformans.
Mice infected with C. neoformans after NK cell depletion showed survival similar to
control mice, even though initial fungal burden was higher in NK cell-depleted mice
which were infected intravenously (Lipscomb et al., 1987). However, NK cells have
improved degranulation in the acidic environment of Cryptococcus aggregates,
suggesting a role in the active clearance of both C. neoformans and C. gattii, even
when aggregated into cryptococcomas (Islam et al., 2013). Finally, studies have
shown that dendritic cells phagocytosed and killed opsonised cryptococci, and also
presented cryptococcal antigen on their surface after TLR9-activation, thus

facilitating further immune activation (Kelly et al., 2005; Nakamura et al., 2008).

The high incidence of cryptococcal infections in people diagnosed with HIV/AIDS
points to a requirement for T cells for control. An early study showed that mice
lacking CD4+ T cells had increased brain colonisation, and in mice immunised with
cryptococcal antigen the most common immune cells in the brain were CD4+ T
lymphocytes and macrophages (Buchanan and Doyle, 2000). A similar study
challenged T cell-deficient mice with cryptococcal infection, and resulted in 100%
mortality; conversely, immunised mice which survived secondary challenge showed
an associated increase in CD4+ T cells in the lungs (Wozniak et al., 2009). This

suggests that T cells are required for an effective immune response against
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cryptococcal infection. However, a more recent study showed that while CD4+ T
cells produce cytokines important for the control of cryptococcal infection, they also
contribute CNS immunopathology, demonstrating the requirement for the tight
control over the T cells in response to infection (Neal et al., 2017). While CD4+ T
cells provide activation stimuli to several immune cells, perhaps one of the most
important roles that they play during control of cryptococcal infection is the
activation of macrophages, the primary phagocytes which respond to cryptococcal

threat.
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Figure 1.4. Immune cell interaction and activation during Cryptococcus infection

Once in the lung, cryptococci (red circle) are met by alveolar macrophages (M¢)
which are thought to engulf them in immunocompetent hosts. Upon the release of
chemokines and cytokines (triangles), additional innate immune cells such as
dendritic cells (DC) and monocytes (Mo) are recruited to process and present
antigens to the adaptive immune system. Eventually, adaptive immune cells such as
B cells and T cells are recruited. After CD4+ T cells (CD4+) are activated by antigen
presenting cells (APC) via presentation of pathogenic antigen and stimulation by
costimulatory molecules, CD4+ T cells adopt a Th1/Th17 (here just represented as
Thl for simplicity) or a Th2 phenotype. Thl and Th2 cells stimulate naive

macrophages to become M1 or M2 macrophages, respectively.
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1.3.2 Cytokines during Cryptococcus infection

As cytokines are important in driving the immune response, | will now discuss their
relevance to the infection progression during cryptococcal infection. | will then
describe how cytokine profiles differentially activate macrophages, and how these

different polarisation states impact the control of cryptococcal infection.

1.3.2.1 Th1 Cytokines

With evidence supporting the requirement for CD4+ T cells in combatting
cryptococcal infection, knowing the CD4+ cytokines involved is critical for
understanding of immune interactions and infection outcomes in cryptococcosis.
The adoption of a Thl versus a Th2 phenotype during infection determines if the
immune response will be pro- or anti-inflammatory, respectively (Figure 1.4). In
cryptococcal infection a Thl response is advantageous for the development of a
robust pro-inflammatory immune response and host survival. After ‘immunising’
mice with cryptococci which produced IFN-y (H99y), Wozniak and colleagues
showed that pro-inflammatory Th1 cytokines and chemokines were increased in the
lungs of these protected mice; these mice survived a secondary challenge with the
pathogen, and showed reduced production of Th2 cytokines and chemokines
(Wozniak et al., 2009). A later study showed that mice immunised with H99y and
subsequently challenged with Cryptococcus had increased levels of Thl (IFN-y, IL-2,
IL-12) and pro-inflammatory (IL-1, IL-17, TNF-a) cytokines compared to non-
protected mice, and that protected mice had increased survival and reduced fungal
load in the brain and lungs (Van Dyke et al., 2017). In looking at cytokines and
chemokines in the CSF of immune and non-immune mice, Uicker et al. showed that
CD4+ T cells, and other cells that produce IFN-y, were present at higher levels in
mice immune to cryptococcal infection, suggesting a role for IFN-y in the protective
immunity against C. neoformans (Uicker et al., 2005). Furthermore, in depleting
CD4+ T cells, IFN-y levels declined, suggesting that the source of IFN-y in CSF
infiltrates in infected mice was mainly CD4+ T cells. In these studies, immunisation

with a cryptococcal strain that produced a pro-inflammatory cytokine resulted in
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the adoption of a pro-inflammatory cytokine profile which was associated with the

enhanced the survival of infected mice.

Additional Th1 and pro-inflammatory cytokines are also important in combatting
Cryptococcus. For example, early studies showed that administration of exogenous
TNF-a lengthened survival of mice infected with C. neoformans, (Kawakami et al.,
1996), and neutralising TNF-a hindered both brain and pulmonary fungal clearance
(Aguirre et al., 1995; Herring et al., 2002). Furthermore, mice treated with anti-TNF-
o antibodies showed reduced levels of IFN-y and IL-12, illustrating the effect of
individual cytokines on the development of a robust immune response (Herring et
al., 2002). Similarly, treatment with anti-IL-12 antibodies in a murine model of C.
neoformans resulted in failure to clear pulmonary cryptococci and reduced Thl
marker expression (Hoag et al., 1997). Administration of Th1l cytokines such as I1L-12
are capable of rescuing mice from fatal cryptococcal infections (Koguchi and
Kawakami, 2002), and loss of Th1 response results in the induction of a damaging

Th2 response instead (Decken et al., 1998).

Cytokine profiles are also associated with survival and clearance in human
cryptococcosis patients. A study by Jarvis et al. examined the cytokine profiles of 90
human patients with HIV-associated cryptococcal meningitis. Jarvis found that
patients with increased CSF levels of Thl cytokines IFN-y and IL-6 not only had
increased survival, but produced more robust inflammatory responses and had
more rapid clearance of cryptococci from the CSF (Jarvis et al., 2015, 2013). A similar
study examining the baseline CSF cytokine levels in AIDS patients infected with
Cryptococcus associated survival with a Thl cytokine profile (Mora et al., 2015).
Thus, pro-inflammatory cytokines, especially IFN-y, are important in clearance of

cryptococcal infection.
As Th1 cytokines are required for the control and clearance of cryptococcal infection

both in murine and human infections, it is necessary to discern how these cytokines

modulate and coordinate the protective immune response. Leukocyte recruitment
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is one key component of an effective immune response against Cryptococcus
neoformans. CD4+ T cells are important for immune cell recruitment to infected
sites, especially macrophages (Buchanan and Doyle, 2000; Uicker et al., 2006). The
expression of IFN-y is associated with early recruitment of leukocytes (Wozniak et
al., 2009) and improved clinical outcomes. IL-12 is involved in leukocyte trafficking
early in infection, and also upregulates the levels of IFN-y mRNA in murine infection
(Kawakami et al., 1996b), increasing the numbers and inflammatory effects of
recruited cells in a positive feedback loop which upregulates the recruitment and
expression of pro-inflammatory cells. Additionally, in the brains of immunised mice
there is increased monocyte chemotactic protein-1 (MCP-1) transcript levels
compared to the brains of non-immune mice; as MCP-1 is important for the
infiltration of monocytes and macrophages, this suggests that the recruitment of

macrophages is important in the battle against C. neoformans (Jarvis et al., 2015).

1.3.2.2 Th2 cytokines

During cryptococcal infection, the anti-inflammatory effects of CD4+ Th2 cells and
cytokines elicit a different outcome from that imposed by pro-inflammatory Thl
cytokines — one dominated by cryptococcal survival and dissemination (Figure 1.4).
The main Th2 cytokines with identified roles in Cryptococcus infection are IL-4, IL-
10, and IL-13. Loss of Th2 signalling is protective for the host, as mice deficient in IL-
4 and IL-13 receptors showed lower cryptococcal burden in the brain compared to
wildtype infected mice (Stenzel et al., 2009), and infection of IL-4-deficient mice
with C. neoformans resulted in prolonged survival of the host (Decken et al., 1998).
Infection of transgenic mice overexpressing IL-13 showed increased susceptibility to
C. neoformans compared to wild type mice, yet there was 89% survival in mice
deficient in IL-13 (Muller et al., 2007), showing that the presence of this cytokine is
detrimental for the host, and its absence is largely protective. These studies provide
evidence of the negative effects that Th2 cytokine signalling induces in the host
during C. neoformans infection, especially the persistence and spread of
cryptococcal infection at the expense of host survival. This is particularly

problematic as components of Cryptococcus itself attract a Th2-dominated
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response. For example, one recent study showed that lung-resident dendritic cells
recognised cleaved chitin, a component of the fungal cell wall, and induced a strong

Th2 response (Wiesner et al., 2015).

The cytokine profile is important in the course of cryptococcal infection especially
in patients with HIV because the cytokine profile changes throughout the course of
HIV infection. As the disease progresses there is increased HIV burden and
decreased CD4+ T cell counts, causing the predominance of IL-4 over IFN-y. This
induces the cytokine profile to switch from Th1 to Th2 (Altfeld et al., 2000), which
enables the growth and dissemination of cryptococci. However, it is worth noting
that in humans the dichotomous relationship between Thl and Th2 is less

pronounced than in mouse models (Jarvis et al., 2015).

1.3.3 Macrophage activation and polarisation in Cryptococcus infection

As discussed above, Cryptococcus is most likely inhaled as a spore or desiccated
yeast cell into the lung where it meets the tissue resident macrophages - alveolar
macrophages. Macrophages have been shown to be important in the control of
cryptococcal infection, as macrophage ablation in murine and zebrafish models of
C. neoformans infection results in the loss of control of cryptococcal growth
(Bojarczuk et al., 2016; Shao et al., 2005). However, the interactions between
macrophages and cryptococci are complex and can help resolve cryptococcal
infection, or lead to its dissemination (Johnston and May, 2013; Mansour et al.,

2014; Rudman et al., 2019; Voelz and May, 2010).

The cytokines that a macrophage is introduced to strongly impact the role of the
macrophage during infection. Thl cytokines IFN-y, TNF-a, IL-12, and IL-6 induce a
pro-inflammatory M1 phenotype. The intracellular replication of cryptococci within
macrophages treated with Thl cytokines is lower than for macrophages treated
with Th2 cytokines, illustrating that the macrophage intracellular niche is less
permissive in M1 macrophages (Voelz et al., 2009). Again, IFN-y is a key cytokine in

the anti-cryptococcal response, as stimulation of macrophages with IFN-y produces
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an antimicrobial effect, killing pathogens including C. neoformans (Nathan et al.,
1983). Challenge of mice with H99y C. neoformans results in augmented expression
of Th1 cytokines and markers, accompanied by classical M1 macrophage activation
and enhanced fungal clearance (Van Dyke et al., 2017; Hardison et al., 2012).
Knockout of IFN-y results in the opposite effect, with alternative M2 macrophage

activation and progressive cryptococcal infection (Arora et al., 2005).

Indeed, Th2 cytokines induce macrophages to support the growth and
dissemination of cryptococcal infection. For example, mice which showed M2
polarisation markers after infection with C. neoformans showed cryptococcal
intracellular persistence and replication, as well as the upregulation of Arg-1 over
iNOS, lowering the fungicidal activity of macrophages during infection as discussed
below (Hardison et al., 2010). As such, these mice showed progressive pulmonary
infection. Another study showed that administration of the Th2 cytokine IL-4 to J774
macrophages allowed increased intracellular proliferation of cryptococci compared
to untreated and Thl-treated macrophages, demonstrating the permissiveness of

M2 macrophages to cryptococcal parasitism (Voelz et al., 2009).

Macrophage polarisation is also associated with cryptococcal uptake. A recent study
showed that in mice which were infected with clinical isolates of C. neoformans
which showed a high rate of uptake, macrophages had enhanced M2 gene
expression (Hansakon et al., 2019). Sabiiti et al. showed that clinical isolates of C.
neoformans with high phagocytic uptake by macrophages were positively
correlated with high CNS burden (Sabiiti et al., 2014). As M2 macrophages are
associated with dissemination, the high levels of cryptococcal uptake and
proliferation present means by which the intracellular niche of M2 macrophages is

colonised by cryptococci for the propagation of infection.

The metabolic profile of the macrophage, as determined by the polarisation state,
has the ability to destroy cryptococci or to upregulate fungal replication. Of
particular importance is arginine metabolism. Macrophages activated by Thl

cytokines (M1 macrophages) upregulate inducible nitric oxide synthase (iNOS)
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which produces nitric oxide (NO) from arginine. If stimulated by Th2 cytokines (M2
macrophages), the upregulation of arginase (Arg-1) inhibits NO production (Das et
al., 2010) and utilises arginine to produce ornithine and polyamines (Hesse et al.,
2001). Pro-inflammatory IFN-y induces macrophages to produce NO (Mills et al. ,
2000), which kills pathogens, while anti-inflammatory Th2 cytokines such as IL-4
induce macrophages to upregulate Arg-1 which is beneficial for microbial survival
and prevents the production of NO (Sheldon et al., 2013). Macrophages infected
with IFN-y-producing C. neoformans or treated with IFN-y showed upregulated iNOS
expression and enhanced macrophage fungicidal activity (Davis et al., 2013;
Hardison et al., 2010). Conversely, mice with M2 polarisation markers and Arg-1
activity were associated with cryptococcal intracellular proliferation and pulmonary
pathogenesis (Hardison et al., 2010). Thus, Th1 cytokines recruit effector cells and
activate macrophages to limit cryptococcal growth and activate fungicidal activities,
while Th2 cytokines induce M2 polarisation and are detrimental for the host. As
such, expression of iNOS and Arg-1 are frequently used as markers to determine
activation state (Arora et al., 2011). Additionally, because NO inhibits cell survival
and ornithine stimulates cell division, arginine metabolism strongly affects survival
of the pathogen and the availability of metabolites such as polyamines needed for

cellular function and tissue repair.

While frequently both Thl and Th2 cytokines are expressed simultaneously, the
proportion of one type over the other determines the overall activation state of the
macrophages (Arora et al., 2011). However, macrophage polarisation becomes a bit
more complicated when you consider suppressive effects. For example, M2
macrophages produce anti-inflammatory cytokines which suppress the production
of Thl cytokines (Stein et al., 1992), with IL-10 having particularly potent
suppressive properties (Couper et al., 2008). Thus, with the adoption of an M2
phenotype it is possible not only to propagate infection, but also to prevent the
immune system from steering the immune response back to a protective pro-
inflammatory reaction. A similar effect is seen with the prevention of a strong M2

phenotype in the presence of sufficiently high levels of Th1 cytokines.
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Furthermore, while macrophage polarisation is critical to the outcome of infection
it is not steadfast. Throughout the course of C. neoformans infection the
macrophage polarisation state changes from being strongly M2 polarised at the
onset of infection with high Arg-1 and low iINOS mRNA levels, to strongly M1
polarised around weeks 3 and 4, with high iNOS and reduced Arg-1 mRNA
expression levels (Davis et al., 2013). This suggests that either new macrophages are
activated to reflect the change in activation state, or existing macrophages change
their activation state during the course of the infection. Through initially subjecting
macrophages to the M2 cytokine IL-4 in vitro, and secondarily introducing the M1
cytokine IFN-y, Davis observed that the existing macrophages were capable of
changing their polarisation to the profile induced by the secondary cytokine,
regardless of initial cytokine exposure and activation state (Davis et al., 2013). The
reverse, a switch from an M1 profile to an M2 profile, is also possible, demonstrating
the plasticity of macrophage polarisation required in a variable, changing

environment.

1.3.4 Parasitism of the macrophage intracellular niche by C. neoformans
The interactions between cryptococci and the host macrophage are complex and
variable. These interactions are the frequent topic of review articles (Johnston and
May, 2013; Rudman et al., 2019), and are discussed thoroughly throughout chapter
introductions and discussions. As such, | will give only a brief overview of

macrophage-Cryptococcus interactions here.

C. neoformans is a facultative intracellular pathogen capable of survival both within
macrophages and in the extracellular environment (Feldmesser et al., 2000).
Cryptococci invade the macrophage intracellular niche as it represents safety from
the antimicrobial peptides, enzymes, and granules secreted by various immune cells
in the extracellular environment. The cryptococcal capsule and melanin pigment
protect cryptococci from harsh stresses imposed by the macrophage intracellular

niche (Wang et al.,, 1995; Zaragoza et al.,, 2008), and after phagocytosis C.
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neoformans can survive within the acidic phagolysosome (Levitz et al., 1999). The
ability of Cryptococcus to proliferate within macrophages has long been recognised
(Diamond and Bennett, 1973), and while early in infection the presence of
cryptococci inside of macrophages is associated with phagocytosis, after 24h it is
associated with replication and cytotoxicity to macrophages (Bojarczuk et al., 2016;

Feldmesser et al., 2000).

After exploiting the macrophage intracellular niche for replication, cryptococci are
able to exit the macrophage to disseminate infection extracellularly. In a murine
macrophage model of infection it was shown that C. neoformans can transfer
between macrophages, and can extrude from the macrophage in numbers large
enough to form a massive vacuole, damaging the macrophage in the process
(Alvarez and Casadevall, 2007). Cryptococci can also exit macrophages without
killing the host cell even many hours after phagocytic uptake, a phenomenon which
has been observed in both murine and human macrophages and has since been
termed ‘vomocytosis’ (Alvarez and Casadevall, 2006; Ma et al., 2006). The host
macrophage attempts to combat this escape through the use of actin ‘cages’
(Johnston & May, 2010), yet Cryptococcus is still able to escape the macrophage via
fusion between the Cryptococcus-containing phagosome with the macrophage cell
membrane. Thus, cryptococci replicate within the macrophage intracellular niche,

then exit the host cell to propagate infection extracellularly.

Studies have shown that while macrophages may control cryptococcal infection,
they may also facilitate the systemic dissemination of C. neoformans, especially to
the CNS. Charlier et al. showed that there was a higher brain fungal burden in mice
inoculated with monocytes infected with C. neoformans compared to mice
inoculated with free yeast (Charlier et al., 2009). This study suggested the potential
for macrophages to carry cryptococci to the CNS to disseminate infection and cause
cryptococcal brain pathologies such as meningitis and meningoencephalitis.
Furthermore, Cryptococcus has been observed in macrophages in the
leptomeningeal spaces in mice with cryptococcal fungaemia (Chretien et al., 2002),

further condemning macrophages for their involvement in invasion of the blood
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brain barrier. However, while macrophages are implicated in dissemination and CNS
invasion, they also form protective granulomas around sites of infection (Shibuya et
al., 2005), demonstrating the different possible roles that macrophages may play in

the outcome of cryptococcal disease.
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1.4. Thesis objectives

Cryptococcus neoformans causes devastating infection in humans. As this pathogen
is able to both evade and exploit host macrophages, learning how Cryptococcus
interacts with macrophages, and how it manipulates this host intracellular niche,
are key to understanding its pathogenicity and may eventually lead to the
development of effective immune therapies which lead to its control. While current
studies have examined the relationship between macrophages and cryptococci in
detail, there remain specific aspects, particularly detailed quantification, that
remain unknown. The effect of fungal dose on macrophage response must be
investigated to understand how macrophages respond to infection as the
multiplicity increases, illuminating potential activating and inhibitory effects of
fungal dose on macrophage behaviour. The rates of cryptococcal intracellular and
extracellular replication must be carefully considered, as these rates may affect
macrophage-Cryptococcus interactions and determine the course and outcome of
infection. The mechanisms by which cryptococci manipulate the macrophage
intracellular niche must be investigated to understand how this intracellular
pathogen is able to exploit the host cells which are tasked with their destruction.
And finally, understanding how cryptococci interact with a robust host immune
cohort may illuminate the role that phagocytes play in a situation more
representative of real-life infection. Understanding how all these factors vary may
illuminate how the macrophage intracellular niche produces complex outcomes

during Cryptococcus neoformans infection.

With the ultimate goal of understanding how the relationship between C.
neoformans and macrophages guides the progression of infection and produces
complex infection outcomes in vivo, the aims of my thesis are as follows:

1. Tounderstand the role of lipid mediators in fungal virulence. To investigate this,
| used a wild type (H99) and a prostaglandin mutant strain (Aplbl) of
Cryptococcus in order to:

a. Interfere with host COX signalling to determine if host, or fungal,

eicosanoids account for virulence
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b. Utilise a CRISPR-Cas9 knockdown to investigate the contribution of host
prostaglandins to final fungal burden in vivo
c. Investigate the production of PPAR-y by cells infected with the wild type

and mutant strains of Cryptococcus

2. To determine if the outcome of macrophage-Cryptococcus interactions are
affected by varying the multiplicity of infection (MOI):
a. Determine if increasing MOI affects uptake of cryptococcal cells
b. Determine if increasing MOI alters the replication of cryptococci

c. Compare these measures between murine and human macrophages

3. To determine if infection burden relates to infection outcome in vivo, and to
combine in vitro, in vivo, and computational models of infection to understand
macrophage-pathogen interactions and their contribution to complex infection
outcomes:

a. Perform low fungal burden zebrafish infection assays to simulate early
infection

b. Produce a range of initial infection burdens to understand potential
relationships between initial and final infection burden

c. Usein vitro infection to determine the growth rates of cryptococci which
are intracellular and extracellular

d. Aid in the production of a computational model of infection to better
understand Cryptococcus-macrophage interactions and to understand

how the macrophage niche influences infection dynamics

4. Toinvestigate cryptococcal growth in an ‘immunocompetent’ model of infection
using human PBMCs to model immune cell swarm, or granuloma, formation:
a. Characterise the uptake and replication rates of cryptococci in human
PBMC infection

b. Characterise the swarming of human PBMCs
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Chapter 2. Methods

2.1 Ethics Statement

All work on zebrafish was carried out according to legislation and guidelines set by
UK law in the Animals (Scientific Procedures) Act 1986 under Project Licenses

40/3574 and P1A4A7ASE.

2.2 Cryptococcus neoformans

2.2.1 Cryptococcus strains

For examination of the contribution of fungal prostaglandins to macrophage
parasitism (Chapter 3) C. neoformans var. grubii (serotype A) strain H99 GFP was
used (Voelz et al., 2010). For phospholipase B1 mutant experiments, the PLB1
knockout strain of H99 Aplb1 GFP was used (Cox et al., 2001), with wildtype H99
used as a control. To examine cryptococcal infection progression (Chapters 4, 5, and
6), Cryptococcus neoformans var. grubii, strain KN99 GFP, was used. This strain of
Cryptococcus is more representative of C. neoformans isolates compared to the
H99, which is more widely studied but which uniquely has two large genetic
translocations that affect glucose metabolism and melanin production, as well as
several additional rearrangements resulting from laboratory microevolutionary

processes (Janbon et al., 2014; Lam et al., 2016; Morrow et al., 2012).

2.2.2 Storage, rescue, and culture

For long term storage strains were stored in MicroBank vials at -80°C. When needed
for use, strains were streaked onto YPD agar plates (YPD 50 g/L Fisher, 2% agar
Sigma-Aldrich) and incubated for 48 hours at 28°C to allow the cells to grow and
form colonies. These plates were then stored at 5°C until use. The day before
injection, cryptococci were scraped from the YPD plate and suspended 2 ml of YPD

broth. This was then left overnight at 28°C, rotating horizontally at 20 rpm.

1 ml of KN99 GFP Cryptococcus neoformans suspension was removed from the

overnight preparation and was washed and pelleted using a centrifuge (3300g for 1
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minute). The supernatant of YPD was removed, and cells were resuspended in
phosphate buffered saline (PBS). This process of washing was repeated three times.
Cells were then diluted 1/20 and counted using a haemocytometer. The number of
cryptococci per ml was determined, and cryptococci were diluted to the required

concentration (colony forming units per ml (cryptococci/ml)).

2.2.3 Culture viability assays

To determine if C. neoformans used for infections were viable, cultures were
prepared and washed as above. Cryptococci were diluted to contain 50 cryptococci
in 25 pl PBS. 25 pl were then plated on YPD plates, and plates were incubated at
28°C for 48 hours. Colonies were then counted, and the number of colonies was
averaged amongst replicates. The percentage of expected colonies which formed

was calculated and compared across repeats and between strains.

2.2.4 Cryptococcus for in vivo infections

For injections, after washing and dilution, cryptococci were resuspended in 10% PVP
(polyvinylpyrrolidone, Sigma-Aldrich) in phenol red and diluted to produce the
appropriate inoculum. For the ptges/tyro assays (Chapter 3) cryptococci were
prepared at 500 cryptococci per nl. For low infection clearance assays (Chapter 5),
an inoculum of 10 cryptococci per nl was produced. For fungal burden assays 10,
100, 250, 500, and 1000 cryptococci per nl were required. Cells were mixed using a
pipette and not through use of a vortex, as vortexing the cryptococci causes damage
to the cells. Cells were mixed before loading new needles as cryptococci settle at
the bottom of the tube, and mixing allows for injection of consistent numbers of

cryptococci.

2.2.5 Opsonisation
For flow cytometry and time lapse experiments the cells were opsonised using 0.1
ul of 18B7 (anti-capsule monoclonal antibody) per 100 ul of Cryptococcus and were

left to opsonise on a rotator for one hour.

60



2.2.6 Cryptococcus for flow cytometry and time lapse assays

For flow cytometry and time lapse assays 10%-10° cryptococci were required,
depending on the assay. Cryptococcal dilutions were prepared at 10x the required
concentration, opsonised, then diluted in the required media to 1x required
concentration, mixed, and added to cells. This minimised waste of opsonising
antibody and ensured cell preparations were homogenous before addition to

macrophages.

2.2.7 Growth in media

For comparison to time lapse assays, Cryptococcus neoformans was prepared at 10°
cryptococci/ml in various media and plated in a plastic 24 well plate. Cryptococci
were given 1 hour to settle, and were then imaged for 18 hours at x20 magnification,
using phase imaging with perfect focus. An image was taken every 2 minutes using
both the differential interference contrast (DIC) and GFP channels. The replication
of cryptococci was determined by following individual cryptococci over the course
of the time lapse, and budding was quantified. Doubling time was calculated by

fitting an exponential curve to the data in GraphPad Prism (version 7).
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2.3 Zebrafish infections

2.3.1 Husbandry and care of zebrafish embryos

For ptges and tyro CRISRP/Cas9 experiments, nacre Danio rerio (Lister et al., 1999)
larvae were used for infection. Tg(mpegl:mCherryCAAX)sh378 Danio rerio embryos
(referred to here as mPEG mCherry CAAX) (Bojarczuk et al., 2016) were used for the
low dose and high dose clearance assays, as well as for clodronate liposome

experiments.

Adult zebrafish were kept in UK Home Office approved facilities in the Bateson
Centre aquaria at the University of Sheffield. They were maintained on a 14:10-hour
light:dark cycle at 28°C. Larvae were obtained using marbling tanks, and
underdeveloped/damaged embryos were disposed of using bleach. Acceptable
embryos were stored 60 per plate in E3 (1X E3 with methylene blue to avoid fungal
growth in culture) from 0 days post fertilisation (dpf) and stored at 28°C. Embryos

were dechorionated 1 dpf. See Figure 2.1 for zebrafish timeline.

Marbling of Collection Injection Imaging
Jebrafish and sorting Dechorionation Imaging Incubation Disposal
of embryos
- 1dpf 0 dpf 1 dpf 2 dpf 3 dpf 4 dpf S dpf
0 dpi 1dpi 2 dpi 3 dpi

Figure 2.1. Timeline of zebrafish larvae experimental life.

Marbling tanks were placed in the tanks of adult zebrafish in the afternoon, and the
embryos were collected the following morning, considered 0 days post fertilisation
(dpf). Embryos were dechorionated 1 dpf, and larvae were injected and imaged 2
dpf (0 dpi). Larvae were imaged again 5 dpf (3 dpi) and disposed of in bleach before
noon, as larvae may not be used for experiments after day 5.2 when they become
protected animals under UK law in the Animals (Scientific Procedures) Act 1986, and

a license is required to perform experiments after this point.
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2.3.2 Needle and microinjector preparation

Injection needles were prepared by pulling glass capillaries (World Precision
Instruments) using an electrode puller (heat 380, pull 200, velocity 199, time 200,
pressure 500). Before the time of injection needles were bevelled to produce a fine,
sharp point, allowing for the precise injection of infectious agent without causing
extraneous harm to the fish. Needles were manually loaded with Cryptococcus

neoformans and inserted into the microinjector.

Once glass needles were bevelled, loaded, and inserted into the microinjector, the
pressure and injection time was calibrated to allow for the injection of a precise
volume of Cryptococcus cell suspension. Using a graticule slide and mineral oil, the
microinjector was calibrated to inject 1 nl of Cryptococcus preparation in two pumps
to ensure that the correct volume of agent was dispensed without using too much
pressure so as to cause unnecessary harm to the fish. Every time a new needle was
prepared the calibration step was repeated. This ensured that a consistent volume
was dispensed each time and corrected for inconsistencies in the bevelling of the

needle.

2.3.3 Infection of zebrafish larvae

CRISPR/Cas9 injections were prepared as stated previously (Loynes et al., 2018).
Guide RNA spanning the ATG start codon of zebrafish ptges or tyr was injected along
with Cas9 protein and tracrRNA. CRISPR/Cas9 was injected at the single cell stage at
0 dpf (Evans et al., 2019).

When required, zebrafish larvae were injected with room temperature clodronate
or PBS liposomes via the caudal vein at 1 dpf, 24 hours before infection with
cryptococci. This ensured that there was time to deplete macrophages before the

introduction of infection.

Zebrafish larvae were injected with C. neoformans at 2 dpf when blood vessels and

circulatory systems had been established. This allowed Cryptococcus cells to
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disseminate throughout the body of the fish, causing a systemic infection. Larvae
were anaesthetised using tricaine (4.2% in E3). Fish were placed on E3 agar plates
using a glass pipette. No more than 15 fish were added to a plate at any one time to
ensure that they didn’t dry out in the time that it took to inject. Larvae were injected
via the duct of cuvier and were briefly monitored to ensure that injection was
successful and that cryptococci entered the circulation. Larvae which were damaged
or mishandled were disposed of in bleach. Minimal handling of the larvae was

required.

Where more than one inoculum was injected the order of injection of each of the
doses was randomised to ensure the same quality of injection performance across
cryptococcal levels and repeats. Larvae were also mixed before plating to ensure no
bias in imaging. PVP injections were also performed as an injection control. Once
successfully injected, larvae were removed from the injection plate and placed in
fresh E3, allowing them to recover from the tricaine. Here they recovered for at least
30 minutes at 28°C. See Figure 2.2 for clarification. Larvae were added to 96 well

plates and imaged as described below.

2.3.4 Preparation of zebrafish embryos for imaging

At 2 dpf larvae were anaesthetised using 4.2% tricaine in E3. Injections were
performed as described, and infections were followed by imaging of larvae. For low
and high dose clearance assays (Chapter 5) a 2% agar (Sigma-Aldrich) was prepared
and 100 pul was placed in each well of a glass bottom 96 well plate. After setting, a
section of the agar was removed in a rectangular shape to hold each larva in a
defined area. This allowed for imaging while reducing potential space for
movement, should any larvae awaken from the tricaine. The larvae were then
individually placed in the wells of the 96 well plate and positioned. This was
achieved using a 20 ul GELloader loading tip. This technique was only utilised for

imaging larvae which were 0 days post infection (dpi).
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After imaging on 0 dpi, larvae were removed from the glass bottomed 96 well plate
and gently washed of tricaine in fresh E3. Larvae were then placed in a fresh plastic
96 well plate in clear E3. Positions and numbers of cryptococci O dpi were recorded
for each larva, allowing for examination and comparison of infection of known
larvae at 3 dpi. Larvae were then kept at 28°C until 3 dpi. Larvae with no confirmed
Cryptococcus cells were no longer considered and were disposed of in bleach. See

Figure 2.2 for clarification.

At 3 dpi a 1% preparation of low gelling agarose and tricaine was prepared and
warmed to 37°C. Larvae were anaesthetised and placed into a fresh glass bottom 96
well plate. Excess liquid was removed and the larvae were individually mounted in
the low gelling agarose. This technique was used for larvae at 0 and 3 dpi for
clodronate liposome assays, as well as for ptges/tyro CRISRP/Cas9 knockdown
assays, with a 0.5% agarose solution used on 0 dpi. Larvae were then imaged. Larvae

were not kept beyond day 5.2. Larvae were disposed of in bleach at 3 dpi (5 dpf).
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Figure 2.2. Mounting and imaging of zebrafish larvae.

1) Larvae are injected into the duct of Cuvier (pink region).

2) Larvae recover in fresh E3.

3/4) Larvae are loaded into 96 well plates with agar spaces cut to reduce thrashing,
orin 0.5% low gelling agarose.

5) Larvae are imaged 0 dpi (fungal burden assays only) with DIC, GFP, and mCherry
channels.

6) Larvae are placed in plastic 96 well plate after recovery in fresh E3, kept in
incubator.

7) Repeat of mounting in 1% low gelling agarose 3 dpi.

8) Image quantitation and analysis (red are macrophages, green are cryptococci).

Image adapted from Bojarczuk et al., 2016.
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2.3.5 Imaging and analysis of zebrafish larvae

Epifluorescence Nikon Eclipse Tl microscope and NIS Elements 4.51 analysis

software were used to image the larvae.

Larvae were imaged at x2 magnification for ptges/tyro knockdown (Chapter 3), for
high dose fungal infection (Chapter 5), and for clodronate liposome experiments
(Chapter 5). DIC and GFP channels were used for these experiments. Images were
taken to compare 0 and 3 dpi fungal burdens. A mono image for each channel was
produced using NIS Elements 4.11.01 analysis software. GFP mono images were
then analysed using FIJ1 2.0.0. A threshold was applied to each larva, producing black
pixels where green fluorescent pigment is present, including the yolk and frequently
the eye. A polygon region of interest was drawn around the total cryptococci per
larva, excluding background fluorescence from the yolk and eye. The area of pixels
was then measured and compared between 0 and 3 dpi for each larva, providing a

relative measure of fungal burden for individual fish between the three days.

Larvae were imaged at x10 magnification for low dose infections (Chapter 5), using
DIC, GFP, and mCherry channels, and the entirety of each fish was examined for the
presence of cryptococci O dpi. The number of Cryptococcus cells per fish was
recorded. 3 dpi embryos were imaged using DIC, GFP, and mCherry channels. Each
individual larva was imaged three times; once in the head region, once in the trunk
region, and once in the tail region. This ensured that each portion of the zebrafish
was imaged at a magnification sufficient to identify individual cryptococci. Larvae
were imaged through the Z plane to image cryptococci throughout the whole depth
of the fish. 81 steps were taken every 5 um to produce a total Z range of 400 um.
No time settings were necessary. Images were analysed in NIS Elements 4.51
analysis software. Utilising the GFP channel images, individual cryptococci were
counted manually. The number of cryptococci counted at O dpi and 3 dpi were

plotted in GraphPad Prism 7.
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2.3.6 Zebrafish genotyping

DNA extraction

After completion of imaging zebrafish larvae were anaesthatised with 4.2% tricaine.
100 pl of 50mM NaOH was added at 95°C for 10 minutes in the PCR machine. This
was cooled on ice for 5 minutes before the addition of 10 pul of 1M Tris-HCI (pH 8.0).

This was vortexed and excess liquid was removed.

PCR

Primers were designed as described previously (Evans et al., 2019; Loynes et al.,
2018). Genomic DNA was amplified with primers spanning the ATG site of ptges.
PCR samples were prepared as follows:

1 ul gDNA (above)

1 ul ptges gRNA F1 forward primer (gccaagtataatgaggaatggg)

1 ul ptges gRNA R1 reverse primer (aatgtttggattaaacgcgact)

4 pl firepol

13 pl water

PCR was run as follows:

Initial denaturation 95°C for 3 minutes
Denaturation 95°C for 30 seconds

Annealing 60°C for 30 seconds

Repeat denaturing and annealing for 39 cycles
Elongation 72°C for 30 seconds

Final elongation 72°C for 5-10 minutes

Digest and electrophoresis

0.5 pl of Mwol was added to digest the PCR product. This was incubated at 60°C for
2 hours. 20 pl of digest products were run in 2.5% agarose gel (see appendix) for 45
minutes at 100 volts. Mwol cleaved DNA at two sites. Wild-type digests produced
bands at 184, 109 and 52 bp. Heterozygous (ptges*") produced bands at 293, 184,
109, and 52 bp. Homozygous (ptges”’) produced bands at 293 and 52 bp. Gels were

then imaged.
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2.4 1774 macrophage infection

2.4.1J)774 preparation

J774 murine macrophages were used to study cryptococcal-macrophage
interactions because these macrophages are a widely used and robust model for
Cryptococcus infection (Alvarez & Casadevall, 2007; Feldmesser et al., 2000;
Johnston & May, 2010; Ma, 2009; Voelz et al., 2009; Voelz et al., 2010). Mouse J774
macrophages were prepared in complete medium (see ‘freeze down media’ in
appendix) and kept in liquid nitrogen. For use, J774 cells were brought to 37°C and
the complete DMEM was removed. The macrophages were resuspended in fresh
complete DMEM that had been brought to 37°C in a T25 flasks and kept in an
incubator at 37°C and 5% CO;. This ensured the proper temperature and pH for
macrophage survival and growth. Cells were resuspended and passaged in T75
flasks until at least the third passage when the macrophages were considered
healthy and robust enough to be suitable for experiments. Macrophages were no
longer utilised after the 14t passage. Cells were checked for contamination and

confluence before each passage and during each experiment.

For the experiments described, 10° macrophages were used per well, providing
enough macrophages to observe a significant number of events without preparing
too many as to cause cell death. The media was removed from the macrophages
carefully without dislodging any macrophages from the base of the flask. Fresh
complete DMEM was added and the macrophages were scraped off from the base
of the flask using a cell scraper. Excessive scraping was avoided to prevent damage
to the macrophages. Neat macrophages were counted using a haemocytometer,
and the number of macrophages per ml was determined. These cells were diluted
to 10° macrophages/ml, and 1 ml of this preparation was added to each required
well of a 24 well plate. Cells were left in the incubator over night for use the

following day.
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2.4.2 J774 activation and infection

Media was removed from each well and 1 ml of fresh serum free media was added
(see appendix). Phorbol myristate acetate (PMA) was diluted 1/100 to produce
0.01mg/ml, and 15 ul of this PMA was added per ml of media in each well. This was
left in the incubator for 50 minutes. Macrophages were checked for general health
and activation after 50 minutes. Cryptococci were then added at the appropriate
concentration, and plates were placed in the incubator to allow infection for 2

hours.

Extracellular Cryptococcus were removed so that only engulfed cells were
considered. Media was removed from the wells, and 37°C PBS was carefully added
to each well to rinse off extracellular cryptococci, removed, and added again. This
was done three times. This process was not completely efficient and inevitably left
some extracellular cryptococci, but did remove the majority of extracellular

cryptococci. Cells were then imaged as prescribed.

2.4.3 1774 harvest for flow cytometry

In the case of flow cytometry experiments the macrophages were harvested from
the plate. PBS was removed from the wells after washing, and 200 ul of accutase
(Sigma) was added. This was left for 5 minutes, giving the accutase time to dislodge
the cells from the wells. 800 ul of PBS was added, and the wells were washed by
pipetting the liquid up and down. 1 ml of macrophages was removed from each well.
At the end of all macrophage experiments plates were bleached using Rely+On

Virkon disinfectant to kill any cryptococci in the wells.

2.4.4 Performance and analysis of flow cytometry

Flow cytometry was performed using Attune™ Nxt acoustic focusing cytometer (Life
Technologies and Attune™ NxT Software v2.5). Each sample was prepared and
harvested as above. Samples were mixed by hand, and 200 ul was run through the
flow cytometer. The macrophage population was determined by known size and

complexity characteristics. Macrophages constitute region 1 (R1) in Figure 2.3. From
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this population, macrophages with increased GFP fluorescence (BL1A) were
determined to be those containing KN99 GFP Cryptococcus neoformans. This was
designated R3, while those macrophages with lower levels of fluorescence were

considered macrophages lacking internalised cryptococci (R2).

To determine Cryptococcus-positive and —negative populations, KN99 WT and KN99
GFP Cryptococcus were measured without macrophages. In infected macrophage
samples a gate was drawn around the positive (GFP) population to provide the total
number of GFP-positive macrophages in each sample — the total number of cells

containing Cryptococcus (R4). See Figure 2.3 for details.
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Figure 2.3. Analysis of flow cytometry.
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Regions were drawn for all macrophages (R1) based on a sample containing only

macrophages. From this region, macrophages were gated according to GFP

expression (BL1-A). Those without internal GFP cryptococci and therefore

expressing only low background GFP expression (R2) were distinguished from

macrophages with internal GFP cryptococci (R3), and all GFP-positive cryptococci

(R4). BL1-A measures green fluorescence, FSC-A represents forward scatter, and

SSC-A represents side scatter.
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2.4.5)774 time lapse imaging and analysis

After 2 hours of infection extracellular cryptococci were rinsed from the
macrophages as described above, and fresh serum free DMEM was added to
macrophages (see appendix). Macrophages were imaged as soon as possible after
washing. Again, Nikon eClipse Tl microscope and NIS Elements 4.51 analysis
software were used for imaging. The plate of macrophages was put in the incubation
chamber of the Nikon with temperature set to 37°C and CO; at 5%. The x20 Phase
lens was used in combination with perfect focus to provide high resolution of
macrophages and intracellular cryptococci. Images were taken every 2-5 minutes
for 18 hours. DIC and GFP channels were used, but GFP channel was used only once
every half hour to avoid bleaching and damage to the macrophages. Time lapse

images were analysed by performing manual counts.

The percentage of macrophages which contained intracellular cryptococci was
determined by counting all of the macrophages in a field of view and determining
which contained intracellular cryptococci using the GFP channel. The percentage of
infected macrophages per field of view was converted to macrophages per ml based

on known size of the field of view and the 24 well plates.

The percentage of the total cryptococci which were intracellular was determined by
counting the number of intracellular cryptococci within a field of view, determining
the number of intracellular cryptococci in the well, and comparing this to the
number of infecting cryptococci administered. The settling rate of cryptococci in
different media was calculated by Jaime Cafiedo (Johnston lab), and was used as the

number of cryptococci which were used to infect.

Intracellular replication of cryptococci was determined by following individual
cryptococci using the GFP channel and noting when a fungal cell budded.
Extracellular proliferation was quantified in the same way. The number of

cryptococci at different times was plotted in GraphPad Prism (versions 7.0c and
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8.2.1) and the doubling time was determined by plotting each using an exponential

fit.

2.4.6 J774 COX inhibition PGE; ELISA

J774 macrophages were seeded 10° per ml and left at 37°C, 5 % CO; for two hours,
allowing the cells to adhere to the base of the plate. Wells requiring aspirin had
supernatants removed, and replaced with fresh DMEM containing 1 mM aspirin
(Sigma) in 1% DMSO. Cells were left for 24 hours. At 24 hours all wells received fresh
serum free media. Wells requiring aspirin for the duration received 1 mM aspirin in
DMSO. Arachidonic acid was used to as a positive control for prostaglandin
production, as it is the substrate required for the production of prostaglandins and
has been shown as necessary for the sufficient production of prostaglandins for
detection by ELISA (Noverr et al., 2003a). Aspirin treated cells requiring arachidonic
acid were treated with 30 pg per ml arachidonic acid in ethanol. Control wells
received the following: either 1% DMSO, 30 pg per ml arachidonic acid, or ethanol.
Cells were again left at 37°C, 5 % CO>for 18 hours. Supernatants were then removed

and frozen at -80°C until use.

Supernatants were analysed as per the PGE, EIA ELISA kit instructions (Cayman
Chemical, item number 514010). Briefly, ELISA wells were laid out as specified in the
instructions, and blanks and standards were prepared as prescribed. A new pipette
tip was used to pipette each reagent. J774 supernatants were diluted 1/8 and 1/16
in EIA buffer. Samples were measured in triplicate. After the addition of the
appropriate reagents, buffers, and samples plates incubated at 4°C for 18 hours
while oscillating. Samples were developed using Ellman’s reagent for up to 90
minutes, covering the plates in foil to prevent damage by the light. Plates were read
at a wavelength between 405 and 420. Standard curves were prepared using
GraphPad prism, and PGE, concentrations of each sample were compared to the
standard curve. The 1/16 sample dilutions produced values that fell on the standard

curve, and were therefore used for analysis.
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2.4.7 J774 COX inhibition time lapse

Macrophages were seeded at 10° per ml as described above. After two hours cells
requiring aspirin were treated with 1 mM aspirin in DMSO in fresh DMEM. Cells
were then left overnight for 18 hours. H99 GFP and Aplb1 GFP were prepared at 10°
cells per ml as described above and opsonised with 18B7 for one hour. 1774
macrophages were not activated with PMA to avoid any interaction between aspirin
and activation on uptake. J774s were then infected with the fungal cells in fresh
serum free DMEM for two hours before removing the supernatant, washing three
times in PBS, and adding fresh serum free DMEM. Cells requiring aspirin for the
duration were administered aspirin (ImM) with the infecting cryptococci and
replaced in serum free DMEM after the infection and wash steps of the protocol.
Cells were imaged for 18 hours using x20 phase imaging and perfect focus, with a
DIC image taken every 2 minutes and a GFP image taken every 30 minutes. Cells
were maintained at 37°C, 5% CO; throughout the duration of imaging. Analysis was
performed by manual counts of intracellular and extracellular cryptococci as

described above.

2.4.8 PPAR-y antibody staining of infected J774 macrophages

J774 cells were prepared as above and seeded 10° per ml without activation by PMA
to avoid interference with antibody labelling. Wells contained coverslips for
imaging. H99 GFP and Ap/b1 GFP were opsonised with 18B7 for one hour. 18B7 was
then removed by centrifugation and fungal cells were suspended in 1 ml of PBS with
1:200 FITC for one hour. FITC staining labelled cryptococcal capsule with green
fluorescent protein, allowing them to be easily identified. Supernatant was
removed again, cells were resuspended in PBS, and J774 were infected with 10° of
either H99-GFP or Apbl1 GFP in serum free DMEM. After 2 hours of infection media
was removed from macrophages, and the macrophages were washed three times
with PBS. 10 um TLT or DMSO was added to uninfected cells to act as controls. Cells

were then left for 18 hours at 37°C, 5 % CO..
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After 18 hours supernatants were removed and J774s were fixed with cold methanol
for 5 minutes at -20°C before washing with PBS three times, leaving PBS for five
minutes at room temperature between washes. Coverslips were blocked with 5%
sheep serum in 0.1% triton (block solution) for 20 minutes before being transferred
into the primary PPAR-y antibody (1:50, Santa Cruz Biotechnology sc-7273 lot
#B1417) with 1:10 human IgG in block solution for one hour. Coverslips were
washed 3 times in PBS and incubated with 1:200 anti-mouse TRITC, 1:40 anti-human
IgG, and 0.41 pl/ml DAPI in block solution for one hour. Coverslips were then
washed three times with PBS, three times with water, and fixed to slides using
MOWIOL. Slides were left in the dark overnight and imaged the following day. Cells

were imaged at x60 magnification using DIC, DAPI, GFP, and Cy5 channels.

Quantification and analysis was performed using FlJI version 2.0.0. For each cell a
line was drawn from the outside of the cell, through the cytoplasm and nucleus, and
out of the cytoplasm to the other side of the cell. Nuclear intensity was determined
by the plateau that corresponded to the position of the nucleus. For each nuclear
plateau the intensity was averaged along the length of the nucleus, and this

measurement was used for comparison and analysis.

2.5 Human cell infections

2.5.1 Ethics statement

Informed written consent was obtained before whole blood was collected from
healthy human donors. The South Sheffield Research Ethics Committee (REC)
provided ethical approval for the collection of blood for the study of monocyte

derived macrophages (REC reference 07/Q2305/7).

2.5.2 Cell isolation

(I did not collect or isolate the human blood cells. This work was performed by
Jonathan Kilby and his team at the Royal Hallamshire Hospital Medical School.

However, the protocol is briefly described here.)
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After collection of blood samples, whole blood was added to Ficoll-Paque in a sterile
centrifuge tube at a ratio of 1:2 (Ficoll:Blood). This was centrifuged at 1500 rpm for
23 minutes before the plasma layer was discarded. PBS was added to PBMCs, and
this was centrifuged at 1000 rpm at 4°C for 13 minutes. Supernatant was removed,
pellet was re-suspended in PBS, and was centrifuged again. Pellet was then
resuspended in complete RPMI (see appendix) and 1 ml was added per well in a 24
well plate, or 3 ml was added to individual glass-bottomed dishes. Cell count was

approximately 2x10° PBMCs per well.

| maintained these cells at 37°C, 5% CO,. For PBMC assays the cells were infected
the following morning using KN99 GFP C. neoformans in serum free RPMI (see
appendix). If macrophages were required, cells were maintained for 2 weeks to

allow macrophage differentiation, and complete RPMI was changed every 3-4 days.

2.5.3 Human cell infection

KN99 GFP C. neoformans (var. grubii, serotype A) were used for infection assays.
Cryptococci were cultured, washed, diluted, and opsonised as above. For MDM
assays, macrophages were infected for 2 hours before removing extracellular
cryptococci before imaging. For PBMC assays the cells were infected and imaging
commenced immediately to observe the phagocytosis events. MDMs were not
activated to provide a baseline for future investigation into the effect of different
cytokines. At the end of all experiments, plates were bleached using Rely+On Virkon

disinfectant to kill any cryptococci in the wells

2.5.4 Human PBMC antibody staining

To determine the cell subsets present in the human PBMC samples, initially
coverslips were added to wells and cells were fixed following infection, and antibody
staining was performed. However, as most cells in these subsets did not sufficiently

adhere to the coverslip, or were subsequently washed off during the
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immunohistochemistry protocol, imaging of live cells in glass-bottomed dishes was

performed.

To do this, 2 pl of FITC mouse anti-human CD3 (BD Pharmigen Biosciences), 2 pl
mouse anti-human CD14 APC (Invitrogen, MHCD1405), and 20 pg of human IgG
were added to glass dishes containing PBMCs. 100 pl of opsonised cryptococci were
added. These dishes were either imaged immediately, to represent the PBMCs at
the onset of time lapse assays, or were incubated for 24 hours before imaging, to
represent the PBMCs at the end of 24-hour time lapse assays. Dishes were imaged
at x60 magnification using DIC, DAPI, GFP, and Cy5 channels. The same antibodies
were added to dishes used for x20 phase time lapse imaging in attempt to record
the formation of PBMC swarms, but continuous imaging and the x20 magnification
did not produce usable images, especially as the GFP signal from CD3 cells was dim

and the APC signal of monocytes quickly faded.

Special thanks to Dr Helen Marriott for graciously sharing antibodies.
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2.5.5 Human cell time lapse Imaging and quantification

For both MDM and PBMC imaging Nikon eClipse Tl microscope and NIS Elements
4.51 analysis software were used. x20 phase imaging was performed using perfect
focus to maintain clear images throughout the duration of imaging. DICimages were
captured every 2-3 minutes, and GFP images were captured every 30 minutes to
follow the cryptococci without bleaching or damaging the human cells. Phagocytosis
and replication quantification was performed by watching individual cryptococci

throughout the course of the time lapse assays and counting events manually.

The percentage of macrophages which contained intracellular cryptococci was
determined by counting all macrophages in a field of view and determining how
many possessed intracellular cryptococci, as shown by the GFP channel. The
percentage of infected macrophages was calculated. The percentage of cryptococci
which were internalised was determined by calculating the number of intracellular
cryptococci per field of view, using this to determine the number of internalised
cryptococci in the whole well, and using the settling rate of C. neoformans in the
media (as determined by Jaime Cafiedo) to ascertain the total number of
cryptococci able to settle onto the macrophage layer in the given time frame. This

“settling rate” was used as the total number of cryptococci used to infect.

Fungal replication was calculated by counting the budding of individual cryptococci
in time. The number of cryptococci was plotted against time for individual starting
cryptococci, and doubling time was determined by fitting an exponential curve in

GraphPad Prism (version 7.0).

2.6 Statistics

GraphPad Prism versions 7.0c and 8.2.1 were used for statistical analyses. Normality
was determined based on adherence to a Gaussian distribution. Normality tests
were not performed as they are unreliable (Johnston personal communication).

95% confidence intervals were used to assess statistical significance.
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Unpaired two-tailed t-tests were performed to compare the means of conditions.

Mann-Whitney tests were performed when data was non-parametric.

Ordinary one-way ANOVAs were performed to compare the means of conditions.
Multiple comparisons were performed, using Tukey’s test to correct for multiple
comparisons. Two-way ANOVAs were performed when necessary, correcting for

multiple comparisons using statistical hypothesis testing and no post test.
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Chapter 3. The role of fungal-derived prostaglandins in macrophage

parasitism
3.1 introduction

3.1.1 Prostaglandin synthesis and interactions with immune cells

Eicosanoids are lipid signalling molecules which, through activation of their
receptors, regulate a wide range of physiological effects. In humans, eicosanoids are
produced after arachidonic acid is freed from the cell’s phospholipid membrane by
phospholipases, specifically phospholipase A, (PLA2). Oxidation of arachidonic acid
results in the production of prostanoids, leukotrienes, cysteninyl-leukotrienes,
lipoxins, hydroxyeicosatetraenoic acids, and epoxides, which are then metabolised
into final eicosanoid species by specific synthases. In this chapter | will be discussing
prostaglandins, a type of prostanoid, which are oxidized by cyclooxygenase enzymes
(COX-1 and COX-2) to produce PGG,. This is converted to stable PGH, before
synthases produce distinct prostaglandins: PGE,, PGD,, PGl,, and PGF,q (Figure 3.1).
While the various prostaglandins are important in health and disease, | will be

mainly discussing PGE> as it pertains to my work.

PGE; is produced by a variety of immune cells, including B cells (Graf et al., 1999;
Ryan et al., 2005), dendritic cells (Harizi and Gualde, 2004; J6zefowski et al., 2003),
macrophages (Norris et al., 2011; Rouzer et al., 2004; Stafford and Marnett, 2008),
and activated T cells (Sreeramkumar et al., 2016). Production of PGE; by these cell
types elicits a range of actions which modulate immune cell responses (Harizi et al.,
2008). PGE; signals through four G protein coupled receptors in humans: EP1, EP2,
EP3, and EP4 (Sugimoto and Narumiya, 2007). The time and place in which PGE;
activates its various receptors can produce different effects, illustrating the

importance of context on signalling and physiological outcome.
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Figure 3.1. The production of prostaglandin E;

In mammals, phospholipase A, frees arachidonic acid from the phospholipid

membranes of cells. This is oxidized by cyclooxygenase (COX) enzymes (or

lipoxygenase enzymes) to produce prostanoid species such as prostacyclins,

thromboxanes, and prostaglandins. These are further catalysed by specific enzymes

to produce different species, including PGE,. C. neoformans utilizes phospholipase

B1 to free arachidonic acid from membranes, which is catalysed in the absence of

COX enzymes to produce prostanoids, including the eventual production of PGE.
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For example, PGE; has contradictory effects on T cells. In in vitro T cell clone assays,
PGE; exerted anti-inflammatory effects through inhibition of pro-inflammatory Thl
cytokine production, and increased anti-inflammatory Th2 cytokine production
(Betz and Fox, 1991; Gold et al., 1994; Hilkens et al., 1995). Interestingly, more
recent studies have pointed to a pro-inflammatory role for PGE; with regard to T
cells. Invitro and in vivo studies examining the outcomes of EP4 receptor stimulation
by PGE; have shown this this prostaglandin induced Th1l differentiation of CD4+ T
cells, and increased the amount of IFN-y-producing T cells at nanomolar
concentrations through PI3K signalling (Chen et al.,, 2010; Yao et al., 2009).
Additionally, in vivo studies on knockout mice which lacked PGE; receptors showed
that the mice had reduced surface expression of CD69, CD25, and CD71 T cell
activation markers, demonstrating that PGE; was required for Thl and regulatory T
cell activation (Sreeramkumar et al., 2016). Crucially, the pro-inflammatory effects
were seen only at low concentrations while the anti-inflammatory effects were seen
at higher concentrations (Yao et al., 2009), indicating the possibility that PGE; may
elicit different effects at different times during inflammation. Discrepancies in these
effects of PGE> on T cell activation and action may also be due to the cell types and

stage of PGE; treatment considered.

Macrophages also produce and respond to PGE,. Norris et al. analysed the
production of prostaglandins by different murine macrophage cells, and showed
that not only did macrophages produce prostaglandins in response to microbial
infection, but that the phenotype of the macrophages affected the production of
prostaglandins, with cells from different models producing different levels of
prostaglandins at different times after stimulation (Norris et al.,, 2011).
Prostaglandins produced by macrophages are important as they can induce
cascades which stimulate or suppress activation of immune cells. Multiple studies
have demonstrated that prostaglandins produced by macrophages have the
potential to act in an autocrine manner, modulating the macrophage products and
hence the action of immune cells in different settings. For example, after stimulation
with LPS, mouse resident peritoneal macrophages showed increased COX-1 and

prostaglandin synthase levels, leading to an increase in prostacyclin and PGE;
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secretion (Rouzer et al.,, 2004). However, inhibition of COX-1 increased TNF-a
secretion. This is important, since this pro-inflammatory cytokine is produced by
macrophages during infection and inflammation, and functions by modulating
immune cell responses, including those of the macrophages themselves. This finding
was corroborated in Raw 264.7 macrophage-like cells, where LPS-induced TNF-a
mMRNA transcription was abruptly halted by addition of exogenous PGE; (Stafford
and Marnett, 2008). Thus, macrophage prostaglandin synthesis affects macrophage
function and the secretion of cytokines which have the potential to modulate the

immune response.

During the course of inflammation and infection, the different roles of
prostaglandins in modulating immune response in different contexts are important
in determining the outcome of host immune cell interactions. The roles that
prostaglandins play in specific immune pathologies have been reviewed in great
detail elsewhere (Belley and Chadee, 1995; Harizi et al., 2008; Smyth et al., 2009).

Here | will focus on prostaglandins in inflammation and infection.

3.1.2 Prostaglandins in inflammation

Prostaglandins elicit a wide range of effects in the body. As introduced previously,
they are involved in the balance of inflammatory responses (Higgs, 1986; Ricciotti
and Fitzgerald, 2011), often in association with cyclooxygenase activity. While COX-
1is constitutively expressed in most cells, COX-2 is expressed especially in response

to inflammatory signals (Crofford, 1997; Dubois et al., 1998).

COX-2 activation and the resulting production of PGE; is associated with
inflammation in some chronic inflammatory disorders, especially arthritis. In models
of human ex vivo osteoarthritis and rat adjuvant-induced arthritis, COX-2 expression
was upregulated in areas of high inflammation (Anderson et al., 1996; Kang et al.,
1996). Indeed, the amount of PGE; spontaneously produced due to overstimulation
of COX-2 in osteoarthritic cartilage was up to ten times higher than the level

released in non-affected cartilage (Amin et al., 1997). Anderson et al. suggested that
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high expression of PGE in the rat arthritis model induced the production of pro-
inflammatory cytokines, which in turn upregulated COX-2, increasing the
inflammatory effects of the condition in a positive feedback loop (Anderson et al.,
1996). The involvement of prostaglandins in inflammation is underpinned by the
ability of nonsteroidal anti-inflammatory drugs, such as aspirin and ibuprofen, to
reduce inflammation through preventing the production of prostaglandins by COX

inhibition (Vane, 1971).

Prostaglandins can also have anti-inflammatory effects, and are important for the
resolution of inflammation. While PGE; is upregulated in the rat model of adjuvant-
induced arthritis above (Anderson et al., 1996), the PPAR-y ligand 15d-PGJ, (a
derivative of PGD;) suppressed the progression of clinical arthritis in the same
model (Kawahito et al., 2000a). The roles of PGD, and 15d-PGJ; in modulating pro-
and anti-inflammatory cytokine production during acute inflammation were also
shown in a mouse model of peritonitis (Rajakariar et al., 2007). These prostaglandins
influenced the production of pro- and anti-inflammatory cytokines, which

encouraged the influx and efflux of immune cell such as macrophages.

Interestingly, in a rat model of inflammation, PGE; production dominated the early
inflammation phase of lesion formation, while PGD, and 15d-PGJ, dominated the
later inflammation resolution phase (Gilroy et al., 1999). This suggests roles for
prostaglandins in both the production, and the resolution, of an inflammatory
response. Indeed, even PGE; has been shown to play different roles during different
stages of the inflammatory response by acting on different subunits of NFkB — a
transcription factor important in inducing inflammatory cascades. In synovial
fibroblasts harvested from human patients with rheumatoid arthritis, treatment
with PGE; inhibited the heterodimerization necessary for NFkB transcription at 6h
post treatment, but not at 1h, demonstrating different effects of PGE; at different
time points in inflammation (Gomez et al., 2005). Taken together, these studies
describe how different prostaglandins can be upregulated and active at different
points during inflammation; this enables appropriate actions necessary for the

different phases of the inflammatory immune response.
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3.1.3 Prostaglandins in infection

The role of prostaglandins in infection is fascinating because they can be protective
for either host or pathogen. Host cells produce prostaglandins upon detection of
pathogenic material; for example, murine macrophages produce prostaglandins
through COX-2 activation after TLR-4 stimulation (Norris et al., 2011) — a pattern
recognition receptor best known for its activation by bacterial lipopolysaccharide.
Indeed, macrophages produce a vast milieu of prostaglandins in response to LPS and

LPS-agonists (Gupta et al., 2009).

While host cells are capable of producing prostaglandins in response to infection,
the same prostaglandins produced in response to different infections can have
opposing effects — enabling the control of infection, or facilitating microbial survival
and proliferation. Mayer-Barber et al. studied the effect of cytokine-prostaglandin
cross-talk in an in vivo model of Mycobacterium tuberculosis. In this infection,
limiting the production of type-l interferons is important for the control of infection.
Here, Mtb infection induced the production of IL-1 by host myeloid cells, which
induced production of PGE; PGE; helped control bacterial infection through limiting
production of type-lI IFNs. Addition of type-l IFNs antagonised this process and
enabled bacterial growth, as did inhibition of host prostaglandin production (Mayer-
Barber et al., 2014).Thus, in this model of infection, host prostaglandins led to the

control of bacterial growth.

In the context of viral infection, PGE> can have the opposite effect, enabling the
propagation of microbial infection. During influenza infection, type-l IFNs are
important for control of viral growth, and are therefore necessary for host
protection. Using a murine model of influenza infection, Coulombe et al.
demonstrated that production of PGE; by host macrophages decreased the
production of type-I IFNs, which led to increased viral load (Coulombe et al., 2014).
Here, PGE; impaired type-l IFN production as it did above during Mtb infection, but

this was detrimental for the host during influenza infection. Thus, the differential

86



regulation of host prostaglandin production is important in determining the

outcome of different infections.

Many microbes and parasites are also capable of producing a vast variety of
prostaglandins (Noverr et al., 2003b); in fact, production of these lipid mediators is
extremely advantageous in aiding some microbes to induce and propagate
infection. For example, utilisation of host fatty acids by Schistosoma mansoni
enables the production of eicosanoids by cercariae, the free-swimming life stage of
the parasite which infect humans through skin penetration. Eicosanoid production
by these parasites promotes host penetration and transformation of the cercariae
into mature parasitic worms (Fusco et al., 1986). The malarial parasite Plasmodium
falciparum produces various prostaglandins from exogenous arachidonic acid
(Kubata et al., 1998). P. falciparum produces prostaglandins to inhibit host TNF-a
production, which in turn limits host immune activation and enables successful
growth of the parasite (Kubata et al., 1998). Several pathogenic fungi such as C.
albicans and C. neoformans also produce eicosanoids and prostaglandins, which
may be employed by the fungi to mediate host immune modulation and promote

infection (Noverr et al., 2001, 2002).

Because prostaglandins can have pro- and anti-microbial effects, it is important to
discern the source of the effective prostaglandins during infection, as well as the
factors controlling their production. This is crucial — is the host producing
prostaglandins to control infection? Or is the pathogen manipulating host
prostaglandin production in order to evade destruction and propagate infection? In
human macrophages, E. coli induces distinct eicosanoid and cytokine production by
differentially-polarised macrophages; infection results in upregulation of pro-
inflammatory cyclooxygenase activity and PGE; production in M1 macrophages, and
production of pro-resolution lipid mediators by M2 macrophages (Werz et al.,
2018). Thus, the modulation of prostaglandins which affect the production of
cytokines must be carefully considered, and vice versa, as these factors have the

potential to drive infection outcomes.
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3.1.4 Cryptococcal prostaglandins

As discussed in the main introduction, Cryptococcus neoformans is a pathogenic
fungus which is successful in propagating human infection through a number of
effective strategies and adaptations which promote its virulence. One such strategy
is its ability to synthesise eicosanoids and prostaglandins which are indistinguishable
from those made by vertebrates (Noverr et al., 2001, 2002). So far, only two
enzymes have been conclusively linked to prostaglandin production by Cryptococcus

neoformans — phospholipase B1 (Plb1) and laccase.

Phospholipase B

Cryptococcal phospholipase B1 is well characterised (Chen et al., 1997b, 19973,
2000a; Vidotto et al., 1996), and appears analogous to mammalian phospholipase
A, (Noverr et al., 2003a), freeing arachidonic acid from phospholipid membranes
(Chen et al., 2000a) for incorporation into lipid signalling molecules (Figure 3.1).
Though Plb1 may remain cell-wall associated to perform its functions, it can also be
released and secreted from the fungal cell (Chayakulkeeree et al., 2011; Djordjevic
et al.,, 2005; Siafakas et al., 2007). Prostaglandin production is reduced in a
phospholipase B mutant strain of H99 C. neoformans, though this defect is rescued

upon the addition of exogenous arachidonic acid (Noverr et al., 2003a).

Though Plb1l enables Cryptococcus access to the arachidonic acid necessary for
prostaglandin synthesis, there is some debate as to whether Cryptococcus possesses
cyclooxygenase enzymes. While Noverr et al. demonstrated that COX inhibition with
indomethacin decreased fungal prostaglandin production (Noverr et al., 2001), Erb-
Downward et al. showed that COX inhibition had no effect on prostaglandin
production, and suggested that the reduced prostaglandin production shown by
Noverr was actually as due to reduced cell viability (Erb-Downward and Huffnagle,
2007). Regardless, Cryptococcus neoformans retains the ability to produce
prostaglandins de novo, or with addition of exogenous arachidonic acid (Erb-

Downward and Huffnagle, 2007; Noverr et al., 2001).
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Phospholipase B has long been associated with cryptococcal virulence. Infection of
BALB/c mice with isolates of Cryptococcus which produce high levels of PIb1 induced
higher levels of infection in the lung and brain compared to strains which produced
less PIb1 (Chen et al., 1997a). Furthermore, murine infection with a phospholipase
B-deficient mutant (Ap/b1) resulted in significantly longer host survival compared to
the H99 parental strain, and the Aplb1 strain showed markedly lower survival in the
cerebrospinal fluid in a rabbit meningitis model of infection (Cox et al., 2001). Both
of these studies suggest that phospholipase B is important for cryptococcal survival

and dissemination — hallmarks of virulence.

One way in which Cryptococcus utilises phospholipase B for virulence is through
intracellular parasitism of host cells. Infection of murine J774 macrophage-like cells
in vitro with Aplb1 H99 C. neoformans showed that this mutant initiated budding
later and more slowly than the parental H99 strain (Cox et al., 2001). Furthermore,
in vitro infection of macrophages with the Ap/b1 mutant resulted in reduced
intracellular fungal replication and increased fungal killing within the host
phagosome compared to the wildtype parental strain (Evans et al., 2015). These
studies illustrate that fungal Plb1l is required for effective intracellular parasitism of

the host macrophage niche.

While a role for cryptococcal Plbl inintracellular survival and proliferation has been
shown, the role it plays in fungal dissemination remains up for debate. Chen et al.
showed that strains of Cryptococcus neoformans which produced low levels of
phospholipase B failed to establish CNS infection and showed reduced
dissemination to the brain (Chen et al.,, 1997a), suggesting that Plbl may be
necessary for dissemination. In using the Ap/b1 strain in a murine model of infection,
Santangelo et al. showed that phospholipase B was necessary for dissemination of
cryptococci from the lung into the bloodstream (Santangelo et al., 2004b). However,
they claimed that dissemination to the brain may occur through a phospholipase-
independent mechanism, suggesting that the reduced intracellular proliferation of
the phospholipase-deficient mutant strain resulted in monocytes delivering fewer

fungi to the CNS (Santangelo et al., 2004b). If true, this means that dissemination to
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the brain may not be a direct result of a mechanism induced by phospholipase
activity, and may merely exist as a by-product of the intracellular parasitism
conferred by phospholipase (Santangelo et al., 2004b). Finally, escape from host
phagocytes is important for dissemination to the CNS in the Trojan-horse method
of transgressing the blood-brain barrier; however, vomocytic escape of cryptococci
was dependent on fungal Plb1, meaning that phospholipase B may be important in
enabling CNS dissemination through macrophage escape (Chayakulkeeree et al.,
2011). While the exact role for phospholipase B in fungal dissemination remains
elusive, further investigation into the effect of prostaglandins on the propagation
infection may illuminate the relationship between intracellular parasitism and

fungal dissemination.

Laccase

Laccase, encoded by the genes lac1 and lac2 in Cryptococcus, is the second enzyme
associated with cryptococcal prostaglandin production (Erb-Downward et al., 2008).
Laccase was originally shown to be involved in cryptococcal melanin production
(Williamson et al., 1998). Later, however, laccase became associated with
cryptococcal survival in human CSF, independent of melanin production (Sabiiti et
al., 2014). Microarray analysis showed that upon phagocytosis by J774 cells, both
lac1 and lac2 were upregulated; measurement of a GFP-reporter line of C.
neoformans confirmed that it was indeed the cryptococcal cells that upregulated
expression of this enzyme, indicating a role for laccase in response to interaction
with the host immune system (Fan et al., 2005a). Using cryptococcal cell lysates,
Erb-Downward et al. demonstrated that antibody inhibition and genetic deletion of
laccase resulted in the loss of cryptococcal prostaglandin production (Erb-
Downward et al.,, 2008). They also showed that laccase did not perform
cyclooxygenase activity, but rather catalysed PGE; and 15-keto- PGE; from PGG>
(Erb-Downward et al., 2008). Thus, cryptococci utilise the laccase enzymes to

catalyse E prostaglandins.

It is hypothesised that prostaglandins produced by cryptococci exert immune

modulation and promote fungal virulence. In a murine pulmonary model of
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infection, deletion of cryptococcal laccase genes resulted in decreased pulmonary
burden and decreased dissemination to the CNS (Qiu et al., 2012a), highlighting the
role of laccase in cryptococcal virulence and dissemination. Additionally, laccase has
been shown to promote fungal virulence through modulation of host immune cell
polarisation. ELISA analysis and intracellular cytokine staining of murine lung
leukocytes revealed that cryptococcal laccase promoted Th2 cytokine production,
reduced Th1/Th17 cytokine production and the frequency of IFN-y and IL-17-
producing CD4+ T cells during infection. Cryptococcal laccase modulated the
immune response to infection by shifting the T cell polarisation state away from a
Th1/Th17 clearance phenotype toward a non-protective Th2 phenotype (Qiu et al.,
2012), resulting in alternative macrophage activation and enhancement of

propagation infection.

Taken together, these studies demonstrate that the presence of prostaglandins
during infection is beneficial for the Cryptococcus while being detrimental for the
host. However, it is important to discern the source, the form, and the action of
these lipid mediators when attempting to understand their role in infection

pathogenesis and disease progression.

3.1.5 Derivation and function of eicosanoids in cryptococcosis

The context and form in which physiological mediators are produced have the
potential to affect host-pathogen interactions in different ways. In a setting of
cryptococcal infection, it isimportant to discern not only how prostaglandins impact
the progression of infection, but also which form they take and the mechanisms by
which they exert their effects. As both host and pathogen are capable of producing
prostaglandins during infection, it is also important to discover the source of the

eicosanoids, and how they may interact when derived from competing sources.
For example, a study by Shen and Liu (2015) examined the effect of blocking PGE;

signalling through EP2 and EP4 receptor blockade in a murine model of cryptococcal

infection. Treating mice with EP2 and EP4 receptor antagonists (both alone, and in
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combination) prior to infection with C. neoformans resulted in lower lung burden
compared to untreated control mice (Shen and Liu, 2015). Additionally,
measurement of cytokine mRNA levels produced by infected mice treated with the
receptor antagonists resulted in the upregulation of IFN-y, TNF-a, IL-17, and IL-22
mRNAs in M1 macrophages — cytokines which are typically associated with a
protective, pro-inflammatory host response. PGE, signalling blockade also
upregulated the number of cells producing these cytokines (Shen and Liu, 2015).
While these results suggest that one way in which PGE; signalling operates during
cryptococcal infection is through the downregulation of M1 cytokine production,
this study failed to determine if the active prostaglandins were produced by the host
or by the fungus. Indeed, while blocking the host PGE; receptor is a sufficient way
to determine the effect of prostaglandins on infection burden and cytokine
signalling, the prostaglandins whose signalling was prohibited could have come

from the host or from the Cryptococcus.

Additionally, current studies often neglect to consider which form of PGE; is
responsible for the prescribed effects on infection. This is an important
consideration, as PGE; can be dehydrogenated to 15-keto-PGE;, metabolised to
PGFyq, or dehydrated to PGA,. These different derivations of one compound have
different properties and react differently in diverse settings (Gupta et al., 2009). This
is particularly important to understand, as differential metabolite production may
activate either pathogen or host signalling cascades, which in turn have the

potential to produce varied downstream effects on infection outcome.

While many effects of EP2 and EP4 activation by PGE; are known, less is known
about the activation of the PPAR-y receptor by PGE, metabolites. The activation of
PPAR-y by other eicosanoids is understood to some extent. For example, Kawahito
et al. showed that 15d-PGJ, treatment of synoviocytes resulted in the nuclear
translocation of PPAR-y, and treatment with this prostaglandin suppressed the
progression of clinical arthritis in a rat adjuvant-induced model of arthritis (Kawahito
et al., 2000a). 15d-PGJ; treatment of Raw 264.7 macrophage-like cells resulted in an

anti-inflammatory phenotype, inhibiting LPS-induced nitrite production, IL-1
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release, and COX-2 expression - actions which were attributed to the binding of
PPAR-y (Maggi et al., 2000). Alleva et al. showed that pro-inflammatory cytokine
production in LPS-induced macrophages was strongly downregulated when PPAR-y
was activated by 15d-PGJ, (Alleva et al., 2002). While the interplay between 15d-
PGJ2 and PPAR-y is broadly understood, the relationship between PGE; and PPAR-y
remains unclear. It is important to discern the potential interplay between PGE; and
PPAR-y, as PGE; affects the course of cryptococcosis, and PPAR-y signalling cascades
have the potential to mediate many downstream effects which could determine the

outcome of infection.

As described extensively throughout this chapter, PGE; plays important roles in
immune cell activation, inflammatory cascades, and infection progression. While
the blockade of PGE; receptor signalling has been shown to result in reduced fungal
burden and promotion of protective M1 macrophage cytokine production in
cryptococcal infection (Shen and Liu, 2015), studies to date have neglected to
investigate the source of the prostaglandins, as well as the active metabolite form
and the direct action on immune cells. Here, | will describe results of the
experiments | performed in contribution as second author to the paper ‘15-keto-
prostaglandin E2 activates host peroxisome proliferator-activated receptor gamma
(PPAR-y) to promote Cryptococcus neoformans growth during infection’ (Evans et
al., 2019). I show that inhibition of host prostaglandin synthesis in vitro through host
COX inhibition, and in vivo by CRISPR/Cas9 knockdown of host prostaglandin
synthase, bear little effect on fungal burden. | show, through time lapse experiments
and ELISA analysis, that crucial prostaglandins produced in C. neoformans infection
are fungal-derived. Finally, | demonstrate that Cryptococcus neoformans
manipulates host immune cell behaviour through activation of host PPAR-y, and
that fungal eicosanoids are required to do so. In doing so, lillustrate the importance

of fungal-derived prostaglandins in affecting the outcome of Cryptococcus infection.
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3.2 Aspirin treatment of J774 macrophages reduces PGE; production

To begin, it was important to discern if inhibition of host prostaglandin synthesis
was possible. Future experiments would involve inhibiting the action of COX
enzymes through the use of aspirin, an irreversible COX inhibitor. To confirm that
host prostaglandin production was inhibited upon treatment with this irreversible
COX inhibitor, J774 murine macrophage-like cells were treated with aspirin and
PGE; production was measured using a PGE; monoclonal ELISA. PGE; production
was measured after 18 hours of treatment as this was the ending time point to be
used in the time lapse experiments. PGE; production by COX-inhibited macrophages
was compared with PGE> production by untreated macrophages, and those treated
with arachidonic acid (AA), which is necessary for cells to produce appreciable
amounts of prostaglandins for detection by ELISA (Noverr et al.,, 2003a).
Prostaglandin production with DMSO and ethanol treatment were also compared,

as these were used to prepare aspirin and arachidonic acid, respectively.

As expected, arachidonic acid increased the amount of PGE, produced by J774
macrophages compared to untreated macrophages (Figures 3.2a and 3.2b; means
55.28 and 23.87 pg/ml, respectively). Aspirin treatment reduced the amount of PGE;
produced compared to untreated macrophages, both when administered as a pre-
treatment (pt aspirin, mean 6.71 pg/ml), and when administered to macrophages
for the additional 18 hours (aspirin, mean 1.62 pg/ml); however, COX inhibition for
the duration of the experiment more potently inhibited PGE, production by
macrophages. Administration of arachidonic acid with a pre-treatment of aspirin, as
well as with prolonged aspirin exposure for the duration of the 18 hours, resulted in
an intermediate level of PGE; produced (means 20 and 14.88 pg/ml, respectively).
The same was true for J774 macrophages with added DMSO and ethanol (means
32.93 and 12.14 pg/ml, respectively). These results showed that administration of
aspirin reduced the amount of PGE; produced by J774 macrophages. While aspirin
treatment did permit some prostaglandin production, the amount was greatly
reduced compared to that produced by macrophages alone. In fact, because PGE;

production was enhanced in macrophages treated with DMSO compared to cells
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alone, the PGE; levels detected by the ELISA may have been a by-product of DMSO
treatment in aspirin administration. While aspirin treatment did permit some PGE>
production by macrophages this was much lower than production by aspirin

treated-macrophages.

Due to a shortage of ELISA kits and reagents only two repeats were considered
performed. As such, one-way ANOVAs produced no statistical significance in PGE;
production between conditions considered. For stronger statistical analysis, a third

repeat should be performed and quantified.
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aspirin + AA 15.65 14.12 14.88 1.08

Figure 3.2. Administration of the irreversible COX inhibitor aspirin reduced PGE;

production by J774 macrophages

a. Amount of PGE; produced by J774 macrophages under various treatment
conditions after 18 hours, as measured by ELISA. Levels of PGE; were measured
for untreated J774 macrophages, or after treatment with arachidonic acid (AA),
aspirin 1h pre-treatment (pt), 1h pre-treatment plus the full 18h (aspirin), and
vehicle controls. 2 repeats are shown, with 3 replicates considered per condition
for each repeat. One-way ANOVA comparing the mean PGE, produced by

untreated macrophages to other conditions showed no significance, though

overall p < 0.001.

b. Descriptive statistics showing the amount of PGE, produced by 1774

macrophages after 18 hours with different treatments. Two repeats were

performed with different ELISA kits as shown above.
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3.3 Fungal-derived prostaglandins impact cryptococcal parasitism of host

macrophages

To ascertain if the effective prostaglandins in infection are produced by host
macrophages or by the cryptococci themselves, | treated J774 murine macrophage-
like cells with 1 mM aspirin, an irreversible COX inhibitor, to prevent host
prostaglandin production. | then performed time lapse analysis of opsonised H99
and Aplb1 GFP C. neoformans infection (Figures 3.3 and 3.4). | reasoned that if the
prostaglandins promoting virulence were indeed from the fungi, then blocking host
prostaglandin synthesis would bear no effect on fungal proliferation; conversely, if
host prostaglandins affected fungal virulence, inhibiting their production would
affect fungal proliferation. Treatment with aspirin does not affect cryptococcal
prostaglandin production, as BLAST sequence searching and treatment with
indomethacin suggest that Cryptococcus neoformans does not possess
cyclooxygenase enzymes (Erb-Downward and Huffnagle, 2007). For the infection |
used both the wild-type H99 Cryptococcus, as well as the phospholipase deficient
mutant Aplb1. This was to confirm that fungal prostaglandins were required for
intracellular growth; if fungal prostaglandins were indeed responsible for fungal
virulence, removing the ability to synthesise them would reduce fungal intracellular
proliferation, and would not be affected by the inhibition of host COX. Macrophages
were not activated to investigate only the effect of prostaglandins on uptake,

avoiding contribution to phagocytosis from activation.

Treatment of J774 macrophages with a COX inhibitor did not alter the ability of the
cryptococci to replicate intracellularly (Figures 3.5a). The intracellular proliferation
of the cryptococci remained constant when macrophages were untreated, pre-
treated with aspirin, or were treated with aspirin for the duration of the infection,
illustrating that inhibiting host prostaglandin synthesis did not appear to affect
cryptococcal replication (Figure 3.5a relative fold change two-way ANOVA
comparing aspirin treatments p = 0.9750 with no pairwise significance amongst
aspirin treatments for each strain). As previously described (Evans et al., 2015), the

Aplb1 mutant showed reduced intracellular proliferation compared to the
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phospholipase B-containing wild-type H99 strain (Figure 3.5a two-way ANOVA
comparing relative fold change between fungal strains p = 0.0010, pairwise
significance between H99 and Apl/bl only). Furthermore, not only did the
prostaglandin mutant strain show reduced intracellular proliferation, it also
displayed reduced survival, as fungal replication was below zero. This showed that
there was no evidence for the ability of host prostaglandins to affect the ability of
cryptococci to replicate intracellularly, and that fungal prostaglandins were required
for effective intracellular parasitism of host macrophages in a phospholipase B-

dependent manner.

| also compared the proportion of macrophages which contained intracellular
cryptococci. | did this to determine if host or fungal prostaglandins impacted
phagocytic uptake of cryptococci and subsequent infection of macrophages.
Treatment with aspirin did not appear to alter the percentage of macrophages
which phagocytosed cryptococci for each strain (Figure 3.5b two-way ANOVA for
comparing the effect of COX inhibition on uptake p = 0.6502). Here, there was no
evidence that host prostaglandin production increased phagocytosis of cryptococci,
or impaired the ability of cryptococci to inhabit the macrophage intracellular niche.
While aspirin treatment appeared to have no effect on the percentage of
macrophages which contained intracellular cryptococci, macrophage uptake was
affected by the fungal strain (Figure 3.5b two-way ANOVA comparing effect of
fungal strain on uptake p = 0.0037). Here, the percentage of macrophages which
contained Ap/b1 was lower than those which contained the parental H99 strain. This
may have been due to decreased survival of the phospholipase mutant strain within
macrophages, as described previously (Evans et al., 2015); it is possible that
increased killing of Aplb1 cryptococci during the 2 hour infection window before

quantification omitted them from detection and quantification.

Phagocytic index (PI; the number of cryptococci on average contained within each
infected macrophage) was calculated and compared across strains and treatments.
There was no evidence of a significant difference in Pl amongst aspirin treatment

conditions at the start of infection (Figure 3.5¢ two-way ANOVA comparing effect of
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host prostaglandins on phagocytic index p = 0.2582). This suggests that host
prostaglandins did not appear to affect the number of cryptococci per macrophage.
However, the number of cryptococci within each macrophage was lower after
infection with the phospholipase-deficient mutant (Figure 3.5¢ two-way ANOVA
comparing effect of fungal prostaglandins on phagocytic index p = 0.0278, no

pairwise significance).

Taken together, these data show no evidence of host prostaglandins affecting
intracellular fungal proliferation, phagocytosis of fungi, or the number of
cryptococci which were phagocytosed to infect each macrophage (Figure 3.5d).
These results did, however, suggest that fungal prostaglandins were important for
intracellular fungal replication and were likely important for habitation of
macrophages. It should be noted that only two repeats were considered here and
statistical analyses should be considered with caution and viewed as illustrative. The
analysis of a third repeat may provide a more accurate representation of the effect

of COX inhibition and phospholipase B deficiency on fungal growth and infection.
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Figure 3.3. Inhibition of host prostaglandins during H99 infection

J774 murine macrophages were left untreated, were pre-treated with aspirin (pt),
or were administered with aspirin for the duration of 18 hours (aspirin) to inhibit
cyclooxygenase from producing prostaglandins. Images show intracellular
cryptococci within macrophages at 0 hours (a) and 18 hours (b). Aspirin treatments
are shown along the top. H99 GFP C. neoformans are in green, and white dashed

lines mark the outlines of the infected macrophages.
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Figure 3.4. Inhibition of host prostaglandins during Aplb1 infection

J774 murine macrophages were left untreated, were pre-treated with aspirin (pt),
or were administered with aspirin for the duration of 18 hours (aspirin) to inhibit
cyclooxygenase from producing prostaglandins. Images show intracellular
cryptococci within macrophages at 0 hours (a) and 18 hours (b). Aspirin treatments
are shown along the top. Aplb1 GFP C. neoformans are in green, and white dashed

lines mark the outlines of the infected macrophages.
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Figure 3.5. Host cyclooxygenase inhibition does not affect fungal replication or

phagocytosis

J774 murine macrophages were pre-treated (pt) with 1mM aspirin in DMSO for 1h,

were pre-treated with aspirin then left in aspirin for the duration of 18h (aspirin), or

were left untreated. The macrophages were infected with opsonised H99 or Aplb1

GFP C. neoformans for 2h, washed of extracellular cryptococci, and infection was

followed for 18h using time lapse imaging. Mean and standard deviation are

displayed for each condition. 2 repeats are represented, with 2 or 3 replicates per

condition averaged for each repeat. MOI is 10:1 (10 cryptococcal cells : 1

macrophage). Wells infected with H99 GFP are the points in black and wells infected

with Aplb1 GFP are the points in red. It should be noted that because only two

repeats were quantified here, statistics shown here are for illustration only.

a.

Fold change for cryptococci which were intracellular, relative to initial number
of intracellular cryptococci. Aspirin treatment did not appear to alter relative
fungal fold change for H99 or for Aplb1, though relative intracellular fold change
appeared to be higher for H99 than for Ap/b1 (two-way ANOVA comparing effect
of aspirin treatment p = 0.9750, comparing the effect of cryptococcal strain p =
0.0010, pairwise significance only amongst the different strains and not
between aspirin treatments).

Percentage of macrophages which contained intracellular cryptococci at the
commencement of time lapse imaging. Aspirin treatment did not appear to alter
the phagocytic uptake of cryptococci, though a higher proportion of
macrophages appeared to contain intracellular H99 than Aplbl (two-way
ANOVA comparing the effect of aspirin treatment on uptake p = 0.6502,
comparing the effect of fungal strain p = 0.0037).

Phagocytic index (the number of cryptococci contained per macrophage) at the
start of time lapse imaging. Aspirin treatment did not appear to affect the
number of cryptococci contained within macrophages, though Pl appeared to
be lower for macrophages infected with Ap/b1 compared to H99 (two-way
ANOVA comparing effect of host prostaglandins p = 0.2582, comparing the

effect fungal prostaglandins p = 0.0278, no pairwise significance).
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d. Descriptive statistics comparing the intracellular proliferation (IPR), the
percentage of macrophages within intracellular cryptococci at the

commencement of time lapse imaging, and the phagocytic index (PI).
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3.4 Inhibition of host prostaglandin synthesis in vivo does not affect

fungal replication in prostaglandin-deficient C. neoformans

To confirm that it was fungal- rather than host-derived prostaglandins that
conferred fungal virulence in vivo, | aimed to treat zebrafish larvae with aspirin to
inhibit host COX activity, and therefore host prostaglandin synthesis. Unfortunately,
treatment of zebrafish larvae with aspirin over a broad range of concentrations
resulted in severe developmental defects and frequent zebrafish mortality (data not
shown). It is possible that aspirin affects more than cyclooxygenase activity in the
larvae, and has potential downstream effects that sacrifice fish larva development

and overall health.

To circumvent the negative effects of aspirin on zebrafish larva development and
survival, | utilised CRISPR/Cas9-mediated knockdown of the PGE; synthase gene
(ptges) in the zebrafish larva model of infection (Loynes et al., 2018)%. In utilising this
knockdown technology, the effect that host prostaglandins had on cryptococcal
virulence and fungal burden in vivo could be determined. Based on my in vitro assays
where host prostaglandin production was inhibited, | hypothesised that inhibition
of host prostaglandin synthesis in vivo would not affect the ability of cryptococci to

replicate, and fungal burden would not be affected.

Zebrafish larvae were injected with CRIPSR/Cas9 directed against prostaglandin
synthase (ptges””) at the single cell stage at 0 days post fertilization (dpf). As a
control for the introduction of CRISPR/Cas9, we performed CRISPR/Cas9 knockdown
of tyrosinase (tyro”), as knockdown of this gene affects only pigmentation of
CRISPants and does not alter prostaglandin production in zebrafish. Larvae were
genotyped after the duration of the experiments (Figures 3.6b and 3.6d), and any

larvae in which CRISPR/Cas9 was unsuccessful were omitted from analysis.

1 Catherine Loynes in the Renshaw lab performed the CRISPR/Cas9 knockdown
assays, while | performed the infection, infection quantification, and PCR analysis.
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At 2 dpf larvae were infected with H99 GFP or Aplb1 GFP C. neoformans. Fungal
burdens were compared at 0 and 3 days post infection (dpi), as measured by GFP+
pixels per fish (Figures 3.6a and 3.6c). This allowed me to compare fungal burdens
at both timepoints for individual larvae. At 0 dpi, control tyro”" larvae were infected
with a higher inoculum of Aplb1 GFP cells (Figures 3.7a and 3.7d; two-way ANOVA
for each condition compared to AplbI+tyro”- p < 0.0001). While two-way ANOVA
suggested that both host prostaglandin synthase and cryptococcal phospholipase B
contributed to the mean fungal burden at 0 dpi, this was actually just due to higher
doses of cryptococci being injected during infection. This was not intentional and

had no effect on zebrafish survival (data not shown).

After infection, | compared the fungal burdens at 3 dpi between zebrafish larvae
which did (tyro”) or did not (ptges”) contain prostaglandin synthase, and were
infected with either H99 or Aplb1 C. neoformans (Figures 3.7b and 3.7d). If host COX
inhibition failed to affect fungal burden in vivo as it did in vitro, you would expect
no difference in fungal burden between larvae which were ptges”  and tyro”
infected with the same strain of Cryptococcus. If cryptococcal prostaglandins
affected fungal burden in vivo as they did in vitro, you would expect that larvae
infected with H99 would have a higher fungal burden than larvae infected with

Aplb1, regardless of host prostaglandin synthase.

At 3 dpi there was no difference in fungal burden between ptges’- and tyro”" larvae
infected with Aplbl C. neoformans, suggesting that knockdown of host
prostaglandin synthase did not affect Ap/b1 fungal growth (Figure 3.7b; two-way
ANOVA, p = 0.838). However, ptges” larvae infected with H99 showed increased
fungal burden compared to tyro” larvae infected with H99 C. neoformans (Figure
3.7b; two-way ANOVA p = 0.0055, see figure for additional ANOVA comparisons).
These results are conflicting, suggesting that host prostaglandins did not affect
fungal burden when fungi were incapable of producing prostaglandins (4p/b1), but
that they did affect fungal burden when the pathogen was able to synthesise
prostaglandins (H99). This may suggest that active host prostaglandin synthase

actually helped to control cryptococcal infection when fungal prostaglandins were

106



produced. It is also possible that host prostaglandins did not affect fungal burden
but that some off-target effect of tyrosinase knockdown conferred resistance to the
host to reduce fungal burden compared to ptges”- larvae. In fact, tyrosine is oxidised
to melanin, and melanin enhances fungal survival in response to host defence
mechanisms, enabling survival and growth. Therefore, inhibition of tyrosinase could
theoretically lower fungal survival and replication, producing the results reported.
However, this would show an identical effect in larvae infected with Aplb1, yet
tyrosinase ablation did not result in decreased fungal burden in larvae infected with
Aplb1 C. neoformans. Analysis showed that only fungal phospholipase B, not host
prostaglandin synthase, affected the mean fungal burden at 3 dpi (two-way ANOVA;
effect of host prostaglandin synthase on fungal burden p = 0.1353, the effect of

fungal phospholipase B1 on fungal burden p = 0.0044).

Interestingly, fungal burden was not significantly different at 3 dpi between
tyrosinase knockdown larvae infected with H99 and Aplb1 (Figure 3.7b; two-way
ANOVA p = 0.9669). The previous result may hint that loss of tyrosinase decreased
H99 fungal burden, which would hinder H99 growth and allow the fungal burden
Aplbl-infected larvae to ‘catch up’. However, since these control larvae were
injected with a higher dose of Aplb1 than H99 at O dpi it is possible that H99
proliferated better than Apl/b1 to reach a similar fungal burden at 3 dpi. However,
relative fungal fold change was not significantly higher in tyro”" larvae infected with
H99 GFP cryptococci (Figures 3.7c and 3.7d; two-way ANOVA comparing relative
fold change in H99- and Aplbl-infected tyrosinase knockdown larvae p = 0.967).

Finally, at 3 dpi the fungal burden of ptges”- larvae infected with H99 was higher
than for those infected with Aplb1 (Figure 3.7b; two-way ANOVA p < 0.0001), as you
would expect if cryptococcal prostaglandins affected fungal burden but host
prostaglandins did not. It is possible that ablation of host prostaglandin synthase
affected cell types other than macrophages, and that inhibition of host
prostaglandins may have reduced control of fungal infection by acting on these cell
types. However, as macrophages are the main cells to respond to and phagocytose

cryptococci in the zebrafish larva model of infection this seems unlikely (Bojarczuk
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et al., 2016; Davis et al., 2016). Again, analysis showed that fungal phospholipase B
contributed to the final fungal burden, while host prostaglandin synthase had no
effect (two-way ANOVA; host prostaglandin synthase p = 0.1353, fungal
phospholipase B p = 0.0044). Thus, in a zebrafish larva model of cryptococcal

infection, fungal-derived prostaglandins affect the fungal burden at 3 dpi.
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Figure 3.6. Knockdown of zebrafish prostaglandin synthase

To inhibit host prostaglandin synthesis, a guide RNA was designed to target the ATG
sequence of ptges, the zebrafish prostaglandin synthase gene. Tyrosinase
knockdown was used as a control. CRISPR/Cas9 knockdown was performed when

zebrafish larvae were at the single cell stage. Larvae were then infected with H99
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GFP or Aplb1 GFP C. neoformans at 2 days post fertilization (0 days post injection -
dpi), and infections were quantified at 0 and 3 dpi for each larva. Larvae were
genotyped at 3 dpi. Cas9 mutation deletes an Mwol restriction site so that when
digested, successful knockdown prevents the cleavage of genomic DNA. PCR
amplification produced a 345 bp product. Digestion of wildtype DNA produced 184,
109, and 52 bp bands. Heterozygous (ptges*) produced bands at 293, 184, 109, and
52 bp. Homozygous (ptges””) produced bands at 293 and 52 bp. 3 repeats were
performed.
a. 0and 3 dpiinfection of ptges”” larva with H99 GFP C. neoformans.
b. Representative electrophoresis of CRISPant zebrafish larvae infected with
H99 C. neoformans. Lanes show the NEB 50 bp ladder, wildtype undigested
PCR product, fully cut wildtype PCR product, and the Mwol digested genomic
DNA from tyro”- and ptges”” CRISPant zebrafish larvae.
c. 0and 3 dpiinfection of ptges”- larva with Aplb1 GFP C. neoformans.
d. Representative electrophoresis of CRISPant zebrafish larvae infected with
Aplb1 C. neoformans. Lanes show the NEB 50 bp ladder, wildtype undigested
PCR product, fully cut wildtype PCR product, and the Mwol digested genomic

DNA from tyro”- and ptges” CRISPant zebrafish larvae.
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Figure 3.7. Knockdown of host prostaglandin synthase does not affect fungal
replication when infected with Aplb1, but affects replication in H99 infection

Using CRISPR/Cas-9 technology, prostaglandin synthase and tyrosinase genes were
mutated in zebrafish larvae (ptges’  and tyro”’", respectively). Wildtype zebrafish

larvae were infected with H99 and Ap/b1 GFP C. neoformans at 2 dpf (0 dpi). Fungal
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burden was measured as GFP+ pixels per fish. Data from 3 separate repeats are

shown, with no less than 12 larvae considered per condition for each repeat. Each

point is a zebrafish larva, and the mean and standard deviation are represented.

Larvae infected with H99 GFP C. neoformans are in black, and larvae infected with

Aplb1 GFP C. neoformans are in red.

a.

Comparison of H99 and Aplb1 fungal burden at 0 dpi in tyro’" and ptges”
zebrafish larvae. Tyro”" larvae infected with Ap/b1 had the highest fungal burden
(two-way ANOVA, p <0.0001 for each condition compared to tyro”- infected with
Aplb1), and no other larvae showed significantly different levels of fungal
infection. While both the CRISPR knockdown and the Cryptococcus strain
contributed to this difference (two-way ANOVA p < 0.0001 for host
prostaglandin synthase knockdown, p < 0.0001 for cryptococcal phospholipase
B), the higher level of cryptococcal infection here reflects that more cryptococci
injected during infection.

Comparison of fungal burden at 3 dpi. Ptges”" larvae infected with H99 C.
neoformans showed significantly higher fungal burden compared to other
conditions (two-way ANOVA, for H99 + ptges”- compared to: H99 + tyro” p =
0.0055, Aplb1 + tyro”- p = 0.0186, and Aplb1 + ptges”- p < 0.0001). There was no
other pairwise significance, and while knockdown of host prostaglandin
synthase had no effect on final fungal burden (two-way ANOVA p = 0.1353), the
absence of fungal PIb affected final fungal burden (two-way ANOVA p = 0.0044).
Relative fold change compared to fungal burden at 0 dpi. H99 infection of
ptges” larvae yielded a higher relative fold change compared to other
conditions (two-way ANOVA, H99 + ptges”- compared to: H99 + tyro”" p =
0.0033, Aplb1 + tyro”" p = 0.0004, Aplb1 + ptges”" p < 0.0001). There was no
other pairwise significance between conditions. However, host prostaglandin
synthase and fungal phospholipase B both contributed to differences in mean
fold change (two-way ANOVA; host prostaglandin synthase p = 0.0139,
Cryptococcus strain p = 0.0005, interaction p = 0.0200).

Descriptive statistics comparing the GFP+ fungal burdens of larvae at 0 and 3
days post infection, and the relative fold change in fungal burdens for larvae

under the different conditions.
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3.5 Cryptococcus induces host PPAR-y nuclear translocation in a

phospholipase B-dependent manner

Having established that Cryptococcus produces prostaglandins that confer fungal
virulence, | examined the effect of fungal prostaglandins on host cell signalling.
Cryptococcus produces prostaglandins which are indistinguishable from host
prostaglandins; it has therefore been suggested that it is possible for cryptococcal
prostaglandins to interfere with host signalling to manipulate the host immune cell
responses (Noverr et al., 2001). For example, a study showed that activation of
PPAR-y by 15d-PGJ2 resulted in dampening of macrophage activation and inhibition
of induction of the iNOS promoter — activity which is important for the clearance of
microorganisms (Ricote et al., 1998). While this study showed that PGE; did not
affect iNOS promoter activity when transfected with a PPAR-y expression plasmid,

it did not examine how PGE; affects PPAR-y expression.

Recently, we showed that PGE; produced by Cryptococcus must be dehydrogenated
to 15-keto-PGE; to enhance fungal virulence (Evans et al., 2019). 15-keto- PGE;
potently binds PPAR-y in competitive ligand binding assays in preadipocyte cells
(Chou et al., 2007), and while this cell type is not relevant to my work, it
demonstrates that 15-keto- PGE: is capable of inducing PPAR-y receptor activation,
which in turn may induce transcription in affected cells. Because Cryptococcus
produces PGE; which is dehydrogenated to 15-keto-PGE,, it is important to discern
the potential impact this has on host PPAR-y signalling, as this could affect the

outcome of infection.

To determine how fungal-derived prostaglandins affect host PPAR-y activation, |
infected J774 murine macrophages with H99 GFP and Ap/b1 GFP C. neoformans for
18 hours. Troglitazone, a potent agonist of PPAR-y, was used as a positive control as
it has been shown to activate PPAR-y in a zebrafish model (Tiefenbach et al., 2010).
DMSO was used as a negative control. | then performed immunohistochemistry to
determine if PPAR-y was activated in host cells, inducing its translocation to the

nucleus (Figure 3.8a). Upon ligand binding and activation, cytosolic PPAR-y
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translocates to the nucleus, and activation therefore results in higher nuclear PPAR-

y staining compared to the cytosol.

Quantification of mean nuclear staining revealed that infection with H99
Cryptococcus significantly increased PPAR-y nuclear staining compared to both the
uninfected DMSO and troglitazone controls, inducing its translocation to the
nucleus during infection (Figures 3.8b, 3.8c, and 3.8d; H99 GFP compared to each
other condition by one-way ANOVA p <0.0001). Furthermore, nuclear translocation
was significantly higher in wildtype H99 infection compared to the phospholipase-
deficient mutant, confirming that C. neoformans activates PPAR-y in a
phospholipase Bl-dependent manner (Figures 3.8b and 3.8c; one-way ANOVA
comparing H99 and Ap/b1 p < 0.0001). Nuclear staining for PPAR-y in Ap/b1-infected
macrophages was not significantly different compared to DMSO when repeats were
combined, (Figure 3.8b; one-way ANOVA p = 0.0647), though translocation was
lower than DMSO in individual repeats (Figure 3.8c; one-way ANOVA p <0.0001).
This suggests that infection with Aplb1 C. neoformans did not activate host PPAR-y.
Alternatively, DMSO may have interfered with labelling, or may have induced some
PPAR-y translocation. Nonetheless, Aplb1-deficient C. neoformans did not induce
the activation of PPAR-y compared to wildtype C. neoformans or uninfected
controls. Thus, fungal prostaglandins are required to activate host PPAR-y immune

signalling.
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Figure 3.8. Cryptococcal activation of host PPAR-y results in nuclear translocation

and is phospholipase B-dependent

J774 macrophages were infected with opsonised H99 GFP or Aplbl GFP C.
neoformans for 18 hours, or were treated with a vehicle control (DMSO) or a
positive control (troglitazone — trog, TLT). Cells were then washed and stained with
PPAR-y antibody, then imaged. Nuclear grey value represents the fluorescence of
the PPAR-y antibody localised to the macrophage nucleus. 3 repeats are shown,
with no fewer than 102 cells total considered per treatment. Red points are cells
infected with Aplb1 GFP C. neoformans. Means and standard deviations are shown.
a. Example images of immunofluorescence experiments in J774 macrophages
staining for PPAR-y nuclear localization. Images provided are from the Cy3
channel (PPAR-y) and the corresponding cell in DIC. The area of the nuclei is
marked with a white dotted line. Cells were imaged at x60 magnification, and
scale bar is 10 uM.

b. Quantification of mean nuclear grey value of J774 macrophages treated with
DMSO or troglitazone (TLT — a PPAR-y agonist), or infected with H99 GFP or
Aplb1 GFP C. neoformans. Three repeats are shown, with n =115, 102, 151, and
123 cells quantified for each respective condition. Pairwise significance as
calculated by one-way ANOVA is illustrated (DMSO v H99 GFP p < 0.0001, TLT vs
H99 GFP p < 0.0001, TLT vs Aplb1 GFP p = 0.0367, H99 GFP v Aplb1 GFP p <
0.0001). When repeats were grouped there was no significant difference
between DMSO and the TLT positive control, but there was a significant increase
in nuclear grey value for TLT in individual repeats as shown in (c) below.

c. Nuclearintensity of one repeat as a representative to demonstrate that TLT does
in fact induce PPAR-y translocation to the nucleus. No less than 22 cells were
quantified for each condition. One-way ANOVA determined p < 0.0001 for each
pairwise comparison.

d. Descriptive statistics showing the mean nuclear intensity for individual J774
macrophages under each condition over all three repeats, and for the

representative repeat.
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3.6 Discussion

3.6.1 The effects of prostaglandins on cryptococcal proliferation

Many microbes produce prostaglandins which may affect the interactions between
the host and the pathogen, whether through modulation of virulence factors or
modification of the host immune response. For example, C. albicans and C.
neoformans both produce prostaglandins which impair lymphocyte proliferation,
reduce macrophage chemokine IL-8 and TNF-a production, and promote IL-10
expression in murine splenocytes (Noverr et al., 2001), demonstrating a potential
role for fungal-derived prostaglandins in modification of the host immune response.
Alternatively, one study showed that A. fumigatus prostaglandins were beneficial
for host survival, reducing fungal survival in response to oxidative stress and
suggesting a role for host-pathogen crosstalk in determining infection outcome
(Tsitsigiannis et al., 2005). Interestingly, while hosts produce prostaglandins in
response to infection, they may be exploited by the pathogen to produce
detrimental infection outcomes. For example, overexpression of host COX-2 by
airway epithelial cells in transgenic mice resulted in reduced Pseudomonas
aeruginosa clearance (Park et al., 2007), where inhibition of host COX-2 resulted in
enhanced clearance during murine lung infection (Sadikot et al., 2007). Here, over-
expression of host prostaglandins, either through the use of transgenic models or in
response to bacterial infection, was beneficial for the invading pathogen and led to
increased infection burden. Because both pathogens and hosts produce
prostaglandins which may affect the progression of infection, determining the
source and the targets of these signalling molecules is important in understanding

host-pathogen interactions.

Cryptococcus neoformans produces prostaglandins which are indistinguishable
from those produced by host cells (Noverr et al., 2001). This means that this
devastating pathogen may produce lipid mediators which are capable of interfering
with host signalling, potentially enabling pathogenic immune evasion and host
immune manipulation. As such, it is important to determine the source of

prostaglandins during infection; are these mediators produced by the host to
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control infection? Or are they are produced by the pathogen to impair host

immunity and affect virulence?

To determine if host prostaglandins affected fungal virulence in cryptococcal
infection, | used aspirin to irreversibly inhibit host prostaglandin synthesis, leaving
fungal prostaglandin production intact and enabling me to discern the contribution
of each source of eicosanoids. Inhibiting prostaglandin production by J774
macrophages failed to produce an increase in fungal intracellular replication when
compared to untreated control macrophages. As the loss of host prostaglandins did
not induce enhanced fungal proliferation, this suggested that the presence of host
prostaglandins did not act to inhibit intracellular cryptococcal growth during
infection, and that inhibition of host prostaglandin synthesis did not affect
cryptococcal proliferation in vitro. Furthermore, no reduction in cryptococcal
replication was seen after COX inhibition of J774 macrophages, showing that host
prostaglandins were also not required by the cryptococci for growth in vitro. Indeed,
if host prostaglandins were beneficial to cryptococci for growth then the loss of this
resource would impair cryptococcal growth. During a murine infection with
Histoplasma capsulatum, inhibition of host prostaglandin synthesis resulted in
reduced fungal burden and increased host survival (Aparecida et al., 2013),
demonstrating how host prostaglandin production supported fungal growth in the
absence of COX inhibition during H. capsulatum infection. However, while
macrophage prostaglandins did not affect fungal growth during cryptococcal
infection, infection with phospholipase-deficient strain of Cryptococcus neoformans
resulted in lower intracellular proliferation, as shown previously (Evans et al., 2015).
Here, fungal prostaglandin production was required for effective intracellular

parasitism of host macrophages by cryptococci.

3.6.2 The effect of prostaglandins on occupation of macrophages
As phagocytosis is important for host control of infection, | also quantified the effect
of prostaglandins on phagocytosis. | found that inhibition of host COX also did not

affect the phagocytosis of cryptococci. The proportion of macrophages which
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contained intracellular cryptococci was not affected by lack of host prostaglandins,
but was instead lowered by the deficiency of fungal phospholipase. Since
Cryptococcus uses host macrophages as an intracellular niche to evade killing and
safely replicate, considering the proportion of macrophages which contain
intracellular cryptococci may also be used as a measurement of cryptococcal
parasitism of host macrophages. After COX inhibition of J774 macrophages,
phagocytic index was not significantly different between host COX inhibition
conditions, showing that macrophages were equally capable of phagocytosing
similar numbers of cryptococci and that host prostaglandin production did not affect
this. However, fewer macrophages engulfed the phospholipase-deficient mutant,
and the Pl was lower between cryptococcal strains. This lower level of invasion of
host macrophages by the Aplbl strain may suggest that Aplb1 fungi were less
successful at invading the host intracellular niche, and this may account in part for
the reduced virulence of this strain. Taken together, the results of this in vitro assay
showed that host prostaglandin synthesis was not a determinant of fungal
replication or successful parasitism of host macrophages, and that fungal

phospholipase activity was important to confer fungal virulence.

These results contrast with a previous study by Evans et al. showing that while the
percentage of macrophages which phagocytosed cryptococci was not significantly
different between macrophages infected with wildtype H99 and Apl/b1 cryptococci,
the total number of cryptococci ingested was higher for Ap/b1 mutant cryptococci
(Evans et al., 2015). While this may suggest that fungal phospholipase B deficiency
led to greater uptake by macrophages, Evans et al. relied on fixation of macrophages
and imaging of coverslips; the imaging process in this case may have washed away
some of the H99-infected macrophages, inflating the measured uptake of Aplb1 by
macrophages. In my assays, performing time lapse imaging prevented the removal
of any infected cells and allowed me quantify fungal uptake in living macrophages.
Furthermore, | did not activate macrophages to avoid drawing conclusions based on
any factor other than phagocytic uptake in different host COX conditions; this may
have contributed to the differences in reported results, as activation may affect

differential uptake between strains. Alternatively, uptake of the less virulent Aplb1
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strain may have induced individual macrophages to phagocytose successive
cryptococci; however, | did not observe this during time lapse analysis. Nonetheless,
Evans similarly showed that the IPR was lower for the mutant cryptococci, a result
mirrored in my experiments. This reduced replication within the host niche again
shows that Aplbl cryptococci were less able to exploit the host macrophage

intracellular niche for replication.

While host COX inhibition in my J774 macrophage model of infection did not affect
cryptococcal uptake or intracellular proliferation, fungal prostaglandins affected the
ability of cryptococci to parasitize macrophages, both in terms of macrophage
invasion (percentage of macrophages with intracellular cryptococci), and replication
within the macrophage intracellular niche. This suggests not only that cryptococcal
prostaglandins enabled successful colonization of host immune cells, but that their
absence may have failed to attenuate the macrophage permissiveness to
intracellular infection, thus hindering the ability of the cryptococci to replicate
within the hostile macrophage intracellular niche. In fact, one study showed that
administration of PGE; to murine BMDMs reduced superoxide production by the
macrophages in response to P. aeruginosa infection, demonstrating that
prostaglandins may attenuate the microbicidal activity of macrophages (Sadikot et
al., 2007). Indeed, bacterial virulence factors regulate macrophage COX-2 activity
and subsequent PGE; production in order to modulate macrophage polarisation and
subsequent microbicidal activity in Salmonella Thyphimurium and Yersinia
enterocolitica infections (Sheppe et al., 2018). Thus, the reduced parasitism of the
Aplb1 strain of C. neoformans may be due to the failure of the cryptococci to temper
the polarisation of macrophages, hindering the ability of Ap/b1 cryptococci to thrive

and replicate within the macrophage intracellular niche.

3.6.3 Fungal prostaglandins confer virulence in vivo

To determine the effect of prostaglandins on in vivo cryptococcal infection, |
specifically inhibited host prostaglandin synthesis in a zebrafish model of infection.

CRISPR/Cas9 knockdown of host prostaglandin synthase in a zebrafish lava model of
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infection showed that H99 infection of ptges”” larvae resulted in increased fungal
burden at 3 dpi compared to the tyro”/- control. This suggests that host
prostaglandins may have actually inhibited fungal growth to some extent in an in
vivo model of infection, similar to how PGE; induces Y. enterocolitica clearance in
vitro (Sheppe et al., 2018). A similar increase in burden has previously been reported
for prostaglandin synthase knockout mice infected with S. pneumoniae, where host
PGE;, was necessary for control of bacterial growth (Dolan et al., 2016). However,
because host prostaglandin inhibition in vitro (via COX inhibition of 1774
macrophages) had no effect on cryptococcal growth within macrophages, it is
possible that in vivo knockdown of host prostaglandin synthase may have affected
cells beyond macrophages. Other immune cells such as neutrophils are likely
involved in the control of cryptococcal infection in larvae (Davis et al., 2016), and
inhibition of PGE; production by these cells in the ptges”” fish may have enabled the
uncontrolled growth of the cryptococci compared to control larvae. Furthermore,
knockdown of prostaglandin synthase in mice not only inhibited PGE, production,
but also induced alternative prostaglandin production in response to bacterial
infection (Dolan et al.,, 2016). If alternative anti-microbial prostaglandins were
produced in ptges” larvae in response to cryptococcal infection, these may have
affected the fungal burden in ptges” larvae. Finally, the increased burden in ptges
/- zebrafish may reflect a reduced virulence of H99 larvae in zebrafish lacking
tyrosinase. Because tyrosinase is involved in melanin production, and melanin
confers virulence to cryptococci, the loss of this resource in the tyro”" larvae may
have lowered the resistance of fungi to host stressors and resulted in less fungal

growth (or higher fungal killing by host cells) in the tyrosinase mutant.

However, in vivo knockdown of host prostaglandin synthase had no effect on Aplb1
infection burden at 3 dpi, suggesting that host prostaglandins had no effect on
fungal virulence during Aplb1 infection. It is interesting that there was no increase
in fungal burden in the ptges” larvae compared to the tyro” control larvae when
infected with the phospholipase-deficient strain, as was the case in the wildtype
H99 strain. This suggests that the ability of the host to produce PGE; did not affect

cryptococcal growth in vivo, and while host prostaglandins were not important for
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the control of Aplbl infection, they may have been when infected with
prostaglandin-producing cryptococci. Here, there may be some cross-talk between
host and cryptococcal cells which involved fungal-derived prostaglandins. During in
vitro macrophage infection fungal prostaglandins were important for intracellular
replication within host macrophages with no apparent effect of host prostaglandins;
however, host prostaglandins produced by cells other than macrophages may have

aided in the control of fungal infection in vivo.

While the evidence suggests that host prostaglandin production may not be critical
in affecting Cryptococcus infection, again fungal prostaglandins affected fungal
growth. When comparing ptges”” larvae infected with H99 and Aplb1, fungal
prostaglandin production resulted in higher fungal burden. Relative fungal fold
change, representing overall growth per fungal cell over the 3 days, was higher for
H99 compared to Aplb1 cryptococci in ptges”” larvae. While 3 dpi fungal burden and
relative fungal fold change were not significantly different between H99 and Aplb1
in tyro”" larvae, the fact that there was a higher fungal burden of Ap/b1 at 0 dpi and
the fungal burdens were not significantly different 3 days later suggests that H99
fungi replicated more efficiently than Aplb1 in the tyro-/- larvae, though statistical
significance was not achieved. This again suggests that fungal-derived

prostaglandins were important for fungal virulence in vivo.

3.6.4 Downstream effects of prostaglandin signalling on immune

polarisation

The effects of prostaglandin production must be considered carefully, especially as
they can have an immunomodulatory effect on host immune response. The
pathogenic fungus Paracoccidioides brasiliensis, for example, produces
prostaglandins which confer viability in culture (Biondo et al., 2010; Bordon et al.,
2007). Interestingly, Soares et al. treated monocytes with indomethacin to prevent
prostaglandin production, which induced the monocytes to kill the P. brasiliensis
cells (Soares et al., 2001). While the source of prostaglandins was not specifically

investigated, inhibition of prostaglandin production induced fungicidal activation by
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the phagocytes, suggesting that during this infection prostaglandins were beneficial
for the pathogen and detrimental for the phagocytes. Furthermore, killing of the
fungi required only low levels of TNF-a production when prostaglandin production
was inhibited, where the immune response required both high levels of TNF-a and
IFN-y when prostaglandin production was allowed; this suggests that immune
modulation in the presence of prostaglandins inhibited activation and killing of fungi
by monocytes (Soares et al., 2001). Thus, modulation of immune signalling and
activation represents a potential source of immune interference induced by

prostaglandins, which may act similarly during cryptococcal infection.

As modulation of host immune response by pathogens can affect infection
progression, determining the effect of fungal prostaglandins on immune signalling
and polarisation may illuminate the mechanism by which Cryptococcus utilises
prostaglandins to enhance intracellular parasitism. Another eicosanoid species,
15d-PGJ;, modulates the cytokine profile in the onset of inflammation, as well as the
influx and efflux of immune cells from sites of inflammation (Rajakariar et al., 2007).
15d-PGJ; signalling can shift cytokine secretion from the pro-inflammatory Thl
(TNF-a) profile toward a more anti-inflammatory, Th2 (IL-10) profile — which in turn
has the ability to affect macrophage polarisation. Indeed, 15d-PGJ; activates host
PPAR-y and produces an anti-inflammatory phenotype during inflammation (Alleva
et al., 2002; Kawahito et al., 2000b; Maggi et al., 2000). 15d-PGJ; has been shown to
repress inflammatory response genes in mouse macrophages (Pascual et al., 2005),
especially iNOS mRNA transcription and gene expression (Ricote et al., 1998). iNOS
expression is important in the pro-inflammatory M1 response against Cryptococcus,
and as such, host PPAR-y activation has the potential to influence macrophage
defence against cryptococcal infection. As such, | investigated the effect of fungal

prostaglandins on host PPAR-y activation.

In performing PPAR-y antibody staining after cryptococcal infection of 1774
macrophages, | showed that infection with wildtype C. neoformans induced host
PPAR-y activation and nuclear translocation. Phospholipase-deficient C. neoformans

infection resulted in a much lower level of PPAR-y activation compared to infection
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with H99, showing that fungal prostaglandin production was required for efficient
activation of macrophage PPAR-y. These results are interesting because they
showed that fungal prostaglandins have the capability to interfere with host
immune signalling. While the specific molecular effects of fungal activation of host
PPAR-y were not determined here, this experiment showed that Cryptococcus is
capable of manipulating host immune signalling and, thus, the outcome of infection.
For example, in down-regulating host iNOS activity through PPAR-y activation as
shown with 15d-PGJ, (Ricote et al., 1998), Cryptococcus may prevent its own

destruction, enhancing intracellular proliferation and overall virulence.

Through further experiments utilising a PPAR-y reporter zebrafish line, fungal
prostaglandins were shown to activate host PPAR-y, and this enhanced the growth
of the fungi in vivo (Evans et al., 2019). These results showed that fungal
prostaglandins enhanced growth in a zebrafish model of infection, and this was
related to PPAR-y activation by fungal the fungal eicosanoid 15-keto-PGE;, a
derivative of PGE,. While 15-keto-PGE; has previously been shown to act as a PPAR-
y ligand, (Chou et al., 2007), these combined results presented a novel mechanism
by which cryptococcal prostaglandins, specifically 15-keto-PGE,, promote fungal
virulence through PPAR-y activation (Evans et al., 2019). As PGE, metabolites are
capable of activating macrophage PPAR-y, potentially tempering the host
intracellular environment to one permissive to intracellular growth, failure to do so
by the phospholipase mutant of C. neoformans may be one way in which it fails to

successfully exploit the macrophage intracellular niche.

3.7 Conclusions and future work

Altogether, | have demonstrated that host-derived prostaglandins are not required
for successful cryptococcal parasitism of macrophages, that they may play some
role in controlling fungal infection through actions outside of macrophage control,
and that fungal-derived eicosanoids can manipulate macrophage signalling to
promote virulence. Various pathogenic fungi are capable of not only altering host

prostaglandin production and downstream immune response, but also produce
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functional prostaglandins which may interfere with control of infection and
promote virulence (Noverr et al., 2001). While the direct molecular mechanisms by
which fungal prostaglandins promote intracellular parasitism of host macrophages
is yet to be completely understood, we know that cryptococcal prostaglandin
production is important for intracellular replication and PPAR-y activation (Evans et
al., 2015, 2019). Future experiments should explore the specific effects that
macrophage PPAR-y activation has on the polarisation of infected macrophages and
how this affects cryptococcal intracellular parasitism, potentially through the use of

single-cell RNA-sequencing and cytokine secretion assays.

Through inhibition of host prostaglandin production in vitro, | showed that host
eicosanoids did not affect fungal replication within the macrophage intracellular
niche. However, specific PGE; inhibition via prostaglandin synthase knockdown in
vivo provided less clear results; this suggested that other host-derived eicosanoids
may have affected cryptococcal virulence, or that host- and pathogen-derived
prostaglandins may interact to produce conflicting or intermediate effects. As such,
the potential eicosanoid cross-talk between invading pathogen and defending host
should be investigated in finer detail to discern exactly how host and pathogenic

prostaglandins interact, and what factors drive their action in different cell types.

While there are persisting questions into how prostaglandins affect cryptococcal
virulence and intracellular parasitism, the work | have done provides further
evidence that cryptococcal prostaglandins enhance cryptococcal exploitation of the

host macrophage intracellular niche and subsequent fungal pathogenic success.
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Chapter 4. Cryptococcus-macrophage interactions are not affected by

the multiplicity of infection

4.1 Introduction

The study of infectious diseases has progressed over the years as technology has
improved our ability to image, quantify, and produce experimentally-determined
evidence from models that previously produced only broad understanding into how
pathogens interact with the host immune system. Still, current modes of studying
infection provide insight into the pathogenicity of disease, but fail to determine the
effect of host-pathogen interactions on disease progression and outcome. While
correlations are drawn between the level of infection and the outcome, often
studies neglect to address the effect of infection dose on interactions between
pathogens and phagocytes — interactions which can be crucial in deciding the fates
of both the pathogen and the host. In this chapter | will address how cryptococcal

infection burden affects interactions with host macrophages.

4.1.1 The effects of population density on pathogen survival

The relationship between microbial density and physiological action has long been
recognized, and largely began with study of S. pneumoniae competence (Tomasz,
1965) and the discovery of density-dependent autoinduction of luminescence in
marine bacteria (Kempner and Hanson, 1968; Nealson et al., 1970). Today, many
bacteria are known to possess mechanisms of sensing culture density, and the
production of ‘quorum sensing’ (QS) molecules enables the expression of genes
which enhance cooperative survival, fitness, and pathogenicity of some pathogens
in response to population density and environmental cues (Antunes and Ferreira,
2009; Bassler and Losick, 2006; Caetano et al., 2010; Castillo-Judrez et al., 2015; Li
and Nair, 2012).

In order to survive and grow, whether in nature or in a host, pathogens must possess

the ability to sense and respond to the environment. To ensure endurance of the

population at levels that enable survival and eventually active infection, they must
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also retain the ability to signal amongst members of the group. In many cases,
pathogens can sense population density and coordinate a group response to ensure
survival in adverse conditions. One way in which bacteria do this is by limiting
exhaustion of nutrients, sacrificing members of the group if necessary. In utilising a
glucose starvation model of Escherichia coli, Takano et al. found that E. coli not only
recycled nutrients from dead cells, but that the bacteria purposely aimed to produce
a high cell density during exponential growth in order to harvest nutrients from cells
which they sacrificed in times of nutrient scarcity (Takano et al., 2017). In doing so,
E. coli ensured that there was a reserve of nutrients among the group from which
they could draw sustenance in times of stress. Interestingly, the population growth
rate of the bacteria in starvation conditions decreased with increasing inoculum, but
not due to nutrient availability. Instead, the bacteria stopped growing at a density
that allowed the same number of cells to grow again if the supernatant was used
for growing E. coli from the start of the death phase. This suggests that these
bacteria sensed the population density of viable cells and adjusted their growth
accordingly to allow the long-term survival of the population in a feedback-type
manner. While this study did not identify the molecular mechanisms employed by
E. coli to regulate population density, it is known that E. coli possesses homoserine
lactone — a molecule related to acylated homoserine lactones, quorum sensing
molecules of bacteria — which lowers population density of E. coli during starvation
(Huisman and Kolter, 1995; Phaiboun et al., 2015). Though these experiments were
not performed in vivo, and the density-dependent phenomenon discussed here was
not present during nutrient-rich growth conditions, they demonstrate a change in
growth phenotype in response to environmental and population cues to enable

microbial survival.

Another way in which a subpopulation of microbes sacrifice for the survival of the
population as a whole is the density-dependent-signalling which prevents
population phage infection. E. coli utilises a toxin-antitoxin mechanism to induce, or
repress, cell death through the mazEF operon. In times of stress, transcription of the
antitoxin (mazEk) is inhibited, resulting in accumulation of the toxin (mazF) and

leading to bacterial cell death. An extracellular death factor is required to initiate
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the process; this factor is produced in a density-dependent manner in E. coli, and
acts as a quorum sensing autoinducer that is effective at threshold concentrations
(Kolodkin-Gal et al., 2007). The induction of this process is associated with stresses
such as infection by phages, which pose a threat to the bacterial community (Hazan
and Engelberg-Kulka, 2004). The prevention of antitoxin transcription, and thus cell
‘suicide’ by toxin production, prevents the growth of the phage within the infected
cell, and also inhibits phage spread to the bacterial population as a whole, leading
to phage exclusion and survival of the E. coli population (Hazan and Engelberg-Kulka,

2004).

While the ability to perceive microbial population density enables the efficient use
of available nutrients, and may protect the population from harm by phages, all
microbes in a population do not need to possess the ability to sense and respond to
density. In fact, sensing population density often leads to the production of excreted
products for use by the group — a task which involves the expenditure of energy. To
cope with this, some microbes “cheat” and utilise the products produced by fellow
microbes within the population without producing any themselves. In a wax moth
model of S. aureus infection, density-dependent response is a cooperative social
trait that promotes staphylococcal virulence. For example, a quorum-sensing
mutant S. aureus is less virulent than the wild type strain, and causes less wax moth
death compared to the wild type (Pollitt et al., 2014). However, mutant quorum
sensing staphylococci “cheat” and exhibit increased fithess when in a mixed
population with staphylococci which are capable of producing quorum sensing
molecules. This is possible as long as the bacteria with are capable of producing
quorum sensing molecules remain the majority (Pollitt et al., 2014). Here,
involuntary sacrifice by some bacteria for the exploitation of others is beneficial to

the population as a whole.

Fungi also utilise density-dependent cues to enhance survival. C. albicans utilises
density-dependent signalling to protect itself from oxidative stress through the
production of the quorum sensing molecule farnesol (Deveau et al., 2010). With the

increase of population density, C. albicans becomes more resistant to hydrogen
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peroxide. Suspension of C. albicans in conditioned media from stationary-phase
culture results in greater resistance to oxidative stress, suggesting a possible role for
a density-dependent secreted factor, such as farnesol, in C. albicans survival
(Westwater et al., 2005). However, the addition of farnesol does not completely
recapitulate the resistance to oxidative stress provided by conditioned medium;
indeed, addition of farnesol to fresh media results in resistance above that of fresh
media alone, but fails to achieve survival upon oxidative threat similar to C. albicans
suspended in conditioned media, even when farnesol production is enhanced
(Westwater et al.,, 2005). This suggests that farnesol may not be the only
extracellular factor to confer protection against reactive oxygen species. However,
upregulation of farnesol production does increase survival during oxidative stress,
implicating that this quorum sensing molecule is produced by C. albicans in a dose-

dependent manner that confers some enhanced survival in harsh circumstances.

Interestingly, Shirtliff et al. have shown that C. albicans produces ROS which can
result in fungal cell death; however, they have suggested this as a potential
mechanism to regulate apoptosis in order to reduce cell number and therefore
strain on nutrients in high-density biofilms (Shirtliff et al., 2009). To further aid in
the survival of the population during times of stress, it has also been shown that
qguorum sensing, especially through farnesol, inhibits gene translation and protein
synthesis in C. albicans and S. cerevisiae (Egbe et al., 2017; Shirtliff et al., 2009). By
inhibiting translation of genes related to growth and filamentation, less energy is
spent on morphological development, a frugal tactic which is useful in times of
stress and nutrient starvation. As discussed with bacteria above, fungi are able to

sacrifice some of their population for the good of the population as a whole.

4.1.2 Density-dependent pathogen morphology

Beyond survival, density-dependent quorum signalling within bacterial populations
has other effects on the community. For example, many bacteria receive signals
from fellow cells and the environment to induce morphological changes. These

changes serve the purpose of enabling microbial penetration and pathogenic
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dissemination, enhancing the fitness of the group as a whole. One important
example of this is when bacteria utilise population density cues to release DNA from
cells, aiding in successful biofilm formation. Competence is the process by which
bacteria take up extracellular DNA from their environment through transformation
— a process which first requires DNA to be released from donor cells. In
Streptococcus pneumoniae, competence is cell density-dependent and requires
‘macromolecular’ pheromones, or quorum sensing molecules, to induce release of
DNA (Sigve Havarstein et al., 1995; Tomasz, 1965; Tomasz and Hotchkiss, 1964).
Competence-induced streptococcal lysis and DNA release via quorum sensing is
important for S. pneumoniae biofilm formation, which is beneficial for bacterial
survival and virulence (Moscoso et al., 2006). Interestingly, this lysis and release of
DNA occurs only in a fraction of bacterial cells (Steinmoen et al., 2002), enabling the

remaining cells within the biofilm to aggregate and survive within the biofilm colony.

Pathogenic fungi also possess the ability to sense population density and coordinate
morphological responses within the population. In fact, multiple quorum sensing
molecules have been discovered that are produced by fungi, with farnesol and
tyrosol being the most widely studied. C. albicans is a dimorphic fungus that displays
an “inoculum size effect”, where it switches from filamentous, hyphal form to a
budding yeast phenotype as population size increases to a threshold of 10° cells/ml.
Hornby and colleagues discovered that if C. albicans was cultured in spent,
conditioned media, a secreted factor within the media induced a morphology
change from a hyphal form to yeast; here, the quorum sensing molecule farnesol
was found to be responsible for this effect (Hornby et al., 2001). In fact, treatment
of C. albicans with commercially purified farnesol produced the same morphology

switch that is observed at 10° cells/ml (Hornby et al., 2001).

This density-dependent effect is interesting because germ tube formation leading
to a hyphal morphology is important in producing architecturally complex, stable
biofilms. However, farnesol disables C. albicans biofilm development through
inhibition of hyphae formation in a dose-dependent manner (Ramage et al., 2002).

Biofilms are employed by microbes not only to enable group cooperation, but also
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typically provide protection from adverse conditions, including administration of
pharmaceutical medications. Yet, one study showed that farnesol production by C.
albicans resulted in thinner biofilms which lowered resistance to the antifungal drug
fluconazole, compared to C. albicans in the absence of farnesol (Yu et al., 2012).
However, to understand the role of farnesol in hyphae and biofilm development, it

is also important to consider the actions of tyrosol.

Shortly after Hornby isolated farnesol as a quorum sensing molecule in C. albicans,
Chen et al. found that conditioned media from high density cultures shortened the
lag phase of growth in low density C. albicans cultures, and found tyrosol to be
partially responsible for the effects seen (Chen et al., 2004). Indeed, when
exogenous tyrosol was added to low density cultures, the C. albicans abolished the
lag phase and initiated exponential growth (Chen et al., 2004). However, tyrosol was
not the only compound responsible for the resumption of exponential growth, as
the concentration of tyrosol added exogenously was much higher than
concentrations detected in conditioned media, illustrating the need for additional

qguorum sensing molecules — potentially farnesol.

As with farnesol, the presence of tyrosol at specific population densities induces
morphological effects. In the experiment above, addition of exogenous tyrosol
prompted the switch from a yeast morphology to the induction of hyphal growth
(Chen et al., 2004). However, at high cell densities C. albicans switched from a
hyphal form to a free yeast morphology through the action of farnesol, suggesting
that farnesol prevailed over tyrosol in determining phenotypes at high cell
concentrations (Hornby et al., 2001). Indeed, work carried out by Alem et al. showed
that tyrosol and farnesol were important during different phases of biofilm
development. During early phases of biofilm development, tyrosol increased
hyphae formation, especially between 2 and 6 hours. However, later during biofilm
formation farnesol was produced at higher concentrations, and promoted the
planktonic yeast morphology over a hyphal form, enabling the release of yeast from
the biofilm and promoting the dispersal of the fungus (Alem et al., 2006). Here, fungi

were able to signal within a densely packed community to sense population density
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and promote different phenotypes at different cell concentrations. This enabled the
production of a structure that was advantageous for survival, followed by the
release of yeast to propagate infection and develop new biofilms in areas where
there was higher nutrient availability (Alem et al., 2006; Ramage et al., 2002). The
ability to switch between yeast and hyphal forms is useful for C. albicans
pathogenicity, as the hyphal form is more invasive, and the small size of the yeast
form is especially advantageous for dissemination. As such, density-dependent

morphological changes in pathogenic fungi also impact fungal virulence.

In a similar manner, the bacterium Vibrio cholerae utilises quorum sensing to
suppress thick biofilm formation (Zhu and Mekalanos, 2003). The formation of
biofilms of appropriate thickness enables individual bacteria within to detach from
the biofilm and colonise target tissue in the planktonic form. The ability to perceive
culture density and respond in a way that prioritises group phenotypic coordination
is so crucial in V. cholerae infection that redundant, robust quorum sensing
mechanisms are employed by this bacterium (Jung et al., 2015). Thus, while the
ability to form biofilms is important for many infectious pathogens because it
affords the cells within protection, biofilms must be properly structured in order to
confer any advantage. Quorum sensing systems within populations support the
switches necessary for the adoption of appropriate phenotypes and group

morphologies.

4.1.3 Density-dependent microbial virulence

While population density detection and response certainly affect survival and
phenotype, an important factor in infection is virulence. In fact, in many bacterial
guorum sensing systems are strongly linked to virulence. P. aeruginosa, for
example, contains multiple systems which enable the detection of cell density and
in turn upregulate the expression of virulence genes (Gambello and Iglewski, 1991;
Passador et al., 1993; Pearson et al., 1994, 1995). The /as and rhl quorum sensing
systems lead to the production of autoinducers which ultimately target the

promoters of various genes once threshold concentrations are achieved. A screen
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of 7,000 P. aeruginosa mutants revealed that the expression of 270 genes were
upregulated in response to autoinducer stimulation, many of which were involved
in virulence (Whiteley et al., 1999). What’s more, blocking bacterial population
signalling through quorum sensing inhibitors down-regulated the expression of P.
aeruginosa virulence-related genes in vitro (Ahmed et al., 2019; O’loughlin et al.,
2013), illustrating the necessity for population cues to propagate an effective
infection. A key example of how density-dependent gene regulation is involved in P.
aeruginosa virulence is the production of autoinducer molecules which induce the
expression of the lasB gene (Gambello and Iglewski, 1991; Passador et al., 1993;
Pearson et al., 1994). This gene encodes elastase, which is a potent virulence factor
for P. aeruginosa and is associated with lung health and pseudomonal virulence in

human clinical cystic fibrosis (Jazayeri et al., 2016).

Interestingly, inhibiting quorum sensing receptors directly relates to virulence and
survival during some infections in vivo. For example, O’Loughlin et al. showed that
infection of C. elegans with a las receptor mutant strain of P. aeruginosa resulted in
greater C. elegans survival compared to nematodes infected with wild-type strains
(O’loughlin et al., 2013). Through preventing the activation of the /as receptor by
density-dependent cues, the virulence of this bacteria was attenuated, illustrating
the direct effects of density-dependent cues on pathogen virulence and host

survival.

Staphylococcus aureus also produces an autoinducing peptide, Agr, in response to
staphylococcal cell density. Ultimately, this autoinduction peptide induces the
transcription of an effector RNA molecule, which upregulates the transcription of
genes associated with virulence (George and Muir, 2007; Ji et al., 1995; Novick and
Geisinger, 2008). Interestingly, S. aureus quorum sensing induces the context-
dependent alteration of behaviour and gene expression. RNA transcription profiling
of S. aureus showed that many virulence genes were upregulated by the
autoinducer at different phases of infection through density-dependent regulation

(Dunman et al., 2001). This expression of different genes at different times during
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infection ensured that specific genes are upregulated to best suit a specific phase of

infection.

4.1.4 The effect of microbial density on host-pathogen interactions

Thus far | have described how pathogens draw cues from the population to
coordinate responses which promote survival and virulence. However, it is also
important to consider how pathogens interact with host immune cells, as these
interactions often mean the difference between eradication of infection and
microbial success. Indeed, individual host-pathogen interactions are important in
events such as immune evasion, antimicrobial resistance, and dissemination of
infection. Unfortunately, most studies consider either host-pathogen interactions
during phagocytosis and pathogen elimination, or the effect of pathogen population
density on infection outcome. To truly understand how pathogen interactions with
host immune cells impact the outcome of infection, the effects of pathogen dose on

host response must also be considered.

Interestingly, the few studies that have examined the impact that pathogen density
has on phagocyte activity mostly focus on the effect of quorum sensing molecules
and autoinducers on phagocytosis. Vikstrom and colleagues investigated the effect
of P. aeruginosa quorum sensing molecules on human macrophage phagocytosis
(Vikstrom et al., 2005). They claimed that treatment of human MDMs with P.
aeruginosa QS molecules upregulated phagocytosis when the QS signal was present
at high concentrations early in infection, suggesting that enhancement of
phagocytosis was time- and concentration-dependent, and depended on sensing of
bacterial signalling molecules. Interestingly, in this study macrophages were
stimulated with P. aeruginosa signalling molecules, yet the phagocytosis assay
involved phagocytosis of dead S. cerevisiae yeast, even though fungi produce
different quorum sensing molecules from bacteria. However, when considering
phagocytosis in general, the presence of quorum sensing molecules induced

increased phagocytosis by human macrophages. Here, perception of microbial

135



density signals by macrophages enhanced phagocytosis of particles which were

perceived as a threat by the phagocyte.

A study by Mahamad and colleagues examined not the effect of quorum sensing
molecules on infection dynamics, but rather investigated the effect of phagocytic
load on phagocyte viability — a factor of great importance in determining the
outcome of host-pathogen interactions. In examining the effect of phagocytic
uptake load of Mpycobacterium tuberculosis on human monocyte derived
macrophage viability, Mahamad et al. found that large phagocytic load increased
the probability of macrophage death, especially when a large number of Mtb were
phagocytosed at once as an aggregate (Mahamed et al.,, 2017). In fact, the
probability of macrophage death increased with multiplicity of infection; the
phagocytes became overwhelmed and underwent apoptotic cell death which was
advantageous for Mtb growth. Indeed, death of the phagocyte and subsequent
phagocytosis by a second macrophage induced the Mtb to grow faster upon death
of the second phagocyte, producing positive feedback whereby bacterial load
serially increased upon additional macrophage death and subsequent phagocytosis.
Here, the dose of pathogen phagocytosed impacted the phagocytic response, and
manipulation of the dead macrophage niche for replication by the Mycobacterium
resulted in a faster rate of replication compared to extracellular bacteria (Mahamed

et al., 2017).

Jubrail et al. investigated the interaction between the macrophage intracellular
niche and pathogenic success in S. aureus infection. They found that as the
multiplicity of infection (MOI) increased, human THP-1 macrophages became
overwhelmed and failed to effectively kill intracellular bacteria (Jubrail et al., 2016).
Furthermore, as the MOI increased, the number of bacterial cells per macrophage
failed to increase in proportion with infection. This suggested that macrophages
may have shown a density-dependent decrease in phagocytic ability with increasing
bacterial burden. Conversely, it may have also demonstrated that as the bacterial
load increased, staphylococci show decreased ability to successfully occupy the host

intracellular niche.
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This study also examined the effect of infection burden on host survival with an in
vivo murine model of S. aureus infection. At low levels of infection, bacterial cells
were successfully cleared by 72 hours, despite some persistence within host
macrophages early in infection, as showed by bronchoalveolar lavage. However,
when infected with a high dose of bacterial cells the infection persisted, with 78%
of mice failing to clear infection by 72 hours despite neutrophil recruitment (Jubrail
et al.,, 2016). Lavage showed that macrophages had a higher proportion of
intracellular bacteria compared to levels measured when infected with the lower
doses, suggesting that as the infection burden increased macrophages were less
effective in killing intracellular bacteria. Here, the level of infection affected the
ability of macrophages to phagocytose bacterial cells, impaired the ability of
macrophages to kill the bacteria, and illustrates how interactions with host cells at
different levels of infection has consequences on infection outcome. Interestingly,
failure to kill intracellular bacteria resulted in phagocyte lysis, bacterial reuptake,
and subsequent macrophage death, effectively propagating infection at the
expense of host cells. This is a good example of how pathogen interactions with

individual host cells have the ability to impact the entire course of infection.

An interesting potential quorum sensing system exists within the fungus
Histoplasma capsulatum and may directly relate to interactions between the
pathogen and the host. This fungus normally resides within soil where it exists in
the form of a mould. However, when inhaled, it undergoes a morphological switch
to a yeast form, which is an effective intracellular parasite. When grown in culture
the yeasts produce a-(1,3)-glucan, a cell wall polysaccharide. However, this only
occurs when the culture reaches sufficiently high density during the stationary
growth phase. Interestingly, the addition of conditioned media from high density
culture induces synthesis of this polysaccharide in low density cultures, suggesting
that a potential secreted factor may stimulate the production of this polysaccharide
(Kugler et al., 2000). This is important for the survival and pathogenicity of the yeast
cells, as this cell wall component prevents efficient recognition of the yeast cells by

dectin-1 on host macrophages, and thus may prevent phagocytosis when yeast cells
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are present at high density (Rappleye et al., 2007). Furthermore, H. capsulatum
yeasts produce a-(1,3)-glucan when they are replicating within host macrophages.
Kigler and colleagues have suggested that because this polysaccharide is produced
by the yeast while replicating within host macrophages, when intraphagosomal
concentration of the signalling molecule is likely to be high, it may be a potential
mechanism by which the pathogen uses quorum sensing to detect when it is in a
phagosome (Kigler et al., 2000). This signalling may induce the expression of
virulence factors by the yeasts, and result in the enhanced parasitism of the host
macrophage. Additionally, cell wall polysaccharides provide many fungi with
protection from harsh environments; the density-dependent production of a-(1,3)-
glucan by H. capsulatum within the phagosome may therefore protect the yeasts
from destruction by the host phagocytes. Thus, this polysaccharide may be
produced in a density-dependent fashion by the yeast both to prevent phagocytosis,
and as a signalling molecule utilised whilst parasitising host macrophages; this
represents an important mechanism by which a pathogenic fungus uses quorum

sensing to modulate interactions with host macrophages.

The ability of host cells to phagocytose pathogens and effectively eliminate them is
important in the fight between pathogenic success and destruction. While
pathogenic quorum sensing molecules may have the ability to affect phagocytosis
and thus impair the implementation of microbial virulence strategies, microbial load
may also hinder the ability of host cells to neutralise pathogenic threats. Indeed,
pathogens may exploit the phagocyte intracellular niche for their own gain. Because
Cryptococcus neoformans capitalises on the host intracellular niche, it is important

to consider the effect of cryptococcal dose on interactions with host immune cells.

4.1.5 Host response to cryptococcal density

The presence and action of quorum sensing molecules in Cryptococcus infection has
not been extensively studied, and as such remains unclear. After the observation
that growth of a Atup1 mutant C. neoformans showed a density-dependent defect

in colony growth in vitro at densities less than 1000 cells, Lee and colleagues isolated
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an 1ll-amino acid oligopeptide with apparent quorum sensing-like attributes,
termed CQS1 (Lee et al., 2007). Addition of culture filtrates from Atup1 cells grown
at high density to low density culture resulted in the growth of colonies at low
densities which previously failed to produce colonies. This suggests that the
conditioned media from Atup1 high density cultures contained a molecule capable
of affecting density-dependent growth, as with many other quorum sensing
molecules discussed previously. However, this density-dependent growth defect
was not observed in wild type cryptococcal cells, and transcription of TUP1 does not
decrease to levels low enough to be comparable to the Atup1 mutant. Furthermore,
transcripts of this proposed quorum sensing molecule were detectible in the wild
type strain, yet the wild type strain grew normally at most densities, suggesting that
the effects seen in this mutant may be irrelevant to cryptococcal growth (Lee et al.,

2007).

Interestingly, further work by the same group showed that the density-dependent
growth retardation discussed here in Cryptococcus neoformans serotype D was not
recapitulated by serotype A in vitro (Lee et al., 2009a). Instead, Atup1 serotype A
mutants presented with enlarged capsules and reduced melanin production. While
the density-dependent growth defects seen in serotype D were not recapitulated
by serotype A in vitro, mouse infection with the Atup1 mutant of serotype A showed
greatly attenuated virulence in vivo, with 80-fold lower fungal burden in mice on the
day of death (Lee et al., 2009a). While it is interesting that deletion of this gene
resulted in reduced fungal burden in vivo, this may be due to the effects of the gene
on virulence factors and may not bear strict relevance to a density-dependent

response.

Interestingly, the peptide termed CQS1 identified by the studies above as the
cryptococcal quorum sensing-like peptide, has been found to be involved in
cryptococcal mating. Tian et al. found that cryptococcal cell density was related to
filamentation and the induction of unisexual mating in C. neoformans (Tian et al.,
2018). Indeed, disruption of the gene encoding this peptide resulted in inhibition of

unisexual filament formation, and was rescued by the addition of exogenous
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guorum sensing peptide. Furthermore, deletion of the CQS1 gene inhibited meiotic
sporulation and bisexual filamentation, demonstrating the role for density-

dependent signalling in cryptococcal reproduction (Tian et al., 2018).

Further work by Albuquerque et al. has attempted to elucidate potential quorum
sensing effects in C. neoformans. Adding conditioned media from stationary phase
cryptococci to low density culture produced a density-dependent increase in C.
neoformans growth (Albuquerque et al.,, 2014). This phenomenon has been
observed during quorum sensing responses in many bacteria, though similar effects
may be achieved through the production of extracellular growth factors.
Interestingly, known fungal quorum sensing molecules such as farnesol and tyrosol
were unable to produce the results achieved by the addition of conditioned media,
though commercial pantothenic acid managed to recapitulate some of the observed
effects. Unfortunately, this study failed to address the contribution of host immune
cells to the control of cryptococcal infection, neglecting to address the possibility of
guorum sensing in an infection situation. Nevertheless, it points to the potential for

a density-dependent growth response in C. neoformans in culture.

Work done in our lab has investigated the interaction between cryptococcal burden
and infection in a zebrafish host. After stratifying infection burden and analysing the
fungal growth after a period of three days, the increase in fungal burden was
proportional compared to the initial fungal burden (Bojarczuk et al., 2016),
suggesting lack of cooperation amongst cryptococci to enhance proliferation.
Interestingly, when considering the role of macrophages over an increasing fungal
burden, there was no decrease of the macrophages’ ability to respond to increasing
fungal burden, suggesting that macrophages did not become overwhelmed under
the conditions and doses tested (Bojarczuk et al., 2016), and illustrating that host-
pathogen interactions were maintained over increasing fungal burdens during C.

neoformans infection.

While studies into the presence of cryptococcal dose-dependent responses through

the activity of specific molecules are beginning to illuminate potential physiological
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and infection-specific effects, many of the current studies have neglected to
investigate the effect of cryptococcal dose on individual host-pathogen interactions.
While work by Sabiiti examined correlations between phagocytosis and replication
of different clinical strains with patient outcomes (Sabiiti et al., 2014), the effect of
fungal dose on uptake and proliferation remains unclear. As discussed in the
introduction, Cryptococcus-macrophage interactions are complex; macrophages
can phagocytose and kill the cryptococci, or the cryptococci can replicate within the
macrophage niche and disseminate infection, exiting through vomocytosis and even
transferring between cells (Johnston and May, 2013). These interactions can
ultimately decide whether the host succumbs to infection or prevails over
cryptococcal disease. Because patient outcomes in human cryptococcosis are
variable and stochastic (Jarvis et al., 2014), and with macrophages playing such
important, varied roles in cryptococcosis, it is important that we understand how
the level of infection affects interactions between cryptococcal cells and host
macrophages and how this contributes to complex infection outcomes. As such, in
this chapter | will describe experiments | performed in effort to understand how
increasing the multiplicity of infection affects the interaction between macrophages
and cryptococcal cells. Here, | will show evidence supporting the idea that that
increasing fungal burden affects neither uptake by macrophages nor replication by
Cryptococcus, and that each Cryptococcus-macrophage interaction should be

considered an individual encounter.
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4.2 There is no dose activation or inhibition of phagocytosis of C.

neoformans by J774 macrophages

To determine if the level of fungal infection affects the ability of macrophages to
phagocytose cryptococci, | infected murine macrophage-like 1774 cells with an
increasing inoculum of cryptococcal cells (Ma et al., 2009). 100,000 activated J774
cells were infected with 10%-10° opsonised KN99 GFP C. neoformans (a multiplicity
of infection (MOI) of 0.001-1). This timepoint was 0 hours, and infection continued
for 18 hours. | then quantified the proportion of the total macrophages which
contained intracellular cryptococci over increasing levels of fungal burden using
both flow cytometry (Evans et al., 2017; Voelz et al., 2010) and time lapse analysis.
| reasoned that if increasing fungal burden overwhelmed the macrophages’ ability
to phagocytose cryptococci, as fungal burden increased the proportion of
macrophages that contained cryptococci would plateau or decrease. Alternatively,
if an increasing level of cryptococci resulted in an enhanced phagocytic activation of
macrophages, the proportion of macrophages containing intracellular cryptococci
would increase disproportionately to the level of fungal infection. Finally, if the level
of fungal infection considered here bore no effect on macrophage phagocytosis, the

proportion of infected macrophages would increase linearly with fungal dose.

At 0 hours, flow cytometry showed that the proportion of macrophages containing
intracellular cryptococci increased linearly with dose (Figure 4.1a linear regression
p = 0.0093, R? = 0.3933; nonlinear regression R?> = 0.3936). A similar trend was
observed at 18 hours with a linear relationship between fungal burden and the
percentage of macrophages infected (Figure 4.1b linear regression p = 0.0104, R? =
0.3841; nonlinear regression R?> = 0.3842). Time lapse also revealed a linear
relationship between infection burden and the proportion of macrophages
containing intracellular cryptococci, both at 0 hours (Figures 4.1d linear regression
p = < 0.0001, R? = 0.8916; nonlinear regression R? = 0.8790) and at 18 hours (Figure
4.1e linear regression p < 0.0001, R? = 0.8598; nonlinear regression R? = 0.8518).
This suggests that uptake by macrophages increased linearly with dose, and that

level of fungal infection did not enhance or inhibit phagocytosis by macrophages.
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Furthermore, as phagocytosis increased linearly with dose, it is likely that uptake by

macrophages was due to the chance of the macrophages encountering cryptococci.

Interestingly, flow cytometry showed that over 18 hours, the proportion of
macrophages which contained intracellular cryptococci decreased, though this was
not a significant decrease (Figure 4.1c). Because the same effect was not produced
by time lapse analysis (Figure 4.1f), the decrease shown by flow cytometry was likely
due to the loss of infected macrophages in the washing stage prior to removing

macrophages from the well plates.
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Figure 4.1. The proportion of J774 macrophages which phagocytosed cryptococci

increased with initial fungal dose

After 18 hours of infection with KN99 GFP C. neoformans, the percentage of J774

macrophages containing intracellular cryptococci was determined by flow

cytometry (red panel, left) and time lapse analysis (black panel, right). Calculations

account for the total macrophages within each well. 4 repeats were performed for

flow cytometry assays, with 4-6 replicates per condition averaged for each repeat.
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3 repeats were performed for time lapse assays, with no less than 250 macrophages

considered per condition. Means and standard errors are shown.

a.

The percentage of macrophages which contained intracellular cryptococci at
Oh as determined by flow cytometry. There was a linear increase in the
percentage of macrophages which contained intracellular cryptococci as
fungal burden increased (linear regression p = 0.0093, RZ = 0.3933; nonlinear
regression R? = 0.3936).

The percentage of macrophages which contained intracellular cryptococci at
18h as determined by flow cytometry. There was a linear increase in the
percentage of macrophages which contained intracellular cryptococci as
fungal burden increased (linear regression p = 0.0104, R?> = 0.3841; nonlinear
regression R? = 0.3842).

Comparison of the percentage of infected macrophages between Oh and
18h. Only one initial fungal dose is shown here for the sake of clarity, but
results were the same for each comparison. The proportion of macrophages
containing cryptococci decreased over 18 hours, though this decrease was
not significant (Mann-Whitney test p = 0.4857).

The proportion of macrophages which contained intracellular cryptococci at
Oh as determined by time lapse analysis. There was a linear increase in the
percentage of macrophages which contained intracellular cryptococci as
fungal burden increased (linear regression p = < 0.0001, R?> = 0.8916;
nonlinear regression R? = 0.8790).

The proportion of macrophages which contained intracellular cryptococci at
18h as determined by time lapse analysis. There was a linear increase in the
percentage of macrophages which contained intracellular cryptococci as
fungal burden increased (linear regression p < 0.0001, RZ = 0.8598; nonlinear
regression R? = 0.8518).

There was no significant difference between the proportion of macrophages
containing intracellular cryptococci at Oh and 18h when compared by time
lapse analysis (Mann-Whitney test p = 0.700). Only one initial fungal dose
shown here for clarity, but results were similarly non-significant in each

comparison.
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To compare the two methods, | plotted the measured percentage of macrophages
containing intracellular cryptococci as determined by flow cytometry and time lapse
analysis on the same graph. Interestingly, fungal uptake was higher when calculated
by time lapse analysis compared to flow cytometry (Figures 4.2a and 4.2c; unpaired
t-test p = 0.0130, 0.0095, 0.0098, and 0.0061 when comparing the two methods for
infection with 102, 103, 10%, 10° cryptococci, respectively). As the data collected by
time lapse analysis included manual counting of individual fluorescent cryptococci
where flow cytometry relied on the detection of fluorescent fungi after a step to
remove adherent cells, it is likely that infected cells were lost during the flow
cytometry protocol or that the flow cytometer failed to detect cryptococci which
were less fluorescent. As such, it is likely that the flow cytometry underestimates
the infection and results should be interpreted with caution. For most of the
remainder of this thesis the preferred methodology for infection quantification was

time lapse analysis.

To determine if increasing cryptococcal burden induced an immune-dampening
effect, | measured macrophage replication over an increasing fungal burden. |
hypothesised that if the presence of high levels of cryptococci suppressed immune
response by hindering e.g. macrophage expansion, then macrophage fold change
should decrease with increasing fungal burden. If the presence of pathogenic
cryptococci induced macrophage expansion, fold change would increase with
burden. Finally, if cryptococcal density had no effect, macrophage fold change
should remain the same with increasing fungal dose. As shown by both flow
cytometry and time lapse imaging, the macrophage fold change neither increased
nor decreased with growing fungal inoculum (Figure 4.2b and 4.2c). Indeed, there
was no dose activation or inhibition of macrophage replication between
experiments, or amongst inocula. This suggests that the presence of increasing
numbers of cryptococcal cells does not induce macrophages to enhance
proliferation, or overwhelm them to reduce replication, producing neither an

immune enhancing nor an immune inhibitory effect in the conditions tested here.
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Figure 4.2. There was no dose activation or inhibition of J774 macrophages to

phagocytose cryptococci, or to replicate, with increasing fungal burden

After 18 hours of infection with KN99 GFP C. neoformans, the percentage of J774

macrophages which contained intracellular cryptococci, and the macrophage fold

change, were determined by flow cytometry (red points) and time lapse analysis

(black points). Calculations account for the total macrophages within each well. N

represents the number of replicates; flow cytometry was analysed by 3 repeats,

with 4-6 replicates averaged per condition, and time lapse analysis three replicates

per condition were considered. Means and standard deviations are shown.
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a.

The percentage of macrophages at Oh which contained intracellular
increased linearly with dose (linear regression flow cytometry p = 0.0093, R?
= 0.3933; linear regression time lapse p = <0.0001, R?> = 0.8917). Similar
results were achieved for 18h (linear regression flow cytometry p = 0.0104,
R? = 0.3841; linear regression time lapse p < 0.0001, R?> = 0.8598). The
percentage of infected macrophages calculated by time lapse analysis was
significantly higher than when calculated by flow cytometry (unpaired t-test
p = 0.0130, 0.0095, 0.0098, and 0.0061 when comparing the two methods
for each dose at 0 hours, and p = 0.0173, 0.0048, 0.0011, 0.0024 when
comparing methods at 18 hours). The SD at the highest fungal burden for
flow cytometry is not shown because it is too close to the point to see.

The relative macrophage fold change was not affected by increasing fungal
dose, with no significant difference between assays or amongst doses (one-
way ANOVA considering all p = 0.9983; flow cytometry one-way ANOVA p =
0.9980; time lapse one-way ANOVA p = 0.1692). If the flow cytometry repeat
which produced significantly higher macrophage fold change is excluded
from analysis there is still no significant difference between fungal doses
(not shown; flow cytometry one-way ANOVA p = 0.8933).

Descriptive statistics for flow cytometry (top) and time lapse analysis
(bottom) comparing the percentage of macrophages infected and the
macrophage fold change over an increasing fungal dose. M® refers to

macrophages and SD refers to standard deviation.
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4.3 The multiplicity of C. neoformans infection does not enhance or
inhibit the ability of cryptococci to replicate intracellularly within murine

macrophages

To determine if fungal burden affects intracellular cryptococcal replication, |
quantified the number of cryptococcal cells within macrophages at Oh and 18h using
flow cytometry, and later confirmed the results through time lapse imaging. |
reasoned that if cryptococci cooperated to enhance replication as fungal burden
increased, as seen in many examples of quorum sensing, that the fold change
relative to initial burden would increase with dose. Alternatively, if increasing
burden induced cryptococci to slow growth, the relative fold change would decrease
as fungal burden increased. Finally, if the cryptococci did not display a density-
dependent growth phenotype, there would be no difference in the relative fold

change as fungal burden increased.

Comparing cryptococcal fold change relative to initial intracellular fungal burden
revealed that increasing fungal burden did not enhance or inhibit the ability of
intracellular cryptococci to replicate (Figure 4.3; relative fold change by flow
cytometry one-way ANOVA p = 0.892, by time lapse one-way ANOVA p = 0.475).
Furthermore, while the relative fold change as ascertained by flow cytometry was
consistently higher than that calculated by time lapse analysis, there was no
significant difference in relative fold change between the two assays (data not
shown, one-way ANOVA p = 0.753, no pairwise significance). However, the standard
deviation of relative fold change was smaller in the time lapse calculations,

suggesting that time lapse analysis was a more consistent form of measurement.
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Figure 4.3. MOI did not alter cryptococcal replication within J774 macrophages

100,000 J774 murine macrophage-like cells were infected with an increasing
number of KN99 GFP cryptococcal cells for 18 hours. Only intracellular cryptococci
are shown here. Fold change relative to the initial inoculum was calculated for the
fungal cells after 18 hours. Means and standard deviations are shown.

a. Flow cytometry analysis of the relative fold change in cryptococcal cells
within macrophages. Four repeats were performed, and points represent
the average of 6 replicates per condition. There was no significant difference
in fold change over increasing levels of initial cryptococcal infection (one-
way ANOVA p = 0.892).

b. Time lapse analysis of the relative fold change in cryptococcal cells after 18
hours of infection over three repeats. There was no significant difference in
the ability of the cryptococci to divide over an increasing initial fungal burden
(one-way ANOVA p = 0.475).

c. Descriptive statistics of fold change after 18 hours of infection for both flow
cytometry and time lapse assays. N represents the number of repeats, SD is

standard deviation.
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4.4 Doubling time of C. neoformans is not affected by fungal dose

While calculating fungal fold change is a good indicator of the ability of Cryptococcus
to proliferate at increasing levels of fungal burden, it does not provide a specific
estimate of the rate of replication. As such, | performed the same infection assay as
above and quantified the growth of individual cryptococcal cells within
macrophages, outside of macrophages, and after vomocytosis from macrophages. |
infected 100,000 activated J774 murine macrophages with 10*-10° opsonised KN99
GFP C. neoformans for two hours before the extracellular cryptococci were washed
away. A higher initial dose of cryptococci was used for this assay because not
enough cryptococci were phagocytosed when the macrophages were infected with
only 102 cryptococci to provide a sufficient number of intracellular cryptococci to
follow. | then followed the infection for 24 hours using time lapse imaging to
monitor the growth of individual cryptococci. A longer time frame was considered
here to give the cryptococci ample opportunity to replicate within the imposed time
limit. | reasoned that if cryptococci cooperated to enhance replication, doubling
time would decrease as fungal burden increased. If the opposite was true, and the
presence of increasing numbers of cryptococcal cells induced the fungi to slow
fungal growth, that doubling time would increase with burden. Finally, if there was
no effect of fungal dose on replication in the conditions tested here, doubling time

would remain constant as cryptococcal burden increased.

| followed the intracellular proliferation of over 30 cells for each initial fungal dose.
As the initial fungal burden increased, the mean doubling time of individual
cryptococci (or mother-daughter groups) neither increased nor decreased (Figures
4.4a and 4.4e; one-way ANOVA p = 0.3724). Additionally, as the number of
cryptococci within each macrophage increased, the doubling time of the cryptococci
did not significantly increase (Figure 4.4b; one-way ANOVA no significance for each
initial fungal dose). The doubling time of extracellular cryptococci also failed to
increase with fungal burden (Figures 4.4c and 4.4e; one-way ANOVA p = 0.6348), as
did those which exited non-lytically from macrophages via vomocytosis (Figures

4.4d and 4.4e; one-way ANOVA p = 0.6899). In each case, as the fungal burden
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increased the mean doubling time of the population of individual cryptococci
remained constant, meaning that the presence of more cryptococci within the
population did not increase individual cell replication. Therefore, over the time

tested here, replication rate was not affected by fungal burden.
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Figure 4.4. Increasing fungal burden did not affect cryptococcal doubling time

Murine J774 macrophages were infected with an increasing inoculum of KN99 GFP

C. neoformans, and individual cryptococcal cells were followed for up to 24 hours to

qguantify doubling time. Intracellular (a, b), extracellular (c), and vomocytosed (d)

cells were followed over 3 repeats. 3 replicates per repeat were considered, with up
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to 11 cells followed in each replicate. Points represent individual cryptococci, and

mean and standard deviation are shown.

a.

Doubling time of intracellular cryptococci was not affected by initial fungal
dose (one-way ANOVA p = 0.3724, no pairwise significance).

Comparison of intracellular doubling times stratified by the initial number of
phagocytosed cryptococci within each macrophage. There was no significant
difference in doubling time as the number of cryptococci within each
macrophage increased (no significance by t-test of ANOVA for each dose).
Doubling time of extracellular cryptococci (in the presence of 1774 cells, but
not within them) was not significantly different between doses (one-way
ANOVA p = 0.6348).

Doubling time of cryptococci which were inside of macrophages but were
expelled non-lytically was not significantly different across doses (only 2
levels of infection considered due to the difficulty in following vomocytosed
cells late in infection at the highest fungal burden; unpaired t-test p =
0.6899).

Descriptive statistics comparing the doubling times of cryptococci in each
condition over increasing initial inocula of C. neoformans. N is the total

number of cells followed over the three repeats, SD is standard deviation.
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4.5 There is no dose activation or inhibition of phagocytosis of

cryptococci by MDMs

While J774 macrophages are a good model for C. neoformans phagocytosis and
intracellular proliferation (Johnston and May, 2010; Ma et al., 2009; Voelz et al.,
2009), there are differences between human cells and murine cells which means
that the interaction between cryptococci and murine macrophages may not fully
capture the nature of interactions between human macrophages and cryptococci
(Ingersoll et al., 2010). | therefore chose to infect human monocyte-derived
macrophages (MDMs) to see if human macrophages controlled cryptococcal
infection in a similar way to the murine macrophages. To determine if the effects of
infection dose on macrophage phagocytosis and fungal replication observed in the
presence of murine macrophages were similar for human cells, | performed the
assays described above in the presence of human monocyte derived macrophages
(MDMs) (Voelz et al., 2009). | infected 100,000 activated MDMs with 103-10°
opsonised KN99 GFP C. neoformans for 2 hours, washed off extracellular
cryptococci, and continued infection for 18 hours. To discern if fungal dose affected
the ability of human macrophages to phagocytose cryptococci, | quantified the
proportion of macrophages with intracellular cryptococci over 18 hours of infection.
The number of infected macrophages was only quantified at fungal burdens up to
10° because phagocytosis was difficult to quantify at the highest dose. Though not
directly quantified, the number of infected macrophages appeared to increase
proportionally with fungal dose (i.e. the proportion of infected macrophages did not
seem disproportionally small or large compared to what was expected based on the
next highest fungal dose). Here | hypothesised that if increasing fungal burden
induced macrophages to enhance phagocytosis, the percentage of macrophages
possessing intracellular cryptococci would increase with initial fungal dose.
Alternatively, if an increase in fungal burden overwhelmed macrophages, the

percent of infected macrophages would decrease with initial fungal dose.

At Oh, while the percentage of infected macrophages increased with fungal dose,

there was no significant difference in the percentage of MDMs which had
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phagocytosed cryptococci (Figures 4.5a and 4.5e; one-way ANOVA p = 0.163, no
pairwise significance). Interestingly, linear regression analysis showed that there
was no significant linear relationship between initial fungal burden and the
proportion of MDMs with intracellular cryptococci (Figure 4.5a; linear regression p
= 0.135). Similar results were achieved after 18 hours of infection; despite the
increase in the proportion of macrophages containing intracellular cryptococci,
there was no significant difference in the proportion of MDMs which contained
intracellular cryptococci over an increasing fungal dose (Figure 4.5b and 4.5e; one-
way ANOVA p = 0.303, no pairwise significance). There was also no linear
relationship between the initial fungal burden and the percentage of infected
MDMs at 18h (linear regression p = 0.135). These results suggest that increasing the
number of cryptococci within the environment potentially overwhelmed
macrophage phagocytic activity, as the percentage of macrophages with
intracellular cryptococci at the highest fungal dose was less than what would be
expected if there was a linear relationship between fungal burden and phagocytic
uptake. However, it is likely that stochastic interactions between cryptococci and
macrophages may have contributed to the high standard deviation in the percent
of infected macrophages, failing to produce a linear relationship. However, the
mean proportion of infected macrophages did increase proportionally with initial
fungal burden (Figure 4.5c). Considering only the mean percent of macrophages
infected without this variation shows that there was an increase in uptake with
fungal dose, though this was not significantly linear (Figure 4.5c; linear regression p
= 0.1214 for Oh, p = 0.1159 for 18h). As with the J774 time lapse analysis, the
percentage of macrophages with intracellular cryptococci did not significantly
change over 18 hours (Figures 4.5d and 4.5e; unpaired t-test p > 0.99, non-

significant difference for each dose considered).
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Figure 4.5. Fungal burden did not enhance or inhibit phagocytosis of cryptococci by

human monocyte derived macrophages

Human MDMs were infected for 24h. The percentage of macrophages which
contained intracellular cryptococci was measured at Oh. For comparison with J774
data, the percentage of macrophages infected at 18h was quantified. 3 repeats were
performed, with the mean of 2-3 replicates per initial fungal dose represented as
points. Means and standard errors are shown.

a. At the start of infection, the proportion of MDMs which contained

intracellular cryptococci was not significantly different between initial fungal
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d.

doses (one-way ANOVA p = 0.1634, no pairwise significance). There was no
significant linear relationship between infection burden and percentage of
infected macrophages (linear regression, p = 0.1399).

At 18h the proportion of macrophages which contained intracellular
cryptococci was not significantly different as initial fungal burden increased
(one-way ANOVA p = 0.3029, no pairwise significance). There was no
significant linear relationship between infection burden and percentage of
infected macrophages (linear regression p = 0.1352).

A comparison of only the mean percentage of macrophages containing
intracellular cryptococci at 0 and 18 hours (i.e. just the means depictedin (a)
and (b)). Transparent squares represent the mean percent of infected
macrophages across repeats at 0 hpi, and green circles represent 18h. The
mean percentage of macrophages with intracellular cryptococci increased
with dose, though this increase was not linear (linear regression for Oh p =
0.1214, for 18h p = 0.1159).

The proportion of macrophages which contained intracellular cryptococci
did not change significantly after 18h (unpaired t-test p > 0.999, one dose
shown for clarity, no significant difference for each fungal dose).
Descriptive statistics comparing the percentage of macrophages which were
infected after Oh and 18h of infection. N represents number of repeats

considered, SEM is standard error of the mean.
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4.6 In human MDMs the level of fungal burden does not affect

cryptococcal replication

Because cryptococcal replication is important for pathogenicity, | again measured
the replication of cryptococci to determine how fungal dose affects their
proliferation in the presence of human MDMs. To calculate the intracellular
cryptococcal fold change, | quantified the total number of intracellular cryptococci
at 0 and 18h. As before, | hypothesised that if an increase in the number of
cryptococciinduced fungal cooperation and upregulation of replication, relative fold
change would increase with fungal dose. If increasing fungal dose resulted in a
downregulation of replication, relative fold change would decrease with fungal
dose. As the initial fungal burden increased, there was no increase or decrease in
the relative fungal fold change (Figure 4.6a and 4.6e; one-way ANOVA p = 0.696, no
pairwise significance). This suggests that as the initial cryptococcal inoculum
increased, the cryptococci did not cooperate within the population to either

enhance or inhibit replication in the presence of human MDMs.

To determine if the level of cryptococcal infection had any effect on the replication
rate of cryptococci, | followed individual intracellular and extracellular cryptococcal
cells for up to 24 hours to allow time for doubling time to be determined. | then
quantified the replication of individual cryptococci. Within MDMs, as initial fungal
burden increased there was no increase or decrease in doubling time of intracellular
cryptococci (Figure 4.6b and 4.6e; one-way ANOVA p = 0.264, no pairwise
significance). This suggests that the presence of additional cryptococci did not result
in signalling amongst the fungal population that induced individual fungal cells to
replicate at a faster rate. Interestingly, as the number of cryptococci inside of
separate macrophages increased (i.e. starting intracellular cryptococci within each
macrophage), the doubling time of the intracellular cryptococci increased,
irrespective of initial infection dose (Figure 4.6¢). This suggests that the increased
starting number of cryptococci inside of macrophages induced the cryptococci to
divide more slowly. Finally, as initial fungal burden increased there was no effect of

dose on the extracellular doubling rate (Figure 4.6d and 4.6e; one-way ANOVA p =
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0.844, no pairwise significance). This suggests that increasing fungal load did not
induce extracellular cryptococci to downregulate replication rate in a dose-
dependent manner. Taken together these results indicate that as the initial fungal
inocula increased, the cryptococci may cooperate amongst one another to
downregulate replication rate, but only within subpopulations inside of individual

MDMs.

161



Doubling time (hours)

Relative fold change
i

ns

+ T

[<2] [
o o
L ]

Doubling time (hours)
B
o
1

4
&)

<]
o
1

[=2]
(=]

IS
o

o

L] L] L]
103 104 105
Cryptococcus infection Ohpi

Intracellular

ns

[ ]
° o® d
[ ]
[ ]
[ ]
o %
) ole

d.

. e 10-

. T gs_

20.{_‘ i%*;‘lri:l'}_}_‘r} éj:

L] L]
103 10* 108
Cryptococcus infection Ohpi

Extracellular

ns

%%%%

T T T T
103 104 10° 108

103 10% 10° 108
Cryptococcus infection Ohpi
Cryptococci per macrophage
Relative fold change Intracellular doubling time | Extracellular doubling time
Oh Cn n Mean SD n Mean SD n Mean SD
10° 3 3.04 4.22 9 18.49 8.69 2 2.69 0.74
10° 3 1.20 0.83 14 22.07 16.58 4 2.67 0.29
10° 3 1.75 1.57 73 22.97 13.47 25 294 0.59
10° - - - 37 27.72 18.28 44 3.04 1.16

Figure 4.6. Increasing fungal