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Abstract

This thesis explores the Semantic Prosody (SP) of natural phenomena in the Qur’an and
five of its prominent English translations [Pickthall (1930), Yusuf Ali (1939/ revised
edition 1987), Arberry (1957), Saheeh International (1997), and Abdel Haleem (2004)].
SP, scarcely explored in Qur’anic research, is defined as ‘a form of meaning established
through the proximity of a consistent series of collocates’ (Louw 2000, p.50). Theoretically,
it is both an evaluative prosody (i.e., lexical items collocating with semantic word classes
that are positive, negative, or neutral) and a discourse prosody (i.e., having a

communicative purpose).

Given the stylistic uniqueness of the Qur’an and considering that SP can be examined
empirically via corpora, the present study explores the SP of 154 words associated with
nature referenced throughout the Qur’an using Corpus Linguistics techniques. Firstly, the
Python-based Natural Language Toolkit was used for the following: to define nature terms
via WordNet; to disambiguate their variant forms with Stemmers, and to compute their
frequencies. Once frequencies were found, a quantitative analysis using Evert’s (2008)
five-step statistical analysis was implemented on the 30 most frequent terms to investigate
their collocations and SPs. Following this, a qualitative analysis was conducted as per the
Extended Lexical Unit via concordance to analyse collocations and the Lexical-Functional
Grammar to find the variation of meanings produced by lexico-grammatical patterns.

Finally, the resulting datasets were aligned to evaluate their congruency with the Qur’an.

Findings of this research confirm that words referring to nature in the Qur’an do have
semantic prosody. For example, astronomical bodies are primed to occur in predominantly
positive collocations referring to glorifying God, while weather phenomena in negative
ones refer to Day of Judgment calamities. In addition, results show that Abdel-Haleem’s

translation can be considered the most congruent.

This research develops an approach to explore themes (e.g., nature) via SP analysis in texts
and their translations and provides several linguistic resources that can be used for future

corpus-based studies on the language of the Qur’an.
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The Arabic Transliteration System?

Arabicletter | o O &z o2 F 2 Y 5 ) mbhpeueb bg g dd s a5 o
wy

Transliterationor b t t j h x ddr zs 8§ s dt d¢ gfqgkIl mnhoror
a u1

The harakat, fatha, kasra and damma are transliterated as a, i, u. A Sadda results in a
geminate (consonant is written twice), except in the case of the article, which is written
with ‘sun letters’ assimilated (a$-Sams). An alif marking (a:) is transliterated as a. ta’
marbita (8) as word-final -h or -t. ‘alif maqgsira (&) appears as 3, rendering it
indistinguishable from alif. Long vowels (i:) and (u:) are transliterated as 7 and @i. The Nisba

suffix appears as -iyy-; the nunation is ignored in the article and prepositions.

1 http://quranic-research.net/transliteration/index.html is a website used in transliterating the Arabic words whenever needed into
English via this system.






Chapter 1 Introduction

This chapter provides an overview of this thesis, which explores the Semantic Prosody (SP)
of natural phenomena in the Qur’an and employs the resulting datasets of this exploration
to evaluate the English renderings of SP of nature in the following five translations of the
Qur’an: Pickthall (1930), Yusuf Ali (1939/ revised edition 1987), Arberry (1957), Saheeh
International (1997), and Abdel Haleem (2004) (Haleem henceforth). SP is defined as the
spreading of connotative colouring (Partington 1998, p.65; 2004b, pp.131-32); it is an
evaluative prosody, in that it refers to lexical items that collocate with semantic classes of
words that are positive; negative, or neutral. In addition, it is a discourse prosody, in that it
has the communicative purpose of revealing the speaker’s or writer’s attitudes. Moreover,
although it is commonly explored as a collocational phenomenon (as in Louw 2000, p.50)
and as an aspect of meaning that can be investigated using corpora (as in Partington 1998),
there has been very little and limited work done on collocation and SP in the Qur’an (e.g.,

Al-Nasser and Khashan, 2008; Al-Ubaidi, 2013; Al-Sofi et al., 2014; and Younis 2018).

Building on previous research (Chapter Three), the present study aims to shed light on the
collocational behaviour of words in the Qur’an, with specific attention to exploring nature
as a Qur’anic theme (Fazlur Rahman, 2009). Using Corpus linguistic techniques, this
research examines collocations? describing words referring to natural phenomena, such as
earth, day, sky, garden, and mountain as they appear in the Qur’an (Chapter Four). It relies
on the quantitative and qualitative data analyses of these collocations to reveal the SP of
natural phenomena in two ways: as a collocational phenomenon, and as a cohesive device
that endows the text with consistency and harmony (Morley and Partington, 2009, p.139).
In this sense, this thesis presents a novel approach to analyse a specific theme by
statistically exploring collocations of the theme’s relevant concepts, such as the ones in the
Qur’anic Ontology of Concepts;3 and focuses on yielding up patterns of SP in the context
of references to nature in the Qur’an. In addition, it explores collocations to unveil the

communicative purpose of the SPs of words referring to natural phenomena as they appear

2 Among several definitions, collocation is defined as a phenomenon which describes words that tend to occur in proximity (co +
location) to one another because they have “affinity” to, or “affiliation with”, one another (See also Weisser, 2016, p. 198).

3 The Qur’anic Ontology of Concepts uses knowledge representation to define the key concepts in the Qur’an and shows the
relationships between these concepts using predicate logic; that is, the type of relationships between concepts is “is-a’.
Auvailable from:[ http://corpus.quran.com/ontology.jsp], [Accessed 15 December 2016].
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in the Qur’an through a detailed analysis of the co-occurrences of natural phenomena as
integral constituents of the lexical unit (See Sinclair’s theory of the Extended Lexical Unit
20044, p.141).4 In the context of the aforementioned approach, the analysis of SP is further
extended to include the five English translations of the Qur’an (Chapter Four).
Furthermore, the resulting datasets of this exploration were analysed to indicate the most
congruent of the five translations in its representation of the SP of nature in the Qur’an
based on congruency scores of the two features of SP (the results of the evaluative and
discourse prosodies are in Chapter Five).

Following this general description of the flow of tasks in this thesis, this introductory
chapter will present the aims, motivation, research questions, and limitations as well as the
expected contributions in Sections 1.1-1.4. It will then give a brief account of some of the
components of this research to familiarise the reader with the theoretical framework and
some parts of the methodology (i.e., the parallel corpora® and the implemented methods of
qualitative data analysis) (Sections 1.5-1.9). Finally, the structure of the thesis will be
outlined in detail in the last section of this chapter (Section 1.10).

1.1 Aims of the study
This corpus-based study has both a primary aim and a secondary aim, which can be

summarised as follows:

e The primary aim is to explore the semantic prosody of nature terms in the Qur’an

and the communicative and pragmatic functions of such a prosody.6

e The secondary aim is to evaluate five English translations of the Qur’an using
Arabic-English congruency in the semantic prosody of nature terms as a

discriminating factor.

1.2 Motivation

To the researcher’s knowledge, there has been a limited number of studies on SP in the

Qur’an, despite its importance in understanding the meanings conveyed in the Qur’an and

4 Sinclair defines collocation in the light of his lexical model, which states that a given lexical item in the Extended Lexical Unit (ELU)
is characterised in terms of “five categories of co-selection”, two of which are obligatory: the core and the semantic prosody
(20044, p.141). See also Section 3.1.1.

5 Parallel corpora can be bilingual or multilingual, i.e., source text in language A and translations in languages B, C, D, etc. (Olohan,
2004, p.25). They are also defined as: the original text and its translation aligned sentence by sentence (Teubert, 1996, p.249).

6 Semantic prosody is said to express the “attitudinal or pragmatic function of an item [i.e., its communicative purpose]; without it, the
string of words is not put to use in a viable communication” (Sinclair, 1996, pp.87-8).
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in maintaining the accuracy of lexical choice in its translation. Therefore, the researcher’s
motivation was to provide evidence of the importance of SP as a linguistic phenomenon in
the Qur’an. Moreover, although the theme of nature has been commented on in several
previous studies (e.g., Abdul Wadud, 1971;1996; 1998; Bell, 1987; Bell et al., 1991;
Robinson, 1999; Mohamed, 2014), none has provided insights into the collocational
behaviour of words in the Qur’an that describe natural phenomena. In addition, it was
found that one of the latest trends of SP study is to explore it as “a tool for accuracy” (e.g.,
Ebeling, 2014, p.161; Younis 2018, p.120) and for comparison between texts in cross-
linguistic and translation studies.” Hence, it was deemed feasible to expand this corpus-
based research to include an aspect of descriptive translation studies.® Accordingly, five
translations of the Qur’an were chosen to be examined for congruency in the representation

of the theme of nature via the exploration of the SP of this theme.

Furthermore, another popular trend in corpus-based studies is to employ a computational
method in a mixed approach, which produces quantitative and qualitative analyses (as
described in Adolphs and Carter, 2002, p.7; Hunston, 2002, p.249; and Baker, 2016,
p.139). Thus, this trend in interdisciplinary research of corpus linguistics that incorporates
computational and statistical data analysis tools was another motivation for the researcher
to explore textual data using Corpus Linguistic techniques coded in Python and other data
analysis tools. This study will be pioneering research on SP in the Qur’an, given the limited
number of previous studies on the subject. Finally, the researcher, whose background is in
Applied Linguistics, has always been fascinated with the elegance and eloquence of the
language of the Qur’an. Therefore, it was an excellent opportunity for her to experience

first-hand the grandeur of expression in the Qur’an.

1.3 Research questions

This research focuses on four questions that derive from the aims of the study. The first
two research questions cover the primary aim of this thesis, which is to explore the SP of

nature in the Qur’an; the third and fourth questions focus on the secondary aim which is to

7 Accuracy of translation can generally refer to being precise in rendering from one language into another, i.e., making the correct
choices of equivalent terms in the target language text to convey the meaning of the source language text. See also (Baker,
1993, pp.233-52).

8 Descriptive Translation Studies, as the name suggests, is interested in describing translations and translation practice as it occurs or
has occurred, the role and nature of translation and the impact of translation activity in wider cultural, social, historical contexts,
etc. (Olohan, 2004, p.199).



-4 -

evaluate five translations of the Qur’an based on the results of the SP analysis of each of

the datasets in this research. They are the following:

1- Is there SP in the representation of nature in the Qur’an?

2- What are the lexico-grammatical patterns, evaluative prosodies, and discourse
prosodies of nature in the Qur’an?

3- Which of the five translations is the most congruent and which is the most divergent
from the representation of nature in the Qur’an?

4- How can variances of the representation of SP of nature in the English translations

of the Qur’an be justified in terms of consistency and accuracy?

1.4 Research contributions and limitations

This section presents the expected contributions of this research and then highlights the

limitations of this corpus-based study.

1.4.1 Expected contributions

The impact of this research can be said to benefit three disciplinary fields of study: corpus
linguistics, Qur’anic studies, and translation studies. In addition, it is sub-divided into four
domains of contribution: theory, methodology, insights, and language resources. On the
theoretical level, it contributes to corpus linguistics, in that it establishes a theoretical
framework encompassing three constituents (collocation, lexico-grammar, and SP). This

combination of three related theories can be used for future corpus-based studies on SP.

Similarly, the methodology of this research, which demonstrated the usefulness of Corpus
linguistic techniques for exploring concepts such as root-based disambiguation and
statistical analysis to find collocations and SP, can be applied to other corpus-based studies
on SP. In the same domain of contribution, this mixed-method approach used to examine
the theme of nature in the Qur’an is a novel approach that can be utilised in Qur’anic studies

to explore other prominent themes in the Qur’an.

Moreover, the findings of this research can be useful in providing insights into the
importance of the analysis of SP for translation studies. It contributes by emphasising the
significance of raising the translator’s awareness of this linguistic phenomenon to achieve
accuracy in translation. By alluding to the differences (i.e. congruency and divergence)
between translators in the representation of the SP of nature as a Qur’anic theme, the

translator can perceive the importance of presenting this theme in the same light of the
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Qur’anic context to maintain accuracy and consistency. To put it differently, this research
highlights the importance of SP by suggesting that it should be investigated, and its analysis
be utilised as a tool for achieving congruency in translation.

Finally, on the level of language resources, this research produces a bilingual list of stop-
words?® that are inclusive of all the function words in the Qur’an. It also presents six SP
tagged datasets of the Qur’an and its five translations; each illustrating the annotation of
the evaluative prosodies (i.e., positive, negative, and neutral) and discourse prosodies (i.e.,
glorifying of God, reward in the afterlife, punishment of the present life, miracle story, etc.)
as well as the lexico-grammatical patterns of nature in the Qur’an (e.g., N+N (noun+ noun),
N+V (noun+ verb), etc.). Another linguistic resource that this thesis presents includes a
machine-readablel® (i.e., a plain text file in this research in [.txt] format) English translation
of Tafsir (the Interpretation of the Holy Qur’an) by Al-Jalalayn,!! which is, as (Hamza,
2008, ii) writes in the introduction to its translation, “one of the most popular Tafsirs in the
Islamic world, perhaps even the most popular Tafsir”. It used the al-ljmaliy (translated as
the general method) method of interpretation,2 whereby the meanings of the Qur’an are
explained by using straightforward language (Embong and Hanapi, 2017, p.527). By
converting a pdf file of the English translation Tafsir Al-Jalalayn3 into a plain text file to
be paralleled with the original Arabic text,4 this thesis produces a verse-by-verse English
interpretation of the Qur’an that can be aligned with the original text in future corpus-based

studies to explore the meanings of the Qur’an.

1.4.2 Limitations

One limitation of this study is that it places emphasis on nature, which is one of eight themes

to formulate the fundamental message of the Qur’an (Malik, 1997; Fazlur Rahman, 2009).

9 In computing, stop-words are words which are filtered out before or after processing of natural language data (text). For some search
engines, these are some of the most common, short function words, such as the, is, at, which, and on. See also (Rajaraman, 2011,
pp.1-17).

10 Machine-readable data, or computer-readable data, is data (or metadata) in a data format that can be automatically read and
processed by a computer, such as CSV, JSON, XML, TXT, etc. Available from:
[https://opendatahandbook.org/glossary/en/terms/machine-readable/ ],[ Accessed 25 June 2019].

11 It is a fifteenth-century Qur’anic commentary or Tafsir of ‘the two Jalals’ (al-Jalalayn) — the Egyptian scholar Jalal al-Din
Muhammad b. Ahmad al-Mahalli (d. 864 AH / 1459 CE), and his (also Egyptian) student, the scholar, Jalal al-Din 'Abd al-Rahman
Abi Bakr al-Suyuti (Al-Khalidi, 1996, p.31).

12 An interpretation method is a discipline which places specific procedures to interpret the words in the Qur’an. Every process that
involves revealing the meaning of words in the Qur’an is categorised as an interpretation method. The al-ljmaliy method is one
of the Qur’an interpretation methods in the modern era, which interprets the words of the Qur’an by demonstrating meanings in
a simple way and by using straight-forward language. Some interpretations of the Qur’an composed by using this method are
Tafsir al-Jalalayn by alSuyutiy and al-Mahalliy, al-Wajiz fi Tafsir al-Kitab al- ‘4ziz by al-Wahidiy al-Naysabury and Sofwat al-
Bayan lima’ani al-Qur’an by Husin Makhluf. See also Embong and Hanapi (2017, pp.521-35.).

13 Hamza, F. 2008. Tafsir Al-Jalalayn (an English translation). [Online Version]. Pdf file is available from: [http://altafsir. com].

14 Available from: [http://tanzil.net/docs/ ],[Accessed 15 December 2016].


https://en.wikipedia.org/wiki/Computing
https://en.wikipedia.org/wiki/Natural_language_processing
https://opendatahandbook.org/glossary/en/terms/csv/
https://opendatahandbook.org/glossary/en/terms/json/
https://opendatahandbook.org/glossary/en/terms/xml/
https://opendatahandbook.org/glossary/en/terms/machine-readable/
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Hence, the analysis of SP as a collocational phenomenon in this research is limited to this
theme without any direct association with the other themes. Another limitation is that in its
evaluation of the selected translations of the Qur’an, this study considered the role of SP as

one factor in maintaining lexical cohesion; it might consequently overlook other factors.

1.5 Introducing the theoretical framework

This section presents the theoretical framework of this research, which was drawn from
previous literature on collocation and semantic prosody; namely the model on which the
methodology was based to address the research questions. This model focuses on an area
that only a few researchers of the language of the Qur’an have investigated, which is the
importance of the collocational structure in the construction of meaning (e.g., concepts and
themes in the Qur’an). Hence, the exploration of the SP of nature in the Qur’an depends on
the analysis of collocational patterns of words, which are relevant to natural phenomena. It
also operates in an interwoven pattern of theoretical constituents which start with
collocations of a lexical item (i.e., word relevant to natural phenomena); moves to Sinclair
and Halliday’s functional lexico-grammatical structures of the collocations found and their
meanings, and ends with semantic prosody (See Figure 1).

Collocation Lexico-grammar Semantic Prosody

Figure 1: A model for the theoretical framework

The model designed for this research is also based on Stubbs’s approach to the study of
words and phrases in lexical semantics.® This approach is summarised in two points:
meaning is use and corpus semantics. Meaning is use entails that the meaning of words and
phrases differs according to their use in different linguistic and social contexts. In addition,
corpus semantics refers to an approach to analysing language in which “observational data

from large text collections are used as the main evidence for the uses and meanings of

15 The study of how the words of a language denote either things in the real world or concepts. Available from:
[https://www.thefreedictionary.com]. See also (Stubbs, 2001, p.22).
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words and phrases” (Stubbs, 2001, p.22).16 This applies to the Qur’an in the sense that it is

a text with a network of recurrent concepts:

Distribution of a particular concept or subject over many scattered verses within different
chapters is very evident in the Qur’an. Often a concept summarized in one verse is elaborated
in another verse. Historical events, stories of prophets, emphasis on a command, attributes and
qualities of God, description of paradise and hellfire, are some of the common subjects that are
often repeated in the Qur’an. However, each repetition adds new meanings absent in other
instances, and the overall subject could be fully understood when all instances are taken into
consideration (Sharaf and Atwell, 2012, p.2295).17

This property of the Qur’an makes it an attractive text for exploring SP through the analysis
of the frequent patterns in which these “concepts” occur. It also makes possible the
formation of a model that can shed light on the different concepts relevant to the theme of
nature in the Qur’an. It is a model that helps to provide evidence of whether or not natural
phenomena in the Qur’an are semantically prosodic as they appear in different contextual
environments. Also, it establishes a scale for weighing the meaning of nature as a theme in
the Qur’an via SP and comparing it to its parallel representations in the five translations of
the Qur’an (See Section 3.1 for a detailed discussion of the components of the model of

this research).

1.6 Natural language processing, programmes and data analysis tools

The first observation common to most recent research on collocation, particularly studies
that explore the inseparability of the lexical item from its grammar like the present thesis,8
is that Natural Language Processing (NLP) is empirical and based on large amounts of
naturally occurring text. In addition, frequency of occurrence and co-occurrence of
language items are crucial, and corpora and corpus tools (software packages, computer
scripts or online search interfaces) are used to identify which items are common in which
contexts and in which types of discourse (R6mer 2009, p. 148). Therefore, my corpus-based
research employs a state-of-the-art technology as in the NLP programming language with
Python in a quantitative approach to initially explore SP of natural phenomena in the

Qur’an. Moreover, it relies on linguistic resources and tools (e.g., concordance lines) to

16 See also: [https://www.uni-trier.de/fileadmin/fb2/ ANG/Linguistik/Stubbs/stubbs-2001-words-phrases-ch-1.pdf], [Accessed 10 July
2018].

17 Available from;[ http://textminingthequran.com/papers/qursim.pdf], [Accessed 10 July 2018].

18 For example, Sinclair, 1991; Goldberg, 1995; 2006; Hunston and Francis, 2000, Biber et al., 2004; Hoey, 2004; 2005; and Hoey et
al., 2007.


https://www.uni-trier.de/fileadmin/fb2/ANG/Linguistik/Stubbs/stubbs-2001-words-phrases-ch-1.pdf
http://textminingthequran.com/papers/qursim.pdf
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then qualitatively interpret the results of the exploration aligned with the theoretical
approach to language in this research (following the definition of corpus linguistics by
McEnery and Hardie (2012), Sinclair (2004c), Thompson and Hunston (2006), and Gries
(2010b).

This section will give a brief overview firstly, of NLP with Python as the chosen NLP
programming language; it will then introduce the linguistic resources and computational
tools used to define the list of natural phenomena and conduct the analyses of texts in this
research. They are introduced in this chapter to give the reader an understanding of the
computational and corpus-based methodology employed in this thesis. In addition, an
introductory overview of the features of Python will be provided to highlight the nature of
the tasks and the data analysis (i.e., statistical analysis) that are discussed in-depth in the

upcoming chapters.

1.6.1 Natural language processing with Python

Natural Language Processing (NLP) is an interdisciplinary subfield of computer science
that is concerned with the processing of natural languages from the computational
perspective (Mitkov, 2005).19 The nature of projects in this field is often expected to be
managed by multidisciplinary teams such as computer scientists and linguists. To many
people in academia, NLP is known by the name of ‘Computational Linguistics’ (Bird et al.,
2009, x).20 In this research, Python is the programming language used to statistically
analyse the parallel corpora (quantitative analysis), chiefly because it is “a simple yet
powerful programming language with excellent functionality for processing linguistic data”
(as in Bird et al., 2009, x). In this regard, it is implemented by using the available linguistic
libraries to manipulate textual data, the most popular of which is the Natural Language
Toolkit (NLTK) with its corpora for many languages other than English (e.g., Arabic).
Figure 2 shows the download page for NLTK.

19 Available from: [https://www.oxfordhandbooks.com/view/10.1093/oxfordhb/9780199276349.001.0001/0oxfordhb-
9780199276349], [Accessed 19 October 2016].

20 Also available from:
[https://doc.lagout.org/programmation/python/Natural %20Language%20Processing%20with%20Python_%20Analyzing%20Te
Xt%20with%20the%20Natural%20Language%20Toolkit%20%5bBird%2c%20K 1ein%20%26%20L oper%202009-07-
10%>5d.pdf], [Accessed 19 December 2016].


https://www.oxfordhandbooks.com/view/10.1093/oxfordhb/9780199276349.001.0001/oxfordhb-9780199276349
https://www.oxfordhandbooks.com/view/10.1093/oxfordhb/9780199276349.001.0001/oxfordhb-9780199276349

# NLTK Downloader S RE=aEn X

File View Sort Help

Collections j Corpora M All Packages

Identifier Name Size | Status
Jal | Alpacksges | n/a_ ] pattisl |
all-corpora All the corpora n/a installed
bock Everything used in the MLTK Bock nfa installed

Download Refresh

ServerIndex http://www.nltk.org/nltk data/
Download Directory:|C: \Users\H\AppData\Roaming\nltk data

Figure 2: The download page for NLTK 2!

NLTK has various modules with different functions, which help to explore linguistic
aspects manifested in the analysis of syntactic and semantic dimensions of texts. Examples
of these modules with their functions are shown in the following table from Bird et al.
(2009).

Table 1: Examples of language processing tasks and corresponding NLTK modules with
examples of functionality (table taken from Bird et al., 2009, xiv)

Language Processing Task NLTK Modules Functionality

Accessing corpora nltk.corpus Standardised interfaces to corpora and lexicons

String processing nltk.tokenize, Tokenizers, sentence tokenizers, stemmers
nltk.stem

Collocation discovery nltk.collocations t-test, chi-squared, point-wise mutual information

Part-of-speech tagging nltk.tag n-gram, Brill, HMM, TnT

Classification nltk.classify, Decision tree, maximum entropy, naive Bayes,
nltk.cluster EM, k-means

Chunking nltk.chunk Regular expression, n-gram, named entity

Evaluation metrics nltk.metrics Precision, recall, agreement coefficients

Parsing nltk.parse Chart, feature-based, unification, probabilistic,

dependency

Finally, NLTK is primarily employed for first defining the list of natural phenomena
compiled in this research (Chapter Two), and then for natural language processing over six
texts: the Qur’an and its five selected translations. In this textual analysis, it is used for pre-

processing texts; processing texts; finding frequencies of words referring to natural

21 Available from [http://www.nltk.org/], [Accessed 19 October 2016].



-10 -

phenomena in the Qur’an; finding their collocations, namely bigrams;22 and applying an

association measure23 on these bigrams (Chapter Four).

1.6.2 Linguistic resources and computational tools

The linguistic resources and computational tools used in this corpus-based study are
employed to produce six datasets to be evaluated for their representation of SP of nature in

the Qur’an. These resources and tools with brief descriptions are listed below.
1- http://tanzil.net/

Tanzil.net is a linguistic resource drawn on in this study, namely a website from which
machine-readable versions of the Qur’an as a raw data source can be obtained. It is a part
of the Tanzil Project, which consists of the original verses in Arabic as well as 42 manual
translations of the entire book. In this research, four of the translations were downloaded
as Text documents from this website, except for Haleem’s translation which is not available
on the website; hence, was converted from a pdf file into a Text document to apply the
same algorithm to it. They were run against Python via NLTK to obtain the statistical
analysis of natural phenomena terms. In addition, they were copied into Excel for an
alignment task?4 to find SP in the Qur’an and evaluate its English renderings. Furthermore,
their versions with the appended Arabic root-disambiguated nature terms and stem-
disambiguated translated English nature terms2> were run in Sketch Engine26 to produce
concordance lines for each of the natural phenomena to visually represent the collocational

behaviour of these natural terms in context (their SP).27 Finally, these versions were run in

22 Bigrams are pairs of words, which can be found using association measurement functions found in the nltk.metrics package
(Perkins, 2010, pp.21-3). This research will focus on bigrams and triagrams that are statistically proven collocations; not simply
contiguous sequence of words.

23 Association measures (sometimes called collocation measures) are statistical measures that calculate the strength of association
between words based on different aspects of the co-occurrence relationship. There are many different association measures,
each producing (slightly) different lists of collocates (Evert, 2008; Gabalasova et al., 2017). See also Brezina (2018, pp. 66-71).

24 Alignment is a mechanism in corpus linguistics whereby a segment of text in the target text can be identified as the translation of
the segment, or vice versa. This usually requires the two sets of texts to be aligned. Users of parallel corpora are often
interested in retrieving instances of lexis or grammatical constructions in the source language together with their translations.
(Olohan, 2004, p.198).

25 The corpora were pre-processed via Python and the root- disambiguated forms of the nature terms were appended to the text to explore
with accuracy their frequencies, collocations, etc. [See Chapter Four].

26 The word sketch engine evolved from the program Bonito. It is a web-based Concordancing program. The sampler version which can
be found at http://www.sketchengine.co.uk/ uses the British National Corpus. It is a leading corpus tool widely used in
lexicography. The Sketch Engine website offers many ready-to-use corpora, and tools for users to build, upload and install their
own corpora. Available from: [https://www.sketchengine.eu/],[Accessed in October 2016 onwards].

27 More on root-based and stem-based disambiguation and the rationale behind applying these processes will be seen in Chapters Two
and Four.
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LancsBox28 to draw the collocational networks and visualise their parallel concordance

lines of nature in the Qur’an and its translations.
2- https://www.altafsir.com

The Qur’an tafsirs?? in https://www.altafsir.com is another linguistic resource, which is a
website that is employed as an aid to understanding the meanings of the Qur’an. The
website altafsir.com was commissioned by the Royal Aal al-Bayt Institute for Islamic
Thought3° in Jordan and developed and maintained by the Integrated Technology Group.
This is composed of a library of Islamic resources (i.e., old and contemporary works of
Islamic theology and Tafsirs) related to the meanings of the Qur’an, such as /bn Abbas;*
lon Kathir,® Tafsir al-Jalalayn; Asbab Al-Nuzul.®® This library was consulted while
conducting the qualitative analysis of this research to determine the two forms of SP (i.e.,

evaluative and discourse prosodies) of the theme of nature in the Qur’an.

To put it differently, the researcher consulted them to arrive at a sort of consensus on the
agreed contextual meanings of occurrences of nature in the Qur’an (prosodies). However,
it should be mentioned that out of the resources mentioned here, Tafsir al-Jalalayn, one of
the commentaries of the Qur’an, was chosen as a primary source in the alignment of the
parallel corpora for its popularity (as in Hamza, 2008, ii) and simplicity. The choice of
Tafsir al-Jalalayn is purely premised on a linguistic perspective and not as a reflection of
the ideological background of its authors. In practical terms, the preference to use this tafsir
is its linguistic interpretation, where the general method focuses on the meanings of the
verses tailored with brief syntactic and morphological explanations. The researcher found
this feature especially useful in the alignment of verses of the Qur’an via Microsoft Excel,

where each verse is adjacent to its tafsir both in its Arabic and English versions.

28 LancsBox is a new-generation software package for the analysis of language data and corpora developed at Lancaster University.
Auvailable from: [http://corpora.lancs.ac.uk/lancshox/], [Accessed 04 April 2018 onwards].

29 The word _si tafsir ‘commentary or interpretation’ is derived from the root _~& fassara ‘to comment or to interpret’. Someone
who writes TafSir is a i mufassir ‘commentator of Qur’an’. An example of a commentary is Ibn Kathir’s interpretation of the
Qur’an.

30 The Royal Aal al-Bayt Institute for Islamic Thought, established in 1980 by the late H.M. King Hussein of Jordan, is a non-political
and international charitable trust based in Jordan comprising of 70 to 100 members of the world’s top Islamic scholars, who meet
or correspond on a regular basis. It recognises all seven traditional madhhabs (or legal schools) of Islam. See also
[https://www.altafsir.com/aboutfoundation.asp], [Accessed in 15 December 2016 onwards].

31 Attributed to the Companion Abdullah Ibn Abbas (d. 68/687) and Muhammad ibn Ya‘qub al-Firuzabadi (d. 817/1414) and translated
into English by Guezzou in 2007, Tanwir al-Migbas min Tafsir Ibn 'Abba is one of the most pivotal works for understanding the
environment which influenced the development of Qur’anic exegesis.

32 Ibn Kathir, 1.1983. Tafsirdl-Quran. Al-cCAzim: vols.1-4. Beirut: DarAlgalam.

33 Ali ibn Ahmad al-Wahidi is the earliest scholar of the branch of the Qur’anic sciences known as Asbab al-Nuziil (i.e. the contexts
and occasions of the Revelation of the Qur’an). Available from: [https://www.altafsir.com/Books/Ashab%20Al-
Nuzul%20by%20Al-Wahidi.pdf], [Accessed 15 December 2016 onwards].


https://www.altafsir.com/aboutfoundation.asp
https://www.altafsir.com/Books/Asbab%20Al-Nuzul%20by%20Al-Wahidi.pdf
https://www.altafsir.com/Books/Asbab%20Al-Nuzul%20by%20Al-Wahidi.pdf
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Thus, this research not only relies on a web source to find meanings of the Qur’an but also
provides a machine-readable commentary of the Qur’an (Verse-by-Verse) to align it in a
spreadsheet containing the original verses and their English renderings. This means that the
exploration of the meaning of a natural phenomenon term in the qualitative analysis of the
Qur’an is immediate, and the congruency of the translations with the Arabic representation
is systematic. In any event, the use of this commentary and others is an integral part of
determining the following results of this research: the pragmatic functions of natural
phenomena in the Qur’an (their discourse prosodies); their connotative colourings (their
evaluative prosodies); and in turn the evaluation of the English renderings of SP of natural

in the phenomena in the Qur’an (congruency vs divergence).

1.6.3 Data analysis and visualisation tools in the qualitative analysis

Since the nature of the data analysis in this thesis is both quantitative and qualitative, it
requires two types of data analysis and visualisation. On the quantitative level, statistical
visual tools, including frequency distribution graphs and collocation tables, are
implemented in the course of analysing the produced datasets. On the other hand, the
qualitative level, as mentioned above, employs the use of concordance lines34 in examining
the collocations and LG patterns of nature in the Qur’an and LancsBox to envisage the
representation of collocations of nature as a network of meanings via collocational graphs

and networks, which are defined as:

Summaries of complex meanings of words in texts and corpora. These networks can provide
useful information about key topics [the theme of nature in the Qur’an] in texts and discourses

as well as their connection (Brezina, 2018, p.79).
1- Concordancing: A Core Function in Sketch Engine

Also referred to as Key Word In Context (KWIC),35 a concordance is a list of all of the
occurrences of a particular search term in a corpus, presented within the context in which
they occur- usually a few words to the left and right of the search term (Baker et al., 2006,

p.42). The rationale behind the use of this core function in Sketch Engine is that, as with

34 Concordancing is a [qualitative] analysis technique that allows linguists to investigate the occurrences and behaviour of different
word forms in real-life contexts. This is quite different from more “traditional approaches” in linguistics that simply depend on
the intuition of native speakers in order to determine the “correct” usage. See also Weisser (2016, pp. 67-79).

35 Key Word In Context concordance is the preferred format for displaying concordance data because it is easy to observe the context
of to the right and left. Available from: [https://www.sketchengine.eu/my_keywords/kwic/], [Accessed 19 October 2016
onwards].
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collocations, concordances provide information about the “company that a word keeps” or
its discourse prosody36 (See Figure 3 for a sample of concordance lines in Sketch Engine).
This research, therefore, employs this function in conjunction with the use of alignment to
conduct the qualitative analysis which attempts to uncover the SP of nature in the Qur’an
and its translations; that is, by examining the surroundings of the words describing natural

phenomena.

of the town they hadn"t intended to burn caught fire anyway-induding the Eldridge Hotel which
Shanty Town, These squatters shanties had caught fire during the engagement. There were, | beliave
parents take off with Leilani, Micky pursues. Catching Fire by Suzanne Collins — (SPOILER ALERT if
Je-blind paralytic drunk When the Old Dun Cow caught fire . "Oh well,” says Brown, "What a bit of
ekaterinburg, a Delta-class nuclear submarine, caught fire during repairs at a shipyard in northwest
ppiness. " Later, the words were displaced and caught fire , burning syllables to enunciate the dead
will smaolder, 5o to speak, but never really catch fire  within the organization. Moreaver, if thought

Figure 3: Concordance lines for catch fire (figure taken from Kilgarriff et al., 2014)

Following pioneering corpus linguists (e.g., Renouf and Sinclair, 1991; Stubbs, 1995; 2001;
Louw, 2000; Sinclair, 2003), concordance lines are used to navigate the context of the
collocations (i.e., bigrams) found in the statistical analysis of the collocation extractions. A
seven-step procedure is followed for the analysis of a selection of concordance lines for a
specific node (Sinclair, 2003, xvi-xvii) and will be described later in this thesis (Chapter

Four).
2- LancsBox v. 4.x

As previously indicated, on the qualitative level, this research employs LancsBox v. 4.x,37
which is the fourth version of a new-generation software package for the analysis of
language data and corpora developed by Lancaster University. It is a recently developed
and appraised data visualisation tool, which the researcher found useful for the data
visualisation of collocational networks of natural phenomena 38 and the aligned

concordance lines of nature in the Qur’an and its translations.

36 Discourse prosody is a term reported by Stubbs (2001) relating to the way that words in a corpus can collocate with a related set of
words or phrases, often revealing (hidden) attitudes (as cited in Hunston 2007, p.251).

37 See Section 4.1.5 for the rationale of opting for Lancsbox instead WordSketch in Sketch Engine.

38 This is done via employing the Loglikelihood statistic, which is built in the software. [Chapter Four]
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1.7 Introducing the qualitative analyses of textual data

This section gives a preview of the qualitative analysis that is inherent in the mixed
approach used in this research incorporating quantitative and qualitative analyses. The flow
of tasks in the textual analyses to explore collocations and identify the SPs of nature in the

Qur’an and its translations following this approach is shown in the following figure.

Qualitative

Content Analvsis

>

Quantitative

Statistical
Analysis

Qualitative

via
Concordancing

Quantitative

SP Calculations
& Translation

Evaluation

Figure 4: The data analyses of SP of nature in the Qur’an and its translations

Furthermore, this approach employs Stubbs’s (2001) classification of textual data, where
each task of the data analysis is applied to a specific type of textual data, as seen in the

following table:

Table 2: Types of textual data and data analyses in this research (classification based on
Stubbs, 2001, pp. 66-7, my hyphenations)39

Type of Data Description Textual Data Analysis
first-order data raw corpus data content analysis [qualitative]
second-order data corpus data as manipulated by a basic collocation-via-concordance
concordance program [qualitative]
third-order data corpus data that has been manipulated using collocation-via-significance
statistical analyses to present patterns within the [quantitative]
data

As shown in Table 2, the qualitative analyses in this research are applied on two types of
data: the first-order data shown in the raw corpus (the Arabic Qur’an)4 and the second-

order data in the corpus as processed by a concordance program (Sketch Engine).

39 See also McEnery and Hardie (2012, p.127). Available from: [https://epdf.pub/corpus-linguistics-method-theory-and-
practice.html], [Accessed 04 May 2019].
40 See also Chapter Two.
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This section of the introductory chapter will focus on the qualitative part solely because,
while the adopted tasks of the quantitative analysis of this research have been drawn from
a previously tested model of statistical analysis to investigate collocations (e.g., Evert,
2005; 2008; Bartsch and Evert, 2014), the qualitative analysis of words related to nature in
the Qur’an is used differently in two instances in this thesis. Firstly, it is used in the content
analysis (CA) in the preliminary stage (pre-methodology) of the research to categorise the
contextual meanings of nature in the Qur’an. Secondly, it is used in the methodology of
this research to tag the evaluative and discourse prosodies of nature in the Qur’an and its
translations, an approach that has not been explicitly used before in this manner by
researchers on SP in general and SP in the Qur’an in particular (e.g., Louw, 1993; 2000;
Partington, 1998; 2004b; Sinclair, 2004a; Younis, 2018). The following lines will present
a brief description of the two instances of the qualitative analyses in this research; details

of the first will be found in Chapter Two and the second in Chapter Four.

In its first instance, the qualitative analysis or CA is used to elicit the contextual meanings
of words describing natural phenomena in the Qur’an based on the previous literature; it is
not within the framework of the methodology chapter only because it occurs at the
preliminary stage. CA is a technique for making replicable and valid inferences from data
and their context “to provide knowledge, new insights, a representation of facts, and a
practical guide to action” (Krippendorff, 2018, p. 403). The purpose, as Krippendorff
(2018) argues, is to obtain a condensed and broad description of the phenomenon (in this
case, nature in the Qur’an), and the outcomes of the analysis are concepts or categories
describing it. Usually, these concepts or classes are used to build up a model, a conceptual
system, or a conceptual map of categories from data which are “texts to which meanings
are conventionally attributed: verbal discourse, written documents, and visual
representation” (Krippendorff, 2018, p. 403). Furthermore, Hsieh and Shannon (2005) state
that the current applications of CA rely on one of three distinct approaches to interpreting
meaning from the content of text data: conventional, directed, or summative. They are

described in the following table:

Table 3: Three approaches to content analysis (table taken from Hsieh and Shannon 2005,
p.1286)

Type of CA Study Starts With ~ Timing of Defining Codes or Source of Codes or Keywords
Keywords
Conventional Observation Codes are defined during data Codes are derived from data

analysis
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Type of CA Study Starts With  Timing of Defining Codes or Source of Codes or Keywords
Keywords

Directed Theory Codes are defined before and during  Codes are derived from theory
data analysis or relevant research findings

Summative Keywords Keywords are identified before and  Keywords are derived from
during data analysis the interest of researchers or

review of literature

In its preliminary stage (as seen in the grey box in Figure 4), this research implements the
summative approach and builds a relatively exhaustive list of terms for natural phenomena.
However, instead of calling them keywords,* the list of natural phenomena is referred to
as a list of terms, since they do not represent all the themes of the Qur’an. They only
represent nature as a Qur’anic theme and the underlying meanings related to it. These terms
and their contextual meanings, derived from the review of literature on Qur’anic studies
about nature and the researcher's close reading of the Qur’an, were identified before and
during the data analysis. Then, CA is conducted to provide an understanding of these terms
inductively;42 data is organised by coding to create categories and abstractions (Hsieh and
Shannon, 2005, p. 1281; Bernard and Ryan, 1998). Coding means that notes and headings
are written while examining the literature on nature in the Qur’an; abstraction means
generating categories which depict the different contexts in which nature occurs in the
Qur’an (Bernard and Ryan, 1998, p.608 and p. 619).

On the other hand, in its second instance in this research and, as seen in Figure 4, the task
of qualitative data analysis falls within the approach of analysing collocation-via-
concordance,*® which is a non-statistical technique where a linguist uses his/her intuitive
scanning in the inspection of concordances. This hand-and-eye technique44 is usually
implemented in other neo-Firthian45 research and has been scrutinised and praised by
linguists, who used it such as Stubbs (1995, pp. 27-8) and Younis (2018, p.126). Louw
(2007b), who is also in favour of this approach, believes that to uncover the hidden

meanings of any text it is a requirement that the “corpus stylisticians” use a concordance.

41 Keywords in corpus linguistics are defined as words in a corpus whose frequency is unusually high (positive keywords) or low
(negative keywords) in comparison with a reference corpus. Available from: [https://www.kent.edu/appling/corpus-linguistics-
glossary], [Accessed 04 May 2019].
42 Inductive content analysis is a qualitative method of content analysis that researchers use to develop a theory and identify themes
from raw textual data. It relies on inductive reasoning, in which themes emerge from the raw data through repeated examination
and comparison, and reduces the material to a set of themes or categories. See also Thomas (2006, pp. 237-46).

43 In contrast to the collocation-via-significance; both are commonly used techniques of analysing collocation. See also McEnery and
Hardie (2012, pp. 122-66).

44 See also McEnery and Hardie (2012, p.125, my italics in the above).

45 The phrase neo-Firthian collectively refers to a group of scholars who preferred Firth’s approach to collocation and discourse.
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He states that “the literary world of any text is assembled afresh every time that text is

read”, and to demonstrate this process:

Corpus stylisticians require only three things: (i) the literary text in a machine-readable form
which allows us to read the text by random access as well as linearly in its traditional paper or
hard copy form; (ii) a reference corpus of natural language of both spoken and written and
containing fiction and non-fiction; (iii) concordance software containing collocator and a

facility for the co-selection expressions and which produces raw data as its output (p.104).

However, since this research attempts to employ a mixed approach in exploring the
collocations of natural phenomena in the Qur’an, and in lieu of extracting collocations
manually from concordance lines as in Stubbs (1995) and Younis (2018), the statistically
verified patterns (i.e., collocations) previously found in the quantitative analysis as seen in
Figure 4, are utilised to provide explicit criteria (e.g., the statistically verified collocate sets
for each node) for coding the data with the appropriate SP for each of the nature terms. This
approach also agrees with Stubbs’s (2001) later viewpoint on the importance of the primacy
of the human analyst over the statistical results of collocation, and that he/she should
constantly be checking the outcomes of the mathematical calculation of collocation against
concordance and raw text (Stubbs, 2001, p.71). Hence, the purpose of this task is to employ
the statistical results of collocation in identifying the SP of nature in the Qur’an and its
translations. The revealed SP meanings [i.e., evaluative and discourse prosodies] of nature
terms in this task are based on the [statistically verified] collocations of the words referring
to natural phenomena (i.e., nodes) with other words that unveil these meanings (i.e.,
collocates). Finally, a detailed discussion of this second instance of qualitative analysis will

be provided in Section 4.1.5 of this thesis.

1.8 Introducing the criteria for evaluation of the translations

This section discusses the challenging issue of the evaluation of translation, which is
conducted in the second phase of this research. It introduces this part of the methodology
because its criteria should be defined before elaborating on the method of this process. The
evaluation of translation is defined as “placing a value on a translation in terms of grade or
pass mark” (McAlester, 1999, p.169). However, this definition is said to be confined to
translation teaching and training; “an unnecessary limitation of the wider concept of
evaluation in translation studies” (McAlester, 1999, p.169). In a broader sense and in

harmony with the method and theory of the present research, House (1997) puts forward
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the functional pragmatic model of translation evaluation, which focuses on the preservation
of “meaning” across two different languages and cultures. In this sense, she views
translation as “the re-contextualisation of a text in L1 [the first language of the source text
such as Arabic] by a semantically and pragmatically equivalent text in L2 [the second
language of the target text such as English]”, and identifies three aspects of meaning
particularly important for translation evaluation which are: the semantic, pragmatic, and
textual aspects (House, 1997, p.30-6). Following these aspects, the analysis of SP features,
as a textual phenomenon and a means for translation evaluation in this research, relies on
both the semantic and pragmatic aspects of meaning (cf. Partington, 1998; Stubbs, 2001;
Hunston, 2002; Sinclair, 2004b).

Furthermore, Hewson (2011) argues that the evaluation of translation is a conscious act that
examines “degrees of similarity to or divergence from the source text’s perceived
interpretative potential” and that it attempts to set out this interpretative potential of a
translation in “the light of an established interpretative framework whose origin lies in the
source text” (pp.6-7, as cited in Al Ghamdi, 2015, p.14). This is the very definition of the
type of evaluation this study implements to decide on the congruency of the translations in
the representation of the theme of nature in the Qur’an. In essence, the second aim of this
research is to describe translated texts based on the results of the source text by using
parallel corpora; that is, to identify differences but not judge them. Furthermore, Al Ghamdi
(2015) notes that this type of method requires standards (i.e., criteria) on which the
evaluation is based to draw objective conclusions and avoid subjectivity in evaluating the
quality of the translations.4¢ Thus, the criteria chosen for this research upon which the
evaluation is based are accuracy and consistency of terminology in translation (as in Al
Ghamdi, 2015, p.10).

Accuracy of translation can generally refer to being precise in rendering from one language
into another, i.e., making the correct choices of equivalent terms in the target language text
to convey the meaning of the source language text (Baker, 1993, p.233). It does not mean
word-for-word translations; instead, it can be achieved through functional or
communicative means to convey the source/original meaning to the target reader (Hatim

and Munday, 2004, p.11). Al Ghamdi (2015), who employed the same criteria in evaluating

46 As part of his PhD thesis in the University of Leeds, Al Ghamdi (2015) conducted a study on evaluating translations of the Qur’an
in their translation of the Divine Names of Allah. Available from: [http://etheses.whiterose.ac.uk/9592/1/Saleh-PhD-Thesis.pdf],
[Accessed 18 May 2019].
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translations of the Qur’an in their translation of the Divine Names of Allah, states that when
it comes to assessing the translations of terms in the Qur’an (i.e., natural phenomena in the
current study), the linguistic features (e.g., semantic and syntactic features) of these terms
are essential in the evaluation process (p.15). In this research, the linguistic features found
to be crucial are frequencies, collocations in the form of Lexico-Grammatical (LG)
patterns, and SP. They are measured using quantitative statistics via frequency finders,
collocation extraction, and an association measure to calculate the statistically most
significant collocations (For details on accuracy and SP see Section 4.2).

Moreover, consistency of terminology in translation, as Al Ghamdi (2015, p.27) sees it,
refers to lexical cohesion which is a significant feature of literary texts. He asserts that
consistency or uniformity of terminology is one of the characteristics of any good
translation.4” In the light of this notion, a data evaluation method which focuses on
consistency is used to compare the Qur’an translations. Similarly, he states that translators
of the Qur’an are expected to maintain a high level of consistency and uniformity or, as he
calls it, “lexical cohesion” in their choices of the suitable rendering of the language of the
Qur’an (Al Ghamdi, 2015, p.28). Hence, this study devises the analysis of SP as a cohesive
lexical tool and adopts the viewpoint of Morley and Partington (2009) who describe SP as
the mechanism showing evaluative meaning, or what they call “evaluative harmony”,

which endows discourse with cohesion. They write:

Semantic prosody is the mechanism which shows how one elemental type of meaning —
evaluative meaning— is frequently shared across unitsin discourse and, by ensuring
consistency of evaluation or evaluative harmony, plays a vital role in keeping the discourse
together, in its cohesion; which, of course, in turn, helps maintain comprehensibility for the
listener (p.139).

In sum, to draw objective conclusions and avoid subjectivity when evaluating the five
selected translations, criteria of assessment are chosen to suit the purpose of this research.
Thus, the functional or communicative means to convey source/original meaning in the
definition of the accuracy criterion and the lexical cohesion and harmony in the definition
of consistency can be seen through the SP meanings. This research uses results of the SP
of natural phenomena in the Qur’an and its five translations as a means of evaluating

congruency vs divergence (as in Ebeling, 2014). These criteria were chosen due to their

47 Al Ghamdi states that he follows the Newmark (1988) tradition of translation criticism.
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relevance to the adopted definition of SP in this research, which is that it is both a
collocational phenomenon with evaluative prosody and a cohesive device with discourse

prosody.

1.9 Introducing the research corpora

The compiled data in this research consists of parallel corpora or, as Hofland and Johansson
(1998) collectively call it, a translation corpus. These are corpora that make up a translation
corpus “consisting of a set of texts in one language and their translations in another
language” (Olohan 2004, p.24). They consist of six machine-readable Text Documents
downloaded from Tanzil.net, except for Haleem (2004) as mentioned previously. In this
regard, they contain the Arabic Qur’an and five of its English translations: Pickthall (1930);
Yusuf Ali (1939/ revised edition 1987); Arberry (1957); Saheeh International (1997); and
Haleem (2004). The first text is the Arabic Holy Qur’an (in two versions aligned next to
each other: with and without zaskil/, which is translated as diacritics); its analysis is
employed to address the question whether semantic prosody as a linguistic phenomenon is
present in the Qur’an. Furthermore, it is the source text based on which the comparison
(e.g., the comparison of frequencies and SPs) among the translations is established. Finally,
the translations have been chosen based on the quality of reviews they attained (e.g.,
Robinson, 1999, p.291 describes Ali's and Pickthall's as the most accurate of their time)
and the fact that each of them has enjoyed a good reputation amongst Muslims at different
historical periods (as in Al Ghamdi, 2015, p.32), is the diversity of the translators’
backgrounds.

1.9.1 The Holy Qur’an

The Holy Qur’an, consisting of 114 surahs (chapters) and 6,236 ayahs (verses), is
considered by many scholars a rich source for linguistic and stylistic research. Although
most of its language is said to be familiar to Non-Muslim and Muslim Arabs whose
literature and speech have similar features; it still has its unique form inherently obtained
from the Divine choice of words. It was promised in the Qur’an that it should not be altered
or replaced: “We have, without doubt, sent down the Message; and We will assuredly guard
it (from corruption)” (15:9).#® This provides a solid ground for a researcher to observe the

behaviour of lexical items in different environments and how their semantic features work

48 From Yusuf Ali’s English Translation of the Qur’an (2013). Downloaded from: http://tanzil.net/. Reference to the verses of the
Qur’an in this thesis will take the following system: (number of surah: number of ayah or ayahs).
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in the representation of meaning. In this regard, the central theme that prevails throughout
the Qur’an is the exposition of reality and the invitation to worship God (Malik, 1997,
p.104); all other themes revolve around this theme. From the very beginning of the Qur’an
to its end, the different topics it addresses (i.e., nature) are said to be intimately connected
with its central theme. Also, it is a book with several types of traditional divisions as follows:
chronological based on historical revelation; length-based rule; by subject; and Juz’s.*° The
most popular division is the one based on chronology, that is, the division of the Qur’an
into Makkan and Medinan based on the place of revelation.50 The following sub-sections

of this chapter present the five English translations that were chosen for this study.

1.9.2 M. M. Pickthall (London, 1930)

Muhammad Marmaduke Pickthall (1875-1936), a British Muslim novelist, had an interest
in the languages of the Middle East and mastered languages such as Arabic, Turkish, and
Urdu. Pickthall's translation deserves credit for keeping close to the original Arabic
(Haleem, 2004, xxviii). Besides, his work has the merit of being a first-rate English
interpretation of the Qur’an at the time of its publication (Kidwai,1987, p.66). In the preface
of his book, Pickthall writes:

The Qur’an cannot be translated. The book is here rendered almost literally, and every effort
has been made to choose befitting language. However, the outcome is not the Holy Qur’an,
that inimitable symphony, the very sounds of which move men to tears and ecstasy. It is only
an attempt to present the meaning of the Qur’an -and peradventure something of the charm in
English. It can never take the place of the Qur’an in Arabic, nor is it meant to do so (Pickthall,
1930, vii).51

These lines reflect his view on the translation of the Qur’an when he states that “the Qur’an
cannot be translated” and that a translation of the Qur’an can never be produced, “nor is it
meant to do so”. They show that he endorses the position of Muslim scholars that the
Qur’an is untranslatable;>2 however, he maintains that the general meaning of the text could

still be conveyed to English speakers. In his translation, he writes an introduction for each

49 The main division of the Qur’an is into chapter (surah) and verse (ayat). The Qur’an is additionally divided into 30 equal sections,
called juz' (plural: ajiza). The divisions of juz’ do not fall evenly along chapter lines. These divisions make it easier to pace the
reading over a month’s period, reading a fairly equal amount each day. See also:
[http://corpus.quran.com/documentation/versemarks.jsp].

50 See also the Index for the division of the Quran in King Fahd Complex for Printing the Qur’an. [Available from:
https://epub.qurancomplex.gov.sa/issues/hafs/standard39/].

51 Available from: [http://www.khayma.com/librarians/call2islaam/quran/pickthall/], [Accessed 18 May 2019].

52 See also Al-Jabari (2008, pp.17-21).
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chapter and includes footnotes. Although its language might be “artificially archaic”,
Pickthall’s translation was highly regarded by various readers (Haleem, 2004, xxviii; Khan
etal.,, 2013, p.571).

1.9.3 Abdullah Yusuf Ali (Lahore, 1939)53

Perhaps the most popular English translation to this day is the one written by Abdullah
Yusuf Ali (1872-1952), The Holy Qur’an: Translation and Commentary (1% edition 1934
and revised in 1939-40), which was until the 1990s perhaps the most popular English
version among Muslims. There are two main revised versions of Ali’s translation: the King
Fahd Qur'an Printing Complex (1987)54 and the Amanah Corporation’s (1989).55 Both
versions found merits in Ali’s original translation (Jassem and Jassem, 2001, p.36); yet the
former is the version used in this research, only because it is the available machine-readable
text on Tanzil.net.56 As for the publication of this particular version, the committee in the
King Fahd Qur'an Printing Complex chose Ali’s translation, 57 for its distinguishing
characteristics, such as the “highly elegant style” and “a choice of words close to the
meaning of the original text”(Deedat, 2012, p.49). In his article, “Assessing English
Translations of the Qur’an”, Wild (2015) states that Ali “sought to convey the music and
richness of the Arabic with English poetic versification”.58 Also, it has been said that Ali
was “gifted with an eloquent, vivid writing style”, and that the footnotes, despite their
abundance, are helpful for those who want to fully understand the background of the text
(Haleem, 2004, xxviii).

1.94 A.J. Arberry (London, 1957)

Arthur John Arberry was born into and lived in a conservative and well-educated English
Christian family from which he established a strong desire for higher education (Skillitee,
1970, p.363). As a Cambridge University graduate, he spent several years in the Middle

East perfecting his Arabic and Persian language skills. For a short period of his life, he

53 The revised version of this translation was used in this research; it is the document retrieved from Tanzil.net as: Ali, A. Y.
(1987). The Holy Qur’an: English Translation of the Meanings and Commentary. King Fahd Holy Qur’an Printing Complex.

54 King Fahd Complex for the Printing of the Holy Qur'an (Arabic: <& »&ll Casaall el 268 elldll xeas) js a printing plant located
in Medina, Saudi Arabia that publishes the Qur'an in Arabic and other languages. The company produces about 10 million
copies a year, and has published 55 different translations of the Qur'an in 39 languages. [Online] Available from:
[https://qurancomplex.gov.sa/].

55 In 1989, Saudi Arabia's Ar-Rajhi Banking Company funded the U.S.-based Amana Corporation's project to revise the translation of
the Qur’an (Mohammed, 2005, p.58).

56 See also [http://tanzil.net/docs/translations_resources].

57 Alongside Al-Hilali and Khan (1983).

58 Available from: [https://www.meforum.org/717/assessing-english-translations-of-the-quran], [Accessed 18 May 2019].
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worked as a Professor of Classics at Cairo University; in 1946, he was a professor of Persian
at the University of London and transferred to Cambridge the following year to become a
Professor of Arabic there until his death in 1969. His translation of the Qur’an, The Koran
Interpreted (1957) was the first English translation by a scholar specialised in Arabic and
Islamic studies. “He rendered the Qur’an into understandable English and separated text
from tradition; it has earned the admiration of intellectuals worldwide” (Al-Jabari, 2008,
pp.35-6). In addition, having been reprinted several times, his translation remains the
reference of choice for most academics (Halimah, 2014, p.124). Finally, it has been said
that unlike his predecessors, Arberry “paid close attention to the rhetorical features of the

Qur’an and aimed to reproduce these splendid features™ (Sadiq, 2010, p.8).

1.9.5 Saheeh International (Jeddah, 1997)

Saheeh International is a team of three American women whose names are not mentioned
in this translation of the Qur’an. It is considered one of the most prominent and widely read
English-language Qur’anic translations. The translators converted to Islam in the 1980s and
lived and worked in Saudi Arabia. Their translation, entitled The Qur'an, published by Abul
Qasim Publishing House,* like Ali’s, contains many notes but in parentheses in the running
text. In the foreword, the translators say that their adopted word order mimics that of the
Arabic text. They also avoided using transliterated Arabic terms. Also, they shift pronouns
in many verses to match the Qur’anic style. They also note that particular words and phrases

in the source text have various shades of meaning. Therefore, they argue that:

Any translation, which can reflect but one emphasis, must necessarily appear as a severe
limitation. Although additions in brackets and explanatory notes are a partial remedy, it
remains to be said that nothing can take the place of an in-depth study through the Arabic

medium itself (Saheeh International, 1997, viii).
This translation was widely acclaimed and respected for accurately reflecting the meaning

of the original Arabic meanings and was recommended by various well-known scholars.®

1.9.6 M. A. S. Abdel Haleem (Oxford, 2004)

Abdel-Haleem is an Egyptian-British scholar and the editor of the Journal of Qur’anic

Studies. He has an interest in Arabic-English lexicography and Qur’anic studies and has

59 See also [https://darulgasim.org/].
60 For example, Muhammad al-Munajjid, Zakir Naik, Yusuf Estes, and Jamal Badawi. See also: [http://www.islamicbookstore.com].
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published several works in this field. He is recognised for his services to Arabic culture and
literature and inter-faith dialogue (Shah 2010, p.1). In 2004, Oxford University Press6!
published Haleem’s translation of the Qur’an under the title: The Qur’an: A New
Translation. Following his criticism of the previous translations of the Qur’an, Haleem
(2004) claims that he opted for an explanatory translation of the Qur’anic meanings since
the peculiarities of the English versions of his predecessors mostly resulted from “excessive
literalism and adherence to the syntactical and stylistic peculiarities for the (Qur’anic)
Arabic, (...) which is very concise, idiomatic, figurative and elliptic”(p.67). Finally,
Haleem’s translation has been described as the best-appraised translation of the Qur’an to
be introduced to English readers by an Arab translator (Shah, 2010, p.2 ; Rippin, 2016,
p.12).

1.10 Overview of this thesis

This thesis consists of six chapters. Chapter One is a general introduction that outlines the
aims of this research, its motivation, the research questions, and related concepts of data
analysis. Chapter Two presents an overview of natural phenomena in the Qur’an and
reports the process of compiling and defining the list of natural phenomena via the NLP
applications implemented in this research. Chapter Three presents a literature review of
studies relevant to the theoretical background in this research which encompasses three
linguistic features: collocations, Lexico-grammatical (LG) patterns, and SP. In addition, it
reports on previous corpus-based studies on the Qur’an, on computational linguistic studies
on natural phenomena in the Qur’an, and several methods of evaluation of translation.
Chapter Four presents the corpus-based methodology implemented in this study by
describing the two phases of this research and processes related to each. Chapter Five
reports the findings of this research and discusses their relevance to the previous literature
and theoretical background of this research. Finally, the conclusions and implications of
this study will be summarised in Chapter Six, and some suggestions for future research

will be made.

61 Oxford University Press is a department at the University of Oxford, which has worldwide publications. It is said to be the largest
university press in the world, publishing in 70 languages and 190 countries. Available from: [http://global.oup.com/?cc=gb]
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Chapter 2 Natural Phenomena in the Qur’an: A Descriptive
Overview with NLP Applications

Introduction

Nature in the Qur’an, just as God and Eschatology,52 is found to be one the of the
“predominant themes”; several nature terms emerge as statistically significant keywords in
corpus comparison of the Qur’an with a large reference set (Brierley et al., 2018, p.427).
In addition, the mentions of natural phenomena in the Qur’an with their “order; proportion;
and beauty” portray them as signs of God's creation with its finitude in contrast to His
“infinity and unity” (Fazlur Rahman, 2009, pp.66-7). The depiction of such order and
proportion in the creation of natural phenomena can be seen in the following lines of the
Qur’an:
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Yusuf Ali: And the sun moves (along its course) to its resting place that is the measuring (or determination)
of the All-Mighty, the All-Knowing, and for the moon We have appointed certain stations until it returns like
an old curved stick. It is not for the sun to overtake the moon, nor for the night to overstrip the day, each

coursing in its own orbit. Verses (36:38-40)

In this Qur’anic excerpt, the sun and the moon are mentioned to emphasise God’s power in
the perfection and order of His creation. Both natural phenomena are described as
“floating” uniformly, each in its orbit, causing the occurrence of day and night. Man can
then benefit from these regular movements to tell day from night; the allusion to both the
sun and moon in these verses is shown in the natural causation sense to show God’s power

in the present order and beauty in the creation of the universe (Fazlur Rahman, 2009, p.67).

In the context of this research, nature as a theme in the Qur’an is described in this chapter

by reporting Alshahrani and Brierley (2017),83 which presents an overview of this theme

62 In the history of religion, the term eschatology refers to conceptions of the last things: immortality of the soul, rebirth, migration of
the soul, and the end of time. Definition available from: [https://www.britannica.com/topic/eschatology].

63 Alshahrani, H. and Brierley, C. 2017. An overview of natural phenomena in the Qur’an. In: Postgraduate Research Conference
May 5th, 2017. University of Leeds, Leeds.
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in the Qur’an. It is a pilot study that can be situated between the literature review in the
following chapter because it reviews some of the previous studies on natural phenomena in
the Qur’an and the pre-methodology stage where the list of natural phenomena was
produced before the implementation of the actual corpus-based methodology. Moreover,
the rationale behind devoting a chapter to the preliminary work (i.e., the tasks of the pre-
methodology stage) of this research is its importance as for most researchers in corpus
linguistics (e.g., Sinclair, 1991; Goldberg, 2006; Hunston and Francis, 2000; Biber et al.,
2004; Hoey, 2004), data and observation come first, and theory comes second. Hoey’s
Lexical Priming theory and Hunston and Francis’s Pattern Grammar, % for instance,
provide explanations for what is observed in the language. Biber and his colleagues look at
“descriptive facts that require explanation” (as cited in Romer, 2009, p. 148). Hence, this
chapter presents an essential exploratory study which observes and prepares the data that
is later used in the methodology and explained in terms of the aligned theoretical
framework of this research.®s It describes the experimental work done to compile, classify,
disambiguate, and statistically examine the terms which represent nature in the Qur’an. The
researcher, who had no training in NLP with Python before commencing this research,
conducted several experiments to explore its functions and utilise its application in her
study. These experiments were the primary aspects on which the rest of the NLP workflow
of this thesis stands. Hence, a chapter presents this study because it mimics the tasks in the
preliminary stage of data observation in this research (i.e., the significant discovery stage
before the actual first tasks of the methodology to find SP of nature in the Qur’an and the
theoretical background employed to interpret the results of this research).

The tasks in the researcher's pilot study will be discussed throughout this chapter, two of
which will include references to previous commentarieséé on nature as a theme in the
Qur’an; the other two on some NLP applications to collect and verify a list of natural
phenomena. The compilation of terms describing natural phenomena was done to conduct
a summative content analysis (CA) which categorises the contextual environments of
nature in the Qur’an. It was based on the exploratory overview of the previous literature on
nature as a Qur’anic theme as well as a close reading of the Qur’an. r-thisregard; After

examining the previous research, the researcher applied a close reading of the Qur’an and

64 In the 1920s, Palmer started what would become a cornerstone of British Applied Linguistics: he devised lists of the most frequently
used words and phrases, constructed what he later termed Pattern Grammar (which was then refined by A. S. Hornby in 1954
and taken up by Hunston and Francis in 2000) (as in Pace-Sigge, 2013, p.150).

65 Based on the definition of corpus linguistics by Thompson and Hunston (2006, p.8).

66 These studies on nature in the Qur’an in this chapter are not corpus linguistic studies unlike the other mentioned studies on the same
Qur’anic theme in the following chapter which resemble this thesis in that they are purely corpus-based.
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Ali’s translation (i.e., beginning with reading the verses with the attention to nature terms,
then viewing the text as a computed list of words via NLTK in Python) to elicit a list of
natural phenomena terms in the Qur’an. Hence, by inspecting the available previous lists
of nature terms and breaking the entire text into individual words using NLTK in Python
(Section 2.1.3), it was possible to manually extract a comprehensive list of nature terms
from the Qur’an as a whole. However, it should be highlighted that to cover all the nature
terms in the Qur’an was beyond the scope of this study; therefore, a plausible exhaustive
list of nature terms was compiled. The researcher then employed this list in a CA to produce
the categories of contexts in which nature occurs. The ontology8” of nature terms, partially
adopted from the Qur’anic Arabic Corpus (QAC),% was then produced. After that, the
linguistic features (i.e., stems, definitions with examples, synonyms, and antonyms) of
these terms in the ontology were identified to reduce their variant forms (i.e., word
disambiguation), and raw frequencies were found followed by a preview of their most
frequent collocations via NLTK in Python. The importance of this ontology lies in the fact
that it is the provider of the 30 most frequent nature terms which were considered for
analysis in this research; they were analysed for their frequencies, collocations, and SP.
Thus, the role of this chapter is to report the flow of tasks taken to produce and explore a
semantic ontology of a compiled list of 154 terms denoting words relevant to natural

phenomena in the Qur’an (See Figure 5 for illustration).

_— The Ontology Word The Statistical
Compilation . - . ;
Content Analusis Qur'anic Arabic Disambiguation Exploration
y Corpus NLTK NLTK

Figure 5: The flow of tasks of producing a list of nature terms in the Qur’an

To summarise, this chapter will discuss a brief account of the following four points:

compiling the list of nature terms; producing an ontology of nature terms; disambiguating

67 The word ontology is used with different senses in different communities. The most radical difference is perhaps between the
philosophical sense and the computational sense. The adopted definition in this research is: the study of attributes that belong to
things because of their very nature. See also (Giaretta and Guarino, 1995, pp.307-17). Ontologies consist of four components;
concepts, relations, axioms, and instances (Gruber, 1993, p.2).

68 The Quranic Arabic Corpus (http://corpus.quran.com) is an annotated linguistic resource with multiple layers of annotation
including morphological segmentation, part-of-speech tagging, and syntactic analysis using dependency grammar. See also
Dukes and Habash (2010, p.2530).
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the list of natural phenomena via the WordNet language package in NLTK; and providing

statistical profiling of nature in the Qur’an via NLTK.

2.1 Compiling the list of nature terms and their contextual meanings

This section focuses on gathering a working list of natural phenomena and their
contextual meanings which involved, firstly, the elicitation of a list of nature terms based
on the previously compiled lists of natural phenomena in the Qur’an and a close reading of
the Qur’an (i.e., verses and words) with consulting the Tafsirs, whenever needed. 70
Secondly, this was followed by the identification of the contextual meanings of nature via
CA and the previous literature on nature in the Qur’an.” A brief account of each will be
given in the subsections below with the last subsection featuring the first compiled working

list of nature terms in this research.

2.1.1 An overview of the available lists of natural phenomena

As the first step of compiling a list of nature terms for the CA at this stage, the available
lists from previous studies were explored to collect a comprehensive list of words
representing nature terms that occur in the Qur’an. In the first list, one of the few lists on
nature as a Qur’anic theme (Abdul-Raof, 2001, pp. 8-9), examples of natural phenomena
that appear in the Qur’an are compiled in one group of terms (group number 9), and they
include the following:

1. Animals in the Qur’an: cow, livestock, camel, she-camel, pig, dog, elephant, calf, lion,
monkey, donkey, mule, wolf, goat, sheep, ewe, horse, wild beast, frog.

2. Insects in the Qur’an: spider, fly, mosquito, ant, lice, locust, moth, serpent, snake, bee,
woodworm

3. Birds in the Qur’an: hoopoe, quail, crow, birds of prey.
4. Trees and plants in the Qur’an: olive tree, lote tree72, grapevine tree, tamarisk tree, date

palm, gourd tree, Zaggum tree’3, thorny plant, tree of eternity, grass, vegetation, field.

69 It has been modified several times throughout the research, but the original list resides here in this chapter.

70 A marked corpus of the lines of the Qur’an with their tafsirs and the nature terms that appear in the nature related verses is available
with the electronic appendices of this research.

71 No corpus-based method, such as collocation extraction to identify meanings of nature in the Quran, is used yet until Section 2.4.3.

72,y Lote tree is a location in the afterlife that is mentioned in the Qur’an, and is usually considered to be part of Paradise Availabe
from:[ http://corpus.quran.com/concept.jsp?id=lote-tree], [Accessed 04 July 2018].

73 asisl Zaqqum tree is a tree that springs out of the bottom of Hell-fire, and is nourished by the fire, for it was created from fire.
Quran Tafsir Ibn Kathir. Retreived
from:[http://www.qgtafsir.com/index.php?option=com_content&task=view&id=1934&Itemid=93], [Accessed 10 July 2018]
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5. Fruits and vegetable in the Qur an: olives, figs, green herbs, onion, garlic, bitter fruit, sweet
basil

6. Sea animals in the Qur’an: narcissus, musk.

7. Planets in the Qur’an: sun, moon, earth, shooting stars, starts, swimming orbits.

8. Categories of people in the Qur’an: man, woman, male, female, elderly, those who evoked
God's anger, those who have gone astray, deaf, dumb, blind, lame, just, unjust, pious,
believer, unbeliever, immigrant, supporter, idolater, wrongdoer, wretched, criminal, poor,
rich, orphan, needy, wayfarer, slave, prisoner of war, winner, successful, loser, humble,
doer of good, arrogant, disobedient, liar, corrupter, etc.

9. Natural phenomena in the Qur’an: day, morning, light, shadow, night, darkness, the
passing of the night, fire, smoke, wind, whirlwind, clouds, cloud mass, hail, rain, water,
spring, sea, river, bank, flood, waves, foam, torrent, land, sand, plain, valley, earthquake,
heat, coolness, lightning, thunderbolt, mountains, mirage, heap of sand, shake, blast,
elevation, dust, clay, stone, rock, fragments, horizons, sleep, lethargy, dreams, creation, the
heavens and earth, falling fragments from the sky, setting of stars, the glow of sunset, etc.

10. Time in the Qur’an: dawn, morning, day time, night time, darkness, sunrise, sunset,
summer, winter, the beginning of the day, end of the day, day, the crescent moons.

11. Metals in the Qur’an: gold, silver, iron, copper, shackles.

12. Body parts in the Qur’an: body, head, face, cheek, eyes, tears, mouth, lips, tongue, nose,
tooth, neck, aorta, chest, throat, elbow, hand, arm, finger, nail, ear, leg, foot, ankle, heart,
back, belly, intestines, hearing, sight, womb, embryo, flesh, bone, rib, skin, wound, disease.

13. Directions in the Qur’an: east, west, right, left.

14. Colours in the Qur’an: black, white, yellow, green, red.

The list shows that the category named natural phenomena is confined mostly to weather
phenomena,; it does not include animals, plants, man, which are categorised as distinct
groups of words, and can be, by definition, said to be components of nature.” This fact is
taken into consideration when compiling the list of natural phenomena in this research. In
“Natural Phenomena Mentioned in the Qur’an”, another study on nature in the Qur’an, a
linguistic resource for all topics and concepts related to the Qur’an is provided (Yahya,
2003, pp. 224-28). In this linguistic resource, natural phenomena are listed by quoting the

excerpts of verses in the Qur’an in which they appear. This list of natural phenomena

74 Nature is defined as: the animals, plants, rocks, etc. in the world and all the features, forces, and processes that happen or exist
independently of people, such as the weather, the sea, mountains, the production of young animals or plants, and growth.
(Definition of ‘nature’ from the Cambridge Academic Content Dictionary © Cambridge University Press). Available from:
[https://dictionary.cambridge.org/dictionary/english/nature], [Accessed 10 July 2018].
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mentioned in the Qur’an, which was useful along with other concepts from the book in

compiling the list for this research, includes the following five components:

Wind
Lightning

o~ LD

Formation of day and night
The creation of the heavens
Periods of months and weeks

In addition, other chapters of this book concern different aspects of natural phenomena with

their contexts which can be shown as follows:

Table 4: Yahya’s natural phenomena in other chapters of his book and examples from the
Qur’an (table taken from Yaya, 2003, pp.224-28)75

Natural Phenomena

Examples from the Qur’an

Landscapes
Water

Jinn
Angels

Time

Punishment

Fruits, vegetables, trees,
and plants
Animals

mountains, tracts, valleys, gardens and springs, seas, earth and sky, and roads

water in Paradise, water in Hell, Allah sends down water from the sky, Allah sends drinking
water, Allah produces rain, Allah gives life to the earth with water, the barrier between two seas,
ships sailing on the sea, and various sources of water, Allah made the sea subservient to people,
Allah brings forth crops by water, the metaphor of the of the world, Allah’s throne, man’s
creation, Allah drowned disbelieving nations, the rain of those who are warned, flood of ‘Iram,
Allah created everything from water ..., etc.

jinn are created to worship Allah, jinn is created out of the fire, jinn has limited power, jinn
transmits the Qur’an to their people, jinn whispering into the heart, ..., etc.

angels are honoured servants, angels that came into the prophet Ibrahim, angels of death, angels
of Hell, angels of Paradise, ..., etc.

The relativity of time in the Qur’an

the man whom Allah caused to die a hundred years and then brought back to life, companions of
the cave, comparison of time in the Hereafter with that in the world, a day in the sight of Allah
is as a thousand years, the length of time in which angels ascend to the presence of Allah

Time mentioned in the Qur’an

verses in the Qur’an mentioning night and day angels' glorification, the time that the prophet
Musa (as) fixed for Pharaoh, the prophet Musa (as) travels with his people at night, the time
when Pharaoh's troops, started to pursue the Prophet Musa (as) and his people, the Prophet
Zakariya (as) did not speak to people for three nights, the wind made subservient to the Prophet
Sulayman, the morning of those who were warned Satan's, asking for a reprieve until the day of
Rising, the Coming Hour of Rising, ..., etc.

drowning, earthquakes, drought - lack of crops, troublesome animals, flood calamities, an awful
blast, rain of stones of clay

date, pomegranate, banana, fig, grape, trees, olives and others, plants used in the metaphors in
the Qur’an, those have healing, plants in Paradise, plants in Hell, thorny bush, Zagqum

wild animals, calf, livestock, cow, ewe, pork, donkey, horse, mule, camel, bird, crow, quail,
fish, lion, elephant, gnat, locust, bee, spider, worm, snake, fly, metaphors, animals made
subservient to people

Again, the list of natural phenomena in this study is not exhaustive; it lacks, for example,

concepts that denote astronomical bodies (e.g., moon, sun, stars, etc.). Moreover, a preview

75 Available from: [http://www.harunyahya.com/en/Books/664/general-knowledge-from-the-quran/chapter/8262], [Accessed 20

December 2016].
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of raw frequencies of yet another incomplete list of natural phenomena in the Qur’an from
Badawi (2012) is shown in the table below.

Table 5: Raw frequencies of 4~k tabi i or words related to the natural phenomenon (table
taken from Badawi, 2012, p.561)

Words Transliteration Translation Frequency

slasd) Sama""a, sama i, sama ""u. sky / heaven 120

B Anhara, anharu, (47), Anharan (3),  river 51
Naharan (1)

S Syamsa, syamsi, syamsu (32), sun 33
syamsan (1)

B Qamara, gamari, gamaru (26), moon 27
gamaran (1)

xR Barri, barru (1) land 13

Jsh Tura, turi mount (Sinai), a large mountain with 10

trees
s Rowasiya mountains 9
Jia Jabala, jabalin mount, hill without a tree 6

In brief, these lists of natural phenomena which were found in the previous literature,
although very resourceful for this study in verifying the composition of the list of natural
phenomena, they were not fully adopted for they lacked several vital concepts relevant to

words referencing natural phenomena in the Qur’an.

2.1.2 A reading of nature in the Qur’an

Following the overview of the previously compiled lists of nature terms, the researcher
performed a close reading of the Qur’an to produce an exhaustive list of natural phenomena
that occur in the Qur’an. In this close reading, two corpora, obtained from Tanzil.net, were
considered: the Arabic Qur’an and Yusuf Ali’s translation. The purpose of choosing two
corpora was to have a general idea of how these terms occur in both the source text and its
translation. Also, two types of reading were performed: a reading of the texts as verses,
and another reading of the texts as individual words. Therefore, 6,236 verses and 77,430
words” of the Qur’an,77 as well as the translated verses and English equivalents in Ali’s
translation, were read to mark the verses and words that have occurrences of natural

phenomena in both corpora. On examining the most frequently repeated verses of the

76 As per the Tanzil.net downloaded document.
77 Based on the splitting of the Arabic text into words via NLTK in Python.
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out of the 95 most frequent verses of the Qur’an (See Table 6).

Table 6: Nature in the most frequently repeated verses of the Qur’an

Verse Frequency Translation”® Word/s
Sl e gy ys 10 Woe, that Day, to the deniers. day
Aol e adle oIl Ly 5 And | do not ask you for it any worlds
Opllall ) e V) g al payment. My payment is only
from the Lord of the worlds.
Osmand aglS A 2ad 2 So the angels prostrated spirit
themselves, all of them together
Ose s clia & Guiall of 2 Indeed, the righteous will be gardens-springs
among gardens and springs,
psbrall il a5y I 2 Until the Day of the time well- day
known.’
pandll Clis B 2 In the Gardens of Pleasure The Garden (Heaven)
(0 A il g 4y gu 1318 2 So when | have proportioned him  spirit
Ol dl) 88 a ) and breathed into him of My
(created) soul, then fall down to
him in prostration.’
S Ly Ui ) g0 il 51518 2 (Being told), ‘Eat and drink in food-drink in Heaven
Oslexd satisfaction for what you used to
do.’
Alle d5a 4 2 In an elevated garden, The Garden (Heaven)
dpnl ) ddue B sb 2 So he will be in a pleasant life - life
&l @l gland) Al dl an 2 Whatever is in the heavens and earth-sky
aSall 5 5ell g 5 Y whatever is on the earth exalts
Allah, and He is the Exalted in
Might, the Wise.
Y PENTRER FE PVARE 2 So the earthquake seized them, earthquake
Ol a2l and they became within their
home (corpses) fallen prone.
Ome hasd o 136 obeac ll 2 So Moses threw his staff, and staff (stick)
suddenly it was a serpent,
manifest.
sliay o 1oy e 3 2 And he drew out his hand; hand-white
croblll thereupon it was white for the
observers.
Salail 5 oSl lelia 2 As provision for you and your cattle
grazing livestock.
A O 5 aSoul Caadi Ly elld 2 That is for what your hands have ~ hand
Anall 23Uy put forth and because Allah is not
ever unjust to (His) servants.’
Ol plads o (any Vg 2 And does not encourage the food
feeding of the poor.
0 Caae o) AT ) B 2 Say, ‘Indeed I fear if I should day
pbe o g lie disobey my Lord, the punishment
of a tremendous Day.’
e |5 )SM il (S 2 O Children of Israel, remember worlds
pSilmd g oSl Cransl My favour that | have bestowed
Callall e upon you and that I preferred you
over the worlds.
Ose s clis b 2 Within gardens and springs gardens-springs
sLud ™) jlas agle Ui ylaal 5 2 And We rained upon them arain  rain
Crodiall [l (of stones), and evil was the rain
of those who were warned.
GAY) el 2 Then We drowned the others. drowning
05555 8Dkall () saidy Al 2 Who establish prayer and give resurrection

05853 o8 5AYL aa 5 B8N

zakat, and they, of the Hereafter,
are certain (in faith).

78 See also : http://www.quraananalysis.com

79 (Ali, 1987)
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Based on this observation, it can be said that nature presents approximately a quarter of the
most frequent and recurrent concepts (themes) in the Qur’an. In addition, the close reading
of the words of the Qur’an and its translation required that NLTK was run against the two
corpora to compute a set of individual tokens®0 of the texts to manually mark the

occurrences of the terms in the list of natural phenomena as seen in the code below.

from nltk.tokenize import sent tokenize, word tokenize
print (word tokenize (data))

2.1.3 The contextual meanings of nature as a theme in the Qur’an

Several previous studies show that the theme of natural phenomena is recurrent in the
Qur’an (Golshani, 1986; Yahya, 2003; Fazlur Rahman, 2009; Mohamed, 2014; Brierley et
al., 2018). Based on the qualitative analysis of the previously described CA, the researcher
found that the portrayal of this theme is related to the central theme of the Qur’an and is in
three primary contexts as follows: natural signs to glorify God’s creation of the world,;
portent signs or historical signs representing an interruption of the natural order in present
life punishment (e.g., floods, hurricanes, violent earthquakes, torrential rains falling where
there usually is little or no rain) and the calamities of the Day of Judgment; and super-

natural signs which appear in the narration of miracle stories (See Figure 6).

Nature in the Quran

|Portent Signs or Historical Signs:
prodigies signifying present life Super-natural Signs in the

punishment and calmaties of the context of miracle stories

Day of Judgment

Natural Signs: for glorifying
God's order and propotion in the
creation of the universe

Figure 6: The theme of nature in the Qur’an8!
To elaborate on the above, this subsection will give a brief account of some of the previous

comments on the presence of nature as a predominant theme in the Qur’an. In Major

80 A token is the smallest unit that each corpus divides to. Typically, each word form and punctuation (comma, dot, etc.) is a separate
token. A text is divided into tokens by a tool called a tokenizer which is often specific for each language. Corpus Linguistics- A
Short Introduction. Available from: [https://wmtang.org/corpus-linguistics/corpus-linguistics/ ], [Accessed 04 May 2019].

81 Summarised from the previous literature such as: Golshani, 1986; Bell et al., 1991; Robinson, 1999; Yahya, 2003; Fazlur Rahman,
2009; Al-Qinai, 2012; Noldeke et al. 2013; Mohamed, 2014; and Brierley et al. , 2018.
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Themes of the Qur’an, a chapter is devoted to ‘Nature’ as a significant theme (Fazlur
Rahman, 2009). Fazlur Rahman (2009) states that “Qur’anic cosmogony” is minimal.

However, even with it being so little, there are frequent allusions to nature. He writes:

But if the Qur’an has little to say about cosmogony, it makes frequent and repeated statements
about nature and natural phenomena, though these statements invariably relate nature to God
or to man, or to both (p.65).

To put it differently, there are not numerous references to the origin of the universe and
solar and earth-moon systems in the Qur’an. However, natural phenomena are frequently
seen throughout the Qur’an. The Qur’anic verses which have allusions to natural
phenomena relate them to God, man, or to both. Furthermore, the linguistic representation
of nature in the Qur’an is a combination of “natural causation language” and “divine
causation” or “religious language” in different contexts, and clearly with varying purposes
in view. For example, the most fundamental disparity between God and His creation
(nature) is that whereas God is infinite and absolute, every creature (natural phenomenon)
is finite. All things have potentialities, but no amount of potentiality may allow what the
Qur’an means when it says that everything except God is “measured out” (gadar or gadr,

taqdir, etc.). In other words, everything is dependent upon God.

When God creates anything, He places within its powers or laws of behaviour, called in the
Qur’an ‘guidance’, ‘command’, or ‘measure’ whereby it fits into the rest of the universe: ‘He

gave everything its creation then guided (it)’ (Fazlur Rahman, 2009, p.67).

Furthermore, the Qur’an mentions natural phenomena because they are signs of God’s
ultimate power and command over the universe. They serve to prove that God is the Master
of all creations; hence, all humans must believe in Him: “The gigantic machine, the
universe, with all its causal processes, is the prime natural sign or proof of its Maker”

(Fazlur Rahman 2009, p.68, italics in original).

Similarly, natural phenomena are referred to as signs in two studies that outline the
historical background and themes of the Qur’an (Bell et al., 1991; Robinson, 1999, p. 28,
p.78, and p.83). In this sense, Bell et al. (1991) suggest that the composition of the Qur’an

falls into three main periods, in one of which nature is a component as follows:

1. An early period: this consists mainly of lists of natural phenomena, which are ‘signs’ of

Allah’s power and generosity and exhortations to worship Him.
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2. The ‘Qur’an’ period: this began with the institution of the prayer ritual and covered the
latter part of Muhammad’s activity in Makkah and the first year or two of his residence in
Medina.

3. The ‘Book’ period: this began around the end of the second year of the ‘Hijrah’ (after the

break with the Jews and the victory at Badr) 82(BeII etal., 1991, p.6).

Moreover, in relation to the notion of natural phenomena as signs, Robinson (1999) claims
that fifteen of the early Makkan surahs include nature terms with contextual environments
that are associated with the Creator’s power and beneficence. These surahs mention the sun
and moon, as seen in the previously mentioned example, sometimes stressing that God
made them pursue a regular course, enabling humans to calculate the passage of time.
Similarly, the stars that help humans navigate are mentioned, and references to day and
night are frequent. In the repeated occurrences of day and night, the stress is on God,
causing this regular alteration, which affords humans opportunities to sleep and to seek
their livelihood. There is also one reference to God causing the dawn to break, and several
to the sun and moon and stars to bow to their Creator. In the contexts mentioned above of
nature in the Qur’an, it “labours these points to transform the consciousness of the pagan

Arabs (disbelievers) who worshipped the heavenly bodies” (Robinson, 1999, p.152).

Furthermore, Noldeke et al. (2013) claim that the style of the Qur’an is in large parts prosaic
but shows “poetic power” when it refers to descriptions of Heaven and Hell and allusions
to God’s working in Nature (pp. 106-07). Another observation about the stylistic function
of natural phenomena is seen in their appearance in metaphors in the Qur’an to perform the

following functions:

Metaphors of natural phenomena fulfil two opposing functions. On the one hand, metaphors
act as heralds of goodness for those who believe in God and have strong faith in Him, His
messages and His messengers. On the other hand, they act as a form of punishment for those

who disbelieve in Him and deny His messages and His messengers (Mohamed, 2014, p.23).83

Furthermore, Al-Qinai (2012) comments that the earth, heavens, animate and inanimate
objects (birds, trees, mountains, thunder) are treated in the Qur’an as living beings that

praise God and understand when spoken to by God and his messengers (p.84). The

82 Battle of Badr, (624 CE), in Islamic history, first military victory of the Prophet Muhammad. It damaged Meccan prestige while
strengthening the political position of Muslims in Medinaand establishing Islamas a viable force in the Arabian
Peninsula. Available from: [https://www.britannica.com/event/Battle-of-Badr], [Accessed 15 December 2016].

83 Auvailable from: [http://eujournal.org/index.php/esj/article/viewFile/7441/7167], [Accessed 15 December 2016].


https://www.britannica.com/biography/Muhammad
https://www.britannica.com/place/Mecca
https://www.merriam-webster.com/dictionary/prestige
https://www.britannica.com/place/Medina-Saudi-Arabia
https://www.britannica.com/topic/Islam
https://www.britannica.com/place/Arabia-peninsula-Asia
https://www.britannica.com/place/Arabia-peninsula-Asia
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examples below illustrate the Qur’anic description of inanimate phenomena such as

mountains and thunder as animate ones glorifying and praising God.
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Yusuf Ali: To Solomon, We inspired the (right) understanding of the matter: to each (of them) We gave
Judgment and Knowledge; it was Our power that made the hills and the birds celebrate Our praises, with
David: it was We Who did (all these things). Verse (21:79)

Saheeh International: Indeed, We subjected the mountains (to praise) with him, exalting (Allah) in the

(late) afternoon and (after) sunrise. Verse (38:18)
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Saheeh International: And the thunder exalts (Allah) with praise of Him - and the angels (as well) from fear
of Him - and He sends thunderbolts and strikes therewith whom He wills while they dispute about Allah, and

He is severe in assault. Verse (13:13)

From another viewpoint, namely a scientific one, and in relation to the above context of
glorifying God, Golshani (2003) claims that more than 750 Qur’anic verses are dealing
with natural phenomena, and these involve a vital message for man (pp.8-9). The following
are three essential points of that message with several examples from the Qur’an and their

translations (Golshani, 2003, pp.10-8):

1) In the verses containing references to natural phenomena, the study of all aspects

of nature and the discovery of the mysteries of the creation is recommended.
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Saheeh International: And in the creation of yourselves and what He disperses of moving creatures are signs

for people who are certain (in faith). Verse (45:4)
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http://corpus.quran.com/wordbyword.jsp?chapter=21&verse=79#(21:79:1)
http://corpus.quran.com/wordbyword.jsp?chapter=38&verse=18#(38:18:1)
http://corpus.quran.com/wordbyword.jsp?chapter=13&verse=13#(13:13:1)
http://corpus.quran.com/wordbyword.jsp?chapter=45&verse=4#(45:4:1)
http://corpus.quran.com/wordbyword.jsp?chapter=10&verse=101#(10:101:1)
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Saheeh International: Say, ‘Observe what is in the heavens and earth.” But of no avail will be signs or

warner to a people who do not believe. Verse
(10:101)
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Saheeh International: Say, (O Muhammad), ‘Travel through the land and observe how He began creation.

Then Allah will produce the final creation. Indeed Allah, over all things, is competent.”  Verse (29:20)

According to the Holy Qur’an, man can get access to cognition of nature if he uses his
senses and intellect. In this regard, a scholar like Al-Biruni,84 who believed the universe
could not be eternal giving as evidence the terrestrial changes in the rock and land surface
due to natural forces like wind, water and fire, explicitly stated that the incentive behind
his research in scientific fields is Allah’s words in the Qur’an which persuade human beings
to think about the creation of the heaven and the earth, a creation which is purposeful and
not vain (as cited in Douglas, 1973, p. 209):
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Saheeh International: (Those) who remember Allah while standing or sitting or (lying) on their sides and
give thought to the creation of the heavens and the earth, (saying), ‘Our Lord, You did not create this
aimlessly; exalted are You (above such a thing); then protect us from the punishment of the Fire. Verse
(3:191)

2) Verses with references to natural phenomena state that everything in this world is

orderly and purposeful and that there is no fault in the works of Allah:
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Saheeh International: He to whom belongs the dominion of the heavens and the earth and who has not taken
a son and has not had a partner in dominion and has created each thing and determined it with (precise)

determination. Verse (25:2)

84 Abu Riahan Muhammad bin Ahmed Al-Biruni (973-1048), a Muslim scholar, was perhaps the greatest scientist of his day and a
productive scholar in many fields of knowledge. He was interested in astronomy, astrology, language, philosophy, religion, and
literature, as well as, history and geography. See also (Douglas, 1973, p.209-10).


http://corpus.quran.com/wordbyword.jsp?chapter=29&verse=20#(29:20:1)
http://corpus.quran.com/wordbyword.jsp?chapter=3&verse=191#(3:191:1)
http://corpus.quran.com/wordbyword.jsp?chapter=25&verse=2#(25:2:1)

- 38 -
A TP T Aaa SCTOA . \’: <% //J/f”’ S
&Il el oo ol B3 & LBCbeSf t“‘u\’- sl

= 2x
Blier

Saheeh International: (And) who created seven heavens in layers. You do not see in the creation of the Most

Merciful any inconsistency. So return (your) vision (to the sky); do you see any breaks? Verse (67:3)
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Yusuf Ali: Thou seest the mountains and thinkest them firmly fixed: but they shall pass away as the clouds
pass away: (such is) the artistry of Allah, who disposes of all things in perfect order: for he is well acquainted
with all that ye do. (Verse 27:88)

3) The Qur’an invites man to recognise the laws of nature (i.e., Allah’s patterns in the
universe) and to exploit them for the welfare of human beings and without

transgressing the limits of the Shari’ah.%
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Saheeh International: The sun and the moon (move) by precise calculation, and the stars and trees prostrate.

And the heaven He raised and imposed the balance. That you not transgress within the balance.

Verses (55:5-8)

It can be said accordingly that the scientific view of verses describing natural phenomena
in the Qur’an is summarised in the following: the importance of the discovery of nature
through using man’s senses and intellect,8¢ and that the Qur’an gives the correct world order

with its perfection and balance.

Also, just as natural phenomena with the regularity in which they operate to serve as God’s
natural signs for humans, their course can be diverted, suppressed, or temporarily

suspended in phenomena such as floods, hurricanes, violent earthquakes, or torrential

85 The term Shari ah, often translated as ‘Islamic law’, refers to commands, prohibitions, guidance and principles that God has addressed
to mankind pertaining to their conduct in this world and salvation in the next. See also (Kamali, 2008, p.4).

86 This view of nature influenced the scholars of the so-called ‘Golden Age of Islam’ to undertake scientific activities that resulted in
the vast corpus of scientific works of that era (Farugi, 2007, p.463).


http://corpus.quran.com/wordbyword.jsp?chapter=67&verse=3#(67:3:1)
http://corpus.quran.com/wordbyword.jsp?chapter=27&verse=88#(27:88:1)
http://corpus.quran.com/wordbyword.jsp?chapter=55&verse=6#(55:6:1)
http://corpus.quran.com/wordbyword.jsp?chapter=55&verse=5#(55:5:1)
http://corpus.quran.com/wordbyword.jsp?chapter=55&verse=8#(55:8:1)
http://corpus.quran.com/wordbyword.jsp?chapter=55&verse=7#(55:7:1)
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rainfall where there is normally little or no rain. These distinctive signs are portent or
historical signs often coming at some point when a people is irretrievably on a wicked
course of action (Fazlur Rahman 2009, p.47). Furthermore, in the Qur’an, the course of
nature is said to be suspended or diverted in these calamities to indicate the advent of the
Day of Judgment. Examples of both cases respectively are shown in verses with the word

earth as seen below:
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Pickthall: Have they not observed what is before them and what is behind them of the sky and the earth? If
We will, We can make the earth swallow them, or cause obliteration from the sky to fall on them. Lo! herein

surely is a portent for every slave who turneth (to Allah) repentant. Verse (39:4)
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Saheeh International: When the earth is shaken with convulsion. Verse (56:4)

The final context of nature in the Qur’an is seen in the presence of natural phenomena as
supernatural signs in miracle stories. The Qur’an narrates several miracle stories about
messengers. When Abraham is thrown into the fire, it miraculously becomes “cool and
safe” for him (21:69); and Mary conceives Jesus as a virgin (3:45-8, 19:18-21). Similarly,
Jesus heals the blind and sick with his touch, and revives the dead (5:110), while Solomon
understands the language of the birds (27:16) and has miraculous means of transportation

(34:12), and so on. Examples of these verses are shown below:
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Yusuf Ali: We said, ‘O Fire! be thou cool, and (a means of) safety for Abraham!” Verse (21:69)
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Saheeh International: And Solomon inherited David. He said, ‘O people, we have been taught the language

of birds, and we have been given from all things. Indeed, this is evident bounty.’ Verse (27:16)


http://corpus.quran.com/wordbyword.jsp?chapter=34&verse=9#(34:9:1)
http://corpus.quran.com/wordbyword.jsp?chapter=56&verse=4#(56:4:1)
http://corpus.quran.com/wordbyword.jsp?chapter=21&verse=69#(21:69:1)
http://corpus.quran.com/wordbyword.jsp?chapter=27&verse=16#(27:16:1)
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To conclude, the exploratory account of the previous studies on nature in the Qur’an has
provided the needed ground of understanding to commence the scrutinisation of the initially
compiled list [nature terms for the CA of nature contextual meanings] to, later on, conduct
the corpus-based methodology of this research. This was done with bearing in mind their
recurrences and the meanings with which they associate and/or their role in the formulation

of the central theme of the Qur’an.

2.1.4 The compiled working list of natural phenomena in the Qur’an

After examining the presence of nature in the Qur’an, a bilingual working list of 154 words
denoting natural phenomena was formed, then verified against the words and lists found in
the previous literature. It should be mentioned that this list includes both the singular and
plural forms as well as recurrent words such as sign, signs, creation, and creations which
are used to refer to natural phenomena abundantly in the Qur’an. The following is the

working list of terms describing natural phenomena in this research.

1. Angel (Asal) 39. Ear (g 78. Hoopoe (%) 117. Food(pkak)
2. Ant (J) 40. Earth (ua) 79. Herb (J&) 118. Clay(Juals)
3. Ape (18 41. Dog (=) 80. Honey (J==) 119. Heaven (4dall /slaw)
4. Beast of the Earth (402 42. Dust (<) 81. Heart (<) 120. Wind(zw)

wa ) 43. Resurrection (4Ll 82. Heel («=8) 121. Mud(osk)
5. Zagqum Tree (as23) 44. Desert (31 aa) 83. Hell (ri¢2) 122. Sea (,»)
6. Bee ({a) 45. Date Palm (445) 84. Gold (w3) 123. Water(sk)
7. Jinn () 46. Constellation (zs) 85. Grain (&) 124. Mountain(d=)
8.  Wolf () 47. Coral (¢a) 86. Grape («=) 125. Breasts(ux<)
9. Valley (33) 48. Crow (<#) 87. Green (sail) 126. Earthquake(J34)
10. Tree (sua<) 49. Colour (&8 88. Eden (¢ «lia) 127. Man (gbesil-day)
11. Tongue (¢d) 50. Clay (Jwalka) 89. Garlic (p5) 128. Woman (31_!)
12. Thunder (=) 51. Cloud (o) 90. Glass (zla)) 129. Waves(g's4!)
13, Sun (Lsaddl) 52. Camel (Js3) 91. Goat (Jsl) 130. Storm(aials)
14. Star (a) 53. Bird (sik) 92. Ginger (Jsi)) 131. Shower( k)
15. Spider (c.gsie) 54. Boat (&) 93. Cow (3&) 132. Light(us)
16. Soil (s) 55. Bone (aks) 94, Mankind (<) 133. Darkness(<ally/ad)
17. Snake (&) 56. Soul (i) 95. Finger (&bal) 134. Day(pss)
18. Sirius () 57. Body (0) 96. Heart(wf) 135. Dawn(u2d)
19. Silver (k) 58. Onion (J=<) 97. Blood(p?) 136. Stone(3as)
20. Silk (x) 59. Olive (Gs&)) 98. Hand(x) 137. Rock(saa)
21. Ship/ark (&) 60. Oil (<) 99. Face(4>y) 138. Stick/rod(was)
22. Sheep () 61. Night (J/ALl) 100. Head(usly) 139. Land ()
23. Sagar (L) 62. Eagle (o) 101. Leg(aw) 140. River(u¢)
24. Salsabil (Jmale) 63. Mule (J&) 102. Steed (Js3) 141. Cold(2)
25. Ruby (<:58%) 64. Mount (usk) 103. Fruit(,) 142. Hot(,s)
26. Rain (sk) 65. Mosquito (A ) 104. Whale(«sa) 143. Shade(dk)
27. Pomegranate (¢ta) 66. Moon (i) 105. Garden(%a) 144. Flood(césk)
28. Pig (w3) 67. Milk (¢x) 106. Fish(dew) 145. Hour (Asla)
29. Pearl (3) 68. Louse (Jaill) 107. Sky/(staw) 146. People(ws\)
30. Paradise (4al) 69. Loti Tree (3l 108. Morning(zlu<a) 147. Fountains (¢s=)
31. Firdous (u=s2A) 70. Locust (33) 109. Evening(slw) 148. Fire(L\)
32. Fly (<4%9) 71. Lion () 110. Life(sks) 149. Foot (a)
33. Forehead (42) 72. Lightning (&) 111. Death(<is4) 150. Skin(ls)
34. worlds (cle) 73. Lentil (us) 112. reast(sxa) 151. Sign(&)
35. Year (o) 74. Leaf (3,y) 113. Men(Jd=) 152. Signs(<d)
36. Frog (gi) 75. Flame (4&!) 114. Women(stwd) 153. Create(dtay)
37. Embryo (&) 76. Iron (&) 115. Tilth(suaa) 154. Creation(Gas)

38. Eye (¢=) 77. Ink (u=) 116. Cattle(ai)
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Moreover, it should be acknowledged that the Qur’anic Arabic Corpus Topics®” is an
excellent resource to check the accuracy of the linguistic representation of some of the
terms (the shaded words in the list above were also found in the Arabic Qur’anic list of
topics). Hence, this was the first step of performing a qualitative analysis, where a list of
nature terms was compiled. The following step was to build an ontology of natural

phenomena terms in the Qur’an.

2.2 The ontology of nature terms

The term ontology, a word coined in the early seventeenth century, is used with different
senses in different communities. Two uses of this word are distinguishable as follows: a
countable noun, as in an ontology, and an uncountable noun, as in ontology. In the first
case, it refers to a special kind of information object or computational artefact and is a way
to formally model the structure of a system, i.e. relevant entities and relations that emerge
from its observation, and in which the existence of the object with its concepts is pragmatic
(e.g. for Atrtificial Intelligence systems, what “exists” is that which can be represented)
(Giaretta and Guarino, 1995, p.1). On the other hand, in the second case, where the
existence of the object is not always necessary, ontology refers to a philosophical discipline,
namely the branch in philosophy dealing with the nature and structure of “reality”.

Aristotle famously discusses this subject in metaphysicss8 and defines it as:

... the science of being qua being, i.e. the study of attributes that belong to things because of
their nature. Unlike experimental sciences, which aim at discovering and modelling reality
under a certain perspective, ontology focuses on the nature and structure of things per se,
independently of any further considerations, and even independently of their actual existence.
For example, it makes perfect sense to study the ontology of unicorns and other fictitious
entities: although they do not have an actual existence, their nature and structure can be
described in terms of general categories and relations (as cited in Giaretta and Guarino, 1995,
pp.1-3).89

In the context of this research, the definition of the ontology of nature as a Qur’anic theme
is a combination of both uses of this term. It focuses on the nature and structure of things

(concepts of natural phenomena represented by words), and these things pragmatically exist,

87 Available from: [http://corpus.quran.com/topics.jsp].

88 Metaphysics, or what Aristotle himself called his “first philosophy’, involves a study of the universal principles of being, the
abstract qualities of existence itself. Available from: The Stanford Encyclopaedia of Philosophy,
[https://seop.illc.uva.nl/entries/aristotle-metaphysics/],[Accessed 10 July 2017].

89 Auvailable from: [ https://userpages.uni-koblenz.de/~staab/Research/Publications/2009/whatlsAnOntology.pdf], [Accessed 10 July
2019]


https://userpages.uni-koblenz.de/~staab/Research/Publications/2009/whatIsAnOntology.pdf
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whether in the present life (e.g. weather and geographical location) or, as claimed by the
Qur’an, in the afterlife (e.g. flowing rivers in the reward of Paradise and the blazing fire as
the afterlife punishment). This section introduces the proposed ontology of nature terms in
this research. It was assembled by examining the available ontologies of concepts in the
Qur’an to select the appropriate relevant network of meanings relevant to nature as a theme,
then using the compiled working list in the previous section; the ontology was built to
represent nature as a Qur’anic theme. It is an ontology that borrows concepts from the
previous work on Qur’anic ontologies and is inclusive of the 154 natural phenomena terms

that were compiled in this preliminary stage of the research.

2.2.1 The available ontologies of concepts in the Qur’an

It was found that numerous studies have been conducted to create semantic ontologies for
the Qur’an (e.g. Saad et al., 2010; Dukes, 2011; Hammo et al., 2012; Muhammad et al.,
2012; Mukhtar et al., 2012; Yauri et al., 2012; Abbas et al., 2013; Ahmad et al., 2013;
Alrehaili and Atwell, 2014; Abed, 2015; Alromima et al., 2015; Ismail et al., 2016; Ta'a et
al., 2013; Algahtani and Atwell, 2018; Nawi, 2018). A survey of the recent Qur’an ontology
research projects concluded that some of the ontologies built for the Qur’an are incomplete
and/or focused on a specific, limited domain (Alrehaili and Atwell, 2014).°0 Besides,
Alrehaili and Atwell (2014, p.26) found that there is no clear agreement on the semantic
annotation format,® technology to be used, or how to verify or validate the results. Some
examples of these studies are discussed below with an indication of the portions of the
ontology adopted for this study.

In an attempt to classify the Qur’an into retrievable information, a study was conducted to
present a mining technique named the Qur’an Mining Technique (QMT) (Hammo et al.,
2012). It relies on the following predefined set of 10 themes for the Qur’an (p.191):92

T1. Human and Ethical Relations
T2. Human and Social Relations
T3. Working

T4. Faith

90 Available from: [http://eprints.whiterose.ac.uk/78272/1/alrehailil4lrerel2v4%20Camera-Ready.pdf], [Accessed 05 in July 2017].

91 In another study, Algahtani and Atwell (2015), claim that there is no agreement in the techniques used to retrieve information from
the Qur’an based on annotation; they can be semantic-based or keyword-based. Semantic-based search techniques are concept-
based and retrieve results by matching the contextual meaning of terms as they appear in a user’s query, whereas Keyword-
based search techniques return results according to the letters in the word(s) of a query (as cited in Ahmad et al., 2016).

92 The themes were identified by Al-Kabi et al. (2005).
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T5. Judicial and Law Relations

T6. Organising Financial Relations

T7. Al-Jihad”

T8. Science and Art
T9. Holy Qur’an
T10. Unseen World

Moreover, Abbas (2009a) is another study conducted to build a Qur’an corpus augmented
with a conceptual ontology, which is “imported” from the recognised expert source: Mushaf
Al Tajweed by Habash (2001).%4 To build a computational conceptual ontology, Abbas
(2009a, pp.7-8) borrows Habash’s classification of the Qur’an into the following 15

concepts:9

© ® N o g~ wDdhPRE

e T =
A W N B O

On a less comprehensive level, Mukhtar et al. (2012) produce a dataset that contains
concepts from only the second chapter of the Qur’an, known as the Vocabulary of Qur'anic
Concepts. The researchers here used six different English translations of the Qur’an and
applied a domain-independent tool called Termine to extract the concepts. However,

Pillars of Islam

Faith

The Call for Allah

The Holy Qur’an

Jihad

Action (Work)

Man, and Moral Relations
Man, and Social Relations

Organising Financial Relationships

. Trade, Agriculture, Industry, and Hunting
. Judicial Relationships

. General and Political Relationships

. Science and Art

. Religions

15.

Stories and History

93 From the Arabic word = jihad, literally ‘effort’, expressing, in Muslim thought, struggle on behalf of God and Islam. It is also
defined as a struggle or fight against the enemies of Islam. Also, a greater jihad is defined as the spiritual struggle within oneself
against sin. Available from: [https://www.lexico.com/en/definition/jihad]

94 Dr. Mohamed Habash (who is the director of the Islamic Studies Center in Damascus) compiled Mushaf Al Tajweed, which is a
version of the Quran that shows readers how to read the Quran correctly. “Mushaf” is another name for the word ‘Quran’ book
in Arabic and ‘Al-Tajweed’ refers to the rules for correctly reciting Quran in Arabic. He classifies the Quran into fifteen main
themes/topics, covering nearly 1100 subthemes/subtopics, and arranges the verses in accordance with this classification. See

also Habash (2001).
95 Habash (2001) as cited in Abbas (2009a, p.7).
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Termine was designed for the extraction of multi-word terms, while the Qur’an has
numerous single-word concepts (e.g., ‘Allah’ and ‘Muhammad’). Another interesting yet
not inclusive ontology was developed according to the themes of Al-Qur’an knowledge as
described in Syammil Al-Qur’an Miracle the Reference (Ta’a et al.,2013). oY) “al- Tman
“faith” and 3> “al-"azlaq ‘morals or ethics’ are the main themes that were chosen as the
research scope for constructing the ontology, and a hierarchy for these themes was
developed as main concepts with other themes as sub-themes derived from the main
themes. The concepts and properties produced were defined using Malay; hence, this
ontology is not suitable for this study which focuses solely on the Arabic version and
English translations of the Qur’an. Moreover, a suitable choice, had it been available, would
have been the bilingual Arabic-English Qur’an ontologies from different datasets related to
the Qur’an that is being developed by Algahtani and Atwell (2018) but not yet made

accessible.

Out of the various ontologies found, one ontology that has been scrutinised and appraised®®
is that of Dukes (2011) known as the Quranic Arabic Corpus (QAC) project.®” This online
Qur’an has been annotated at several levels and includes an ontology that defines 300
concepts in the Qur’an, and captures interrelationships using predicate logic. The number
of relationships is 350, and the type of relationships between concepts is ‘Is-a’. Dukes
(2011) built this Qur’anic ontology of concepts (See Figure 7) based on the knowledge

contained in traditional sources of Qur’anic analysis, including the sayings of the Prophet

Muhammad (translated as ‘peace be upon him’), and Tafsir books.

Figure 7: The Quranic Ontology. Each node in the graph represents a unique concept in
the Quran (Figure taken from: http://corpus.quran.com/ontology)

96 See also (Alrehaili and Atwell, 2014).
97 Dukes, K. 2011. The Qur’anic Arabic Corpus. Online. Available from; [http://corpus.quran.com], [Accessed: 19 October 2016
onwards]
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QAC also contains other analyses of the Qur’an, such as a morphological analysis and a
dependency parse-structure analysis. Finally, his work provides a semantic ontology
which uses knowledge representation to define the key concepts in the Qur’an. These cover
the following twelve categories:

Artefact99
Astronomical Body
Event

False Deity

Holy Book
Language

Living Creations
Location

Physical Attribute

© 0o N o g ~ w Db

10. Physical Substance

11. Religion

12. Weather Phenomena
To sum up, the present research used the previous work on Qur’anic ontology to compile
an ontology named ‘Nature in the Qur’an’ with concepts or classes adopted and composed
partially from the existing QAC ontology developed by Dukes (2011) to classify the
compiled list of nature terms specified in the previous section. Ontologies of natural
phenomena in the Qur’an will be discussed further in Section 3.2.1, which provides an
overview of the corpus linguistic studies conducted on the theme of nature in the Qur’an.
The following subsection describes the method of partially adopting the QAC ontology of
concepts and categorising the list of nature terms per the concepts in QAC with examples
from both the Arabic and English lists.

2.2.2 The proposed conceptual ontology of nature terms

The proposed ontology of nature terms is based on the ontology of concepts in QAC (See
Figure 8).

98 Dependency parsing is an approach to automatic syntactic analysis of natural language inspired by the theoretical linguistic
tradition of dependency grammar. The basic assumption underlying dependency grammar is the idea that syntactic structure
essentially consists of words linked by binary, asymmetrical relations called dependency relations (or dependencies for short). A
dependency holds between a syntactically subordinate word, called the dependent, and another word on which it depends, called
the head. See also Kubler et al. (2009, pp.1-2).

99 Artefact, sometimes spelled ‘artifact’ in American English, is an object that is made by a person, such as a tool or a decoration,
especially one that is of historical interest. [https://dictionary.cambridge.org/dictionary/english/artefact],[ Accessed 04 July
2019]
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Figure 8: The ontology of concepts in the Qur’an

From the above classification in the Qur’anic Arabic Corpus, concepts of nature in the

Qur’an were adopted and grouped as seen in the following figure:

Astronomical
Bodies

Events,

Living
Locations

Creatures

Nature

Weather

Artifacts Phenomena

Physical
substances

Physical
Attributes

Figure 9: The concepts of nature in the Qur’an'®

100 Compiled based on [http://corpus.quran.com/concept.jsp].
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A more elaborate visual representation of the concepts of nature in the Qur’an with the
distribution of nature terms from the working list in the previous section is presented in the

following figure:
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Figure 10: An elaborated ontology of nature in the Qur’an

Figure 10 shows that the established ontology of nature terms in this research, which is the
outcome of the qualitative analysis discussed previously in Section 2.1, blends with
Dukes’s categorisation of Qur’anic concepts (2011) presented previously in the list of
concepts in Figure 8. Moreover, it is clear that while the first list of natural phenomena
[Section 2.1.4] is useful in providing examples for these phenomena, a more holistic
approach is taken to produce the second list which contains more precise and easy-to-detect
terms. These terms in Figure 10 were classified both in Arabic and English to be used in
the exploration of SP of nature in the Arabic Qur’an and its five translations (See Table 7).
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Table 7: The list of natural phenomena in the Qur’an and their semantic categories

Semantic Category Subcategory/s Nature Term English Tokens Arabic Tokens
Astronomical Bodies  astronomical moon moon B/ il
objects star star asadll / andll /ans
earth earth ol foa !
planet planet/s SIS /oS S
sky. /8101 sky/s, ' YW EN AR gl /eland) /elaw/cl ,.Lu
constellation, [ERES

pieces of the sky
the universe worlds, universe, (Do) llé /¢ pallall

orbit

sun sun [ENEN/STon| /g
Artefact human-made ship ship, boat, ark /sl sl ) /)
construction Dlaa/Cuy/Slus
writing pen pen, ink e /L
Events afterlife event day of day of judgment, [Aa3) 5l Je SA/ALLAN o /3 JAN1 /AN o sall

Physical Attributes

Physical Substances

Weather Phenomena

Living Creations

physical event

attributes of
physical objects
naturally
occurring
substances

weather

organic object

resurrection

temporal
natural events
colours

metal

fire

mineral
other

weather

natural
calamities

biological
organisms

body parts

disease

Food

last day, day of
resurrection

day, dawn, night,
noon, morning
daylight, light,
darkness

yellow, red, black

brass, gold, iron,
silver

fire

ruby

stone/s, rocks,
dust, soil, oil,

coral, pearl, silk,
clay, glass, atom
rain, lightning,
thunder, storm,
water, cloud/s
wind/s, tornado,
earthquake,
drowning, blast
Animals, bird/s.
Insect/s, fish,
cow, calf, swine,
apes, horses, wolf,
donkey, snake,
plant, garden,
palm tree/s

ear, finger,
forehead,
forelock, heart,
bone, tongue,
right-hand, left-
hand, throat, heal,
wing, gut,
stomach, wombs,
blood

leprosy, blind,
mute, deaf

meat, cattle, fruits

Jaalall /sl ) fagal ) /e ) /Ae L
seall fiaball

e\ YV/ehaxll/ auza / y2d/a 5/ a5

s /3 5 a0/l aDs/ 318/ 388/ Sy/raall
BE

padl/a g/ peal/ jaal/elian
AINNJERL TR /SREN

e/ s/l

Sl 3/l

/ey i cpb/Juala/l 5 jaaafs las
53/ noalzls

133 sl dla fas/ s Lofie La/ae 5/ 5/ shaa
A

[Aaela/3 2 fAdale/d) 3 /b Aasa

A8/ IS/ 3 58/ /) s/ sl /)
PNy TN

[(gm) o

/iy /e /BB i/l aal
Yone apla i/ 7 lin/fcnS/a sla/Jledll/padl
p8/ala /O l/An 5/ as

/oS palua n

alade/Cl 5a5/4,gS1 ol /)

101 /s’ next to a natural phenomenon term in this table and elsewhere in this thesis indicates that it represents both the singular and
plural form of the word.
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Semantic Category Subcategory/s Nature Term English Tokens Arabic Tokens
humanity soul/s, mankind, e/ ) shal/A5a/Ascas/Adle /A3 iyl
children of Adam, A [/ il
stages of human e Al /s y/da /e L/l yal
fetus, woman,
man, people
other living angel/s, devil/s, Ay call/HarillASL)
sentient entities Satan, jinn, beast
creations of the earth,
Locations geographical township town, city B A/ ae/Ak0a
location land land, valley, BYAREPARSL
desert
waters sea/s, river/s, (BB
wave/s
east-west east, west b/ (3 _)liie/ yao/(3 e
road road/s
mountain mount, aljudi, JonefAnkaad e/ agS/ ) sha/ /S
almarwa, Arafat, 35yl /laall/cild je /o) sae
Sinai, cave, spring
afterlife location  Hell hell, ladha, Sijeen, FRECVISTENE WSS R TEN
Zaqqum tree,
sagar
Heaven firdous, garden of 38 pall/ Jrealo/(pae feiling/ g 93 j3/40al)
Eden, salsabil
Paradise, springs
(Others) life /death life life, death L5/ g/l

As seen in the table above, eight102 of the concepts in QAC were borrowed to establish an
ontology of nature-related concepts in this research. The compiled list of natural
phenomena was arranged as per the ontology of concepts which is further categorised into
the following semantic sub-categories or attributes:

astronomical objects
human-made construction
writing

afterlife event

physical event

attributes of physical objects
naturally occurring substances
weather phenomena

. organic object

10. sentient creations™>
11. geographical location
12. afterlife location

13. life /death

CoNoOAEWNE

102 The ninth is not in QAC and given the name ‘Others’ to include the miscellaneous terms in the complied list of natural phenomena
(e.g., life and death).

103 Sentient Creation is a category which refers to the angels, jinn, humanity and other sentient creations mentioned in the Qur’an.
Auvailable from:[ http://corpus.quran.com/concept.jsp?id=sentient-creation].
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Furthermore, the visualisations of some of the semantic categories of these terms04 were

explored via the raw frequency statistic in LancsBox, as seen in the following

GraphColls.105
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104 The Arabic version of the text of the Qur’an, which was processed via LancsBox to produce these collo-graphs, was available from
[Tanzil.net] and processed to disambiguate nature terms as will be seen in the following NLP sections of this chapter.
105 Nature terms used in these graphs are in root form to obtain better frequency counts (See root-based disambiguation in Section

4.12).
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The following two sections will divert from the overviews in the previous sections to the
NLP applications utilised in the preliminary stage of this research. It was done in an attempt

to fully elucidate the components of the list of natural phenomena so that they are
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computationally explored to find the SP of nature in the Qur’an as the primary aim of this

thesis.

2.3 The disambiguation of nature terms

Bearing in mind Sinclair’s views on lemmatization (1991, p.8; pp.41-2; pp.173-4),
especially that each word form is “potentially a unique lexical unit, and that forms should
only be conflated into lemmas when their environments show a certain amount and type of
similarity”, the researcher first computed the raw frequencies of word forms referring to
nature in the Qur’an.19 However, once these raw frequencies were put against their
counterparts in Ali’s translation, there was a variation especially in the number of word

forms referring to living creatures (See Figure 11).

8000
7000
6000
5000
4000

3000
==Yusuf Ali

T =w=Arabic 1

1000

Figure 11 : A Comparison between raw frequencies of natural phenomena in the Arabic
text and Ali’s translation07

A close examination of the raw counts revealed that the program did not capture some of
the word forms, simply because they were not added to the aggregated initial list in Section
2.1.4. Hence, this was an issue of ambiguity that did in fact fall into the category of
Sinclair’s exception on lemmatization. When looking at the two lists in Figure 11, it was
predicted that the missing word forms relating to nature were occurring and counted in the
translation, and that they would have similar environments to the ones already counted in

the Arabic Qur’an (as in Sinclair, 1991, p.8). This was proven to be true in a consecutive

106 See also Alshahrani, H. and Brierley, C. 2018. The root-based disambiguation of words in the annotation of semantic prosody of
nature as a Qur’anic theme. In: The Workshop on Computational Approaches to Morphologically Rich Languages, 3 July 2018,
University of Leeds, Leeds.

107 Counts of the semantic categories of natural phenomena. See also Section 2.2.2.
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experiment of disambiguation and frequency counts as seen in the results shown Figure 12
below, where the counts were more similar. The following lines will elaborate on the
ambiguity in the word forms in the Qur’an and how this issue was addressed in this

research.

8000
7000 r
6000

5000

4000
3000

A / =$=Yusuf Ali
2000 <li-Arabic 2
1000 u

Figure 12: A comparison between frequency results after stemming (lemmatization)
The ambiguity of some words in the Qur’an can generally be caused by factors such as
figurative language (outlined as an issue in translation with proposed solutions by
Newmark, 1988, p.104) and polysemy;108internal word structure; syntactic, semantic,
constituent boundary; and anaphoric ambiguity (See also Farghaly and Shaalan, 2009, p.9).
For instance, it can be the origin of the variation in translation as explained in the following

illustration of the difference in translations of the Qur’an:

The referential versatility of Qur’anic lexemes99 undergoes semantic reduction when Qur’anic
translators render a polysemy as monosomy. For example, the word W alflg (113:1) is
translated as ‘daybreak’ by Pickthall and Arberry, ‘dawn’ by Asad, Shakir and Ali whereas it
can be generally used to refer to the process of splitting as in cell multiplication including
seeds, molecules and biological entities (AbdulRaof, 2004 as cited in Al-Qinai 2012, p.82).

108 A polysomic word is a word that is capable of having several possible meanings, usually related by contiguity of meaning within
a semantic field. Available from: [https://www.collinsdictionary.com/dictionary/english/polysemic], [Accessed July 2018].

109 Lexeme, a term sometimes used interchangeably with the term ‘lemma’ (as in Biber et al., 1999, p. 54), refers to a group of
inflectional forms related to one stem that belong to the same word class (Kucera and Francis, 1967, p.1). It entails grouping
together forms that have the same base and differ only with respect to aspects of grammar which do not affect word class or
basic word sense — such as the singular and the plural forms of the same noun, the present and past tense of the same verb, the
comparative and superlative forms of the same adjective (Brezina, 2018, p.40-1).
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To address an issue as those mentioned above, which not only affects the translation of
the Qur’an but also can affect the accuracy of NLP applications to find frequencies of
words and extracting their collocations, word disambiguation of nature terms was used in
two ways: stemming these terms to their smallest unit to reduce their various forms, and
assigning a pre-defined sense to each of the versatile realisations (i.e., variety of forms) of
each nature term. In this regard, following the step of compiling the bilingual list of
nature terms in the Qur’an and establishing its ontology, it was necessary to disambiguate
each of the terms to achieve accurate results when computing these words to find their
frequencies, collocations, and SP. The various morphological forms of the same term in
the text were reduced by stemming,110 and the terms are each recognised in terms of the
main concept (i.e., the reduced form) which also includes the various semantic forms (i.e.,
synonyms). However, it should be noted that both parts of the exploration were primarily
based on Ali’s translation in the early stages of this research and not on the Arabic
Qur’an, because it has been said that “the Arabic language still lacks many NLP resources
available for a language like English (e.g., taggers, parsers, WordNet, FrameNet, etc.)”
(Sharaf and Atwell 2012, p.131).111The following subsection will describe the word
disambiguation of the English terms in two NLP tasks via NLTK in Python: stem-based
disambiguation by using the Porter Stemmer of English words, and word-sense
disambiguation by using WordNet and the Lesk Method. The resulting reduced and
unified forms are appended back into the text to produce more accurate results of the

frequencies and collocations of nature terms.

2.3.1 Stem-based disambiguation
A clear definition of stem-based disambiguation is that it is a form of stemming that entails

the following:

(It is) the process of stripping affixes (i.e., including both prefixes and suffixes) from words to

form a stem, and it is often applied to words in Information Retrieval (IR)112 systems so that

110 Stemming is a pre-processing step in Text Mining applications as well as a very common requirement of Natural Language
Processing functions. The main purpose of stemming is to reduce inflectional forms and sometimes derivationally related forms
of a word to a common base form (i.e., reducing different grammatical forms/ word forms of a word like its noun, adjective,
verb, adverb etc. to its root form. See also (Jivani, 2011, p.1930).

111 To go around this shortage, and suggest a solution for this issue for the Arabic Qur’an, this research proposes a linguistic approach
of root-based disambiguation to normalise the different forms of the same terms in Arabic (e.g., synonyms from a reliable
linguistic source, morphological and syntactic variations from QAC)(See Section 4.1.2).

112 Information retrieval (IR) is finding material of an unstructured nature that satisfies an information need from within large
collections. (Manning et al., 2010, pp.100-03).
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words with almost the same meaning but superficial spelling differences are grouped together

as the same concept (Wiese et al., 2011, p.496).

In NLTK, stemmers remove morphological affixes from words, leaving only the word stem.

A sample of lines of stemming code via Python is seen below:

from nltk.stem import PorterStemmer
ps= PorterStemmer ()

The 1980 Porter Stemmer, also known as Snowball in its developed version,113 is the rule-
based stemmer114 chosen for this task because it is widely used for its simplicity and
efficiency (Willett 2006; Wiese et al., 2011). The function of this stemmer is to separate
affixes in five steps where inflectional affixes11> are handled in the first step; the
derivational affixes!16 are handled in the next three steps, and the recoding is conducted in
the last step. To compute this task, two adopted stemming models by Pooja et al. (2016,
pp. 7-9) were followed. They are the rule-based stemming model and the pre-processing
model, as shown in the figures below. Figure 13 illustrates the steps of conducting the
stemming of Ali’s translation (as a list of words from which the stemmed natural
phenomena were extracted), and Figure 14 presents an elaboration of the pre-processing
task.

Input
(Ali's translaiton)

Pre-processing

Stemming

Output
(Stemmed Text)

Figure 13: The rule-based stemming model

113 Porter (2001), available from: [http://snowball.tartarus.org/texts/introduction.html], [Accessed 15 March 2018].

114 Rule-based stemmers are algorithmic approaches, using minimal resources, that elaborate suffix replacement (or suffix removal)
and conflate all the inflected forms of words (usually) in a single stem. (Karanikolas, 2015, p.315).

115 An inflectional affix is an affix that does not change the word class of its stem; typically located farther from its root than a
derivational affix; and produces a predictable change of meaning. Available from: Glossary of Linguistic Terms.
[https://glossary.sil.org/],[Accessed 04 July 2019].

116 A derivational affix is an affix by means of which one word is formed (derived) from another. The derived word is often of a
different word class from the original. Available from: Glossary of Linguistic Terms [https://glossary.sil.org/],[Accessed 04 July
2019].
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Input Text
(Ali's translation)
Tokenisation
Filteration
Output
(Preprocessed Text)

Figure 14: The pre-processing model

In pre-processing (as in Figure 14), the first step was to read in the text via Python as seen

in the code below:

import nltk
import string
raw = open("engtrans-Ali.txt", 'r').read()

Then, tokenisation!1? was performed followed by the cleaning of the text (e.g. removing:
upper-case, punctuation, and stop-words!18 such as the, at, which, and on). It is, as seen in

Figure 13, a form of filtration, which produces a pre-processed text.

#tokenise and remove all upper-case

from nltk.tokenize import sent_tokenize, word_tokenize
tokens =nltk.word_tokenize (rawl)

raw2= [w.lower( ) for w in tokens]

#remove punctuation
punct= set (string.punctuation)
raw3= ‘‘.join (w for w in raw2 if w not in punct)

#removing stop words

from nltk.corpus import stopwords

stop_words=set(stopwords.words("english"))

##add new stop words
stop_words.update(('ever', 'whereby', 'didst', 'wherever', 'whenever', 'shouldst', 'often', 'thereat’, 'ot
herwise', "although', 'oft', "anywhere', 'whoever', 'wouldst', 'hast', 'manysoever', 'amid', 'specially’, 'w
heresoever', 'never', 'wont', 'according', 'whatever', 'anything', 'behind', 'thereon', 'near’', 'furthermor
e','midst', 'thither', 'towards', 'whilst', 'among', "hadst', 'towards', 'mayest', 'wherewith', 'wherewith'’
, 'wast', "however', 'henceforth', 'thenceforth’, 'thereby', 'couldst', 'could', 'dost', 'throughout’,
'therefrom', 'thine',

'whereof', 'wherein', 'shalt’', 'without', 'within', 'also', 'yet', 'yea', 'rather’', 'whomsoever', 'till", 'th

117 Tokenisation is defined as: “the task of cutting a string into identifiable linguistic units that constitute a piece of language data”
(Bird et al., 2009, p.109). [In Python coding, this is spelled with the [z] orthographic variation].
118 The rationale behind removing stopwords in this research will be discussed in Section 4.1.2.
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erewith', 'every', 'would"', 'whether', 'thus', "another', 'must’, 'therefore', 'beneath', 'forthwith', "hath
','may', 'except', 'might', 'doth', 'therein', 'unless', 'whereon', 'thus', 'amongst', 'ah"', 'thee', 'thou’,"
shall', 'ye', 'thy', "thyself"', 'whose', "nay"', 'mere', 'perchance', 'till’', 'oer', 'betwixt', 'should', "unto
', "thereof', 'upon', 'either', "'moreover', 'us', 'besides', 'though', 'neither'))
rawd= []
for w in raw3:

if w not in stop_words:

raw4.append(w)

After that, going back to Figure 13, the text was stemmed via the Porter Stemmer as seen

in the code below:

import nltk
from nltk.stem import PorterStemmer
ps= PorterStemmer ()
for w in raw4:
print (ps.stem (w))

The following is a sample of the output of extracted nature terms from Ali’s stemmed text:

heaven
fruit
stone
garden
river

In the previous list, we can see that words were stemmed to their most reduced forms. For
example, the plural ‘s’ in nature terms heavens, rivers, stones, and gardens is removed.
However, there was only a 1.9% error ratel!® relevant to the issue of reducing the irregular
plurals in English such as women and men, and children to their correct singular forms. To
resolve this issue, their stems were ascribed manually. Once the stemmed text was
produced, the distinctive stem for each of the nature terms (i.e. nouns or verbs relevant to
natural phenomena or nature events with no affixes) was examined and identified to be
assigned to the synonyms of the natural phenomena that were also disambiguated as will

be described in the following section.

2.3.2 Word sense disambiguation

In addition to the stem-based disambiguation of the different forms of natural phenomena
in the English text, this same stem for each nature term was allocated to the semantic
variations of each of the natural phenomena terms. In this sense, a search for the definition
which best suits each term describing a natural phenomenon in the context of the Qur’an
was essential, as was disambiguating its other forms via Word sense disambiguation
(WSD). WSD is a task in natural language processing (NLP) referring to assigning the

appropriate sense selected from a set of pre-defined senses (e.g. definitions and synonyms)

119 The error rate or percentage is calculated by number of natural phenomena words which are not assigned correct stems divided by
154 (the number of nature words in this research), and multiplied by 100.
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for a polysomic word (e.g. a nature term in the Qur’an) and according to a context (e.g.
their neighbouring words). WSD is necessary for many NLP applications and is believed
to help improve their performance, such as information extraction, part of speech tagging,
and text categorisation (Menai, 2014, p. 92). In the context of this research, only the
synonymous words denoting natural phenomena that belong to the same definition were
assigned the same stem and considered for statistical exploration. In addition, WordNet, a
semantically oriented English dictionary with 155,287 words and 117,659 synonym sets
(Bird et al., 2009, p.67), as well as the Lesk Method were used to provide the definitions
and synonyms of the English nature terms in Ali’s translation of the Qur’an. WordNet was
used as an English dictionary to explore the different meanings of each of the nature terms
and predict the most popular meaning that is recurrent in the Qur’an. A sample of lines of
code for this process to define the word earth is shown in the following code.

from nltk.corpus import wordnet as wn
for ss in wn.synsets('earth'):
print(ss, ss.definition())

Output:

Synset(‘'earth.n.@1') the 3rd planet from the sun; the planet we live on

Synset('earth.n.02') the loose soft material that makes up a large part of the land surface
Synset('land.n.@4') the solid part of the earth's surface

Synset(‘'earth.n.@4') the abode of mortals (as contrasted with Heaven or Hell)
Synset(‘'earth.n.@5') once thought to be one of four elements composing the universe (Empedocles)
Synset('worldly concern.n.@1') the concerns of this life as distinguished from heaven and the
afterlife

Synset('ground.n.09"') a connection between an electrical device and a large conducting body, such as
the earth (which is taken to be at zero voltage)

Synset('earth.v.01') hide in the earth like a hunted animal

Synset('earth.v.02') connect to the earth

Moreover, to disambiguate this word as it occurs in Ali’s translation of the Qur’an, the Lesk
Algorithm was used. The concept behind this process is explained in the words of its
founder Michael Lesk as follows:
The meaning of an English word can vary widely depending on which sense is intended. Does
a fireman feed fires or put them out? It depends on whether or not he is on a steam locomotive.
| am trying to decide automatically which sense of a word is intended (in written English) by
using machine-readable dictionaries, and looking for words in the sense definitions that overlap

words in the definition of nearby words (Lesk, 1986, p.24, italics in original).

In this regard, this part of the study is an attempt at a solution to the problem of sense
discrimination. By utilising the Lesk algorithm via word sense disambiguation provided by
NLTK, the correct word sense is predicted by counting overlaps between dictionary
definitions of the various senses. An illustration of this NLP application is provided in the

lines of the code below:

import nltk
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import re

import string

from nltk import word_tokenize

from nltk import sent_tokenize

from nltk.corpus import stopwords

from nltk.corpus import wordnet

from collections import defaultdict, OrderedDict
from nltk.wsd import lesk

##1. Read text

raw = open("engtrans-Ali.txt", 'r').read()
##2. Tokenize into sentences

sent = sent_tokenize(raw)

ambiguous = 'earth’
lesk (sent, ambiguous, 'n')
Output:

Synset ('worldly concern.n.el')

Input:
lesk(sent, ambiguous).definition()

Output:

"the concerns of this life as distinguished from heaven and the afterlife’

As seen above, the corpus comprising of Ali’s translation was tokenised into sentences; the
target word, the nature term earth as a noun, was identified as the ambiguous word in Ali’s
translation; Lesk algorithm was employed to predict its ‘intended” meaning by relying on
the overlap of words between the definitions of the target word and words in context in
order to determine the sense of the target word (as in Ayetiran and Agbele, 2016, p.165).
Hence, one could say that the intended meaning of the word earth in the Qur’an is related
to the worldly concern which denotes the concerns of this life as distinguished from heaven
and the afterlife. In addition, the error rate of the process of using the above code to assign
senses in WSD was 1.3 %. Upon observation, the researcher found that the program initially
assigned inaccurate senses to the words garden and light.120 The researcher observed that
this was due to the technical issue of not specifying the part of speech of the natural
phenomena word form in the code above (e.g., houn as opposed to verb). To solve this

issue, she further disambiguated the senses by adding ‘n’ to the code as follows:

lesk(sent, ambiguous, 'n').definition()

Once this was done, the error rate was reduced and the words were hopefully assigned the

correct senses. In short, this section provides an overview of the computational approach

120 The Lesk algorithm assigned the sense ‘work in garden’ to the word garden and the ‘alight from’ to the word light as two senses
which represent verbs.
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applied to prepare the list of nature terms from the Qur’an for the statistical profiling that

will later be implemented to conduct the quantitative analyses in this thesis.

2.4 A preliminary statistical exploration of nature terms in the Qur’an

This section, which briefly describes an exploration of the raw frequencies 2! and
collocations in Ali’s translation, aims to discuss the statistical profiling of the nature terms
produced in the previous sections. The importance of this section is that it provides an
overview of nature as a theme in the Qur’an on three levels of corpus division: the Qur’an
as a whole; the Makkan section of the Qur’an; and the Medinan section. It is an exploration
that uncovered concepts related to the theme of nature in the Qur’an concerning the several
distinctive features of the historical setting of the revelation of the Qur’an. On the other
hand, the significance of the statistical exploration in the second part of this section is that
it uses the same line of code to provide a list of the 30 most frequent nature terms in the
Arabic Qur’an; a list that is used to find the SP of nature in the Qur’an, as will be seen in
the methodology of this thesis. Moreover, the overview of the collocations, namely trigrams
at this exploratory stage, of nature terms provides background knowledge and a visual
presentation of the type of words that are likely to be neighbouring collocates to nodes that

denote concepts of nature in the Qur’an.

2.4.1 The frequency distribution for Ali’s translation as a bag of words!?2 and

the central theme of the Qur’an

Before exploring the frequency distribution of the list of natural phenomena in Ali’s
translation of the Qur’an, NLTK was employed to find the frequency distribution of all the
words in this text as a bag of words (BoW) was implemented. The bag of words, a model
used in NLP, is a reduced and simplified representation of a text document from selected
parts of the text, based on specific criteria, such as word frequency. In a BoW, a body of
text, such as a sentence or a document, is thought of as a bag of words.123 To find the
frequencies of words in Ali’s translation, this model is followed,; it consists of the following

tasks as illustrated in the lines of code below:

import nltk
import re
from collections import Counter

121 In the first part of this section, it reports the preliminary study where nature terms were computed as raw frequencies without the
disambiguation that was applied at a later stage to improve the results. See also Alshahrani and Brierley (2017).

122 Based on Zhang et al. (2010).

123 Available from: [https://ongspxm.github.io/blog/2014/12/bag-of-words-natural-language-processing/], [Accessed 01 March 2017].
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from nltk.tokenize import *
import string
tokenizer = WhitespaceTokenizer()
from nltk import word_tokenize
from nltk.corpus import stopwords
#1. Read in text
dataset= open ("engtrans-Ali.txt", 'r').read()
# 2. Pre-process Text
#2.1. Removing punctuation
punct=set(string.punctuation)
datasetl=""'.join (w for w in dataset if w not in punct)
#2.2 Tokenization
dataset2 = tokenizer.tokenize(datasetl)
#2.3.Lowercase Only
dataset3= [w.lower() for w in dataset2] ##lower case only
#2.4 Removing stop words
stop_words=set(stopwords.words("english"))
##add new stop words
stop_words.update(('ever', ‘whereby', 'didst', 'wherever', 'whenever', 'shouldst', 'often"', 'thereat’, 'otherw
ise', "although', 'oft', "anywhere', 'whoever', 'wouldst', 'hast', 'manysoever', "amid', 'specially’, 'wheresoev
er','never', 'wont', "according’', 'whatever', 'anything', 'behind', 'thereon', 'near"', 'furthermore', 'midst"’,"
thither', 'towards', 'whilst', 'among', "hadst', 'towards', 'mayest', 'wherewith', 'wherewith', 'wast"', "however
', "henceforth', "thenceforth', 'thereby', 'couldst', 'could', 'dost', 'throughout', 'therefrom',  'thine’,
'whereof', 'wherein', 'shalt', 'without', 'within', 'also', 'yet', 'yea', 'rather"', 'whomsoever','till", 'therew
ith', 'every', 'would', 'whether', 'thus', 'another', 'must’', 'therefore', 'beneath', 'forthwith', "hath', 'may",
'except', 'might', 'doth', 'therein', 'unless"', 'whereon', 'thus', 'amongst', 'ah', 'thee', 'thou’, 'shall’,'ye’,
"thy', "thyself', 'whose', 'nay’', 'mere', 'perhaps', 'perchance’, 'till', 'oer', 'betwixt', 'should’, 'unto', 'the
reof', 'upon', 'either', 'moreover’, 'us', 'besides"’, 'though"', 'neither"))
datasetd= []
for w in dataset3:

if w not in stop_words:

dataset4.append(w)

#3. Count frequencies
Counter(dataset4).most_common(390)

The results of the exploration of the 30 most frequent words in Ali’s translation of the

Qur’an are shown in the following box:

[('allah', 2895),
('lord', 960),
('say', 775),
('said', 710),
('one', 527),
('day’, 520),
('people', 511),
('believe', 470),
('earth', 418),
('things', 379),
(‘men', 369),
('signs', 337),
('sent', 325),
('truth', 321),
('indeed', 320),
('verily', 310),
('made', 287),
('fear', 274),
('good', 274),
('evil', 266),
('faith', 256),
('come', 249),
('messenger', 246),
('give', 246),
('see', 239),
('penalty', 229),
("know', 225),
('life', 213),
("turn', 207),
('man', 206)]
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To generate a chart of the 30 most frequent words (Figure 15), matplotlib124 was
employed in NLTK:

fd = nltk.FregDist(dataset4)
fd.plot (30, cumulative=False)
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Figure 15: The 30 most frequent words in Ali’s translation of the Qur’an

The central theme of the Qur’an, as mentioned earlier, is the declaration of reality and the
removal of misunderstanding and misconceptions about the message of Islam.125 This
theme, as claimed by scholars, is related to other topics that appear in the Qur’an (e.g.,
nature); these topics emphasise the central theme and convey it to the reader. For example,
the topic (theme) of nature in the Qur’an can be traced through the occurrences of terms
representing natural phenomena. The counts of these terms ascertain the vitality of this
theme and its role in conveying the central theme of the Qur’an. The counts relevant to this
argument are the most frequent words in the Qur’an as well as the counts of the nature
terms in the Qur’an. For example, the ten most frequent words in Ali’s translation of the

Qur’an as seen below indicate that these words are related to the central theme of the

124 Matplotlib is a Python 2D plotting library which produces publication quality figures in a variety of hardcopy formats and interactive
environments across platforms. Available from: [https://matplotlib.org/index.html],[Accessed 20 March 2019].
125 See also Malik (1997).
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Qur’an: ‘Allah’ being the ‘One Lord’ and Creator of all, whose Divine book and message
to the prophet Muhammed is the Qur’an. In the Qur’an, He addresses ‘people’ to look at
the ‘earth’ and ‘things’ as in His creation to ‘believe’ in His unity. In addition, the verbs
‘say’ and ‘said’ are related to the revelation of this truth. Hence, this list of the most frequent
words in the Qur’an potentially provide evidence that the Qur’an’s central and recurrent

theme is the revelation of the message of Islam.

people

believe

earth
10.things

In further support of the argument above, the following subsections will present the
frequency distribution of nature terms in Ali’s translation, and illustrate their relevance to

the central theme of the Qur’an.

2.4.2 The frequency distribution for the list of natural phenomena in the

divisions of Ali’s translation

This study presents a statistical profiling of nature as a theme in Ali’s translation of the
Qur’an as a whole, as well as of the Makkan and Medinan sections only. Ali’s translation
was divided into Makkah and Medina surahs to explore the list of natural phenomena
produced in this chapter. The Qur’an was being divided into Makkah, and Medina sections
following the historical reality of the revelation itself (as in Alrehaili, 2012).126 For the first
thirteen years of his prophethood, Prophet Mohammed was in Makkah; the last ten years
he was in Medina. Thus, there is a natural division between the earlier Surahs which were
revealed to him in Makkah, and the later ones which were revealed to him in Medina. Even
though there were debates on how some Medina ayahs were present in Makkah Surahs, one

can still make a general distinction in the features between the two sections. It is, therefore,

126 See also Alrehaili, S. M. (2012). The chronology of the texts in the holy Quran according to NLP. Unpublished MSc Dissertation,
School of Computing, University of Leeds.
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plausible to divide the Qur’anic corpus into Makkah and Medina Surahs to explore the most
prominent features in each. Furthermore, the division is based on the King Fahd Complex

for Printing the Holy Qur’an in the authorised version of the authentic Arabic Qur’an.

Following this division, the NLP features of the list of natural phenomena were extracted
(e.g. raw frequencies and collocations) via NLTK and associated with the general features
of the Qur’anic style in the Makkah and Medina sections. However, prior to conducting the
exploration of the terms in the list of natural phenomena, a pre-processing task was
performed. The steps of pre-processing the entire text (the same applies to the Makkan and
Median texts) along with samples of lines of code used on all in this approach were
previously presented in Section 2.3.1. After preparing the data and nature terms were run
in Python via NLTK to find their frequencies in the full text and the two divisions as seen

in the lines of the following code:

import nltk

from nltk import FregDist

text= open ("engtrans-Ali.txt", 'r').read()
fdist= FreqgDist (text)

print fdist ['earth']

print fdist ['water']
print fdist ['man']
print fdist ['cattle']
print fdist ['sun']
print fdist [ 'mountain’']

Related to the counts of the most frequent words in the Qur’an are the counts of the most
frequent terms of natural phenomena. The ten most frequent natural phenomena in the

Qur’an in order of highest to lowest are as follows:

day
earth
men
signs
life
man
fire

hearts

© © N o gk~ w0 DN E

night

10. woman
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As seen above, results of the counts of terms in the full text show that the word day has the
highest count in the list of terms of natural phenomena. The words brain, leg, land, ox/oxen,
locusts, lice, seeds, goats, and frogs, on the other hand, have the lowest number of
occurrences. Similarly, as can be seen in Table 8, results of the Makkan section show that
the word day has the highest count in the list of terms of natural phenomena. The words
with the lowest count, on the other hand, are the words brain, leg, jinn, plant, ox/oxen,
fountain, apes, horses, seas, rocks, hours, goats and frogs. Results of the counts of terms
in the Medinan part show that the word men has the highest count in the list of terms of
natural phenomena. The words with the lowest count, in contrast, are the words seed, star,

dawn, river, stick, cold and cloud.

Table 8: The difference in the 20 most frequent nature terms between Makkan and
Medinan surahs

Makkan counts Medinan counts
1. day 1. men

2. earth 2. day

3. signs 3. signs

4. men 4, earth

5. man 5. hearts

6. life 6. fire/women127
7. heavens 7. heavens
8. fire 8. life

9. night 9. man

10. sign 10. hands
11.  soul 11.  light

12. land 12. gardens
13. hearts 13. death
14. garden/hell 14 rivers
15. water/eyes 15, mankind
16. creation 16. hell

17. hour 17. land

18. mankind 18. garden

19.  gardens 19.  night/days
20. hand 20. mountain

As we can see, the term day appears in both lists: the most frequent words in the Qur’an128
and the most frequent terms describing natural phenomena. The fact that it appears in both

lists shows the significance of nature as a recurrent theme in the Qur’an. One of the roles

127 The slash ¢/” in the table cell represents equal counts. For example, the terms fire and women are equal in counts in the Medinan
section of Ali’s translation.
128 Results in Section 2.4.1
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of nature in the Qur’an is to have people ‘ponder’ about God’s greatness and might in
regard to the perfection of His creation. They are signs which give proof of a Creator whose
creation is perfect. This evidence is most crucial for the central theme of this sacred book.
In other words, these signs, namely natural phenomena, ascertain the reality which the
Qur’an has come to reveal. This is the theme that runs throughout the verses from the
beginning to the end, which illustrates the presence of this theme in both divisions of the

Qur’an.

In addition, this table shows that there are similarities between the two lists in the counts
of the most frequent terms of natural phenomena. The words day, earth, signs, men, man,
life, heavens, fire, night, land, hearts, garden, hell, mankind, and gardens occur in both
sections. This signifies, once more, that the theme of nature runs throughout the Qur’an,
whether at the beginning of the revelation in the Makkan section or towards the end in the
Medinan section. Furthermore, this sample of results shows that only the Makkan section
contains the word sign in both singular and plural forms. Although the word signs is equally
distributed between the two parts, its singular form is contained in the Makkan section only;
a fact that makes the word more significant there. This is related to the idea that the
beginning of the revelation of truth required signs, which in most cases refer to the creation

of the universe and its different components, and at times to miracle stories.

2.4.3 A collocation extraction of nature terms in Ali’s translation

In addition to extracting the frequencies of nature terms in this exploratory part of the
research, a preliminary exploration of their collocations, namely trigrams via the raw
frequency statistical measure in Python, was also conducted. This was also done through
the n-grams?29 feature via NLTK in Python130 (see code below). By way of example, Table
9 illustrates a sample of nature terms with their left and right neighbours.

from nltk.collocations import*

trigram_measures = nltk.collocations.TrigramAssocMeasures()
tokens=dataset4

finder = TrigramCollocationFinder.from_words(tokens)

scored = finder.score_ngrams(trigram_measures.raw_freq)

set(trigram for trigram, score in scored) == set(nltk.trigrams(tokens))
print (set(nltk.trigrams(tokens)))

129 An n-gram is a sequence of N n-gram words: a 2-gram (or bigram) is a two-word sequence of words like “please turn”, “turn
your”, or “your homework”, and a 3-gram (or trigram) is a three-word sequence of words like “please turn your”, or “turn your
homework” (Jurafsky and Martin, 2009, p. 2). See also: [https://web.stanford.edu/~jurafsky/slp3/4.pdf]

130 Available from: [http://www.nltk.org/howto/collocations.html], [ Accessed March 2017]. See code above.
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Table 9: A sample of trigrams of natural phenomena terms in Ali’s translation

Left neighbour Natural phenomenon term Right neighbour

manageable earth made
shakes earth swallowed
gathered earth multiplied
moved earth trumpet
growing earth produced
raise earth return
carpet earth made
mountains earth day
wide earth made
fragments earth split
cleft heaven dim
earth heaven creator
rolled heaven handful
stars moon sun
light moon glory
law moon sun
measured moon all-knowing
prostrate moon sun
cleft moon nigh
moon sun subjected
moon sun day
moon sun prostrate
glorious sun round
scatter wind warning
sent wind penalty
dust wind scattered
sky rain sends
stirred rain send
even rain sends
calamity rain give
cloud rain bring
saved sea divided
rejected sea drowned
Pharaoh sea across
command sea sail
subject sea made
call sea seizes
drink water see
burning water boiling
Noah water penalty

matter water flowing
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Left neighbour Natural phenomenon term Right neighbour

sweet water provided
fruits water springs
abundance water clouds
thinkest mountain seest
standing mountain earth
heap mountain commotion
scattered mountain asunder
standing mountain made
vanish mountain doors

This NLP task provides a preview of the kinds of words that co-occur with nature terms in
the Qur’an and this case Ali’s translation. These are a part of this exploratory overview of
natural phenomena in the Qur’an and provide a visual representation of the collocational
behaviour of such terms as they reoccur in the Qur’an. Furthermore, the same collocation
finder provided by NLTK will be implemented again later on in this research, but with a
focus on finding bigrams, rather than trigrams, to have an even closer look at the

neighbouring words of the natural phenomena in the Qur’an and its translations.

2.4.4 The 30 most frequent natural phenomena terms in the Arabic Qur’an

This section gives an account of the NLP application of finding the raw frequencies of
nature terms in the Arabic Qur’an. It is the final exploratory experiment in this chapter
conducted in the preliminary stage of this research to provide the 30 most frequent natural
phenomena in the Qur’an; a list that is used to explore the SP of nature as a theme in the
Qur’an and will later on be used to evaluate five translations of the Qur’an for their
congruency with the Arabic representation of the nature in the Qur’an. To compute the raw
frequencies of nature terms in the Qur’an via NLTK in Python, the same order of tasks of
pre-processing and processing text mentioned in the previous sections was applied. The 30

most frequent!3! natural phenomena terms in the Qur’an are shown in the following table.

Table 10: The 30 most frequent natural phenomena terms in the Qur’an

Arabic Words Nature Term Frequency
ol sil-a s-dal-uli people 534
Omas-abl-asy  day 481

131 Upon examining the list of the 30 frequent natural phenomena in the Qur’an, it was noticed that several words such devil, angel,
and perhaps death would by virtue of dictionary definition either be positive or negative. Therefore, they were preserved in the
list and other words were added to have a wider exploration of the occurrences of nature terms in the Qur’an and a more thorough
evaluation of its selected translations.
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Arabic Words Nature Term Frequency

-yl earth 462

) slan-elans  sky/s/heavens 324

o sii-paiil-ds soUl/s 295

Gl resurrection 276

aiea- Ul hell 255

Liallsla  Jife 255

obdl-ds -da,  man/human/men 151

<la-dia the garden/s 144

<8 heart/s 142

Jwd-cpa-2  hand/s 113

-l mankind 107

Cpblbd oass - devil/s 103
~cldlllocal jal jll-clilall A< e el
~alsbadlctda sl cile JllloClavsa)

Gl padl-aldl - angel/s 95

Jul-Jd-4ll night/s 93

Sbua-cun-isn - homes/houses 77

Gise death 71

osas-4as  face/s 69

¢l water/rain 61

ol worlds 61

s A4 4 village/town 55

el 5 -Jia-dea - mountain/s 53

b river/s 53

8l yal-sli  woman/en 49

cibas-slua- )5 light 47

Jsua- yua  chest/s/breast/s 44

DG xe seals 39

4S) 84Sl a0 yai - fruit 35

Wl ju-(ued sUN 34

il cattle 32

Gl didn s> ship 32

soad-yad tree /s 29

Ja-0ajinn 27

>4 moon 27

Cmia-ddeyear/s 35

Jrlu-lie - e SPrings 20

Q@-Qﬁ)&-&\)ﬁu_aﬁab_cgj_@) W|nd /S 23

3ue-Gel drowning 23

Gule -l darkness 23

Jai-dias date-palm/s 20

asai-and  Star/s 13

To reiterate, the significance of this list lies in the fact that it is the final list used to explore
the theme of nature in the Qur’an via collocation to find SP. Also, it is the basis on which
the evaluation of the five chosen English renderings of the Qur’an for their representation

of nature as a theme is based.
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2.5 Conclusion

This chapter presented an overview of several experimental studies that the researcher
conducted in the preliminary stage of this research to produce a dictionary of words that
represent the theme of nature in the Qur’an. Firstly, it provided an overview of nature as a
theme in the Qur’an, as discussed in previous literature. It also examined lists of nature
terms in the Qur’an that had been compiled in the past. The chapter went on to describe the
exploratory NLP tasks and applications on both Ali’s translation and the Qur’an. Also, it
most importantly described the tasks and applications applied on the Qur’an to prepare a
list of words related to natural phenomena. This produced list will later be employed to find
the SP of nature in the Qur’an and evaluate and rank the selected translations based on their
congruency with the representation of nature in the Qur’an as a source text. The approach
used here can also be useful in exploring other concepts in the Qur’an. Moreover, it can be
considered a suggested platform for building new and more comprehensive conceptual
ontologies of the Qur’an, which can, in turn, facilitate a clearer understanding of the Holy
Book.
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Chapter 3 Literature Review:
Determining the Theoretical Framework and Methodology

Introduction

This chapter will provide an overview of the studies that have determined the choice of
both the theoretical framework and methodology of this research. It consists of four parts
that address the following specific issues: the defining components of the theoretical
background of this research; the corpus-based studies on nature in the Qur’an!32 and others
on SP in the Qur’an together with the available NLP projects designed for the Qur’an and
computational tools developed for linguistic research in the Qur’an (e.g., the Qur’anic
Arabic Corpus, Qur’any, etc.); and finally, the general methods of evaluating translation
followed by a conclusion to the chapter. To elaborate, the first section, which helped to
formulate the theoretical framework of this research, provides an overview of the debate in
the previous literature on defining corpus linguistics and its different applications, with a
detailed discussion of collocation, lexico-grammar (LG), and SP. The second section,
which aided in choosing the appropriate methodology for the first stage of this research
(i.e., exploring SP of nature in the Qur’an and its translations), gives an account of the
previous computational and non-computational corpus-based studies on nature and others
on SP as a collocational phenomenon. For example, it gives an account of the SP analysis
as a tool for accuracy in translation with the recently developed NLP tools that were
designed specifically for the analysis of the language of the Qur’an. Furthermore, the third
section, which informed the chosen method for evaluating the selected translations in the
second stage of this research (i.e. evaluating the Qur’an translations regarding their
congruency with the representation of SP of nature in the Arabic Qur’an), discusses various
general methods of evaluating a translation. Finally, the fourth section of this chapter
provides a conclusion to this literature review with a focus on its importance in determining

both the theoretical framework and methodology of this corpus-based research.

For an introduction to corpus linguistics, the following sources were mainly consulted:
Biber et al. (1998); McEnery and Wilson (2001); Meyer (2002); Hunston (2006); McEnery
and Hardie (2012); and Kennedy (2014). In addition, for views on the usefulness of corpora

in translation studies, Tymoczko (1998) and Olohan (2004) were two useful resources.

132 The studies which were covered in the previous chapter were only descriptive commentaries on the presence of natural phenomena
in the Qur’an and they were not computational or of a corpus linguistic nature.
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3.1 Defining ‘corpus linguistics’, ‘collocation’, ‘lexico-grammar’, and
‘SP.’

The first aim of this section is to provide the different views on the definition of corpus
linguistics as the main methodology of this corpus-based thesis that is combined with an
NLP method and translation studies application. It then highlights the adopted definitions
of the three main components of the adopted theoretical framework: collocation, lexico-
grammar, and SP. It discusses the different criteria for collocation identification and
approaches to the study of collocation to indicate the ones chosen for the purpose of this
research. Moreover, it defines lexico-grammar as an integral part of interpreting
collocation. Finally, it discusses viewpoints on the relationship between SP and collocation
as units of meaning of the lexical item primarily to introduce the notion of SP, which is

adopted in this research.

Before reporting the different views on the definition of corpus linguistics, it is essential to
define the notion of a ‘corpus’, because, as the name suggests, it is the basis for a form of
the theoretical and empirical linguistics known as corpus linguistics that will be discussed
shortly. The word corpus, from the Latin word ‘corpus’ meaning body and with plural
corpora, is a collection of texts, especially if complete and self-contained such as the corpus
of the Anglo-Saxon verse!3 [e.g., the Qur’an and its translations in this research]. In two
related views, it is a collection of: “naturally occurring language text, chosen to characterise
a state or variety of a language” (Sinclair, 1991, p.171), and “(1) machine-readable (2)
authentic texts (including transcripts of spoken data) which is (3) sampled to be (4)
representative of a particular language or language variety” (McEnery et al., 2006, p.5).
After defining what a corpus is, the following lines will review the different viewpoints on

the definition of corpus linguistics.
1- The debate on what corpus linguistics is

There is a multiplicity of views on the definition of corpus linguistics from some of the
most influential corpus linguists (such as: Sinclair, 1991; Oostdijk and Haan, 1994;
MacCarthy, 2001; Tognini-Bonelli, 2001; Aarts, 2002; Hunston, 2002; Meyer, 2002;
Butler, 2004; McEnery and Xiao, 2004; Teubert and Cermakova, 2004a; Romer, 2005;
Teubert, 2005; Hunston 2006; McEnery and Gabrielatos, 2006; Thompson and Hunston,

133 See also: Concise Oxford Companion to the English Language: Oxford University Press. Retrieved 24 Nov. 2018, from
[https://www.oxfordreference.com/view/10.1093/acref/9780192800619.001.0001/acref-9780192800619-e-319].
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2006; Teubert et al., 2007; Lideling and Kytd, 2008; Gries, 2009; 2010b; O'Keeffe and
McCarthy, 2010; McEnery and Hardie, 2012; Kennedy, 2014; Mahlberg, 2014b; Rabadi,
2014; Jones and Waller, 2015). This subsection looks at how corpus linguistics is defined
and described in a variety of relevant sources.

McEnery and Gabrielatos (2006) and Taylor (2008), who provide overviews of the way
practitioners have described corpus linguistics, stress that there is no general agreement as
to what exactly constitutes corpus linguistics. For example, in the introduction of her paper,
Taylor (2008) states that corpus linguistics is defined as “a tool, a method, a methodology,
a methodological approach, a discipline, a theory, a theoretical approach, a paradigm, or a
combination of these” (p.180).134 Aarts (1984) , who is said to be one of the founding
fathers of corpus linguistics and often identified as the source of the term corpus
linguistics,13> wrote the first book known to be dedicated to this subject!36 entitled, Corpus
linguistics: Recent Developments in the Use of Computer Corpora in English Language
Research.137 In this regard, McEnery and Gabrielatos (2006, p.3) point out that the more
specific term corpus linguistics did not come into common usage until the early 1980s when
it was coined in Aarts and Meijs (1984). From that point on, scholars have discussed the
possible parameters of this field of study and wrestled with issues of how to define it and
whether this approach to considering language constituted a distinct theory of language or
rather a method of language analysis.

Aarts (2002) and Teubert (2005), among others, define corpus linguistics as a discipline
with a theory. For example, Teubert (2005) emphasises the theoretical conceptualisation
and describes corpus linguistics as “a theoretical approach to the study of language” (2005,

p.2). He also comments on the diversity of methods and states that:

[c]orpus linguistics is not in itself a method: many different methods are used in the processing
and analysing corpus data. It is rather an insistence on working only with real language data

taken from the discourse in a principled way and compiled into a corpus (2005, p.4).

Similarly, Stubbs (1993), who once rejected the definition of corpus linguistics as only a
methodology and claims it is “limited”, comments that “[i]n this vision of the subject, a

corpus is not merely a tool of linguistic analysis but an important concept in linguistic

134 Available from:[ http://sro.sussex.ac.uk/id/eprint/53389/1/what_is_corpus_linguistics.pdf], [Accessed, 18 July 2019].

135 Other important figures of corpus linguistics include : Meijs (1987) and Kytd et al. (1988).

136 It has been also claimed that the term had in fact been used previously, for example, in Aarts and van den Heuvel (1982) (as cited
in Taylor, 2008, p.179).

137 See also Aarts and Meijs (1984) and Aart and Meijs (1986).
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theory” (1993, pp.23-4). In his later work, Stubbs (2001) compares corpus linguistics to a

science, when he writes:

[g]eologists are interested in processes which are not directly observable because they take
place over vast periods of time [...] Corpus linguists are interested in processes which are not
directly observable because they are instantiated across the language use of many different
speakers and writers (p. 243).

On the contrary, it is argued by many that corpus linguistics is not a theory in itself but
rather a methodology (e.g., e.g., Biber et al., 1998, pp. 3-4; McEnery and Wilson, 2001,
p.2; Meyer, 2002, xi; Kennedy, 2014, p. 7). Others, such as Leech (1992, p.106), take this
definition to another level, and argue that corpus linguistics is more than a mere
methodology, but rather “a new research enterprise” and “a new philosophical approach”.
In this regard, Leech (1992), who describes “computer corpus linguistics” as new a

“paradigm” synonymous with corpus linguistics, writes:

[c]Jomputer corpus linguistics defines not just a newly emerging methodology for studying
language, but a new research enterprise, and in fact, a new philosophical approach to the
subject. (p. 106).

Like Leech, Taylor (2008) elaborates on this definition by stressing the importance attached
to the scientific side in corpus linguistics as a methodology,**® and McaCarthy (2001)
portrays corpus linguistics as representing “cutting edge change in terms of scientific
techniques and methods” (p.125). Corpus linguistics is also defined as a methodology in
McEnery and Wilson (2001,p. 2), and is described by Meyer (2001, xi) as “an approach or
a methodology for the study of language use”. Similarly, Hunston (2006) claims that corpus
linguistics is a methodology rather than a theory of language description and that it involves
the following:

e Looking at naturally occurring language;

e Looking at relatively large amounts of such language;

e  Observing relative frequencies, either in raw form or mediated through statistical operations;
e  Observing patterns of association, either between a feature and a text type or between a

group of words (Hunston, 2006, p.244).

138 Taylor (2008) presents a paper which explores the definition of corpus linguistics via a complied corpora about corpus linguistics,
with the following keywords which resemble applied sciences terms: repetition, empirical, statistical, methodology, data,
quantitative and qualitative.
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According to Hunston (2006), at the basic level, a corpus analysis software performs one
of the following: searches the corpus for a given target item; counts the number of instances
of the target item in the corpus and calculates relative frequencies and displays instances of
the target item so that the corpus user can carry out further investigation. Once a certain
target is found, it is examined for its meaning. Meaning in relation to a corpus methodology
IS “not atomistic, residing in words, but prosodic, belonging to variable units of meaning
and always located in texts” (Tognini-Bonelli, 2001, p.89). Thus, any corpus, including a
“raw” corpus (i.e., a corpus that consists only of text, with no further information added),
may be searched for instances of a single word (e.g., day). It also allows a single search to
find sets of words (e.g., day, month, and year) and strings of words (e.g., the next day). The
software can count the occurrence of categories and usually compare their frequency in
corpora of different kinds. To summarise, corpus linguistics is a methodology or group of
methodologies which uses computer software to elicit meanings out of the text (e.g., via

collocation).

Furthermore, advocates of this definition of corpus linguistics view it as a methodology
which can be used in the application of a variety of theories (as in Mahlberg, 2005, p. 371;
Taylor, 2008, p.31; Taylor and Marchi, 2018, p.2). By way of example, Mahlberg (2005)
gives a brief account of some of the corpus linguistic methodologies that possess a
“theoretical status”139 or make theoretical claims, such as Hunston and Francis (2000),
Sinclair (2004a), and Hoey (2005). Based on her discussion, the key features of this

approach can be summarised as follows:

1. Language is a social phenomenon and meaning can thus be viewed as use.
2. Patterns of language use become visible through the use of corpora.

3. Corpus evidence illustrates that meaning and form are associated (as in Mahlberg,
2006, pp.370-1).

Likewise, Gries (2009, p.191) claims that corpus linguistics is favoured as “a major
methodological paradigm in applied and theoretical linguistics”. He also describes it as a
“distributional discipline” by nature, which contains “nothing but distributional frequency

data”, such as:

o frequencies of occurrence of linguistic elements, which can be studied from two

different perspectives:

139 The term she says was used by Tognini-Boneli (2001).



-76 -

1. how frequent are morphemes or words or patterns/constructions in (parts of) a corpus?

This information can be provided in various different forms of frequency lists;

2. how evenly are morphemes or words or patterns/constructions distributed across (parts
of) a corpus? This information can be provided in the form of various dispersion

statistics;

o frequencies of co-occurrence: how often do linguistic elements such as morphemes,
words, patterns/construction co-occur with another linguistic element from this set or

a position in a text (Gries, 2010c, p.5).

In a definition which overtly combines both method and theory, Thompson and Hunston
(2006, p.8) state that: “at its most basic, corpus linguistics is a methodology that can be
aligned to any theoretical approach to language”. Their theoretical approach adopts the
view that meaning is not located in single words, but in “units of meaning”, which
reverberates with Sinclair’s terminology (theory such as the Extended Lexical Unit).140 In
this sense, the communicative discourse unfolds greatly as a series of semi-fixed phrases

which are explored and analysed (method) (Sinclair, 2004c, pp.11-2).

In this research, the adopted definition of corpus linguistics combines the definitions by
McEnery and Hardie (2012), Sinclair (2004c), Thompson and Hunston (2006), and Gries
(2010c). For example, McEnery and Hardie (2012) view corpus linguistics as a
methodology of “dealing with some set of machine-readable texts which is deemed an
appropriate basis on which to study a specific set of research questions” (p. 1). In addition,
Sinclair (2004c, p.10) provides a brief definition of corpus linguistics which merges two
lines of thought when he says, “theory derives from the pattern; pattern reflects theory™ at
both lexical and grammatical levels. Moreover, in accordance with Gries’s view of corpus
linguistics as a distributional approach to studying language (2010c), this research aims at
exploring SP of nature in the Qur’an via the Natural Language Toolkit (NLTK) in Python;
the software used to explore the frequencies and collocation extraction of natural
phenomena in six texts: the original Arabic texts and five of its acclaimed English
translations. Using NLTK, this thesis firstly answers questions about the presence of SP in
nature in the Qur’an with its role in the representation of meaning via the analysis of
collocation and lexico-grammatical patterns. Secondly, it compares this representation of

meaning to five English translations of the Qur’an. Moreover, the Qur ‘anic Arabic Corpus,

140 Sinclair’s theory of the Extended Lexical Unit (2004a).
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as well as Sketch Engine, are utilised in applying the ontology of Qur’anic concepts to
nature terms as well as their concordances. In order to provide a rigorous theoretical
underpinning to the analyses, notions from linguistic theory were adopted for the analysis
of collocation and SP (e.g., the Extended Lexical Unit [collocation] and Lexico-Grammar).
Finally, the software tool GraphColl14l was used to produce data visualisation in this
research, and to provide a sophisticated visual representation of collocations of natural

phenomena in the Qur’an.

2- Corpus-based application in translation studies

Hunston (2006) discusses two types of applications of corpus linguistics: language
teaching and translation. She claims that they are “two of the more frequently encountered
applications of corpus linguistics” (p.245). She calls the type of corpora in translation
studies “parallel corpora”, where one corpus consists of the source text and the other of the
translations of the source text. In this context of the corpus-based application, the
examination of parallel corpora emphasises that what translators translate is not the word
but a larger unit (Teubert and Cerméakova, 2004b, pp. 123-4). This research employs the
use of parallel corpora, which is contrasted by definition to comparable corpora.l42 Kenny
(2006), who worked under the supervision of Mona Baker to compile a parallel corpus of
approximately one million words from German literary fiction and its translation into
English, claims that parallel corpora are needed for more empirical research in corpus
linguistics (p.2). Her study aimed to extract unusual or idiosyncratic collocations in the
German originals and assess the creativity of their translations in English. It is a project
somewhat like this research in that it presented an exploration of what happens in
translation to vocabulary items with negative or positive, or neutral semantic prosodies.
The following subsection discusses previous studies of collocation as a prominent linguistic

feature in corpus linguistic studies.

141 GraphColl is a new corpus linguistic tool developed by the authors (Brezina et al. , 2015) in LancsBox as a way of helping
analysts to interpret collocational networks.

142 Comparable corpora are corpora in two or more languages with the same or similar composition. All corpora have an explicit or
implicit composition (Teubert, 1996, p. 245; McEnery and Xiao, 2007, p.131). Although they are similar to parallel corpora in
the fact that they are collections of electronic texts which are closely related to each other, they are different from the latter in
the type of the link between these texts. Parallel corpora consist of a set of texts in language A and their translations in language
B (e.g., the works of Dickens and their translations into French). In other words, the relationship lies in shared meaning. By
contrast, what links the collections of texts in comparable corpora is that they have been put together according to the same type
of criteria (texts of a certain size, on a set topic, from a given period, etc.) (Kenning 2010, p.492) .
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3.1.1 Collocation: “knowing a word by the company it keeps”

The corpus linguistic research on collocation or words and their associations is vast, and
the analysis of collocation is built on the Firthian notion “knowing a word by the company
it keeps”; a proverb expressed similarly in the two Arabic sayings: 4 & < < el and a0
allxy (both typically translated into English as “a man is known by the company he
keeps™).143 This concept has led to many insights on different word contexts and in various
languages and has been explored in terms of its secondary implications, such as
pedagogical studies or in applied translation studies. However, before considering its
relevance to this research, it is important to provide an overview of the different definitions
of collocation and to highlight the approach best suited for this study. This is especially
important because there is no single universally accepted definition of collocation; it is
differently defined and understood per the requirements of particular research questions or
applications. The task of opting for a definition is especially important for this research
because it centrally involves extracting collocations of natural phenomena terms as well as
examining their collocate sets to unveil their semantic prosodies. Hence, it is necessary to
define collocations and investigate the criteria for identifying them as well as the
methodological approaches used to find them based on previous corpus-based studies. Put
simply; this section will describe how collocations are conceptualised and operationalised

as seen through the lens of the previous literature on collocation.
1- The definition of collocation

The concept of collocation was first defined by Firth (1957, p.11) as “one of the levels of
meaning” (as cited in Gabrielatos, 1994, p.1), this definition later being refined in 1986 by
Benson and Ilson as “an arbitrary and recurrent word combination” (1986, p. 23). Taking a
more rigorous theoretical approach, Halliday (1961) and Sinclair (1987b) introduce the
notion that patterns of collocation can form the basis for lexical analysis of a language as
an alternative to, and independent of, grammatical analysis. Both Sinclair and Halliday
regard collocation and grammatical set as complementary, neither being subsumed under
the other. These statements about collocation illustrate that collocation has been defined
differently over time. The concept of collocation in the previous research is arguably

viewed in accordance with at least two defining perspectives: the theoretical or

143 See also Al-Timen (2015, p. 14017).
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phraseological and the empirical viewpoints. For instance, on the phraseological level,
Halliday and Hasan (1976, p.150) define collocation as a “sub-type of phraseme”, where
phraseme (also called a set phrase or set expression) is “a phraseological expression” which
represents a multiword phrase- that is, “a linguistic expression formed by several (at least
two) lexemes syntactically linked in a regular way” (Mel’Cuk, 2012, p.31). For an

illustration of the types of phrasemes, which include collocations, see Figure 16.

Phraseme
I
[ ]
Compositional Non-compositional
collocations Idioms
Clichés Semi-Idioms

Quasi-idiom or
weak idiom

Figure 16: The types of the phraseme (figure based on the classification of Mel’Cuk,

2012, p.32, pp. 31-56)

Mel’Cuk (2012), who agrees with this classification, claims that phrasemes can be
compositional and non-compositional; collocations belong to the compositional type.
Mel’Cuk (2012) also states that a collocation is “binary” — it consists of two major

elements, which are:

[a] base, lexical expression chosen freely by the speaker and a collocate, lexical expression

chosen as a function of the base to express a given meaning bearing on the base (p.38).

Moreover, collocation is semantically compositional, since its meaning is divisible into two
parts such that the first one corresponds to the base [referred to as a node in this research]
and the second to the collocate. An example of a phraseological collocation is the

expression strong tea. While the same meaning could arguably be conveyed by the roughly
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equivalent powerful tea, this expression is considered excessive and awkward by English

speakers.

In contrast, based on the empirical view that collocation is a corpus linguistic technique,
Evert (2008) sees collocations as empirical phenomena, which constitute “observable facts

about language, i.e. primary data”. In this regard, he writes:

From a strictly data-driven perspective, they [i.e., collocations] can be interpreted as empirical
predictions about the neighbourhood of a word. For instance, a verb accompanying the noun
kiss is likely to be either give, drop, steal, or plant (Evert, 2008, p.7, my brackets and Italics in
the original).

This is in harmony with Firth’s definition of collocation (1957), which states that the
collocations of a word are ““statements of the habitual or customary places of that word”
(p.181). Accordingly, it can be said to reflect the tendency or habit of words to co-occur
together. Examples of collocations include noun phrases like weapons of mass destruction,

phrasal verbs like to make up, and other stock phrases like the rich and powerful.

During the 1990s, with the revival of corpus linguistics, based on computerised corpora,
Sinclair (1966; 1991; 1998; and 2004a) and many of his followers continued to refer back
to Firth’s work (Léon, 2007). In addition, Renouf and Sinclair (1991, p.128) present another
definition of collocation relevant to the digital historical period of collocation study,144
which states that collocation is “a sequence of words that co-occur more often than would
be expected by chance”. Hence, to generalise from recurrent word pairs in a particular
corpus, excluding word pairs whose recurrence may be an accident of the sampling process,
researchers introduce the concept of statistical association (Sinclair, 1966, p. 418). This
definition is adopted in this research allowing collocations in the data to be computed and
verified mathematically. In an explanation of this linguistic phenomenon, Sinclair (1991)

writes:

Collocation is the occurrence of two or more words within a short space of one another. The
usual measure of proximity is a maximum of four words intervening. Collocations can be

dramatic and interesting because unexpected, or they can be important in the lexical structure

144 Louw (2007b) distinguishes between two historical periods of the study of collocations: the <canalogue period>> and the <<digital
period>> (pp.91-2). In the analogue period, investigators like Palmer (1974, p.94) had no easy way of verifying the frequency of
collocates in the language, because computers were insufficiently powerful to perform this task and corpora were too small for
results to be regarded as trustworthy. In contrast, the digital period, which Louw claims began with the advent of the first
edition of Sinclair’s COBUILD English Language Dictionary, is reason that a notion such as semantic prosody exists (Louw,
2007b, p.92).
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of language because of being frequently repeated. Each citation or concordance line
exemplifies a particular word or phrase. This word or phrase is called the node. It is normally
presented with other words to the left and the right, and these are called collocates. The
collocates can be counted and this measurement is called the span... attention is concentrated
on lexical co-occurrence independently of grammatical pattern or positional relationship.
(Sinclair, 1991, p. 170, emphasis added).145

This research also adopts the related notion of the ‘Extended Lexical Unit’ (ELU) (Sinclair,
1996, pp. 87-8; Sinclair, 1998, pp.14-15; Sinclair, 2004a, p.141). This is based on the view
that a given “lexical item” is characterised in terms of “five categories of co-selection”, this
co-selection resulting in an ELU. Two of the five categories are obligatory: the core and
the SP. The other three are optional: collocation (the co-occurrence of words with one
another), colligation (the co-occurrence of words with grammatical choices) and semantic
preference (the restriction of regular co-occurrence to items which share a semantic
feature). Sinclair also claims that SP, “the unit’s attitudinal and pragmatic function”, is the
reason for the speaker/writer to make use of that unit as a particular linguistic choice. In
line with this, he states that the optional categories of co-selection are variable — their
variations signifying different shades of meaning of a lexical unit in language in use.
Sinclair argues that each of the five categories of co-selection should be empirically
examined both syntagmatically and paradigmatically. He believes that the syntagmatic
dimension of collocation is the most straightforward and obvious relationship because all
the elements are present in the ELU. The paradigmatic axis is less apparent, because it

involves elements which might have been, but are not, present in the text.

Also, Sinclair (1998) defines what he calls “mutual collocation” as the feature where the
words involved collocate with a different third word, usually with the same item or items,
and illustrates it with the following example: “whereas manual and restoration are
significant collocates of work, they themselves do not co-occur significantly” (p.14).
Furthermore, Sinclair (2004a) elaborates on his definition of ELU which includes the
previously mentioned terms “node” (the item whose collocations are studied), “collocate”
(the co-occurring item), and “span” (the number of lexical items on each side of the node

that are examined). He distinguishes “meaning by collocation” from both the “conceptual

145 Available from: [https://link.springer.com/chapter/10.1057/9780230624856_8], [Accessed 18 July 2019].



-82 -

or idea approach to the meaning of the word and contextual meaning” (Sinclair, 2004a,
p.141).

To conclude, the definition adopted in this research derives from the Firthian sense and is
one that requires a syntagmatic and quantitative approach to collocation which is accepted
by many corpus linguists (e.g., Greenbaum, 1974; Halliday and Hasan, 1976; Hoey, 1991;
Sinclair, 1991; Stubbs, 1996; Partington, 1998; McEnery and Wilson, 2001; Hunston,
2002). These definitions state, as seen above, that collocations of a given word are
“statements of the habitual or customary places of that word” (Firth, 1957, p.196). Hence,
this research examines the units of meaning of collocational frameworks containing a word
representing a concept related to nature and its surroundings. It then labels each with the
evaluative prosodies and the discourse prosodies relevant to the theme of nature in the
Qur’an. It adopts an established theoretical framework that investigates recurrent word
combinations (e.g., recurrent patterns of natural phenomena in the Qur’an), on the basis
that the meaning of a word can be determined at least in part by its typical collocate sets
(e.g., grammatical patterns).

2- Criteria for operationalising collocation identification

For at least the past five decades, research has focused on three criteria for identifying
collocations (as in Gries, 2013; Brezina et al., 2015). These are: (i) distance, (ii) frequency,

and (i) exclusivity and are explained as follows:

The distance specifies the span around a node word (the word we are interested in) where we
look for collocates. This span is called the ‘collocation window’. The distance of the collocate
from the node can be as little as one word if we interested, for instance, in the adjectives
immediately preceding a noun in English, or as much as a span of four or five words on each
side of the node, if we are interested in more general associations. The second criterion,
frequency of use, is an important indicator of the typicality of the word association. For
instance, the noun love frequently occurs with the preposition in and therefore in love is an
important ‘chunk’ in the English language. However, it can also appear in front of many other
nouns, such as case, fact, or school. Consequently, the relationship between love and is not
exclusive. On the other hand, love is much more strongly and exclusively connected with the
noun affair; when the word affair appears in the text, there is a large probability that the

preceding word is love (Brezina et al., 2015, p.140, emphasis added, italics in original). 146

146 Available from:[ https://benjamins.com/catalog/ijcl.20.2.01bre/fulltext/ijcl.20.2.01bre.pdf], [Accessed 18 July 2019]
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Gries (2013) suggests that, in addition, there are three more criteria that should be
considered: (iv) directionality, (v) dispersion and (vi) type-token distribution among
collocates (Gries, 2013, p.159; cf. Brezina et. al, 2015, pp. 140-41). Directionality refers to
the fact that the strength of the attraction between two words is seldom symmetrical.14” For
instance, the word affair has a stronger relationship with the word love than love with the
word affair because love co-occurs with other words other than affair more often than vice
versa. Dispersion is the distribution of the node and the collocates in the corpus. Gries
argues that although the most common statistics in corpus linguistics are frequencies of
occurrence and frequencies of co-occurrence of two or more linguistic variables, these
frequencies in isolation can be misleading. He gives an example from Leech et al. (2001)148
to show how raw frequencies can be misleading indicators of the overall importance of
words in a corpus (Gries 2008, p.404). His example shows that the words HIV, keeper, and
lively are about equally frequent in the British National Corpus (BNC), which would
usually be interpreted as an indicator of their overall importance. A look at how these words
are distributed in the corpus, however, suggests a very different result. While lively and
keeper both occur in 97 of 100 equally-sized corpus parts, HIV occurs in only 62, which
indicates that HIV is much more specialised. This assessment, he says, is supported when
Leech et al. compute a more refined measure of dispersion for lively, keeper, and HIV which
is: 0.92, 0.87, and 0.56 respectively. The third criterion which Gries (2013) claims to be
significant is the type-token distribution, which considers not only the strength of a given
collocational relationship but also the level of competition for the slot/s around the node
word from other collocate types. To illustrate, he says that in the BNC, there are about 13
thousand different collocate types, which compete with affair for a slot near the word love.
In addition to the criteria mentioned above, Brezina et al. (2015) add a seventh feature,

which is the connectivity between individual collocates. In this regard, they state:

Collocations of words do not occur in isolation but are part of a complex network of semantic
relationships which ultimately reveals their meaning and the semantic structure of a text or

corpus (p.141).

147 Brezina et al. (2015, p.140) explain this as follows: an example of a symmetrical collocation window is a semantic prosody of three
words on the left and three words on the right. An example of an asymmetrical collocation window is when there are zero words
on the left and three words on the right and these produce asymmetrical results with any collocation measure.

148 See also Leech, G. N., Rayson, P. & Wilson, A. (2001). Word frequencies in written and spoken English: based on the British
National Corpus. London: Longman
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They argue, as seen above that collocates should not be considered in isolation but rather
as part of a larger collocation network. The origin of such a view is seen in work of Phillips
(1983;1985;1989) and later investigated in a number of studies using both general and
specialised corpora (e.g., Alonso et al. 2011; McEnery 2006; Williams 1998).14°

Phillips (1989), who preferred to call collocation networks “lexical networks”, claims that
they can be employed to operationalise the psychological notion of the “aboutness” of a
text. He argues that these networks constitute a distinct level of linguistic analysis, which
cannot be explained by traditional linguistic theory; hence, requiring a deeper
understanding of lexical processes and their interconnections via collocation networks
(p.52). In addition, Williams (1998) examines the lexical structure of research articles on
plant biology, and proposes a stepwise method, which starts with a single initial node and
its collocates, and from there gradually builds a complex collocation network by
considering each of the collocates as a new node and adding a network of collocates around
each such node. He compiles his initial nodes from the first 50 lexical words in the
frequency list based on his text or corpus, and explores collocations using the Mutual
Information (M) score with several cut-off points (4, 5 and 6) (Williams, 1998, pp.155-7).
His work was found to have merit in that it can be replicated, yet his choice of span is not
clear (Brezina et al., 2015, p.143). Another study which applied the use of collocation
networks as one of many tools for exploring discourse related to swearing in English is
McEnery (2006). His work is more advanced than that of Williams (1998) in that it builds
directional collocation networks (direction marked by an arrow) starting with the nodes
(compiled via the keyword procedure). The association measure employed by McEnery
(2006) is the squared version of MI (MI2), with a cut-off point of 3 and a span of +/- 5
words around the node. Moreover, based on Phillip’s view on collocation networks, the
previous explorations via collocation networks, and for a wider range of analyses with
improved visual representation,>0 Brezina et al. (2015) introduce GraphColl: a new tool
developed by the authors which builds collocation networks from user-defined corpora. To

conclude, the principle of connectivity as seen in collocation networks and the relatively

149 See also (Brezina et al., 2015)

150 The authors summarise the rationale behind suggesting the use of GraphColl as opposed to replicating Phillip’s work in three
points: (1) although Phillips clearly intends to identify syntagmatic lexical sets (i.e., collocations), his cluster analysis revealed
the paradigmatic rather than syntagmatic relationships between words (i.e., collocate sets). (2) it is unclear how he represented
his data, and wheter the output of a cluster analysis (a dendrogram) can be changed into a digraph and how directionality is
demonstrated in these visual representations. (3) the software used by Phillips is not available anymore (Brezina et al., 2015,
p.142-3).
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novel tool for collocation identification in corpus linguistics are important in this thesis for
the study of SP in relation to interconnected discourse prosodies of the Qur’an. Collocation
networks are visually represented using the recently developed data visualisation tool
LancsBox (Version 4.0)151 to compare the Arabic text of the Qur’an with five of its English

translations.

To operationalise at least two of these criteria in exploring collocations, most corpus
linguists agree that it is plausible to statistically distinguish the frequent and exclusive
collocations in any text corpora (e.g., McEnery and Wilson, 2001; Evert, 2004; 2005;2008;
McEnery and Hardie, 2012; Brezina et al., 2015; Brezina, 2018). In this regard, McEnery
and Wilson (2001) write:

Given a text corpus, it is possible to determine empirically which pairs of words have a
substantial amount of ‘glue’ between them and which are, hence, likely to constitute significant

collocations in that variety rather than chance pairings (p. 86).

To do so, these scholars who follow empirical models of exploring collocations stress the
importance of applying statistical measures which will guarantee that the ‘glue’
[association or affinity] between the node and collocate is strong and that a collocation is

sound. They claim that this entails finding the following measurements:

a) O11-known directly as f (n, c) [frequency of collocation]

b) R1-calculated from f (n) multiplied by window size [the part of the corpus
which has the collocations]

c) C1- known directly as f (c) [frequency of collocate]

d) N-known directly as the size of the corpus size [number of tokens in the
corpus]

e) Collocation window size [number of words around the node, e.g., four
words to the right and four to the left make a collocation window size
which is 8] (based on Evert, 2008, pp.11-7; Brezina et al., 2015, pp.144-5;
Brezina, 2018, pp. 69-71, my brackets)

151 LancsBox is a new-generation software package for the analysis of language data and corpora developed at Lancaster University
Available from: [http://corpora.lancs.ac.uk/lancsbox/].
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In addition, they claim that these measurements can be represented in a contingency table
as in Table 11, which displays the representation of the observed frequencies for each of

the explored collocations in the corpus.

Table 11: A contingency table for the observed frequencies (table taken from Brezina,
2018, p.70 and based on the notation in Evert 2008)152

Collocate present Collocate absent Totals
Node present Ou O12 Rixwindow size
Node absent O21 022 R2
Totals C1 C2 N

Expected frequencies can also be calculated and compared to the observed frequencies as

in the following equation from Brezina (2018, p. 69):

Expected frequency = node frequencyx collocate frequencyx window size

number tokens in the text or corpus
These frequencies can also be displayed in a contingency table of expected frequencies for

each of the collocations, such as the following:

Table 12: A contingency table for the expected frequencies (table taken from Brezina,
2018, p.71 and based on the notation in Evert 2008)

Collocate present Collocate absent Totals
Node present En=Rix Ci Eiz=Rix C2 R1
N N
Node absent E21= R2xCy E2= R2xC; R2
N N
Totals C1 Cz N

The calculation of the Expected frequency E, or what Brezina et al. (2015, p.144) and
Brezina (2018, p.71) define as the “random occurrence baseline”, is based on a null
hypothesis that the node and collocate are independent and serves as a reference point for
the interpretation of the observed frequency O of the word pair. Accordingly, the pair is
only considered collocational if the observed frequency is substantially greater than the

expected frequency (Evert, 2008, p.17).

In addition, as the previous literature on exploring collocation shows, the use of an

association measure is necessary to automatically perform the frequency calculations above

152 Both tables illustrate the observed and expected frequencies of the collocation (love, affair) in the original texts.
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and rank word pairs to filter the best collocations based on their association scores. This is

ascertained by Brezina et al. (2015), who write:

For the majority of association measures, the statistical procedure for identification of
collocates involves two steps: (i) establishing a random cooccurrence baseline (expected
frequencies), (ii) comparing observed frequencies with the random co-occurrence baseline. All
the widely used association measures are therefore based on comparison of (some of) the values
in two tables: the contingency table with observed frequencies [e.g., Table 11] and the
contingency table with the expected frequencies [e.g., Table 12] (p.144, my brackets).

Accordingly, association measures are the means of highlighting collocations along the two
abovementioned dimensions of frequency and exclusivity. Frequency refers to the number
of instances in which a node and collocate occur together in a corpus, and exclusivity to a
specific aspect of the collocation relationship where words occur predominantly in each
other’s company (as in Brezina 2018, p.71). Moreover, Brezina et al. (2015, p.144) discuss
the applications of collocation measures on the different aspects of the collocational
relationship between words. For example, they say that M1 score highlights rare and unique
combinations, often terms or compounds which may stand out but are not necessarily
representative through frequency, while Log Dice identifies combinations of words which
appear both uniquely in each other’s company and also frequently in discourse. Also, Delta
P, which takes directionality of collocation into consideration, produces two values for each
collocational relationship: i) strength of attraction between the node and collocate and ii)
strength of attraction between the collocate and the node.1%3 Log likelihood, which is

implemented in this research, provides two opposite hypotheses as seen below:

o' |

o Hypothesis 1. Plu"Ju" ) =p = Plu’

o' ]

o Hypothesis 2 Plu*}u') =1 # o = Plu”

Hypothesis 1 is a formalization of independence (the occurrence of w? is independent of
the previous occurrence of w'), Hypothesis 2 is a formalization of dependence which is
good evidence for an interesting collocation. It claims that the co-occurrences of both words

are dependent on each other. Moreover, the Log likelihood score tells us how much more

153 See also Gries (2013)
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likely a collocation would occur under one of the hypotheses than the other (as stated in
Manning and Schitze, 1999, pp.172-4).

Finally, Brezina et al. (2015) introduce what they call “a collocation parameters notation
(CPN)” and claim that it is essential for the sake of replicating, comparing, and reporting
results; because it captures all the important parameters which can affect collocate

identification. This can be seen in the example shown in the table below:

Table 13: An example of a collocation parameters notation (CPN) (table adopted from
Brezina et al., 2015, p.157; Brezina, 2018, p.75)1%4

Statistic ~ Statistic ~ Statistic L and Minimum Minimum Filter
ID155 namel56 cut-off Rspan collocate collocation
value freq. (C) freg. (NC)

4a MI2 3 5L-5R 5 1 function
words
removed Examples
or
no filter
applied

Accordingly, the identification of collocation extraction in any corpus-based methodology

is represented via CPN as in the following example taken from the previous table:
CPN = MI2(3), L5-R5, C5-NC1; function words removed (example)

Similarly, the method of extracting collocations of nature terms in the Qur’an and its
translations is identifieach collocation is individually named with a “frequency signature”
via the values found in acced via Brezina et al.’s (2015) CPN, as will be seen in the
following chapter. Moreover, ordance with Evert’s model of collocation extraction (2008).
Details of this model will also be discussed in the following chapter. The following
subsection will depart from the criteria of identifying collocations to provide a brief
overview of the general approaches that scholars adopt in finding collocations depending

on their perspective of the phenomenon of collocation.

154 In Brezina et al. (2015, p.157), this table referred to McEnery’s (2006) settings of identification of collocations of swearing in
English; in the Minimum collocation freq. (NC) column it has the phrase: N/A [no minimum collocation cut-off point] and in the
Filter column: “function words removed; the strongest collocates considered”.

155 In their Appendix 1, which lists the default association measures implemented by GraphColl, Brezina et al. (2015, pp168-72) give
each association measure a unique identifier called a Statistic ID. They are also available in Evert (2004, Section 3; 2008).

156 The name of the employed association measure.
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3- Approaches to the study of collocation

Over the past years, two general definitional-type approaches to collocation have emerged
(Herbst, 1996, p.379; Nesselhauf, 2004a, p. 11; 2004b, p. 1).157 One considers collocation
as “the co-occurrence of words at a certain distance and distinguishes between frequent and
infrequent co-occurrences” (Mohammed, 2012, p. 23). This view has been referred to as
the statistically oriented approach (Herbst, 1996, p.380); the frequency-based approach
(Nesselhauf, 20044, p.12; 2004b, p. 1), or the distributional approach (Evert, 2005, p.15).
In the second approach, collocations are described as “one particular type of word
combination, or as a phraseological unit which is semantically opaque with a degree of
fixedness” (as in Mohammed, 2012, p. 24). This view has been called the significance-
oriented approach (Herbst, 1996, p.380), the phraseological approach (Nesselhauf, 20044,
p.12; 2004b, p. 1), or the intensional approach (Evert, 2005, p. 16). The distributional
approach, which is adopted in this research, is closest to Harris” views on distributional
semantics and Firth’s (1951;1957) definition of collocation. For example, according to
Harris (1951):

In both the phonologic and morphologic analyses, the linguist first faces the problem of setting
up relevant elements. To be relevant these elements must be set up on a distributional basis: x
and y are included in the same element A if the distribution of x relative to the other elements
B, C, etc. is in some sense the same as the distribution of y. Since this assumes that the other
elements B, C, etc., are recognized at the time when the definition of A is determined, this
operation can be carried out without some arbitrary point of departure only if it is carried out
for all the elements simultaneously. The elements are thus determined relatively to each other,
and on the basis of the distributional relations among them (Harris, 1951, p.7, italics in

original).

As seen above, Harris’ distributional approach (1951), which he first presents as a
procedure for phonemic analysis then turns into a general methodology employed to every
linguistic level, 158 is based on the view that the semantic similarity between two words
(e.g., the variables x and y) is, in fact, a function of the degree of the similarity of their
“linguistic environments” [i.e. of the degree to which they can occur in similar contexts].
In this sense, he claims that similarity in distributions should be taken as an account for

meaning itself, and therefore be used to build paradigmatic classes [e.g., collocate sets for

157 See also (Mohammed, 2012, pp.23-25)
158 See also (Lenci, 2008, pp. 3-4).
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near-synonyms] out of distributionally semantic similar linguistic expressions (Harris,
1951, p.157). In this regard, one can say that Harris, like his later contemporary Firth
(1951), views the distributional approach to semantic analysis as a solid empirical
foundation; a view which is adopted in this research along with Firth’s empirical view of
collocation. Although Firth introduced the term collocation in 1951, it was not until 1957
that he defined this term which he called, “collocability” (Firth, 1957, p.194). He defined a
collocation as a frequently recurrent word and argued that the meaning and usage of a word
can be described mostly by its typical collocates: “You shall know a word by the company
it keeps” (p. 179). Collocations in this Firthian sense can also be interpreted as empirical
statements about the predictability of word combinations: they quantify the “mutual
expectancy” between words and the statistical influence a word exerts on its neighbourhood
(Firth 1957, p.181).

There are, in fact, many different approaches to recurrent lexical combinations and the
inferred meanings of words, Lehrer (1974) mentions six approaches to collocation
proposed by linguists (Lehrer, 1974 as cited in Crystal, 2011, pp. 173-83), in relation to the
collocational or selectional restrictions which specify the conditions governing the
permitted combinations of lexical items within in a given grammatical context. These
restrictions are only concerned with the lexical level (they are not concerned with grammar)
and are as follows: lexical approach; semantic approach; transfer-features approach;
lexico-semantic approach; semantic prosody approach; and metaphorical extension
approach. These are discussed in this review merely to illustrate the different trends in
exploring collocations. In the following, each will be briefly defined. In this study, the
lexical and the SP approaches to collocation will be adopted in conjunction with the

distributional approach, as will be discussed below.

According to the lexical approach taken by Firth and his followers, “one level of or aspect
of the meaning of the word is determined by its collocational environment” (Firth, 1957,

p.195) (e.g., the syntagmatic level of language). In this regard, Firth writes:

Meaning by collocation is an abstraction at the syntagmatic level and is not directly concerned
with the conceptual or idea approach to the meaning of words. One of the meanings of the word
night is its collocability with dark, and of dark, of course, collocation with night (Firth 1957,
p.196, my italics).
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On the other hand, the semantic approach claims that co-occurrence restrictions are the
result of the meanings of the lexical items themselves (rather than being a function of their
collocates), i.e. collocations are reflections of the semantics of the lexical items which
constitute them. Hence, these co-occurrence restrictions are to be stated in terms of what

semantic features may occur together:

Lexical items such as the vase broke may be accounted for by saying that the verb break
requires an object with the feature (+fragile), so that sequences such as the book broke is to be
rejected as unlexical simply because book does not have this feature, namely (+fragile) (Lehrer,
1974, p. 176).

Another proposed approach for the study of collocation is the transfer-features approach.
The difference between the previous approaches and this approach can be illustrated by the
example Susan broke the bird. It has been mentioned above that the verb ‘break’ requires
an object (or subject in the ergative) with the feature (+fragile). This makes this sentence
an ‘unlexical construction’; however, this approach would justify the lexicality of the
meaning of this sentence by saying that the feature (+fragile) is transferred to bird and one
semantic implication here is that the bird mentioned in the example is fragile.

To resolve the conflicting views on the approaches to collocational semantics, the lexico-
semantic approach was proposed by Lehrer (1974, p.183). In this approach, both the lexical
item with its semantic features and the collocational environment (e.g., collocates) are taken
into consideration in the study of collocation. To extend this approach to the study of the
semantic features (understood as forms of connotation) of both the lexical item and the
collocates, one can employ the semantic prosody (SP) approach. Put simply, SP (as it will
be defined in 3.1.3), means the good or bad connotations a combination of lexical items

conveys to the speaker and/or reader (Rundell, 2000, p.1).1%°

Finally, there is the metaphorical extension approach which sheds light on the frequent
metaphorical use of lexical items. It claims that lexical items which undergo metaphorical
extensions (while retaining their central or original meaning) tend to enter into a range of
collocations compatible with the number of shades of meaning they acquire (as in Dickins

et al., 2017, pp.204-6). A study which applies this approach in the analysis of the English

159 See also [http://old.hltmag.co.uk/jul00/idea.htm]
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collocation break an appointment is Poulsen (2005). Poulsen uses the the British National
Corpus and generates 1000 concordance lines with break60 and 908 concordances with
appointment, where she only finds five examples of break an appointment. In her analysis
of the verb break, she found that it is mainly followed by an object which denotes the
container. The phrasal verb break open also focuses on the container, specifying that the
“focus is on getting access to something inside it”, while break into and break out
respectively offer “the contrasting perspectives of entering a container from the outside”
and “taking something out from the inside of a container”. She also mentions breaks eggs,
which she says refers not only to “the breaking of a container, the egg shell, but also implies
getting at the contents”. Finally, she remarks on the metaphorical extension of the verb
break in the collocation break news. She argues that in this metaphorical sense, “there also
seems to be a merging of container and contents”. The example she gives is the following
sentence: She did not want to have the news broken to her carefully, and claims that the
central meaning of the verb break here extends to include the metaphorical sense (p.169).
Other lexical items which do not extend their central meaning, on the other hand, will be
confined to a highly restricted set of collocations (Lyons 1977, pp. 262-63).

To recap, based on the concept of collocation reviewed here, this research adopts the
empirical Firthian notion of collocation (1957) together with some aspects of the
collocation criteria of both Gries (2013) and Brezina et al. (2015). This is especially
important to this research because the textual analysis and comparison of the texts are based
on this understanding of identifying collocation through the chosen criteria of connectivity,
distance, frequency, and exclusivity. The following section will provide an overview of the
relationship between collocation and SP as it appears in the literature. It mainly focuses on
Sinclair’s and Stubb’s views and insights on the units of lexical meaning and the notion

that SP is a close relative to collocation and that the two always co-occur.

4- Collocation and SP as a collocational phenomenon

As mentioned above, the term extended unit of meaning was introduced by Sinclair in 1996.
Sinclair was a student of Firth’s and, like Firth, he adopts a contextual/functional approach
to meaning. Based on this approach, he argues that corpora can be used to provide evidence

for new and revolutionary semantic insights. His model consists of four types of co-

160 She analyses the different forms of break, which are break, breaks, broke, broken and breaking (See also Poulsen, 2005, p.13)
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occurrence relations in extended lexico-semantic units (cf. Stubbs, 2001, p.64): 161
collocation, colligation, semantic preference, and SP. In this regard, Sinclair (1996, p. 94)

writes:

So strong are the co-occurrence tendencies of words (collocation), word classes (colligation),
meanings (semantic preference) and attitudes (semantic prosody) that we must widen our
horizons and expect units of meaning to be much more extensive and varied than is seen in a

single word (as cited in Zethsen 2006, p.280, Zethsen’s parentheses).162

Similarly, Stubbs says that in the contextual/functional approach to meaning and corpora,
it is essential to study the meaning of a lexical item via the extended unit of meaning (e.g.,
collocation and SP) (Stubbs, 2001, p.22). It should be noted, however, that Sinclair’s
extended units of meaning, which are adopted in this research, are not associated with
completely fixed expressions such as idioms. Instead, they are a system (or framework, or
matrix) in which there is room for variation. Another observation Stubbs (2001, p.63)

makes about Sinclair’s model is that it contains two closely related central ideas:

1. Meaning is typically dispersed over several word-forms which habitually co-occur in text.

2. These co-occurring word-forms ‘share’ semantic features.

These two points reflect his central insight that collocation and SP are inseparable. The first
point refers to the view that the ‘lexical item’, which is the primary carrier of meaning, is
said to be a collocation when it habitually co-occurs with words in the text. The second
argues that these collocations have similar features (e.g., connotative colourings are shared
to form SP).

Finally, drawing on the work of Sinclair and Stubbs, this research adopts the position that
meaning, and in particular associative or evaluative meaning and attitudinal meaning (two
integral parts of the connotative meaning), cannot be limited to the lexeme. It claims that
meaning is to be explored based on the extended unit of meaning. Furthermore, within a
model of extended units of meaning, it is at the level of SP that evaluation can take place.
SP is also an indispensable tool for eliciting speaker attitude and making qualified guesses

at likely listener interpretation.

161 In his later work, Sinclair (2004a) argues for five co-selection categories (p. 141).
162 Available from:[ https://lans-tts.uantwerpen.be/index.php/LANS-TTS/article/viewFile/218/142], [Accessed 19 July 2019]
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5- Collocation and the lexical item

Sinclair (2004a, p.141) proposes that a given ‘lexical item’ in the Extended Lexical Unit
(ELU) is characterised in terms of ‘five categories of co-selection’. Two of these are
obligatory: the core and the semantic prosody. The other three are optional: collocation
(the co-occurrence of words), colligation (the co-occurrence of words with grammatical
choices) and semantic preference (the restriction of regular co-occurrence to items which

share a semantic feature) (See Figure 17).

The Lexical Item
Obligatory Co-selection Categories Optional Co-selection Categories
Core %ﬁlsa(fg; Collocation
| fmcionaty et
— linguistic choice Colligation
|| communicative
purpose

Figure 17: The Extended Lexical Unit (ELU)

The core word is either a word or a “combination of specific words” that gets together
simultaneously to operate effectively as one meaning, for example, ‘of course’, ‘in fact’,
etc. The semantic prosody, then, describes how these core words can be interpreted with a
particular connotation through frequent association or occurrences with particular words
(collocates in collocations) that have other meanings (See Section 3.1.3 for the discussion
on the different features of semantic prosody). Collocations are composed of three

components within the definition of ELU:

Node: the item whose collocations are studied:;
Collocate: the co-occurring item;

Span: the number of lexical items on each side of the node examined (Sinclair, 2004a, p.141).
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Colligation is another concept first put forward by Firth (1957) and defined by Hoey (2000,
p. 234) as “the grammatical company a word keeps and the positions it prefers”. Thus,
collocation is “the lexical company a word keeps”, whereas colligation is “the grammatical
company the word keeps and the positions it prefers”.1® Hoey (1997, p.4) classifies
colligation into two sub-classes: “colligation in terms of textual position” and “colligation
in terms of grammatical context”. Colligation in terms of the textual position involves the
fact that a lexical item may tend to occur in a certain textual position; for instance, at the
beginning or end of a text. Colligation in terms of grammatical context involves the fact
that a lexical item tends to co-occur with “a particular grammatical category of items”, for
instance, after modifying adjectives, quantifiers or before noun phrases. When a word has
multiple meanings, each meaning will be associated with a different grammatical context,

“with sense and a specific grammatical context in a direct relationship”.

Hunston (2007, p.266) defines semantic preference, also known as an attitudinal
preference, as “the frequent co-occurrence of a lexical item with items expressing a
particular evaluative meaning”. Thus, semantic preference describes the nature of the
lexical items (collocates) that co-occur with the node word/s sharing similar semantic
features. It is also regarded as the final steppingstone that makes it possible to progress
from the concrete realities of collocation to the abstract perception of semantic prosody
(For more on the interaction between semantic prosody and semantic preference see
Section 3.1.3).

3.1.2 Lexico-grammar and collocation

In order to coherently investigate collocation in this research, a theory of language had to
be adopted in which collocation is an adequately integrated element. Several linguists have
proposed an integrated view of collocations: Sinclair on the Idiom Principle (1996); Biber
and Conrad (1999 ) on Lexical Bundles; Hunston and Francis (2000) on Pattern Grammar;
Stefanowitsch and Gries (2003) on Collostructions; Hoey’s Lexical Priming (2004; 2005;
Hoey et al., 2007); Halliday and Matthiessen (2004) on Functional Lexico-Grammar; and
Goldberg (2006) on Construction Grammar. All these theories are arguably similar in that
they all agree that form and meaning are inseparable and that the unit of meaning in

language is not the word in isolation but a construction or phrasal unit (at different levels

163 This statement is based on both Firth and Hoey’s words.
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of complexity). 164 The fact that the core claims of these approaches as to the
interrelatedness of vocabulary and syntax and their inductively data-driven conclusions are
broadly similar would tend, according to Hunston (2008, p.292), “to increase confidence”
in all of them. This made it much less problematic to choose from among these approaches,
one that can account for collocations of natural phenomena in the Qur’an. The theory which
the researcher decided to principally rely on in the analysis of bigrams of natural
phenomena in the Qur’an was the functional Lexico-Grammar (Halliday and Matthiessen,
2004). Of all the approaches considered above, this theory best suits the definition of SP
adopted in this research, which focuses on both the semantic associations and pragmatic
functions of SP which are uncovered through collocation extraction (quantitative analysis)
and collocation interpretation (qualitative analysis and quantitative analyses in calculating
SP).

Halliday first introduced the term “Lexico-Grammar” (LG), also called ‘lexical grammar’
(i.e., lexicon plus grammar), in 1961. He argues that the meanings conveyed by collocations
are closely related to the patterns of lexico-grammar, the term ‘Lexico-Grammar’ being
used in systemic functional linguistics (SFL) to emphasise the interdependence of and
continuity between vocabulary (lexis) and syntax (grammar) (Halliday 1961; Halliday and
Matthiessen, 2004). In this regard, Halliday and Matthiessen (2004, p.43) stress that lexis
and grammar are “two poles of a single cline, or continuum” (See Figure 18).

Lexico-Grammar

Lexis (opens sets, Grammar (closed systems,
specific in meaning; H general in meaning;
collocation) structure)

Figure 18: Halliday and Matthiessen’s lexico-grammar cline (2004, p.43)

Lexico-grammar is constantly “at work™ creating meaning in the form of text. Insight is
gained into this process by placing features of the wording, both lexical items and
grammatical categories, in their syntagmatic (the company they keep, i.e. collocation) and
paradigmatic contexts (the options that are open for them) in the system of the language.

As the text unfolds, patterns emerge, some of which acquire added value by resonating with

164 See also Hunston (2008, p. 292).
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other patterns [collocations] in the text or the context of the situation [evaluative prosody];
a viewpoint in harmony with Partington et al. (2013, pp.8-9). The text itself is an instance;
the resonance is possible because behind it lies the potential that informs every choice made
by the speaker or writer [discourse prosody], and in terms of which these choices are
interpreted by listeners and readers (Halliday and Matthiessen, 2004, p.43).

Moreover, Hunston and Francis (1991, p.107) define lexical grammar (i.e., lexico-
grammar) as “the analysis of the behaviour of particular words in terms of their
grammatical context”.165 They claim that corpus-based analysis supports the concept of a
lexical grammar based on the view that it is difficult to make a strict distinction between
lexicon and grammar. This is because lexical items must be characterised in terms of their
distributions in grammatical patterns and that many grammatical patterns are, as with
lexical items, specific and therefore must be learned. Similarly, Halliday and Matthiessen
(2004, p.43) claim that LG is the heart of the language and the abstract level of coding, and
Sinclair (2004a, p. 177) describes it as a kind of grammar “laced or perhaps spiked with
some lexis”. It is not a separate system or “module” separate from semantics but is instead
an underlying component of the meaning-making system of a language. It has evolved to
convey expressive and communicative functions (as in Gledhill, 2011, p.73). Finally,
Benson et al. (1986, p.160) classify lexico-grammatical patterns in English into two classes
of collocation, which can be said to reflect the relationship between grammar and
vocabulary. They are lexical and grammatical patterns of collocation (which themselves
have 7 and 8 sub-types respectively). Lexical collocations are made up verbs, adjectives,
nouns, and adverbs in different possible combinations, while grammatical collocations
involve verbs, adjectives or nouns combined with a preposition or a grammatical structure.
Table 14 illustrates the different English lexico-grammatical patterns across collocations,

with examples for each combination.

Table 14: English lexico-grammatical patterns across collocations (table taken from
Benson et al., 1986, p.160)

Pattern Example/s

V + N/P (or prepositional phrase) compose music; set an alarm

V + Adv walk heavily; argue heatedly
V+N make a decision; take place/part
Adj+ N strong/weak tea

N +V bombs explode; alarms go off
N1 + of + N2 a pride of lions; a bunch of keys

165 Available from: [https://epdf.pub/a-glossary-of-corpus-linguistics-glossaries-in-linguistics.html], [Accessed 04 May 2018].
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Pattern Example/s

Adv + Adj quite safe; deeply absorbed

N + Prep ability in/at; kind of; changes in
N +to + Inf an attempt to do it; years to come

N + that-clause

Prep+ N

Adj + Prep

Adj + to + Inf

Adj + that-clause

V + Prep

V + direct O + to + indirect O =V +
indirect O + direct O

V + direct O + to + indirect O(no
movement for dative)

V + direct O + for + indirect O =V +
indirect O + direct O

V +Prep+0O

V+O+Prep+0O

V +to Inf

V + bare Inf

V + V-ing

V + 0 +toInf

V + O + bare Inf

V + 0O + V-ing

V + a possessive and V-ing

V + that clause(rather uncommon)
V+O+tohe+C

V+0+C

V (+01) + 02

V + O + Adverbial

V (+0O) + wh-clause/wh-phrase
It+V + 0 +to Inf

It+V + O + that-clause

V + C (Adj or N)

V + C (Ad))

He took an oath that he would do his duty. We reach an agreement
that ...; the fact that

on purpose; in fact,

tired of; bored with; angry with/at

ready to go; easy to learn; likely to be

She was afraid that she would fail the exam; he was delighted that...
I believe in...

She sent the book to him. = She sent him the book.

They mentioned the book to her.
She bought a shirt for her husband. =She bought her hushand a shirt.

They came by train;

We invited them to the meeting.

She continued to write.

Mary had better go.

They enjoy watching TV.

We forced them to leave.

She heard them leave.

He felt his heart beating.

| cannot imagine their stealing apples.

The doctor suggests to me that | take vitamins.
We consider her to be well-trained.

She dyed her hair red.

The teachers asked (the students) questions. It took/cost (us) ten
minutes/cents.

You carry yourself well (/like a soldier).

She asked (us) why we had come.

It surprised me to learn of her decision.

It surprised me that our offer was rejected.

He was a teacher.

The food tastes good.

Lexico-grammar and collocation

In terms of Halliday and Matthiessen’s lexico-grammar cline (2004) in Figure 18,

collocation falls within the range of the lexical item as it interacts with grammatical patterns

to produce meaning. Collocation which has meaning (as in Firth 1951) belongs to one of

the poles of the lexico-grammatical cline (Figure 18) and falls under the open sets of lexical

items (per Sinclair’s definition 2004b). Meaning emerges from the habitual co-occurrences

(collocations of lexical items) and sets (grammatical patterns) which govern the structures

of collocations. Hence, the analysis of collocations in this research starts by finding the

collocations of lexical items representing nature terms in the Qur’an and then moves on to

link them to their grammatical patterns. The resulting lexico-grammatical patterns, when

examined in their original context, reflect the meaning [specifically in this case, the SP of

nature terms in the Qur’an].
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The process of analysis of the LG patterns¢6 to describe the SP of natural phenomena in
this research entails the following: statistically examining them as lexico-grammatical
features and categorising them into groups of pragmatic functions (discourse prosodies)
and evaluative prosodies of nature in the Qur’an. From a theoretical point of view, this type
of work resembles that of Partington et al. (2013), whose findings stress the presence of a
significant link between SP and lexical grammar in corpus-based research. Their domain
of research focuses on what they call, “semantic-or evaluative- prosody”; and SP in their
research is considered a “notion devised for the first time within corpus-based lexical

grammar”. In this regard, they claim that:

lexical items are very largely co-selected by speakers in batches rather than singly and that
therefore meanings in utterances, including and especially evaluative meanings, are prosodic-

spreading over stretches of language-rather than atomistic in nature. (Partington et al., 2013,
pp. 8-9)

Hence, Partington et al. (2013) provide a precedent in linking SP to lexical grammar.
However, their work seems to only focus on evaluative semantic prosody, which they claim
is synonymous with SP; they do not explicitly refer to the communicative side of SP
(discourse prosody). Moreover, their work does not utilise this link to explore collocations

via a mixed approach of finding collocations and SP.

On the practical level, the quantitative part of this analysis adopts Brezina’s model for
analysing LG features (2018). According to Brezina (2018), there are two approaches to

particularly analysing lexico-grammar in corpora:167

The first approach uses the “Whole corpus’ research designl8 and compares the frequencies
of a linguistic variable (and its variants) in broadly defined subcorpora. The second approach
employs the ‘Linguistic feature’ research design and carefully defines the contexts in which a
particular variable can occur (i.e. its lexico-grammatical frame) and analyses factors which
contribute to the occurrence of one variant of the variables as opposed to another (Brezina,

2018, p.102, Brezina’s parentheses).

166 What is meant by ‘LG patterns’ here is the list of syntactic representation of bigrams of nature in the Qur’an (e.g., N+N, N+V,
ADJ+N, etc.).

167 The term lexico-grammar is used for the features along the cline between lexis and grammar. These are explored using corpus
techniques (i.e., statistical analysis of collocations of natural phenomena).

168 According to Brezina (2018), when analysing corpora, there are different research designs. The choice of which one of these to
adopt has significant implications for the specific statistical procedures to be used with the data. In this regard, generally
speaking and not entirely relevant to LG analysis, three types of research design can be distinguished: (1) whole corpus design,
(2) linguistic feature design (3) and individual text/speaker design (p. 21).
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This research employs the linguistic feature design to look at the general distribution of
lexico-grammatical features in the Qur’an as the ST and its variant representations in the
five TTs. Results of these frequencies will be represented in a stacked bar chart (as in
Brezina, 2018, p. 104), which provides “a graphical representation of frequencies of a
linguistic variable with multiple variants”. To do so, the LG patterns of nature in the Qur’an
are first determined, and their frequencies are calculated in the first part of this research.
Then, they are compared to their counterparts in the English translations of the Qur’an, and
visually represented using stacked bar charts as in Berezina’s (2018). It would be possible
to use these statistical results of the association measure (e.g. the Log Likelihood ratio) then
to answer questions about the closest of the translations to the lexico-grammatical patterns
of the Qur’an. However, in this research, the results will be used solely to portray the
functional side of these patterns in revealing the pragmatic functions (i.e., discourse
prosodies) of natural phenomena in the Qur’an, upon which comparison and/or evaluation

of different translations is premised.

To conclude, lexico-grammar, as a component of the theoretical framework used in this
research, has been adopted to account for collocation both quantitatively and qualitatively

in the analysis of the bigrams of natural phenomena in the Qur’an.

3.1.3 Semantic prosody: a collocational phenomenon and cohesive device

The evolution of a definition for semantic prosody can be inferred from the chronological
reviews of linguists’ work on this feature of language (e.g., Stewart, 2010; Zhang, 2010;
Cheng, 2013). When describing a word form that is likely to be followed by something
positive or negative, Sinclair (1987b) referred to “good/positive” or “bad/negative”
semantic profiles. For example, he claimed that there is a specific lexico-grammatical
environment, “semantic environment” (1987, p.112), of the phrasal verb set in, namely its
subjects, referring to some state of affairs, such as rot, decay, despair, or bitterness.
Therefore, he described this phrasal verb as having a bad semantic profile (pp. 155-6). The
co-occurrence of the most frequent collocates of set in thus created a negative default value,
which explained both semantic associations of words and speaker’s attitudes about their

choice of words (Sinclair 1987b as cited in Cheng, 2013, p.1).

As a linguistic term, however, the notion of SP was first introduced by Bill Louw in 1993
(cf. Stewart 2010; Zhang 2010). Since then, it has become one of the most important

concepts in corpus linguistics and has received significant attention both from Louw
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himself and from other corpus linguists (e.g., Stubbs, 1995; Sinclair, 1996; Partington,
1998; Hunston and Francis, 2000; Louw, 2000; Hunston, 2007; Louw and Chateau, 2010).
Louw borrows the word ‘prosody’ in semantic prosody from Firth (1957), who used it to
refer to a phonological colouring which spreads beyond semantic boundaries. To give an
example, the word animal has strong nasal prosody, the vowel sound of the letter ‘a’ being
endowed with a nasal quality through assimilation, simply because ‘a’ is closely adjacent

to the nasal sound of n. Another example Louw discusses is the following:

The exact realisation of the phoneme /k/, for example, is dependent upon the sounds adjacent
to it. The /k/ of kangaroo is not the same as the /k/ of keep, because during the realisation of
the consonant the mouth is already making provision for the production of the next sound. Thus
the /k/ of kangaroo prepares for the production of /&/ rather than /i:/ or any other sound, by a
process of phonological colouring (Louw, 1993, p. 158).

Louw claims that, in the same way, lexical items share this particular phenomenon of
prosody in lexical patterning. For example, he says, that an expression such as
“symptomatic of” prepares the listener/reader to produce what follows; in this case
something undesirable (e.g., management inadequacies, numerous disorders). In this
regard, just as the realisation of a phoneme is influenced by the sounds which precede it as
well as those which follow, the meanings of a keyword, by analogy, is influenced not only
to words that appear before or after it but more generally by that keyword’s close
surroundings (Louw, 1993, p. 170). Inspired by the Firthian notion of prosody, Louw coins
the term semantic prosody and gives it an initial definition: “a consistent aura of meaning
with which a form is imbued diachronically by its collocates” (Louw, 1993, p.157). Later
on, Louw further defines SP as “a form of (collocational) meaning which is established
through the proximity of a consistent series of collocates” (2000, p.57), and Schmitt and

Carter (2004) state that SP can characterise individual words as well as phrases (p.7).

Hoey (2000), who claims that the idea behind SP goes back to Sinclair (1991), highlights
that use of words and phrases show a tendency to occur in a certain semantic environment.
He says that SP “occurs when a word associates with a particular set of meanings” and is a
“partial generalisation based on the collocates a word has” (Hoey, 2000 p. 232).
Furthermore, Baker et al. (2006) define semantic prosody as “the way that words in a
corpus can collocate with a related set of words or phrases, often revealing [hidden]
attitudes” (p.58). It is adefinition that is commonly discussed in the literature as the hidden,

subliminal, covert, concealed, and subconscious quality of semantic prosodies (as in
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Stewart 2010, p.32). This definition echoes Louw’s (2000, p.58-9) view on the primary
function of semantic prosodies, which is to express speaker/writer attitude or evaluation.169
However, a speaker/writer, as Louw also claims, can also rhetorically violate a semantic
prosody condition to produce some effect on the listener — for example, irony, insincerity,
or humour can be explained by identifying violations of semantic prosodies (Louw 1993,
p.137 and p.157). In the current research, just as in Parrington’s connotative classification
of semantic prosody (2004b), a pleasant or favourable affective meaning is judged as
positive while an unpleasant or unfavourable affective meaning is judged as negative.
When an event is completely neutral, or the context provides no evidence of any other
semantic prosody, the instance is labelled ‘neutral’. These kinds or classifications of
meaning are acquired by virtue of a grouping of words based on their usage, and do not
derive from the conventional, dictionary meanings of the words themselves (as in Olohan,
2004, p.200). To conclude, SP has been defined in a variety of ways in the previous
literature.170 Whitsitt (2005), who, like Hunston (2007), has reservations about the way SP
has been presented in the literature, claims that SP has been defined from three different
points of view: primarily diachronic/synchronic (Louw 1993; Bublitz 1996), primarily
pragmatic (Stubbs, 2001; Sinclair 2004b), and connotative (Partington 1998; 2004b;
Stubbs, 2001; Hunston, 2002) (as in Stewart 2010, p.16). In this research, the analysis of
the SP of natural phenomena in the Qur’an combines the pragmatic point of view (discourse
prosody) with the connotative (evaluative prosody). It thus provides a holistic approach to
SP as both a corpus-linguistic feature that can be utilised in corpus-based studies (e.g., this

research on SP of nature in the Qur’an and translation studies in general).

1- Evaluative and discourse prosodies: two defining features of SP

An examination of the previous literature on SP reveals that it is has been defined in terms
of either evaluative prosody or discourse prosody or as a conjunction of both (as in Sinclair,
1996; Hunston and Thompson, 2000; Louw, 2000; Stubbs, M., 2001; Hunston, 2002;

Partington, 2004b). Both evaluative prosody and discourse prosody are aspects of the

169 See also Xiao and McEnery (2006). Available from:
[http://www.lancaster.ac.uk/fass/projects/corpus/ZJU/xpapers/Xiao_collocation.pdf], [Accessed 16 July 2018].

17019 give a few other examples in addition to those already discussed in the main body of the thesis, SP has been defined, for example,
as a way by which apparently neutral terms come to carry positive or negative associations through frequently occurring in
particular collocations and how they create an aura of meaning capable of affecting words around them (Coffin et al., 2004, xxi)
and (Gavioli 2005, p.46); and as a pattern (Berber-Sardinia, 2000, p.94); and as a phenomenon (Lewandowska-Tomaszczyk,
1996, p.153). More definitions of SP can be found in (Stewart, 2010).
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definition as mentioned above of SP. Evaluative prosody is defined as “a form of meaning
which is established through the proximity of a consistent series of collocates, often
characterisable as positive or negative [or neutral]” (Louw, 1993, p.158-9, my brackets). It
IS contingent upon co-text’ and is “inferable employing observation of the word’s habitual
co-occurrences” (Louw, 2000, p.50). It is “spread over a unit of language which potentially
goes well beyond the single orthographic word and is much less evident to the naked eye”
(Partington, 2004b, pp.131-32). Moreover, it is “a positive or negative association a word
takes that is expressed covertly” (Hunston and Thompson, 2000, p. 38); and is a result of
transferred meaning, “where a word that is typically used in a particular environment takes
on connotations from that environment” (Hunston 2002, p. 61). On the other hand, the
discourse prosody, or the attitudinal meaning or pragmatic function, reflects the attitude of
its speaker or writer towards any given pragmatic situation. It is defined as follows:

A discourse prosody is a feature which extends over more than one unit in a linear string. (. . .)
Discourse prosodies express speaker attitude. If you say that something is provided, then this
implies that you approve of it. Since they are evaluative, prosodies often express the speaker’s
reason for making the utterance therefore identify functional discourse units (Stubbs, 2001,

p.65, italics in the original).

This aspect of SP emphasises the functional side of SP (e.qg., it can be a cohesive device)
in integrating an item with its surroundings and expressing “something close to the
function of an item” (Sinclair, 1996). It is said to have two main functions. Firstly,
besides showing the speaker’s or writer’s attitude (Sinclair, 1996, pp. 87-8; Stubbs,
2001, p.65), it has a pragmatic function which is to maintain discourse coherence, as
asserted by Stubbs (2001) when he writes:

I will prefer the term ‘discourse prosodies’, both in order to maintain the relation to speakers
and hearers, but also to emphasise their function in creating discourse coherence (Stubbs, 2001,
p.66).

Secondly, it can be a secondary yet no less attitudinal function to (synchronically)
invoke irony through “deliberate injection of a form which clashes with the prosody’s
consistent series of collocates” (Louw, 2000, p. 60). In essence, it is produced by
deviations from habitual co-occurrence patterns, yielding “a collocative clash, which

is perceived albeit subliminally by the reader” (Louw, 1993, p.158). Figure 19

171 Co-text is the text occurring around a node, as can be seen in a concordance (Baker, 2006, p.199).
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summarises these views and presents them as two pivotal dimensions of SP. SP itself
is both a component of the theoretical framework used in this research and a descriptive
corpus linguistic feature occurring in the references to natural phenomena in the Qur’an

which the research investigates.

Features of Semantic Prosody

both features are collocational and express speaker’s or
witer's attitude or evaluation

Evaluative Prosody Discourse Prosody
defined as: defined as:
a positive, negative, or neutral association a feature which extends over more than one unit in a
described as: linear string.
covert, connotational, implied meaning, having a described as:
binary distinction (positive vs. negative, favourable vs. having a pragmatic putpose, attitduinal, functional, a
unfavourable), and a result of transferred meaning way of creating irony, and maintining discourse
coherence

Figure 19: The defining features of SP in this research

2- Semantic prosody and semantic preference

Having defined the features of SP, it is necessary to disambiguate it from its sibling corpus
linguistic feature in Sinclair’s hierarchical model of the Extended Lexical Unit (2004).172
A distinction between semantic prosody and semantic preference is made by Sinclair (1996;
1998), Stubbs (2001), and Partington (2004b). Their views are summarised as follows:

o Semantic preference and semantic prosody have different operating scopes: the former
relates the node item to another item from a particular semantic set, whereas the latter can

affect wider stretches of text.

172 See also Figure 15.
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. Semantic preference can be viewed as a feature of the collocates, while semantic prosody
is a feature of the node word. The two also interact; while semantic prosody ““dictates the
general environment, which constrains the preferential choices of the node item”,
semantic preference “‘contributes powerfully” to building semantic prosody (Partington,
2004b, p.151).

3- Semantic prosody and meaning

Sinclair (2003) states that semantic prosody is sometimes classified under “connotation”
(compared to ‘denotation”’ for the extensional range of the word) or at times referred to as
‘pragmatic’ meaning. He further claims this kind of meaning is structurally important and
essential for the understanding of texts. It is ‘semantic’ because it involves meaning, and it
is a ‘prosody’ because it typically ranges over combinations of words in an utterance rather
than being attached to just one (Sinclair, 2003, p.117). The key difference from the
traditional notion of connotation, however, as McEnery and Hardie claim (2012, pp.135-
37),173 is that semantic prosodies are not necessarily accessible to intuition, which is often
used to make judgments about the connotations of a word. Rather, SP can only be
discovered by analysis of concordance, as Louw argues (1993, p.159). In support of this
view, Hunston (2002, p142) suggests that while SP may in some cases explain connotations
which exist intuitively, in other cases the positive or negative associations of a given lexical
item may not be accessible to conscious knowledge; this is in fact what Tognini-Bonelli

(2001, p.114) refers to when saying that SP is mainly engaged at the subconscious level.174

The model of analysis for the exploration of collocational behaviour and SP in this research
adheres to a definition that is inclusive of semantic prosody as a type of connotative
meaning (not necessarily synonymous with it); that is, SP can be said to represent two
dimensions or levels of meaning in Dickins’ classification of type of connotative meanings
(Dickins, 2019).17> Based on this classification, one viewpoint might be that SP falls within
the collocational meaning as one of the components of connotative meaning. This view is
supported by Xiao and McEnery (2006, p.85) who, when writing about the association
between connotative meaning and the lexical environment, claim that connotation can be

collocational or non-collocational and that SP is purely collocational.

173 Auvailable from: [https://epdf.pub/corpus-linguistics-method-theory-and-practice.html], [Accessed 16 July 2018].
174 McEnery and Hardie (2012) strongly emphasise this viewpoint.
175 See also Dickins (2019, pp.135-62).
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On the other hand, based on the definition of SP meaning in this research and the
preliminary work on collocation extraction in the previous chapter of this thesis, one can
claim that SP meaning in some instances resembles the defining features of associative
meaning and those of attitudinal meaning in the classification of connotative meaning in
Dickins (2019). Connotative meaning, as noted by Dickins (2014, p.2), “is all kinds of
meaning which are not denotative meaning”; 176 that is, “meaning minus denotative
meaning”. According to Dickins (2019), there are, perhaps, an endless number of types of
connotative meanings, of which fifteen are identified. 177 Hervey and Higgins define
associative meaning as “that part of the overall meaning of an expression which consists of
expectations that are — rightly or wrongly — associated with the referent178 of the
expression” (Hervey and Higgins, 2002, pp.149-50 as cited in Dickins 2014, p.3).17°
Dickins et al. (2017) give an example of this meaning in the following:

Most people automatically associate ‘nurse’ with the idea of female gender, as if ‘nurse’ were
synonymous with ‘female who looks after the sick’ — on the basis that in the real world (at least
in Britain and other English-speaking countries at the start of the twenty-first century) nurses
are typically female. This unconscious association is so widespread that the term ‘male nurse’
has had to be coined to counteract its effect: ‘he is a nurse’ still sounds semantically odd, even
today. (p.97)

Similarly, evaluative prosody is viewed as a particular connotative meaning which a node
acquires through habitual association with particular words [not by intuition] (as in Louw
1993, p.158; 2000, p.50). This habitual association becomes “unconscious” in lexical items
which co-occur abundantly in a language; that is, it is considered a widespread meaning.
For example, a word like ‘death’ in the Qur’an can be wrongly assumed negative by
“unconscious association” of its wide spread meaning of ‘grief and despair’; and that would
be called its associative meaning. However, the exploration of the SP of the word ‘death’

as it co-occurs with collocates in the Qur’an overshadows this associative meaning and

176 In the distinction between denotative and connotative meanings, Dickins claims that denotative meaning is also known by other
terms, e.g. denotational meaning, denotation, propositional meaning and cognitive meaning (Cruse 1986, pp. 271-77), while
connotative meaning, or connotation, is defined negatively as all kinds of meaning which are not denotative meaning.

177 The identified types of connotative meaning in Dickins (2019) are the following :1. Associative meaning; 2. Attitudinal meaning;
3. Affective meaning; 4. Allusive meaning; 5. Reflected meaning; 6. Selectional restriction-related meaning; 7. Collocative
meaning; 8. Geographical dialect-related meaning; 9. Temporal dialect-related meaning; 10. Sociolect-related meaning; 11. Social
register-related meaning; 12. Emphasis (emphatic meaning); 13. Thematic meaning (theme-rheme meaning); 14. Grounding
meaning; and 15. Locution-overriding illocutionary meaning.

178 Dickins (2019, p.136) defines a referent as: “what an expression in a particular sense refers to in a particular ‘speech/writing
event”.

179 Dickins (2014, pp.1-38) classifies associative meaning into three main forms as follows: (i) extra linguistic based, (ii) linguistic-
based, and (iii) scalar implicature-based.
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endows this word with a prosodic meaning which imposes a new associative meaning in
the Qur’anic context relating to positive mentions of the command God has over nature;

causing life and death being one of His qualities in the creation of nature and the universe.
Furthermore, Dickins et al. (2017) define attitudinal meaning as:

that part of the overall meaning of an expression which consists of some widespread attitude
to the referent. The expression does not merely denote the referent in a neutral way but also

hints at some attitude to it (p.95).

Likewise, the discourse prosody of a lexical unit in SP, or “the unit’s attitudinal and
pragmatic function”, reflects the attitude which the speaker/writer has towards the referent
of the word (good because desirable and bad because dangerous) (Sinclair 1998, pp. 14-5;
2004b, p.30-5). By way of example, the word ‘river’ in the Qur’an mostly collocates with
words that portray the reward in the afterlife, which in turn reveals the Qur’an’s theme of
inviting people to worship God, which is shown in praising those who believe and
frequently describing their reward in the afterlife.

To conclude, ‘meaning is use’ is the domain of SP as understood in this research. Words
do not have fixed meanings which can be recorded, once and for all, in dictionaries. They
acquire or change meaning according to the social and linguistic contexts in which they are
used. Similarly, “semantic prosodies are not merely connotational” as “the force behind
SPs (semantic prosodies) is more strongly collocational than the schematic aspects of
connotation” (Louw, 2000, pp.49-50). This again underlines the relationship between
collocation and semantic prosody and confirms the theoretical framework of this research.
Furthermore, with this definition which links SP to connotative meaning in mind, SP should
be investigated via a methodology which incorporates a statistical model (e.g., Evert 2005;
2008) with a concordance to reflect the different types of meanings evolving from
collocation (as in Louw, 1993, p.159; 2000, pp.49-50).

4- Two main approaches to the study of SP

Stewart (2010, p. 161) makes a distinction between what he regards as the two most
prominent approaches to the study of SP: Sinclair’s, which he calls ‘discourse prosody’ and
Louw’s, which he calls ‘semantic prosody’. He summarises their approaches in terms of

the elements, which they prioritise as follows:

Sinclair’s SP approach (1996; 2004a; 2004b):
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e central to the unit of meaning;
o one of two obligatory elements;
e considered within a synchronic framework;
o afeature of a unit which is larger than the single word/expression (pragmatic function);
e not restricted to semantically ‘neutral’ lexical items;
e not restricted to descriptions in terms of ‘good’ and ‘bad.’
Louw’s SP approach (1993):
e transferred or attached meaning;
e considered within both a diachronic and synchronic framework;
e a feature of the word:;
e associated above all with more semantically ‘neutral’ lexical items;

o generally expressed by means of a binary distinction whose primary terms are ‘good’ and

‘bad’ (positive/negative, favourable /unfavourable).

The SP approach adopted in this research incorporates elements from both approaches. It
follows Sinclair’s Extended Lexical Unit model in placing SP as a central and obligatory
element of the lexical item and deals with the uncovered evaluative prosodies from natural
phenomena terms. However, like Louw, it employs a binary division (positive and
negative), but with the addition of neutral. Also, it includes the element of discourse
prosody (Stubbs, 2001), which endows the text with coherence and has the function of

uncovering the underlying meanings relevant to the theme of nature in the Qur’an.
5- The importance of SP
From the studies reviewed in the previous section, the following can be said about SP:

e Itis an aspect of evaluative meaning (evaluative prosody).
e It is a habitual association (collocational phenomenon).
e It has a pragmatic function (discourse prosody).

e |tis acohesive device.

Accordingly, SP is a significant phenomenon, and its analysis can be a tool for textual
analysis. This same tool can further be employed for comparison between texts, and its
importance is described in several studies that discuss the significance of collocation and
SP both theoretically and practically. Examples of these studies are provided in the

following two sub-sections on the theoretical and practical importance of SP.
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a. Theoretical importance

Although the different definitions of SP adopt different positions regarding its meaning and
significance, at least one of the approaches, namely that of lexico-grammatical patterns,
can be used to unify the various definitions. The following table shows the six major

theoretical strands of research on the interpretation of collocation together with the scholars

who discussed them (See Table 15).

Table 15: Theories of lexis and grammar to interpret collocations

Theory Scholar/s
The Idiom Principle: Sinclair (1987b;
“Language text is a result of a very large number of complex choices.” (Sinclair  1991;1996)

1991, p.109)

Pattern Grammar

“An approach to lexis and grammar based on the concept of phraseology and
language patterning arising from work on large corpora. Patterns show how
words are typically associated with each other and how they form meaningful
units.” (Hunston and Francis 2000, p.43-44).

Lexical Priming

“Every word is primed for use in discourse as a result of the cumulative effects
of an individual’s encounters with the word.” (Hoey, 2005, p. 13 and Hoey
2004, p. 386).

Lexical Bundles

“Lexical bundles are defined as ‘recurrent expressions, regardless of their
idiomaticity, and regardless of their structural status. To be classified as a
lexical bundle, a multi-word unit (MWU) has to (a) frequently occur in a
register, e.g., ten times per one million words, and (b) occur in multiple texts
in the register.” (Biber et al. .1999 , p.990).

Collo-structional Analysis

It is “an extension of collocational analysis specifically geared to investigating
the interaction of lexemes and the grammatical structures associated with them.
It is specifically geared to investigating pairs of semantically similar
grammatical constructions and lexemes that occur in them.” (Stefanowitsch
and Gries 2003).

Construction Grammar

Constructions are defined as “conventionalised pairings of form and function”
and stored as units in the brain, exist on all levels of grammatical analysis and
cover “morphemes and words, idioms, partially lexically filled and fully
general phrasal patterns.” (Goldberg, 2006, p. 3 and p. 5).

“Construction Grammar claims to be usage-based and places some emphasis
on frequency as an indicator for the existence of constructions.” (Goldberg,
2006, p. 228).

Hunston and Francis
(2000)

Hoey (2004; 2005)

Biber, Conard,
Johansson, and Leech
(1999)

Gries and Stefanowitsch
(2003; 2004)

Goldberg (2006)

Out of the six theoretical lines of study of collocation given in the table above, lexical
priming theory is incorporated into larger theories by some scholars. Morley and Partington
(2009, p.144) combine the two views on prosody (namely, prosody as a property and a unit
of meaning) by adopting Hoey’s lexical priming. They say that they are two ways of

viewing the same phenomenon, the lexical priming (essentially as a mental phenomenon)
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and the discoursal (Hoey 2004, p. 136), and both Sinclair and Partington quite clearly adopt
both perspectives. A further explanation of SP in the light of lexical priming is provided

below:

The theory of priming also enables us to answer one of the questions which are frequently
raised about prosody: If the favourable or unfavourable evaluation of an item said to display
semantic prosody is not part of its in-built, inherent meaning — as is the case for words like
excessive or timely — then how do language users decide to employ such items in the appropriate
environment? The answer is that language users have a set of mental rules derived from the
priming process, alongside or integrated with the mental lexicon, of how items should
collocate. These rules are not always open to casual introspection (Morley and Partington,
2009, p 148).

Moreover, it has been argued that it is most appropriate to combine the different views on
SP (Morley and Partington, 2009, p.144-45). According to Hunston (2007), there are two
lines of thought. The first, she claims, represented in the work of Partington, sees semantic
prosody as the ‘property’ of an item which expresses itself in patterns of co-occurrence
with other items, whereas the second, championed, she says, by Sinclair, and also favoured
by herself, considers semantic prosody as the overall discourse function of a “unit of
meaning”. The second view of SP is also adopted by Louw (1993), Stubbs (1996), and Xiao
and McEnery (2006). Based on this discourse perspective, Sinclair (2004b) claims that

there are two types of SP: textual and statistical. He writes:

Semantic prosody is a textual phenomenon definable as the evaluative intent of the speaker,
that is, the attitude s/he has to his/her topic (good because desirable and bad because
dangerous). The statistical, or corpus-assisted definition, analyses via a concordance, how an

item is actually instantiated many times in many texts (pp. 30-5).
b. Practical importance

On the practical level, the importance of SP is reflected in the findings of studies which
focus on insights gained by listeners or readers into the opinions and beliefs of the text
producer through discourse analysis with SP. For example, an awareness of SP can be
invaluable for the translator and language learner in distinguishing between items
considered to be synonyms or translation equivalents. There is steadily a growing body of
work in several languages that use this methodology. The fact that it is a significant
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linguistic phenomenon which should be given attention and studied is shown in the

following statement about corpus linguistic applications in translation studies.

Semantic prosody is linked with notions such as connotations (Stubbs, 2001), attitudinal
meaning (Sinclair, 1987b) or evaluative meaning (Hunston, 2007), and deserves further study
for its effects on pragmatic translation, and thus on the translation of specific genres and
specialised texts (Kubler and Volanschi, 2012, p.103).

In their study of the importance of exploring SP in the evaluation of pragmatic
translation,80 Kibler and VVolanschi (2012) conclude, as seen above, that SP is a linguistic
phenomenon that could affect the quality of a pragmatic translation.18! Besides, in regard

to the importance of SP for translation studies in general, Stewart (2009) writes:

Semantic prosody must be seen as a reality that translators are required to address; otherwise,

important source text elements will be left unaccounted for (p.29).

Finally, a list of studies exploring SP in different languages includes the following:

1. Sinclair (1987b; 1991), who investigated the clause set in.

2. Louw (1993), who examined the expressions symptomatic of, utterly, bent on.

3. Bublitz (1995), who examined the words cause, happen, commit, somewhat, and
prevail.

4. Sinclair (1996; 1998), who investigated the units of meaning containing the following
core items: naked eye and true feelings.

5. Stubbs (1995; 2001), who examined the verb cause.

6.  Hunston and Francis (1999), Hunston and Thompson (1999), Hunston (2002), who
highlighted the covert nature of SP and the fact that it is a result of transferred
meaning; they studied the verb take on.

7. Louw (2000), which concentrated on unfavourable prosodies, showing a change of

focus from his 1993 work, with no reference to his ‘auras’ of meaning, and less

180 The term pragmatic translation encompasses what is generally called ‘specialized translation’, which is usually opposed to literary
translation. It has been defined by Newmark (1988) as a process taking into account not only the intent of the author and the
expectations of the reader, but also the perlocutionary effect it has on the reader. See also (Kubler and Volanschi, 2012).

181 In pragmatic translation, the purpose is essentially to translate a message as efficiently and as accurately as possible. The emphasis
is on the content of the message as such rather than on its aesthetic form, grammatical form or the cultural context, all of which
are subsidiary to the practical, matter-of-fact goal. Instructions, explanations, directions (such as those given in several languages
on dress patterns or packaged goods), scientific treatises, government documents and communiques lend themselves quite
naturally to pragmatic translation, but myths and tales, literary works or folklore may be similarly treated. See also (Casagrande,
1954, p.335).
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emphasis on the notion that meaning is transferred over time from habitual collocates
to the node through ‘contagion’.

Tognini-Boneli (2001), who operated within a Sinclairian framework (Sinclair’s
units of meaning, 1996), investigated prosodic differences between supposedly ‘true
friends’ in Italian and English.

Tao (2003), who studied the SP of various Chinese words meaning occur.
Partington (1998; 2004b), who found differences in both SP and semantic preference
in a set of adverbial intensifiers in English.

Xiao and McEnery (2006), who discussed collocation, SP, and near-synonyms in
English and Chinese.

Dam-Jensen and Zethsen (2007), who found systematic prosodic differences between
Danish verbs roughly translatable as cause, lead to.

Al-Sofi et al. (2014), Al-Ubaidi (2013), and Younis (2018) who explored the SP in
the Arabic text of the Qur’an (For details, see Section 3.2.2).

To conclude and summarise the first section of this chapter, previous literature inspired the

present research to explore nature as a theme in the Qur’an via examining frequently

occurring linguistic patterns of concepts related to this theme. This research mainly sheds

light on the concept of connotative meaning to explore the semantic prosody of natural

phenomena in the Qur’an. These repeated patterns of co-occurrence are the evidence from

which both pragmatic and semantic meanings182 can then be inferred. The theoretical

principles for this research can be summarised in the following points:

Semantic prosody is a result of collocation.

Lexico-grammatical patterns constitute collocations with a combination of lexis and
grammar to represent meaning.

‘Meaning is use’ and ‘you know a word by the company it keeps’ are two
fundamental perspectives on which finding collocations and the exploration of the

semantic prosody of nature in the Qur’an are dependent.

182 In the semantics-pragmatics distinction, semantics is viewed as the study of linguistic meaning; the study of the relation between

linguistic expressions and their meanings. In contrast, pragmatics is the study of context; a study of the way context can
influence our understanding of linguistic utterances (Szabo, 2006, p.364).



-113 -

4-  Semantic prosodies are the connotative meanings (associative or evaluative meanings
and attitudinal meanings) of the node, and semantic preference refers to the semantic
sets of collocates of the node.

5-  Semantic prosody plays an important functional role, which is establishing the

pragmatic meanings relevant to the messages and themes in the Qur’an.

3.2 Corpus linguistic studies on the Qur’an

After discussing the studies which helped to determine the theoretical foundations of this
research, it is crucial to examine relevant corpus-based studies on the Qur’an as they reflect
two areas of the methodology in this research: the theme of nature in the Qur’an and the SP
of natural phenomena. This section reviews the corpus-based studies on the language of the
Qur’an. It consists of two subsections: one is concerned with corpus-based studies on nature
as a Qur’anic theme (e.g. Jain, 1991; Farooqi, 1992; Al-Yahya et al., 2010; Djamil, 2012;
Kahrizi et al., 2012; Khan et al., 2013); the other with SP in the Qur’an as a collocational
phenomenon and a tool for accuracy (Al-Nasser and Khashan, 2008; Al-Ubaidi, 2013; Al-
Sofi et al., 2014; Younis, 2018). These studies vary in their choice of methodology; some
rely only on a corpus-based method, while others, just as the present research, add a
computational approach to the exploration of both subject matters in the language of the

Qur’an.

3.2.1 Corpus linguistic studies on nature in the Qur’an

The review of studies in this section revisits the available ontologies about the content of
the Qur’an outlined in Section 2.2. However, unlike the studies discussed in Section 2.2,
which mention studies on concepts occurring in the Qur’an in general, this section sheds
light on the studies on the semantic representation of nature in particular. For Example, a
review of the previous literature has shown that there are studies that focus on the
classification of plants in the Qur’an (e.g., Jain, 1991; Farooqi, 1992; Kahrizi et al., 2012),
as well as a brief study about the types of rain referenced in the Qur’an (Jaliliyan and Haji-
Khani, 2017). Besides, Al-Yahya (2010) focuses on nouns and verbs related to the concept
of Time and finds that there are 7 abstract concepts and 11 concrete conceptions of Time
in the Qur’an. In a more advanced exploration of nature in the Qur’an using computational

methods, Sadi et al. (2016) model nature-related concepts in the Holy Qur’an using OWL
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Ontology of Web Language) 183 / RDF (Resource Description Framework. 184 Their
methodology involves identifying nature-related concepts mentioned in the Qur’an and
identifying relations among those concepts. These concepts and relations are represented
as classes/instances and properties of an OWL ontology. They add all the nature concepts
under OWL/Thing concept. They also use their ontology with SPARQL queriesi8s to
retrieve verses and concepts of interest. However, this study was conducted on one
translation of the Qur’an only, namely ‘Saheeh International’. Figure 20 shows the class
hierarchy according to their ontology.

v Thing
Allah
City
HolyBook
A 4 QuranicNature
[ Artifact
¥ AstronimicalBodies
Food
~ Landscape
& LivingBeing
» O Minerals
SignsOfAllah
SuperNatural
> Time
= Weather
4 QuranVerse
> ' QuranNatureVerse

Figure 20: Class hierarchy in the Qur’anic nature ontology (figure taken from Sadi et al.,
2016)
To relate Qur’anic nature concepts to Qur’anic verses, they use inverse relationships

(Object Properties) called has-part and is-part-of. Their study focuses on only one chapter
of the Qur’an, Surah Al-Umran (the second chapter of the Qur’an). An example they
mention is verse number 50, which says: “And (recall) when we parted the sea for you and
saved you and drowned the people of Pharaoch while you were looking on.” In their
exploration of nature in the Qur’an here, they divide concepts and relationships, making a
triple of concepts, as we see in Figure 21.

183 The OWL Web Ontology Language is designed for use by applications that need to process the content of information instead of
just presenting information to humans. OWL facilitates greater machine interpretability of Web content than that supported by
XML, RDF, and RDF Schema (RDF-S) by providing additional vocabulary along with a formal semantics. See also
(McGuinness and Van Harmelen, 2004).

184 RDF is a directed, labelled graph data format for representing information in the Web See also (McGuinness and VVan Harmelen,
2004).

185 SPARQL (pronounced ‘sparkle, a recursive acronym for SPARQL Protocol and RDF Query Language), recognized as one of the
key technologies of the semantic web, is an RDF query language—that is, a semantic query language for databases—able to
retrieve and manipulate data stored in Resource Description Framework (RDF) format. Available from:
[https://en.wikipedia.org/wiki/SPARQL], [Accessed 05 May 2019].


https://en.wiktionary.org/wiki/sparkle
https://en.wikipedia.org/wiki/Recursive_acronym
https://en.wikipedia.org/wiki/Semantic_web
https://en.wikipedia.org/wiki/RDF_query_language
https://en.wikipedia.org/wiki/Semantic_Query
https://en.wikipedia.org/wiki/Query_language
https://en.wikipedia.org/wiki/Database
https://en.wikipedia.org/wiki/Resource_Description_Framework
https://en.wikipedia.org/wiki/SPARQL
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o R \\
Allah Parted. sea
SESES R > Triple
Drowg
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PeopleOfPharaoh MosesFollowers
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Figure 21: Triple in verse (2:50) (figure taken from Sadi et al., 2016)

Employing a smaller categorisation of natural phenomena and using an English translation
of the Qur’an and the Protégé ontology editor tool, Khan et al. (2013) develop a simple
ontology based on living creatures including animals and birds that are mentioned in the
Qur’an to provide a Qur’anic semantic search. The authors also propose a framework for a
semantic search in the Qur’an using their domain ontology and, similar to Sadi et al. (2016),
they evaluate their ontology using SPARQL query language. Their findings show that there
are 167 direct/indirect references to animals in the Qur’an. In addition, Djamil (2012)
explores “Oceanic verses”, a term coined by the author, referring to selected ayahs or verses
in the Qur’an that contain a word including = bakr meaning ocean or sea, such as
o~ babhrii ‘the word sea in the accusative form’, )~ bakru ‘the word sea in the nominative
form’, U~y bikar ‘seas’ (plural form), cau~ bakrayn ‘two seas in genitive and accusative
form’, ¢~ bakran ‘two seas in nominative form’, and ¢~ bakrayni ‘two seas in
genitive and accusative form with kasral8’, With a focus on semantics, Djamil develops
an ontology, which he calls a categorisation of the aspects of oceanic verses, as revealed in

42 verses in the Qur’an.

3.2.2 Corpus linguistic studies on SP in the Qur’an

To the researcher’s knowledge, very little research in the field of corpus-based Qur’anic
studies has focused on SP in the Qur’an (Al-Nasser and Khashan, 2008; Al-Ubaidi, 2013;
Al- Sofi et al., 2014; and Younis, 2018). It appears that only a few studies were conducted

on some lexical items and presented in short articles. For example, Al-Nasser and Khashan

186 Kasra is a diacritic in Arabic, which is a diagonal stroke written below the consonant which precedes it in pronunciation. It
represents a short vowel i (like the "i" in English "pit"). See also: [https://web.uvic.ca/hrd/hist455/vowels/vowels_pres.htm]
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(2008) conduct an analysis of the word (s mubeen ‘clear’ in the Qur’an for its SP. In their
study of the different corpus linguistic features of this word, they find that it is semantically
prosodic with lexical items of negative evaluation. Therefore, they claim that the most
frequent of collocations of mubeen carry a negative connotation; hence, mubeen has a

negative SP (See Figure 22).

mTotal | Positive ___ Neutral
" 8 25
B Positive
ONeutral
_ Negative
| lI;Jegsatw 64

Total
97

Figure 22: The SP of the word ¢u« mubeen’clear’ in the Qur’an (figure taken from Al-
Nasser and Khashan 2008, p.11)

As seen in the figure above, their findings show that the word mubeen occurs 97 times in
the Qur’an. Out of these occurrences, it occurs 64 times with connotatively negative items
and only eight times with a positive connotation. They report that the negative items are
words like 3 ‘adiw ‘adversary’,3s- sikrun ‘magic’, Ja dalal ‘error’, 35 tu ‘ban
‘snake’,»x nadir ‘warner’, etc. The positive collocates, on the other hand, include words
such as Jsu5 rasal ‘prophet’, 55 nir “light’, =3 nasrun ‘victory’. The remaining 25 word-
tokens are of neutral evaluation (connotation): .= Sai ‘in thing’, < Kitabun ‘book’, &k

Sultanun ‘authority’, e ‘arabiyun ‘Arabic’, and s Sihabun ‘comet’ (pp.11-2).

In an article written in Arabic, Al-Ubaidi (2013) investigates the SP of the collocations of
four verbs, which are = massa ‘touch’, 31 daga ‘taste’, <8 kasafa ‘reveal’, and U3
i ’anzalanzala ‘send down’. He finds that the verb ‘sends down’ occurs 62 times and has a
positive SP, and collocates with words like Qur’an, angels, the book, sustenance, water,
etc. He also finds that the word ‘touch’ occurs 53 times and has a negative SP, because it
collocates with words with negative evaluative prosody such as hell, illness, punishment,

etc. Similarly, he finds the verb ‘taste’, which occurs 37 times, to have a negative SP
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because it collocates with words such as punishment and illness too. Finally, he finds that
the verb ‘reveals’ occurs 18 times and has a negative prosody because its collocates are

also punishment and illness.

In addition, in the analysis of these verbs, he uses the SP approach in five consecutive steps,

which are as follows:

1. ldentifying the verbs to be investigated.

2. Making calculations of instances of word use by counting the number of times they appear in
the Arabic Qur’anic corpus (frequency).

3. Creating a list of the collocations of each verb and the number of times they occur with it.

4. The movement from the dictionary meaning of the verb to its meaning in the context it occurs
in.

5. Establishing a comparison between the dictionary meanings of the verb with its meaning
derived from the contexts it appears in (Al-Ubaidi, 2013, p.93).

Al- Sofi et al. (2014) also present a short paper on the SP of four verbs in the Qur’an which
are &= massa ‘touch’, 31> daga ‘taste’,. < kasafa ‘reveal’, and < Ga'a ‘came’.

Their conclusion is summarised as follows:

1. The four verbs under study have negative and positive semantic prosodies, not because they
have these attitudes, but rather because they are surrounded by a negative or positive semantic
environment (collocates).

2. Context plays an essential role in determining the SP of words.

3. SP is one of the most important semantic issues in the study of text meaning because it
uncovers the semantic behaviour of words and the semantic set around these words, which in

turn creates harmony and cohesion in the text (p.130).

In a more recent corpus-based study incorporating translations of the Qur’an, Younis
(2018) investigates the semantic prosody related to the use of certain prepositions (= ‘ala
‘on’; ) 'la ‘to’; and 2 li ‘for’) in verb-preposition constructions by examining the
collocational patterns in which they occur. She examines several verbs, including specific

forms of the lemmatal87 <& kataba ‘inscribe or write’, & “istam'a ‘listened’,J3 'nzala

‘send down’, x= sabar ‘was patient’,.~3 'awha ‘reveal’, and s hada ‘guide’. By

187 In linguistics, a lemmata is a word considered as its citation form together with all the inflected forms. For example,
the lemma go consists of go together with goes, going, went, and gone. Available from:
[https://www.collinsdictionary.com/dictionary/english/lemmata].


https://www.collinsdictionary.com/dictionary/english/citation
https://www.collinsdictionary.com/dictionary/english/inflect
https://www.collinsdictionary.com/dictionary/english/lemma
https://www.collinsdictionary.com/dictionary/english/goes
https://www.collinsdictionary.com/dictionary/english/going_1
https://www.collinsdictionary.com/dictionary/english/lemmata

-118 -

analysing the concordance lines, the collocates of each verb are identified using the
concordance in ArabiCorpus by Parkinson (2012)188 to discover the various levels of
meaning related to each preposition, and the QAC to compare it with parallel corpora of
Qur’an translations. Her study uses the corpus-based approach to translation studies by
assuming that the concept of semantic prosody can be a tool that raises the level of accuracy
when selecting a translation equivalent. She does so by quantifying frequencies and
studying the concordance and collocational behaviour of the source word as well as the
target word in a corpus of each language (p.139). She does not limit SP to three
possibilities, positive/negative/neutral, only, but follows the broader sense of SP as
expounded by Sinclair (2004b). For example, she finds that the SP associated with ‘ala is
“something hard or difficult or done with effort, something that denotes or implies
commitment or obligation” (p.140). On the other hand, the SP that seems to be associated
with 'la is “the delivering of something that is usually good”. In addition, the collocates of
li- suggest an SP of “assigning something”; especially in cases where it contrasts with ala,
li- often indicates something good or positive. An important implication of her study is that
the “analysis of semantic prosody can help translators achieve the highest possible degree

of accuracy” (p.140).

In conclusion, the overview of the studies here showed that not many corpus-based studies
have ventured to study extensively the dimensions of nature as a prominent concept in the
Qur’an and compare it with its English translations. Moreover, based on the studies above,
except for Younis (2018) which employs concordances, none of these studies has applied
a corpus-based technique to explore collocations and SP in the Qur’an, and there is no
specific mention of the collocation measures and parameters used in any of these studies
including Younis (2018). Finally, it appears that the corpus-based study of SP in the Qur’an
is still relatively new and only a few short studies were conducted on it; it seems that only
one used Natural Language Processing (NLP) or computational methods of any kind.
Hence, this research bridges the gap in corpus-based studies on the Quran by covering both

SP as a collocational phenomenon and nature as a major theme in the Qur’an.

188 ArabiCorpus (arabicorpus.byu.edu) is a medium-sized, plain text corpus of nearly 200 million words, created by Dilworth Parkinson
and hosted by Brigham Young University. Though divided into five genres (Newspapers, Modern Literature, Nonfiction, Egyptian
Colloquial, and Premodern), the core of the corpus is the Newspapers category—and thus Modern Standard Arabic with an
emphasis on media Arabic. This category consists of full-year datasets of newspapers from different regions of the Arab world—
including Egypt, Morocco, and Syria—as well as pan-Arab newspapers such as Al-Hayat. The other categories draw from a
variety of sources, including modern literature, classical literature, scientific texts, the Qur’an, chats, and plays. (Parkinson, 2012,
p.75).
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3.2.3 NLP projects and the Qur’an

In recent years, a copious number of NLP studies focused on the language of the Qur’an to
develop machine learning projects, information retrieval software and websites on the
semantics, syntax, and morphology of the Qur’an. The characteristic feature across the NLP
studies on the Qur’an is their focus on building a platform through which information
relevant to the Qur’an can be retrieved. The outcomes of these studies are websites and
tools that can be used for searching the content of the Qur’an; they are constantly evolving
and are widely used by researchers from different backgrounds (e.g., linguists and
computational specialists). Of the numerous tools developed for the analysis of the Qur’an,
four prominent websites are mentioned below. They are all useful tools, but the most

suitable analysis tool for this study is the Qur’anic Arabic Corpus.
Qur’an Analysis (QA)189

The QA by Ouda (2015) is a smart search engine for the Qur’an. It is an open-source with
which users can search a word in the Qur’an by “meaning” in Arabic and English. They
can also analyse the text and get detailed statistics and find hidden lexical and semantic
patterns and relations (e.g., collocations). Its major features, as stated on the website, are

the following:

1. Basic Statistics: statistics about the total number of Chapters, Verses, Words,
Characters and more;

2. Word Frequencies: list of all words in the Qur’an with their frequencies and weights
calculated using the TFIDF algorithm;

3. Word clouds: word clouds for each Chapter in the Qur’an in addition to two other

clouds for verse endings and beginnings (that is clouds for first and last words in each

verse): the bigger the word size, the more it is mentioned;

Full Text: listing of all verses in the Qur’an;

Charts: a collection of charts such as ‘Chapter/Verse distribution’;

N-Grams: choosing ‘N’ to produce N-grams of words from the Qur’an;

PoS Patterns: getting verses from the Qur’an which match a specific PoS Pattern;

© N o o &

PoS Query: listing verses containing any specific PoS Tag from the Qur’an using
Qur’anic Arabic Corpus;

9.  Repeated Verses: listing of ‘full repeated verses’ in the Qur’an;

189 Available from: [http://qurananalysis.com]
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Repeated Phrases: listing of all repeated ‘phrases’ (sub-verses or a substring of
verses) from the Qur’an using LCS algorithm

Ontology Data: listing of all concepts and relations found in QA ontology;
Ontology Graph: visualisation of the Full QA Ontology in addition to the subset
ontology of any selected chapter;

Uthmani to Simple: One-to-one mapping between words in Uthmani and simple
scripts;

Word Information: information about any Arabic word in the Qur’an: provided
information includes root, transliteration, frequency, and PoS tags;

Collocation: showing the ‘collocation’ context of any word or PoS tag in the Qur’an;
Concordance: showing the ‘concordance’ context of any word or PoS tag in the
Qur’an;

Pause Marks: showing all the verses for any selected Pause Mark;
Buckwalter-Arabic Transliteration: Two-way conversion between Arabic and
Buckwalter transliteration;

Word similarity: listing the top 20 nearest words (character similarity) for any
selected word from the Qur’an.

Qur’an Initials: Analytics and Visualization to help to decipher the meaning of the

disjoined letters in the Qur’an.

An example of an ontology graph using this tool to analyse the Chapter ‘Joseph’ from the

Qur’an can be seen in the following figure.

e

Figure 23: An ontology graph based on the chapter ‘Joseph’ from the Qur’an
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Qur’any (meaning ‘my Qur’an’ in Arabic) 190

In Qur’any, Abbas (2009b) incorporates features to search concepts in the Qur’an. The
Qur’an corpus is augmented with an ontology or index of key concepts, taken from a
recognised expert source: Mushaf Al Tajweed by Habash (2001). This is a tool that allows
users to search the Qur’an corpus for abstract concepts via an ontology browser. The Qur’an
Search Tool in Qur’any includes two modules: a search module for keywords, and a search
module for concepts. To implement a search for a concept, Abbas (2009b) embeds an index
of concepts retrieved from Mushaf Al Tajweed191 compiled by Habash (2001). This
resource contains a comprehensive hierarchical index or ontology of nearly 1,200 concepts
in the Qur’an. Scholars can use the Qur’any ontology browser to identify a concept and

find the verses that allude to this concept.
QurSim: A corpus for evaluation of relatedness in short texts192

Sharaf and Atwell (2012) build this tool for semantic observation, where semantically
similar or related verses are linked together. The authors have created a dataset called
QurSim, which consists of 7,600 pairs of related verses for evaluating the relatedness of

short texts.
Qur’anic Arabic Corpus!®3

The Qur’anic Arabic Corpus (QAC), which is the most comprehensive of the previously
mentioned websites on Qur’an analysis, was chosen to be used as the linguistic resource in
this research. As previously introduced, it is an annotated linguistic resource, which shows
the Arabic grammar, i.e., syntax and morphology, for each word in the Holy Qur’an. It is
an online Qur’an that includes an ontology that defines 300 concepts in the Qur’an and
captures interrelationships using predicate logic. The number of relationships is 350, and
the type of relationships between concepts is ‘Is-a’. Dukes (2011) built this Qur’anic
ontology of concepts based on the knowledge contained in traditional sources of Qur’anic
analysis, including the sayings of the Prophet Muhammad (peace be upon him), and Tafsir
books. This research employs the QAC in three parts of the methodology. It is first used

when compiling and refining the list of natural phenomena by using the unified root system

190 Available from: [ http://quranytopics.appspot.com/], [Accessed 16 December 2016].

191 Compiled by Dr Mohamed Habash (2001), Director of the Islamic Studies Centre in Damascus, published by Dar Al-Maarifah in
Syria and authenticated by the Al-Azhar Islamic Research Academy in Egypt.

192 See also (Sharaf and Atwell, 2012).

193 Auvailable from: [ http://corpus.quran.com].
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available on this website. Also, it is employed when producing the ontology of nature, a
major Qur’anic theme, as claimed by Fazlur Rahman (2009). Most of the terms belonging
to sub-concepts related to the theme of nature in the Qur’an are identified with the aid of
this tool and for this research. Furthermore, all the examples from the Qur’an in this thesis

are taken from this linguistic resource.

3.3 The evaluation of translation

Having chosen the theoretical framework and methodology in the first phase of this
research and decided on the translations included in the corpora of this research, a method
for evaluation for the second phase, involving evaluating the translations of the Qur’an for
their congruency with the representation of SP of nature in the Arabic Qur’an, is chosen.
As previously mentioned, this is a corpus-based study to evaluate the representation of
nature in the English translations of the Qur’an via SP as a cohesive device and its analysis
as a tool for accuracy (as in Ebeling, 2014; Younis, 2018). Accordingly, it requires a
method that incorporates corpus linguistics with applications of translation studies.
Kennedy (2014) distinguishes between two types of corpora in studies that compare
different languages: “parallel corpora”, where one corpus consists of a text and its
translations, and “comparable corpora”, where each corpus consists of the same kind of
texts written originally in each language. The corpora in this research belong to the first
category because they include the source text (ST), that is, the Qur’an, and five of its
English translations, the Target Texts (TT). Besides, this research adopts Olohan's (2004)
definition of descriptive translation studies as follows:

Descriptive translation studies (DTS), as the name suggests, is interested in describing
translations and translation practice as it occurs or has occurred, the role and nature of
translation and the impact of translation activity in wider cultural, social, historical, etc.,
contexts (p.199).

According to Olohan, DTS is an approach to evaluation that can be traced back to 1970s
and was developed in opposition to previous, prescriptive approaches to translation that
were interested in formulating for translators on how translations should be. DTS is also a
corpus linguistic methodology employing various corpus analysis methods (e.g., the
frequencies, collocations, and SP in this research) to examine aspects of a text (as in
Mason, 2001; Kenny, 2006; Munday, 2014). In the same sense, this study adopts Munday's
(2014) method of evaluation, which will be reviewed below. It is a method, which entails
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that several linguistic features of the source text are used to compare and evaluate the
translations of the Qur’an. On the application level, TT corpora can be compared to the
source text via alignment, which means using software to compare the linguistic features
of translated texts (Olohan, 2004, p.26 , p.55; Baker et al., 2006) (see also Section 4.2 for
more on the evaluation approach). Regarding the application of this method, Mason (2001,
p.77) writes that the “analysis of source texts and their translations provides us with
information about translator behaviours, or as he calls it later, “how translators use
language”. This section reviews several previous studies on evaluating translations
generally, and mainly three studies which assess translations of the Qur’an regarding
different linguistic aspects (e.g., Abdullah, 2010; Al-Ghamdi, 2015; Younis, 2018).

In a study of the cohesive device of junction and its translation between French (ST) and
English (TT) in corpora consisting of L'Estranger% and its English translation The
Outsider by Stuart Gilbert, Mason (2001) concludes that for different genres and
discourses, certain types of junction are explicit in Camus’ French texts and are treated in
different ways in the English translation and vice versa. This means that “translators are
responding to a lack of correspondence between ST and TT” (p.61). Mason (2001) finds,
for example, that the ellipsis (e.g., suppressed connectives) of the causative junction in

French is made explicit in English using ‘and’, as in the following lines:

French text: je lui ai demandé si on pouvait éteindre une des lampes. L'éclat de la lumiére

sur les murs blancs me fatiguait.

English translation: The glare forms the white walls making my eyes smart, and | asked him
if he couldn't turn off one of the lamps (2001, p.72).

Kenny's (2006) German-English Parallel Corpus of Literary Texts (GEPCOLT) comprises
works of mainly German-English literature and their translations into English. Her research
focuses on lexis and creativity (i.e., creative words are those which occur only once in a
corpus or those which are invented or used by a single writer) in translation using corpus
methodology; she makes several contributions with her study. Not only does she compile
a sizable parallel corpus with the specific aim of investigating lexical normalisations in
translation (i.e., whether translators use more conventional forms in the target text to render
lexically creative source-text forms, e.g., unusual word forms or word combinations), but

she successfully develops a methodology for carrying out a detailed study of how lexical

194 L'Estranger is a 1942 novel by French author Albert Camus.
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creativity is dealt with in translation. Based on the assumption that creative word forms
will occur very infrequently, a set of creative word forms is extracted from a list of words
that occur only once in the corpus (i.e., hapax legmena). 1% Another focus of the
investigation is creative collocations; for this, she selects a node that occurred commonly
throughout the corpus and examines its collocates. In doing so, she combines the
capabilities offered by corpus software tools with qualitative analysis (p.115). Findings of
her analysis of creative collocations reveal a combination of linguistic creativity and
normalisations on the part of the translator.

Munday (2014) develops a model that attempts to overcome the shortcomings of other
approaches for source-target text (ST-TT) analysis by bringing together systemic functional
linguistics, corpus linguistic techniques, and consideration of broader socio-cultural and
socio-political contexts. For his study, Munday analyses the source text which is a Spanish
article written by Gabriel Garcia Marquez, in which the author describes the story of Elian
Gonzélez, the six-year-old Cuban boy who was rescued from the sea while attempting to
reach the USA in 1999. The target texts are translations of this article that were published
in the Guardian and in the New York Times and published by the Cuban group Granma
International. Munday uses various methods of corpus analysis, sentence length, type-
token ratio, frequency lists, “to pinpoint aspects of the text that would seem to merit closer
examination” (Munday, 2014, p.80). He subsequently links these to the meta-functional
profiles of the texts (ideational, interpersonal and textual, based on Halliday, 1994). In this
way, Munday identifies significant shifts that have taken place in the translation process
and posits explanations for them. For example, he outlines how the anti-USA sentiment of
the source text has been handled differently in the target text and indeed mainly been
omitted for the readers of the New York Times (pp.87-90). Although his corpus is relatively
small compared to this research and other corpus linguistic studies, Munday's study is
essential to this review because it shows the potential offered by combining a quantitative
analysis with a qualitative one, a mixed approach which this research adopts for the corpus-

based study of SP of nature in the Qur’an (See also Section 4.2).

In a study similar to the present research in its comparison of lexical items via SP matching,

or what she calls “correspondences” (i.e., congruency), Ebeling (2014) conducts a

195 Hapax legmena is a Greek phrase (singular hapax legomenon usually abbreviated to hapax) meaning ‘once said' and is used to
describe a word that occurs only once in a text or set of texts (Baker et al., 2006, p.81).
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contrastive study of SP in English and Norwegian corpora. In her cross-linguistic study,
she presents three case studies of English units with established negative prosody
containing the core items: commit in Partington (1998), signs of in Stubbs (2001), and
utterly in Louw (1993).19 The Norwegian correspondences of these items are identified
via the English-Norwegian Parallel Corpus.197 These correspondences serve as the starting
point for an investigation of cross-linguistic prosodies. She finds that while units with
commit and signs of have good Norwegian matches in terms of semantic prosody, units
with utterly are less stable across the two languages. She concludes by emphasising the
importance of carrying out studies of this kind in order to improve the cross-linguistic
understanding of extended units of meaning. This in turn, she says, “has implications for
how teachers, translators and lexicographers choose to present words in isolation or as part

of larger, extended units” (p.176).

In a non-computational but corpus-based evaluative study, Abdullah (2010) evaluates the
translations of collocations in the Qur’an.198 In his research, six translations of the Qur’an
are used to analyse the way translators have rendered the Qur’anic verses that contain
collocations. The translations are those of Pickthall (1930); Daryabadi (1957); Ahmad Ali
(1984); Irving (1985); Mohamed J. Ahmed and Samira Ahmed (1995); and Qaribullah and
Darwish (2001). He follows Williams® paradigm in the classification of types of
collocations. Williams suggests the following types of collocations:

1. Verb + Noun e.g., throw a party / accept responsibility

2. Adjective + Noun e.g., square meal / grim determination

3. Verb + Adjective + Noun e.g., take vigorous exercise / make steady progress
4. Adverb + Verb, e.g., strongly suggest / barely see

5. Adverb + Adjective e.g., utterly amazed / completely useless

6. Adverb + Adjective + Noun, e.g., totally unacceptable behaviour

7. Adjective + Preposition e.g., guilty of / blamed for / happy about

8. Noun + Compound Noun, e.g., pay packet/window frame (Williams, 2002 as cited in Abdullah,
2010, pp. 155-156).

196 Available from: [https://journals.uio.no/index.php/osla/article/view/695], [Accessed 04 May 2018].

197 The English-Norwegian Parallel Corpus (1994-1997), Dept. of British and American Studies, University of Oslo. Compiled by
Stig Johansson (project leader), Knut Hofland (project leader), Jarle Ebeling (research assistant), Signe Oksefjell (research
assistant). http://www.hf.uio.no/ilos/forskning/forskningsprosjekter/enpc/index.html The extended version of the ENPC
(ENPC+) has been described in Ebeling and Ebeling (2013).

198 No mention of a collocation statistic being used in his study.
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He limits his analysis of Qur’anic verses to those that contain collocations of the type (Noun
+ Adjective). In this regard, he focuses on six examples of this pattern of collocations. They
are the following: cres <3 ‘shameful torture’; ~lf i ‘brutal torture’; wai <l ‘torture,
torment, which is severe’; aie @l ‘torture that lasts’; ke il ‘torture which is rough,
harsh’; and ebe lie‘great torment’.

Abdullah (2010, p.163) asserts that the translators use the nouns doom, torment,
punishment, torture, and nemesis as renderings for the ST Noun <l ‘adab ‘torture’. He
highlights that the noun ‘doom’ only collocates with the adjectives ‘approaching’ and
‘impending’. The noun ‘torment’ collocates with the adjectives ‘great’, ‘inner’, ‘mental’,
and ‘private’. The noun ‘punishment’ collocates with the adjectives ‘cruel’, ‘harsh’,
‘heavy’, ‘severe’, ‘unusual’, ‘appropriate’, “fitting’, ‘capital’, ‘corporal’, and ‘physical’.
The noun ‘torture’ collocates with the adjectives ‘brutal’, ‘systematic’, ‘mental’, and
‘physical’. As for the noun ‘nemesis’, it was used by Ahmad Ali (1984), and it has no
collocations. Moreover, Ahmad Ali’s renderings of adl i ‘prutal torture’ were
inconsistent, unlike the other translators. Accordingly, he claims that all translators failed
to appropriately render the ST collocations of —l= in the Qur’an (p.176).

Similar to the present research in the compilation of corpora and evaluation criteria is Al-
Ghamdi (2015) who analyses and critically evaluates the English renderings of the Divine
Names in five English translations of the Qur’an, namely Pickthall, A. Y. Ali, Arberry,
Hilali Khan and Abdel-Haleem. He suggests that all five translations not only fall short in
their attempts to distinguish between the near-synonymous Names, particularly the root-
sharing ones, but prove unsuccessful in rendering them accurately and consistently. He also
finds that the translation of Arberry shows much better quality in terms of accuracy and
consistency, in rendering the root-sharing Divine Names, compared to the other
translations. In addition to critically revealing shortcomings, inaccuracies, and
inconsistencies of the renderings of the Divine Names, his study suggests the use of
translation technology solutions (or computer-assisted tools), such as translation memory
and bilingual concordances, to improve the quality and consistency of future Qur’an

translations in general, and the renderings of the recurring Divine Names in particular.

Also, most closely related to the present research in terms of methodology is Younis’
(2018) study who uses a corpus-based methodology to explore the SP of certain
prepositions (<= ‘ala, ‘on’; S 'la, to’; and 2 li-, “for’) in verb-preposition constructions

and evaluate six translations of the Qur’an (Saheeh International; Pickthall; Yusuf Ali;
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Shakir; Mohsin Khan; and Ghali). Using a parallel Qur’anic corpus, the six translations are
examined and compared to identify similarities and differences in the rendering of the
source verb-preposition construction into English (p.126). In the results of her study,
Younis underlines that these corpus-based analyses will, as she claims, “hopefully” help
translators render the Arabic text into the target language while keeping the same semantic
effect conveyed by an original preposition. She demonstrates that a careful reading of
concordance lines of both the source lexical item and the equivalent used by the translator/s
in the target language (alignment), alongside, as she says, a comparison of the collocational
behaviour of both, can easily be a tool for selecting the translation with the closest meaning.
One of the findings of her study is that translators, when rendering the verb-preposition
constructions into English in most cases, tend to neglect the meaning of the preposition in
favour of the verb. The results of her evaluation of the translation are summarised in Table
16:

Table 16: Summary of preferred translations for verb-preposition constructions under
study (Younis, 2018, p. 140)

Verb-preposition Best English equivalent Translation/s using the best equivalent

combination

kataba+’ala has decreed upon Saheeh International

kataba+li- has decreed for Saheeh International; Pickthall; Yusuf Ali

yastami’+ila give ear to Pickthall

yastami’+li- hearken unto Pickthall

‘anzala+’ala has been sent down on Ghali

‘anzala+ ila has been sent down to Mohsin Khan; Ghali

‘isbir+li- wait with patience/ Mohsin Khan; Yusuf Ali; Shakir
patiently for

‘isbir+’ala bear/endure patiently/ with  Pickthall; Shakir; Ghali
patience

‘awha+ ila revealed to Saheeh International

‘awh a+ li- has commanded Saheeh International

yahdi+ ila gives guidance towards Yusuf Ali; Ghali

yahdi+ li- guides to Saheeh International; Mohsin Khan;

Shakir; Ghali

In short, the present research is similar to Mason (2001), Kenny (2006), Ebeling (2014),
and Munday (2014) in following the model of comparing texts based on linguistic features
of a ST, and to Al-Ghamdi in two aspects, that is, the choice of the number of translations
in the corpora and the criteria of evaluation. Furthermore, although it follows a different
approach in applying the evaluation to that of Al-Ghamdi (2015), it is similar to Younis
(2018) in employing the analysis of SP as a device for accuracy and lexical cohesion. By
comparing the results of SP in the ST and TT, the evaluation is established. Finally, it
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resembles aspects of Kenny's approach in its compilation of an extracted list of creative
words because this research compiles a list of words describing natural phenomena in the

Qur’an.

3.4 Conclusion

The studies described in this chapter were useful in constructing the theoretical framework
of this research and in guiding the decisions on the choice of methodology. Also, they
showed the gap that this research aims to address, which is in the corpus-based studies on
SP whether it is as a linguistic phenomenon, a cohesive device, and a tool for word choice
accuracy for translators. Furthermore, the computational methodologies employed in
previous studies on the Qur’an provided insights into quantitative and qualitative analyses
that can then be employed in the mixed approach applied in this research. To conclude, this
chapter links the previous studies to the present research and has paved the way to design
a theoretical framework and develop the methodology, which blends a corpus-based study

with a computational approach and with an evaluative analysis of translations.
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Chapter 4 Methodology

The Corpus-Based Exploration of SP of Nature in the Qur’an and its

Translations

Introduction

After presenting an outline of the previous literature that aided the choice of the theoretical
framework and methodology of this thesis, it should be stressed that upon choosing a
methodology to explore SP of natural phenomena in the Qur’an, some common features of
the previous literature of research on SP is adopted both on the theoretical and
methodological level. This platform of the adopted theory defines SP as a subtle meaning
derived from co-occurrence in language, not intuitively discovered, but detectable through
analysis of concordance. In addition, in the analysis of the concordance lines of a particular
node, collocations are observed in the first lines of concordance (as in Sinclair, 2003) to
make judgments on its sets of meanings or SPs. However, the novelty of the methodology
in this thesis lies in the fact that it links the analysis of concordance to find SP with a
statistical analysis based on Evert (2008) for collocation discovery via NLP methods, a
combination of methods that does not seem to appear even in the latest studies on SP in
general (e.g., Zhang, 2013; Ebeling, 2014) and SP in the Qur’an in particular (e.g., Al-
Ubaidi, 2013; Al-Sofi et al., 2014; Younis, 2018). From this combination emerges the
mixed approach of quantitative and qualitative analyses. It is quantitative in finding and
verifying the collocations, and qualitative in interpreting the statistics of collocations to
identify the different sets of meanings (SPs) relevant to the theme of nature in the Qur’an.
Finally, a further quantitative but not computational analysis is conducted regarding the
calculation of SP (evaluative and discourse prosodies) for each of the natural phenomena
terms. This methodology is useful in producing datasets with features that can be used to
evaluate the translations of the Qur’an for their congruency with the representation of SP

of natural phenomena in the Qur’an.

This chapter provides an overview of the methodology of this research which consists of
two phases: phase one, which is the central corpus-based part of this research, aims to
explore the semantic prosody (SP) of nature as a theme in the Qur’an and its translations;
phase two is concerned with the evaluation of the translations for their representation of
this theme in comparison with the Arabic source text. As a corpus-based study, this research
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examines corpus linguistic features such as frequencies, collocations, and SP (See Figure
24). In this regard, it adopts Sinclair's (1991; 2003; 2004b) concepts and methods for
working with corpus data and analysing concordances.

Frequencies
-30 most frequent natural Collocations
phenomena Arabic roots/ ... 2 .
English lemmas -collocations of nature in the Semantic PIOSOdy
NLTE Quran luative & di
. s distributi -LG collocate sets and -evaluative Iscourse
(frequency distribution) grammatical patterns of nature | Prosodies
i the Qur'an -percentages
NLTK & Sketch Engine Sketch Engine
(collocations & concordance) (concordance)

Figure 24: The three corpus linguistic features of the methodology

On the other hand, as an application of a corpus linguistic methodology on an evaluative
translation study in the second phase, it follows the comparative model underlying the use
of parallel corpora, i.e., corpora consisting of source texts and their translations, and various
corpus analysis methods (e.g., the frequencies, collocations, and SP from the previous
stage), which are used to examine aspects of the texts (as in Chesterman, 2000; Mason,
2001; Kenny, 2006; Munday, 2014). It is a descriptive!®® study of translation that combines
quantitative and qualitative corpus-based analyses, with a focus on (a combination of) lexis,
syntax, and discourse features.200 The second part is an application of the findings of the
first phase. It presents evidence of the usefulness of corpus-linguistic SP analysis as a
means of uncovering aspects of meaning that are not covered copiously by traditional

analyses and methods in translation studies to describe and evaluate translations.

This chapter will describe the details of these two phases, including an outline of the
methods applied to analyse the Arabic text and English translations of the Qur’an. The
findings in the resulting datasets and their discussion are presented in chapter Five. The
current chapter is organised as follows: Part 1 describes the corpus-based analysis of SP of
natural phenomena in the Qur’an and its five translations. It outlines the steps applied to
explore collocations, namely semantic prosody, as a collocational phenomenon in the

Qur’an, as seen in the three features that were illustrated previously in Figure 24. Also, Part

199 For the definition of DTS see Section 3.6.
200 Discourse in translation studies most often is used to refer to attitudinal expression through language, i.e. the “material out of which
interaction [between writer and reader] is moulded as well as the themes addressed” (Hatim 1998, p. 98).
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2 presents the evaluation of the Qur’an translations via the analysis of SP of nature terms
in the Qur’an. It discusses the approaches to the evaluation of data to decide on the most
congruent translation of the Arabic representation of nature in the Qur’an. Finally, Section

4.3 gives a conclusion to this chapter.

4.1 Part 1: The corpus-based analysis of SP of natural phenomena

This section provides an overview of the corpus-based methods applied to analyse the
Arabic text and the English translations to find their evaluative and discourse prosodies.
Figure 24 shows the processes this analysis follows to explore the SP of nature as a Qur’anic
theme in the corpora of this research. It illustrates that following the production of an
extensive list of natural phenomena in the pre-methodology stage as described in Chapter
Two, the general framework of the methodology described in this chapter follows four steps
that encompass corpus-linguistic and Natural Language Processing (NLP) computational
applications (See the right box in Figure 25). It should be noted that in this part, there will
be a reference to the workflow of tasks from the preliminary stage of this research (Chapter
Two). These references relate primarily to the use of NLTK in Python in the experiments
that were conducted before the actual study; they represent the researcher’s attempt to
refine a list of natural phenomena in the Qur’an and present a pilot statistical profiling of

the Qur’an and these terms via this NLP tool.

=An ontology of nature

in the Qur'an .
sText pre-processing

sStatistical analysis
*Exploring LG of
Nature

+Finding SP of Nature

Figure 25: Finding the SP of natural phenomena in the Qur’an

Furthermore, the corpus-based analysis in this section is based on several corpus and
computational linguistic methods from previous work on semantic prosody as a
collocational phenomenon (Firth, 1957; Stubbs, 1995, Partington, 1998; 2004b; Manning
and Schitze, 1999; Sinclair, 2004b; Evert, 2005; 2008; Morley and Partington, 2009;
Abdullah, 2010; and Younis, 2018). It is a method that addresses the first two questions of

this research:
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1- Is there SP in the representation of nature in the Qur’an?
2- What are the lexico-grammatical patterns, evaluative prosodies, and discourse

prosodies of nature in the Qur’an?

To explore the SP of nature in the Qur’an and its translations, it was essential to follow
various tasks, the first of which was to clean the texts using computational tools via Python
(e.g., removal of stop -words, removal of punctuation, word disambiguation, etc.) in what
is referred to in the above mentioned as text pre-processing to speed up the programme and
later provide accurate frequencies and collocation extractions of nature terms (See Figure
25). After that, automated statistical analysis using NLTK in Python is undertaken on the
corpus by computing the raw frequencies of each of these terms and collocation extraction,
namely bigrams (word pairs) for each of the terms, since “collocations are essentially just
frequent bigrams” (Bird et al., 2009, p.20). Once the evaluative prosodies and discourse
prosodies were manually labelled for each of the occurrences of these terms based on the
most frequent collocations, the percentages of their evaluative prosodies (i.e., positive,
negative, and neutral) and discourse prosodies (e.g., reward, glorifying of God, afterlife
punishment, etc.) were tagged in Excel to label their contexts (e.g., verses in which they
occur). These were calculated to find the percentage for each number of positive, negative,
or neutral collocations against the number of its frequencies to allocate evaluative prosody
and discourse prosody for each of the natural phenomena which repeatedly occur with
collocates in the Qur’an. The same list of tasks was applied to produce five other annotated
datasets representing the occurrences of nature in the selected translations of the Qur’an.
An elaboration on each of the steps to explore the SP of nature in the Qur’an is provided
below. However, before elaborating on the steps of this phase of the methodology, the

choice of this methodology is justified in the following section.

4.1.1 Finding SP: a corpus-based method and a computational approach

This section presents the rationale behind the choice of the methodology and quantitative
analysis in this research. Being corpus-based research that aims to infer SP from
concordances, it follows the link between semantic prosody and computational analysis of
the corpus data (as claimed by Hunston, 2001; Adolphs and Carter, 2002; Baker et al., 2006;
Baker, 2016). This claim can be seen in Hunston (2001, p.142) who says that SP can be
“observed only by looking at a large number of instances of a word or phrase, because it
relies on the typical use of a word or phrase”, and in Adolphs and Carter (2002, p.7) who
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state that, “the study of semantic prosody has only become possible with the advent of large
corpora and suitable software”. Similarly, Baker et al. (2006) put forward the notion that
semantic prosody is about “words in a corpus” and can be observed/revealed by
computational methods (as cited in Stewart, 2010, p. 81). Similarly, this research holds the
viewpoint that semantic prosody can be inferred by “elicitation and introspection” (Baker
et al., 2006 as cited in Stewart, 2010, p.82). According to Stewart, finding SP from corpus
data involves two macro stages: (a) choosing a relevant and appropriate search (natural
phenomena in the Qur’an), and (b) scanning the corpus data retrieved to identify
collocations and semantic preferences and then “translating” these into a prosody to
transform data into evidence (pp. 83-5). However, the second stage, as Stewart sees it, can
be highly interpretive and involves subjective judgments about the text (p.85). To reduce
subjectivity, this research consulted exegetical works, which include that of Tafsir al-
Jalalayn and Asbab Al-Nuzul. These provide the original interpretation of the Qur’an as
has been explained by Prophet Muhammad (peace be upon him) and his companions and

as reported by prominent Qur’an scholars.

The following sections discuss the corpus-based methods and steps of the computational
approach to the analysis of SP in the Qur’an and its translations in the first phase of this

research.

4.1.2 Text pre-processing20t

Text pre-processing via NLTK in Python, which involves “the transformations applied to
the data before feeding it to the algorithm” Mayo (2018, www.kdnuggets.com), was the
first step of exploring the SP of nature in the Qur’an (See Figure 26).

Read in Text Document

Stopword Removal
Punctionation Removal

Figure 26: A model for text pre-processing the research corpora?®?

201 See also Chapter Two for introductory tasks of experimenting with NLP to explore the list of natural phenomena that were practically
similar to this part of the methodology.
202 Adopted from Manning et al. (2008).
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This section of the methodology recalls the pre-processing model employed in the pre-
methodology stage of this research; Mayo’s (2018) model for pre-processing, which is also
based on Manning et al. (2008, pp. 47-56), resembles that of Pooja et al. (2016). The
elaboration of the pre-processing tasks of the Yusuf Ali translation was therefore repeated
in this part of the chapter, but with the addition of the details of pre-processing that are
exclusive to the Arabic text. In pre-processing (as in Figure 26), the first step was to read

each of the texts via Python as seen in the code below:

import nltk
raw= open ('en.pickthall (4).txt', 'r'). read ( )

The second step of pre-processing texts was tokenisation. It is defined as “the task of cutting
a string into identifiable linguistic units that constitute a piece of language data”(Bird et al.,
2009, p.109). In this process, the raw texts were split into smaller units (e.g., sentences then
words), and the result is a list of words or tokens (i.e. tokens in this research refer to the
smallest units that each corpus divides into; typically, each word form and punctuation is a
separate token). These tokens provide a platform for counting raw frequencies and
ascertaining unusual or significant frequency in the following task of exploring the SP of
nature in the Qur’an. Furthermore, the upper-case in the English texts was removed as a
form of normalisation or filtering (See the following code).

import string

from nltk.tokenize import sent_tokenize, word_tokenize

#tokenise and remove all upper-case in the English texts only

tokens =nltk.word tokenize (rawl)

raw2= [w.lower( ) for w in tokens]

After that, the normalisation or filtering phase is carried out to eliminate punctuation and
stop-words (e.g., the, at, which, and on). The removal of stop-words is done to focus on
content words, which were shown to reveal the covert meanings of nature in the Qur’an as
seen in the exploratory work that is reported in Chapter Two of this thesis. This study is
interested in looking at collocations [i.e., lexico-grammatical patterns], which are ranked
based on significance. To do this, the significance test of Log-Likelihood was used. This
test highlights high frequency words and is bound to generate collocations with an abundant
presence of stop-words [i.e., function words]. To go around this and focus on content
words, it was plausible to eliminate stop-words.293 However, it should be stressed that this

research does not neglect the role of function words entirely; that is, the allocation of

203 See also: https://www.lancaster.ac.uk/users/moocs/corpus/people/hardie-wk2/index.htm
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semantic prosody was not only determined via LG patterns with zero-function words. It
was elicited through the examination of concordance lines aligned with the raw corpora,
where the researcher observes the presence function words (e.g., negation particles, which
can occasionally change positive evaluative prosody into a negative one).

In this regard, Arabic, being a language with rich morphology, has stop-words with a
variety of forms that need to be removed. Based on a grammatical distribution of the most
frequent words, a list of stop-words was compiled and checked against the list recently
uploaded and provided by the NLTK update in Python. The 124 words that are not present
in the former list were also appended via Python. Firstly, a classification for grammatical
features of stop-words in the Qur’an was chosen as follows:

e Demonstrative pronouns

e Interrogative pronouns

e Prepositions

e Relative pronouns

e Expressions of exception

e Personal pronouns

e Conjunctions

e Particles of the accusative case

e Conditional pronouns

e Vocative case of pronouns

e One of the Five Nouns (s2 dw ‘possessor of”)
e Auxiliaries (verbs ‘to be’ and its ‘sisters’)

e Words of time and place

e Other words (as in Abu-Chacra, 2007, p.61)

Secondly, using NLTK in Python (as illustrated in the code shown below), the existing list

of Arabic stop-words in the NLTK was obtained.

from nltk.corpus import stopwords

Another list by Zerrouki and Amara (2009)204 as shown in the table below, was also

204 Available from: [http://arabicstopwords.sf.net], [Accessed March 2018]
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obtained. The number of distinctive, duplicate, missing, and compiled Qur’an stop-words

in each of the lists is also shown.

Table 17: Compiling the Qur’an stop-list

Zerrouki and Amara (2009)  Python.org Duplicate Missing Compiled Qur’an Stop-words
78 71 148 46 343

Stop-words in the Python list were checked against two lists: the list from Zerrouki and
Amara, as well as a compiled list of missing words based on the above categorisations
(particularly Parekh, 2000).2% The new list (343 words) contains the existing duplicate
words already in both lists (148 words); distinctive words specific to Zerrouki and Amara
but not in the Python list (78 words); distinctive words specific to the Python list (71
words); and the compiled missing words (46 words). The missing words are mainly the
ones that are not present in the existing three lists: inflectional forms of the particles;
repeated particles with diacritics that could affect the processing of the text if it has
diacritics; or repeated particles with the conjunction s ‘the Arabic equivalent of the
conjunction and’, which is not separate from the words in the Qur’anic text. The following
figure illustrates this task as the Python list was examined and modified. The words shaded
in pink are the ones that are missing; the ones shaded in blue are duplicates; the word in the

yellow shade is an example of an exclusive item in the list retrieved from python.org.

A B
Python.org Zerrouki Parekd
[bttps:/pypipython.orgpypistop- & Amara [www.understantquran.com, Mar,

words/2014.5.26, Mar, 2018} I

2018)
‘ Quran Stopwords

Figure 27: The modification of the available Python Arabic stop-words

205 Parekh (2000) presents a categorisation of the grammar of the Qur’an based on frequency to enhance the understanding of the
language of the Qur’an for non-Arab readers of the Qur’an.
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After that, the list of 343 words, as seen in the following box, was generated and appended

to the Python stop list to remove them from the Arabic text of the Qur’an.
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In addition, the English stop-words in Python were modified through the addition of archaic
English words such as: ‘hadst’, ‘thither’, ‘mayest’, ‘wast’, ‘wherewith’, ‘couldst’,
‘therefrom’, ‘thine’, and ‘shalt’. These words appear chiefly in the earliest of the five
translations (e.g., Pickthall); were validated in an experiment of comparing corpora2% (See

code below).

#removing stop words

stop_words=set(stopwords.words("english"))
##add new stop words

stop_words.update(('ever', 'whereby', 'didst"', '‘wherever', 'whenever', 'shouldst’, 'often’, 'thereat’, 'otherw
ise',"although','oft', 'anywhere', 'whoever', 'wouldst', "hast', 'manysoever','amid', 'specially’, 'wheresoev
er','never','wont', 'according', 'whatever', 'anything', 'behind’, 'thereon’, 'near’', 'furthermore', 'midst’,"’
thither', 'towards', 'whilst', "among', "hadst', 'towards', 'mayest', 'wherewith', 'wherewith', 'wast’', 'however
', "henceforth', 'thenceforth', "thereby', 'couldst', 'could', 'dost', 'throughout', 'therefrom', 'thine',
'whereof', 'wherein', 'shalt’, 'without’', 'within', 'also', 'yet"', 'yea', 'rather', 'whomsoever','till", 'therew
ith','every', 'would', 'whether', 'thus', "another', 'must', 'therefore', 'beneath’, 'forthwith', "hath', 'may’,
"except', 'might', 'doth', 'therein’, 'unless', "whereon', 'thus', "amongst', 'ah’', 'thee', "thou', 'shall’, 'ye',
"thy', 'thyself', 'whose','nay', 'mere', 'perchance', 'till', 'oer', 'betwixt', 'should', 'unto', 'thereof', 'upo
n','either', 'moreover', 'us', 'besides’, 'though', 'neither'))

raw3= []

for w in raw2:
if w not in stop_words:
raw3.append(w)

206 See Appendix F for the experiment of finding the archaic English stop-words.
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After the removal of stop-words from the texts in this research and for a similar purpose,
punctuation was removed both from the Arabic Qur’an as well as the five translations to
increase the speed of the programme in discovering the frequencies and collocations of
natural phenomena in the text-processing step.

#remove Punctuation
punct= set (string.punctuation)
rawl= ‘‘.join (w for w in raw if w not in punct)

The final step in text pre-processing was stemming, whereby morphological tools were used
to reduce multiple forms of the word to one form in a process referred to as stem-based
disambiguation.207 A stemmer in the context of this research is an automatic process in
which morphological variants of terms are mapped onto a single representative string called
a stem. Stemming was especially important to achieve results which reflect the aggregated
frequency and extract collocations accordingly; it was applied to the Arabic and English
texts (See also Section 2.3 on the justification for using stemming, especially on Arabic).
Hence, to explore the presence of SP in the Arabic Qur’anic text and English translations,
tokens needed to be reduced to their least minimally inflectional and derivational forms in
preparation for their use in processing the text. The lines of code below illustrate the
implementation of the Porter Stemmer, a tool developed by Martin Porter at the University

of Cambridge in 1980 used to stem the English texts.

import nltk
from nltk.stem import PorterStemmer #English texts only
ps= PorterStemmer ()

for w in raw3:
print (ps.stem (w))

The Arabic text, on the other hand, was stemmed using the Information Science Research
Institute's (ISRI) Arabic Stemmer by Taghva et al. (2005).2% However, it should be
mentioned that again, as when removing the Arabic stop-words (function words),20° the
morphologically rich nature of the Arabic language poses challenges for the Arabic
stemmer for it misses some of the words belonging to the same concept of nature (See
example in Table 18). For instance, the various word forms belonging to the concept day

in the Qur’an are stemmed, and the ISRI Arabic Stemmer misses several occurrences. To

207 [Chapter Two].

208 ISRI stemmer (Taghva et al., 2005) [found in: http://nltk.org].

209 Function words are defined as “a set of words sometimes referred to as grammatical words, consisting of pronouns, prepositions,
determiners, conjunctions, auxiliary and model verbs”. See also Baker et al. (2006, p.76).
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solve this problem, a unifying system is developed whereby one abstract Arabic root210
represents a natural term and its different morphological and semantic realisations. The
assigning of roots was based on the Qur’anic Arabic Corpus and checked against Lane’s
acclaimed Classical Dictionary of Arabic (1863),%!! and variation was reduced by
extracting the root for each of the terms. In an experiment to prepare the list of natural
phenomena to be computed for the exploration of the semantic prosody of nature in the

Qur’an, the root-based disambiguation took place on three levels; they are as follows:

1- Word level: different forms of the same word with differing stems. An example of
this is the root ~s/ywm/, which was used to unify the different forms of the word
‘day’ in Arabic (see also Table 18):

Table 18: The word-level root-disambiguation of the word day in Arabic

Arabic Word  English Equivalent ISRI Arabic Stemmer Root
23 a day genitive PgY as
pslls in the day genitive A o5
L5 a day accusative s as
a3l and the day genitive a5 o 52
LGl days accusative Ll o5
ps a day accusative oo o5
A days genitive o o
e two days " os
e accusative/genitive =

a3l today/ the day accusative s o
3 a day nominative s a5
e a day genitive o5 o
o3 for a day genitive ol o5
A5y the days genitive o) o5
245 on that day accusative Y o 52

2- Root level: two or more words have the same root. It is also defined in terms of
homograph ambiguity in Arabic NLP (Farghaly and Shaalan 2009) as a word

belonging to more than one part of speech, such as »3# gdm which could be a verb

210 Root, stem, and base are all terms used to designate that part of a word that remains when all affixes have been removed. A root is
a form which is not further analysable, either in terms of derivational or inflectional morphology. It is that part of word-form
that remains when all inflectional and derivational affixes have been removed. A root is the basic part always present in a
lexeme. In the form ‘untouchables’ the root is ‘touch’, to which first the suffix ‘-able’, then the prefix ‘un-* and finally the suffix
‘-s” have been added. In a compound word like ‘wheelchair’ there are two roots, ‘wheel’ and ‘chair’. A stem is of concern only
when dealing with inflectional morphology. In the form ‘untouchables’ the stem is ‘untouchable’. A base is any form to which
affixes of any kind can be added. That is, ‘touchable’ can act as a base for prefixation to give ‘untouchable’, but in this process
‘touchable’ could not be referred to as a root because it is analysable in terms of derivational morphology, nor as a stem since it
is not the adding of inflectional affixes which is in question. See also Bauer (1983, pp.20-1).

211 Lane, E. 1863. Arabic-English Lexicon, 2 books in 4 vols. London and Edinburgh: Williams and Norgate. Available from:
[http://www.tyndalearchive.com/TABS/Lane/], [Accessed 12 June 2018].
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meaning ‘to introduce’ or a verb meaning ‘to arrive from’ or a noun meaning ‘foot’.

Another example is taken from the context of the natural phenomenon of darkness

with the root »ls zIm, which represents two meanings: ‘darkness’ and ‘injustice’. To

solve this problem, a number is added next to the root, resulting in 15l to mean

darkness.

3- Synonym level: different words that denote the same meaning of the natural

phenomena. In this case, the synonyms of each term are included under the same

root. Examples of concepts with synonymous terms are shown in Table 19.2!2

Table 19: Examples of the synonym level root-disambiguation of the words

English Term Arabic Term Arabic Synonyms Root

sky/s /& el /elanall /e Lo/l gl g
Lew LS /iin/z jladll

sun ™ Ll m /el e

ship/ark <lla D) sl gl clyAind) /ellal) <lla

In addition, it should be mentioned that the English translations of the terms belonging to

natural concepts in the Qur’an were also disambiguated at the synonym level, such as the

synonymous words ‘skies’ and ‘heavens’ which are represented by the root sky. Finally, a

list of the Arabic terms and their disambiguated roots is shown in the table below.

Table 20: The root-based disambiguation of natural phenomena terms

Arabic Term  Translation Root-based disambiguation
el angel/s 1<k
Ol animal 2
(BN atom 1,03
oa ) seha back/s 1 ek
Jdad bee 1
alac bone/s ] plae
Jasll calf 1 dae
Dsua chest/s 1ova
ples cloud/s lpat
e crow 3L
Slalls darkness Jals
oadll dawn | BT
D day2 2 ¢
BB devil 208
P dust I
SIRAN ear/s 103

N earth/soil laa
Gl east 2055
O eye/s 20

212 Alshahrani, H. and Brierley, C. (2018). The Root-Based Disambiguation of Words in the Annotation of Semantic Prosody of Nature
as a Qur’anic Theme. A paper presented in The Workshop on Computational Approaches to Morphologically Rich Languages
(#CAMRL2018).
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Arabic Term  Translation Root-based disambiguation

o5 5/Ang face/s laas
daJl feet 2da)
Aaf fetus 4
Ol fingertips 1o
Bt fire 1o
Glia/dia garden/s Lo
O3 A generation/s 108
) gold 1 ad
l8 heart/s et
EEEN] heaven 208
a8 heel/s 128
IRIEVE hell 2 s
RYEEN iron JEREN
/o jinn 3o
Jlaidl left-hand 1dad
sl life I
L life2 1 550
BEt light 305
TPy lightning 1éx
Jdau/da) man/men 1d>
R mosquito I
sk mount 1osh
psf people of 2058
el red 1o
adall resurrection  1as8
Dl e river/s 1e
S roads 1dss
il e rock 4o e
Jb shade 1Jia
BB silk oo~
b silver [ anad
ol soul/s 1
O spring/s Iipe
) skl stages 2,5k
O stomach/s 1ok
BECVIBIEEN stone/s | BEEN
Gl sunrise 165
Sye sunset 2 2
ey the heights lae
Dsall the trumpet 1=
B treasure/s 15X
A valley/s ©9
e west lwe
eSS wind/s 1z
s wing/s Iz
ala Y womb 20
Cpellal) worlds lale
G year/s 1 i

4.1.3 Statistical analysis

Following the pre-processing of the text and the discovery of the 30 most frequent natural

phenomena?13 (see Chapter Two), two tasks of statistical analysis were undertaken:

213 They were by default 30 words but have additional terms because some of the terms which were in the original list were by definition
strictly positive (e.g. angels) or negative (e.g. devils, death). Hence, they were retained for investigation of their connotative



- 142 -

identifying collocations and ranking them in the Arabic Qur’an and the selected five
translations. This involved the identification of four dimensions of collocation discovery
(See Figure 28). A discussion of the methods applied to identify these features of
collocations is provided in this subsection.

\
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Figure 28: Statistical analysis of collocations of nature in the Qur’an

Moreover, the practical identification of collocations of the natural phenomena in the
Qur’an adheres to the most common definitions and methods in corpus and computational
linguistics. For example, the extracted collocations were bigrams, following the Manning
and Schitze (1999) model. Similarly, the collocation extraction coincides with the
definition of collocation by Bartsch and Evert (2014, p.76), which states that collocations
are “lexically and pragmatically constrained recurrent co-occurrences of at least two lexical
items which are in direct syntactic relation with each other”. Finally, this research
highlights the Firthian notion of collocations (1957), which assumes mere “habitual” co-
occurrence lexical items that occur a minimum number of times, usually at least five times
(as cited in Bartsch and Evert, 2014, p.52). In addition, it follows the established paradigm
of Evert (2008, p.41), which claims that collocation in this Firthian sense can be explored

in terms of frequencies and association measures. He writes:

Introduced as an intuitively appealing, but fuzzy and pre-theoretical notion by Firth (1957),
collocativity can be operationalised in terms of co-occurrence frequencies and quantified by
mathematical association measures (p.41).

meanings [evaluative and discourse prosodies], and the following terms in the list were added to enrich the coverage of this theme
in the Qur’an and its five translations. Hence, although they are 42 terms, they will be referred to as the 30 most frequent words
for the sake of exploring the ones that are intuitively positive or negative by dictionary definition.
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This research adopted Evert’s five-step model (2008) of collocation extraction to process
textual data in the exploration of the SP of nature in the Qur’an in the Arabic text and its

five translations. It consists of the following steps:

1- Identifying the type of co-occurrence (surface, textual, or syntactic).214
2- Finding the frequency signature (i.e., co-occurrence frequency and the marginal

frequencies f; and f2 in the corpus) for all relevant word pairs (w1, wy) as well as sample size
N. 215

3- Filtering the occurrence dataset by applying a frequency threshold.

4- Calculating the expected frequencies of the word pairs,216 using the general equation: E=
f1fo/N for textual and syntactic co-occurrence, and the approximation: E=kfif,/N for surface
co-occurrence, where k is the total span size [window].

5-  Applying an association measure [to score and rank the collocations from highest to lowest
in the strength of association].

As the first step, the chosen type of co-occurrence was the surface co-occurrence, that is,
the circumstances in which words are said to co-occur if they appear close to each other in
a running text and are measured by the number of intervening words or tokens (Evert 2008,
p.5). Surface co-occurrence is known as the most common approach in the Firthian
tradition in which two words are said to co-occur if they appear within a certain distance
or “collocational span” (Sinclair, 1991; Evert, 2008, pp.11-2). This surface co-occurrence
is combined with the node-collocate view, that is, looking for collocates within the
collocational spans around the instances of a node word (e.g., in this study, a word referring
to natural phenomenon). The chosen span size k of tokens, per this model, was ten words
(as in Sinclair 1991 and recommended by Baker et al. 2006). These collocational spans are
symmetric and are described as five tokens to the left of the node word and five tokens to
its right as follows: (L5 node R5).

The second step in this model was determining the frequency signature in the surface co-
occurrences of the node and collocate patterns of natural phenomena in the Qur’an. The

frequency signature of a bigram is comprised of four values: O for the observed co-

214 Evert (2008, p.4) claims that the co-occurrence of words can be defined in many different ways. Surface co-occurrence, often
combined with a node—collocate view, refers to collocates within the collocational spans around the instances of a given node
word. Textual co-occurrence considers words to co-occur if they appear in the same textual unit. Typically, such units are
sentences or utterances. In Syntactic co-occurrence, words are only considered to be near each other if there is a direct syntactic
relation between them. Examples are a verb and its object (or subject) noun, prenominal adjectives (in English and German) (as
in Evert, 2008, pp.12-4).

215 See also Evert (2004, p.36).

216 Expected frequencies are the values we would get if the proportions of the overall corpus are reflected identically in each section
of the corpus. They are found via a process of establishing the random co-occurrence baseline (Brezina, 2018, p. 69).
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occurrence frequency in a given corpus (sometimes also denoted by f, especially when
specifying frequency thresholds such as f > 5; f1 and f> for the marginal frequencies of the
first and second component of the word pair, respectively); and N for the sample size (Evert,
2005, p. 36). An illustrative example of the application of this step onto surface co-

occurrence is found in the text shown in the following figure (Evert, 2008, p.13):

A vast deal of coolness and a peculiar degree of judgement, are requisite in catching a hat,, A man must

not be precipitate, or he runs over it ; he must not rush into the opposite extreme, or e loses it
altogether, (... ] There was a fine gentle wind, and Mr. Pickwick's hat rolled sportively before it,, The

wind puffed, and Mr. Pickwick puffed, and the hat rolled over and over, as merrily as a lively porpoise

in a strong tide ; and on it might have rolled, far beyond Mr. Pickwick's reach, had not its course been
providentially stopped, just as that gentleman was on the point of resigning it to its fate,

Figure 29: lllustration of surface co-occurrence for the word pair (hat, roll) 2%/

This figure above shows the surface co-occurrences between the words hat (in boldface, as
the node) and roll (in italics, as collocate). The span size is four words, excluding
punctuation and limited by sentence boundaries. Brackets below the text indicate
collocational spans around instances of the node word hat. There are two co-occurrences
in this example, in the second and third span, hence O = 2. Their overall occurrence gives
the marginal frequencies of the two words counts in the text, i.e., fi= 3 for hat and f, = 3
for roll. The sample size N is the total number of tokens in the corpus, counting only tokens
that are relevant to the definition of spans. In this example, N is the number of word tokens,
excluding punctuation, i.e., N = 111 for the text shown in Figure 29. The full frequency
signature for the pair (hat, roll) is thus (2, 3, 3, 111). This research applied the same concept,
where each of the recurrent co-occurrences of the collocations of nature in the Qur’an is

assigned a frequency signature.

On the practical level, the text processing required for this step entails the use of collocation
finders in NLTK to provide the bigrams of each of the terms in the list of natural phenomena.
For example, the most frequent bigrams in the text were found through the use of NLTK

built-ins: bigrams () and FregDist ().

217 This is a toy corpus used by Evert 2008 consisting of 111-word tokens (excluding punctuation).
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bigram_fd = nltk.FreqDist(nltk.bigrams(tokens))
finder = BigramCollocationFinder(word_fd, bigram_fd)

To find the marginal frequencies of the word pairs in natural phenomena bigrams, Python
was run against the set of individual tokens of the text to calculate the frequency distribution

of the terms of the list of natural phenomena as seen in the following code:

from nltk. probability import FreqgDist

fdist= FregDist (word for word in dataset)

inspect= fdist

The third step following Evert's model was to filter the occurrence dataset by applying a

frequency threshold. In this regard, theoretical considerations suggest a minimum
frequency threshold of f >3, f>5 (Evert, 2008, p. 41 ), or f> 10 . They are generally
based on the size and content of the corpus used after the text pre-processing. Therefore,
the chosen threshold for this research was f > 3 because the size of the corpora is limited to
one Arabic text and five English representations of this text individually explored for the
collocational phenomenon of SP. Hence, a filter was applied to remove low-frequency

candidates (less than three occurrences in the corpus) as in the following code:
finder.apply freq_filter(3)

The fourth step applied per Evert's model of text processing was the calculation of the
expected frequencies of the word pairs, using the approximation E=k fif2/N for surface co-
occurrence, where Kk is the total span size (i.e., ten in this research). The expected frequency
of co-occurrence by chance E serves as a reference point for the interpretation of O: the
pair was only considered collocational if the observed co-occurrence frequency O is
substantially higher than the expected frequency E (Bartsch and Evert, 2014, p.49).

The fifth and final step was to apply the association measure to compute the significance
of the attractions between the words in word pairs of nature in the Qur’an; that is, to reflect
what extent the word co-occurrence is accidental. For this purpose, the association measure
employed in this research is the Log-Likelihood Ratio (LLR), an association measure which
was briefly described in the previous chapter. Developed by Dunning (1993), LLR is a
method used to qualify the association between two words in bigrams by calculating the
ratio between two likelihoods: the probability of observing one constituent of a collocation
given the other is present, and the probability of observing the same constituent of
collocation in the absence of the other (Dunning, 1993, p.61). It was selected as a preferred
measure because it is said to perform well on all corpus sizes, and is claimed by Dunning
(1993) to be more reliable with low frequencies (Daille et al., 1994, p. 174). It is defined

as shown in the formula below, where k, i, and j are the respective counts. LLR measures
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how much the observed joint distribution of words x and y differ from their distribution
under the null hypothesis of independence, i.e., how sign the association between them is

in the given corpus (Toivonen et al., 2013, p.3).

LLR(x,y) = -2ZZA'. ilog(pf ),

=] j=1

The LLR statistic gives a measure of the likelihood that two samples are not independent
(i.e., generated by the same probability distribution) (See the following code). To compute
the LLR score for collocates of natural phenomena in the Quran, the frequency signatures
in the second step of Evert’s model (2008) were employed to provide a scored list of

collocation for each nature terms as seen in the following lines of code:

from nltk. collocations import *
bigram_measures = nltk. collocations.BigramAssocMeasures()
print('%0@.2f" % bigram_measures. likelihood ratio(n_ii, (n_ix, n_xi), n_xx)

An example of the application of this code on the collocates of term ‘earth’ in Ali’s

translation is shown following code and its results:

Input:

print('%0.2f"' % bigram_measures.likelihood_ratio(190 , (200 , 419) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(227 , (2895 , 419) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(52 , (153 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(54 , (379 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(25 , (33 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(21 , (34 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood ratio(21 , (35 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(51 , (419 , 775 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(21 , (49 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(14 , (14 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(19 , (419 , 39 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(20 , (51 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(35 , (419 , 337 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(31 , (287 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(18 , (47 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(29 , (419 , 239 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(20 , (80 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(26 , (213 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(17 , (54 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(29 , (419 , 310 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(17 , (419 , 73 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(24 , (419 , 191 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(14 , (41 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood ratio(14 , (42 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(12 , (24 , 419 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(15 , (419 , 63 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood ratio(16 , (419 , 82 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(19 , (419 , 144 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(8 , (419 , 8 ) , 63688))
print('%0.2f"' % bigram_measures.likelihood_ratio(11 , (419 , 22 ) , 63688))
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Output:

1932.47
859.38
334.22
243.21
216.25
167.00
165.13
151.20
145.49
141.14
137.99
134.00
133.56
120.45
119.45
119.35
112.70
107.14
104.70
104.27
92.98
100.21
88.84
88.03
87.80
82.71
81.27
8l.ol
80.53
80.46

The researcher also experimented with another form of automated bigram exploration via
LLR in NLTK with Python. In this type of code as seen in the sample below, she only

specified the nature term, and the program ranked the collocations automatically.

from nltk.collocations import BigramCollocationFinder
from nltk.metrics import BigramAssocMeasures
from nltk.collocations import *
from nltk import FreqgDist
#Pickthall Bigrams and their LLR Scores
night_filter = lambda *w: 'night' not in w
finder = BigramCollocationFinder.from_words(text, window_size = 10)
finder.apply freq_filter(3)
finder.apply ngram_filter(night_filter)
m= finder.score_ngrams(bigram_measures.likelihood_ratio)
for item in m:
print (item)

Output:

(('night', 'day'), 17.311175543238136)

(('night', 'moon'), 7.716540258444388)

(('causes', 'night'), 7.209854396688973)

(('night', 'sun'), 7.029688723460942)

To conclude, when the LLR score of a pair is low, the words are said to be independent,
and it is high otherwise (i.e., words are highly associated) (Sharoff et al., 2006, p.3). More

on the parameters of the collocation identification (e.g., the collocation notation parameters)
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in this corpus-based research and its visual representation is discussed in Section 4.1.5 of

this chapter.

The following subsection describes how the researcher interpreted the quantitative results
of this subsection (e.g., the produced and ranked lists of the ranked bigrams of nature terms

in the Qur’an and its translations) to find their evaluative and discourse prosodies.

4.1.4 Finding the SP of nature in the Qur’an

In keeping with the theoretical framework built for this research, it is of importance to give
a clear picture of how the present study was conducted according to this methodology to
develop a systematic way of finding the SP of natural phenomena in the Qur’an. This
system was followed to find SP of nature in the Arabic Qur’an in this research and later
used to compare the Arabic Qur’an to its translations. To elaborate, as previously
mentioned, the resulting 30 most frequent natural phenomena were examined for their
collocations by computing their bigrams via LLR. The bigrams for each term were the ones
to consider in this research for two main purposes. The first purpose of finding the bigrams
of nature is to extract the lexico-grammatical patterns of nature in the Qur’an, which are
the founding blocks of unveiling the subliminal meanings connected with the theme of
nature in the Qur’an. The second purpose of employing bigrams of nature in this research
was to annotate the evaluative prosodies (EPs) and discourse prosodies (DPs) of natural
phenomena in the Qur’an. The percentage of the highest EPs and PDs for each of the nature
terms was assigned as its EP and DP. Hence, the exploration of SP was premised on the
analysis of both the evaluative and discourse forms of SP via discovering patterns of usage
and meanings (as in Sinclair, 2004a and Stubbs, 2007, p.155).

To obtain these meanings after processing the text,218 Sinclair's (2003, xvi-xvii) seven-step

procedure of reading concordances was followed. The steps are as follows:

1- Initiate. This involves examining the lexico-grammatical patterns for each node
after collocation extraction in the previous section by looking at the words that
occur immediately to the right and left of the node and identifying the highest
ranking pattern. Table 21 shows the categorisation of the collocates of nature terms

into syntactic sets.

218 Examples provided in this subsection are from both the Arabic text as well as the English translations.
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Table 21: A sample of the syntactic categorisation of collocates of natural phenomena

Nouns (n.) Verbs (v.) Adjectives (adj.)  Adverbs (adv.)

sign said many indeed

signs sent grateful verily

truth made subservient certainly

dominion praise SiX

Qur’an say merciful

[Prophet] Lut disbelieve lost

Noah establish spacious

Thamud know evil

Moses judge good

woe created righteous

bounty merge sealed

Pharaoh belong right

throne emerge black

thing assemble white

mischief earth the warned
swallow

sustenance appointed alike

creation send

All-Mighty descend

All-Wise wronged

effort earned

prophet paid

injustices burden

warning witness

brother punished

worshiper doeth

triumph guide

ignorance worship

promise waste

disbelief abode

doom pray

punishment taste

glitter invite

glory enter

reward reject

Eden glorify

righteousness give

works gave

believe remind

bliss flow

disease understand

book spread

Adam bow

enemy said

fire follow

creator subjected
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Nouns (n.) Verbs (v.) Adjectives (adj.)  Adverbs (adv.)
blessings come
darkness submit
light raise
bounties warn
blast conceal
flood drink
grapevines drown
light split
remember
cause

Interpret. After finding the lexico-grammatical (LG) patterns and syntactically categorising
collocates surrounding the nodes, these LG patterns were used to navigate concordance
lines and to interpret their meanings when aligned with their verses. For example, it was
useful to use concordances via Sketch Engine to navigate the context of the collocation
(e.g., bigram) found in the textual analysis of the collocation extractions. An example of
the use of copied concordances is shown below in the figure of the Excel sheet, where the
word 3_s nwr ‘light’219 is analysed. This nature phenomenon Arabic root includes both the
literal meanings of ‘light’, for example, in words such as s\ ‘translated as light of the sun’
and zolas ‘translated as lanterns when describing the light of the stars in the sky’ as well
as an attribute of God.220 In addition, verified collocates of this root as a token from the
previous subsection were marked in red in the concordance lines, and the corresponding
verses are aligned to the right. With the microanalysis of the word via consultation of the
Tafsir and Asbab Al-Nuzul (e.g., the contexts and occasions of the Revelation of the

Qur’an), the SP of natural phenomena in the Qur’an was explored.

H

Concordance lines
3 Juiad 3 da @ 3 o D lganats! 3l gl e < 3590 > W5 9 &) Sty p sl Ui W &
T 1900 )3 3 s Dolpo @ Sip 3 3L < 3055 > 1kl @2 sy 9 A 1 Juw digaz
Jbo1 3 Oalyll 3 1938 sl Ogudl S < 3055 > S B gl L1 (risall o iy Ol il
Oshans 55801 05 2 0 1l 3 e el e < 3355 > a3 190 Ban 05500 J b gialel Slolas J o |
Wl lasa <l Jgany g JB Ogndiaall iyl U351 < 355 > laa3! 9 09 405 9 0956 3 Tgial UEY! 9 @b 0! aas i3 SEA)I o2 GO
oo 03,3801 2,53 395 o ] Gl 9 3 9 Ol < 3555 > 19l H9ups 0354 Kilonas 41 sy gl
2 5 J @1 033 S 2 gy S 08380155 < 3055 >yl b s 2 9 O b 3055 gkl O3
il 3 sl 3 QLS O 5 gls 1aals s J Jlslax < 355 > 1l S5 208 (aY! Siam S L b 1k

J b3 o) s ] sl il bl 8 0 0310 < 3055 > 1kl b 255 J s S o el

2298 J gwga JU 85 Jluo U J dll pgs @ S5 3 < 3055 > Wlallall 298 2,31 B gwge Uy! @S

Figure 30: A concordance of the nature term light in the Qur’an

219 The number ‘3’ next to the Arabic word in the figure represents the root-disambiguation of the word (See also Section 4.1.2).
220 See also the Quranic Arabic Corpus, Available from : http://corpus.quran.com/search.jsp?g=light
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However, since many concordance searches of nature terms in this research can
produce hundreds of lines in the Qur’an datasets (source text and target texts), this
zresearch follows Sinclair (1999) in selecting 30 random lines in which the
statistically significant bigrams appear and noting patterns in them, then selecting a
different 30, noting the new patterns, and so on until a further selection of 30 lines
reveals nothing new (Baker et al., 2006, p.44). This is done to perform a content
analysis to interpret the meanings of the co-occurrences of nature in the Qur’an.
Thus, the analysis of the first 30 concordance lines for the nature terms helps in
forming a hypothesis that may link repeated words (e.g., they are from the same
word class or have similar meanings). Their link was generally established by
categorising the meanings into categories.

2- Consolidate. This means looking for other evidence (other collocations) to support
the hypothesis formed from the first 30 lines of the concordance in Step 2, extending
beyond the word positions first studied and revising the hypothesis by looking at
the next 30 concordance lines of patterns of natural phenomena. This was done by
conducting a form of content analysis of nature in the Qur’an to elicit the pragmatic
functions?21 of the lexico-grammatical patterns of natural phenomena (See figure

below and for details and examples see qualitative analysis in sub-section 4.1.5).

| Translation of tafseer (P

|[5:44] Surely We revealed th{emphasis of truth of
6:122] The following was re{believers

7:157] those who follow the|emphasis of truth of
:32] They desire to extingulemphasis of truth of
:32] They desire to extingulemphasis of truth of
13:16] Say, O Muhammad ( h of truth of
14:1] Alif i3m ra": God knowi{emphasis of truth of
14:5] And verily We sent Mdemphasis of truth of
21:48] And verily We gave hasis of truth of
24:35) God Is the Light of thiglocifying of God
1[24:35] God Is the Light of thiglorifying of God
{[24:35] God is the Light of thiglorifying of God
24:35] God is the Light of thiglorifying of God
{[24:35) God is the Light of thiglocifying of God
1{24:35] God is the Light of thiglorifying of God
[[24:35] God is the Light of thiglorifying of God
24:40] O, [it is that] those (disbelievers
#.1[24:40] Or, (it is that] those {d‘-soelimrs

3,0 > b rpdzal) A2 o 313l Wa 3 Slia S

B> Jhs 35 gaun 3395 <l (il dlhcps 31505 Mia 3 PRGN FUL

888355 e B shew 3395 AUl (edzall

B> 3,00 38AE 3,55 Jhe B st 3 )00 a Sudizall

10,2 235 48 s 35

3255 2385 dunmaal o Cusj 3K 10k 28 a) L lagh P

& S 3,5 3,50 2,50 ol w98 o) 3K 1k

[ Jasws Lol oS Sty L s 1l 1ead 2 358

3250 <6 s by o5 Sy 2050 i 1B Lea PRt B 5 55 330 e B3 BN 0T 5§ SIS s 2

Figure 31: The discourse prosodies of the word light

3- Report. It means the labelling of the evaluative prosodies for each of the patterns of
natural phenomenon as being positive, negative, or neutral based on the acquired

connotative meanings from the co-text?22 in each of the co-occurrences. Figure 32

221 Pragmatic functions are also referred to as discourse prosodies in this thesis.
222 Co-text is the text occurring around a node, as can be seen in a concordance (Baker et al., 2006, p.199).
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shows three different SP meanings of the word water.??®

It can have positive and
negative EPs when its neighbouring collocates, such as ‘tidings’, ‘send’, and
‘scalding’ respectively refer to the emphasis on the message of the Qur’an,

glorifying God and his creation, and punishment in the afterlife.?2*

verse Tafseer Water -¥ Bigram Dis. SP
And it is He who sends the winds [25:48] And He it is Who sends
as good tidings before His mercy forth the winds (al-riyaha; a
and We send down from the sky variant has al-riha, ‘the wind’)
dispersing before His mercy
(nushuran, ‘dispersing’),
scattered before the [coming of
the] rain (a variant reading has
nushran, the singular of which

pure water

is nashar, similar [in pattern]
to rasdl. ‘messenger’ [plura
rusul); another reading has
nashran, as a verbal noun; and
a third variant has bushran, in
other words, [the winds
function as] mubashshirat,
‘bearers of good tidings’, the
singular of which is bashir);
and We zend down from the pos (sends sky).(sky,water) (sends w glorifying of God /emphasis o
Then indeed, they will have after [37:67] Then, lol, on top of it
it a mixture of scalding water. they will have a brew of boiling
water, which they drink and
which mixes with what they
have eaten and becomes a brew
thereof neg (scalding water) punishment 2

» bigrams datasets collocation totals Arabic Pickthall Al Arberry Sahih Hi ... (&

Figure 32: The discourse prosodies of the word water

The following step was to manually annotate the verses in which these patterns
occur with the appropriate evaluative and discourse prosodies for each of the nature
terms in the Qur’an. It should be noted that when calculating the evaluative and
discourse prosodies of nature terms, it was necessary to go back to the contextual
meanings of the terms and consult the Tafsir of the verses for the further assertion
of the meanings and to avoid subjectivity.

4- Recycle. This step means starting with the next most important pattern nearest to
the node and looking for anything unusual in any remaining data.

5- Results. The manually calculated SP of nature in the Qur’an (the percentage of the
evaluative and discourse prosodies for each of the natural phenomena) was reported
(See also quantitative analysis in section 4.1.5). The highest percentage of EPs and
DPs for each natural phenomenon word is said to be its evaluative prosody and
discourse prosody. For example, Figure 33 illustrates the different pragmatic
functions of the words people, day, sky/heavens, earth, and water in the Arabic

dataset. Their discourse prosodies meanings or pragmatic functions were found by

223 Translation of 1997. Sakih International The Qur'an: Arabic Text with Corresponding English Meanings. Riyadh: Abul-Qasim
Publishing House.
224 Referred to as ‘punishment 2 in this research.
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calculating the percentage of the DPs over the total frequencies of each of the words

in the text.
1 prople day
3 Row Labeks « Count of Dis. 5P Row Labels = Count of Dis. SP sky/heavens
4 believers 3 believers 4 Row Labaks = Count of Dis.
5 dishelievers 42 believers L} emphasis on message
& disbelieversfemphasis on message 1 dishelievers d emphasls on message
7 disbelievers/glorifying of God 1 emphasis on message 3 glodifying of God
5 emphasis on message 43 emphasis on message freward 1 glorifying of God/emphasis on message
5 emghasis on meskage i glorifying of God 2 glorifying of God/emphasis on message
10 emphasis on message/disbelievers 1 glorifying of Godfemphasis on message 3 punishment 2fglorifying of God
11 glorifying femphasis on message 1 Islamic teaching 3 reward
12 glosifying of God 3 punishment 2 13 Grand Total
18 glorifying of God/dishelievers 1 punishment 2/glorifying of God 1
14 glosifying of God/emphasis on message 5 reward 1
15 glorifying of God/emphasis on message i wWiong diers |
16 |glorifying of God/emphasis on truth 1 Grand Total 40
17 hypocrites 1
18 lslamic teaching )
18 miracle story 7 earth water
20 punishment 1 11 Row Labels = Count of Dis. 5P Row Labels = Count of Dis|
21 punishment 1 dishelievers 2 glorifying of God
23 Iransgressors i emphasis on message | gledifiing of God Jemphasis on message
23 wrong doers 5 ghorifying of God 17 glorifying of God/emphasis on message
24 Grand Total 133 glorifying of Godfemphasis on message 3 glerifying of Gedfemohasis on message

Figure 33: A dataset of the pragmatic functions to find discourse SP in the Arabic text

6- Repeat. In this step, a new selection of data (30 concordance lines of another natural
phenomenon term) from the corpus is taken, and the same steps of reporting the

analysis are followed.

The following section will discuss the types of analyses employed to explore the SP of

nature as a theme in the Qur’an with examples.

4.1.5 Data analysis in this research

Given that the datasets resulting from this research were both statistical and linguistic, it
was important to employ a mixed-method approach, i.e., a quantitative and qualitative
analysis, in the data analysis. The quantitative side involved a statistical analysis of the
frequencies and bigrams identified using NLP applications with Python to rank collocations
of nature in the Qur’an. Following that, the qualitative analysis was performed to elicit SPs
(i.e., EPs and DPs) of natural phenomena in the Qur’an. Finally, to obtain EPs and DPs for
each of the nature terms, the percentage of their evaluative and discourse prosodies in
relation to their total frequencies in the text were calculated. Figure 34 summarises the
approach to data analyses used in finding the SP of natural phenomena in the Qur’an. It can
be broken down into three steps, and its results are used in the comparison in the following

stage.
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Quantitative

statistical analysis

Qualitative

content analysis

Quantitative

calculating SP

Figure 34: The data analysis of SP of natural phenomena in the Qur’an

1- The quantitative analysis:

When determining the SP of the 30 most frequent words describing natural phenomena (cf.
Sinclair, 2004b), this research examined the units of meaning of the collocational
framework containing a word that represents a concept related to nature, as well as its
surroundings which ascribe the word with positive, negative or neutral associations only
through the statistical and qualitative analyses of their collocations (See also Coffin et al.,
2014; and see Table 27 for the most frequently mentioned natural phenomena in the Qur’an,
Section 5.1). To do so, it was necessary to include some words that are neutral by default
in the list of the 30 most frequent terms. However, there are words in the list that have by
default and dictionary definition either positive or negative associations22> already, such as
the afterlife creations of Heaven or the Garden (positive association with promised reward)
and Hell (negative association with severe punishment). Other words include living
creatures belonging to the spiritual beings of angels (positive association with benevolence),
devils (negative association with evil spirits), and the weather phenomenon flood as a noun
(negative association with destruction). Interestingly, the word death, which, according to
its meaning as per the dictionary, has a negative association with grief, is seen in the Qur’an
as part of nature’s cycle of life and an inevitable beginning of the afterlife, leading to the

Hereafter. See the following examples:

225 https://en.oxforddictionaries.com
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Saheeh International: Every soul will taste death. Then to Us will you be returned. Verse (29:57)
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Saheeh International: And it is He who created the heavens and the earth in six days - and His Throne had
been upon water - that He might test you as to which of you is best indeed. But if you say, ‘Indeed, you are
resurrected after death,” those who disbelieve will surely say, This is not but obvious magic.” Verse (11:7)
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Saheeh International: And Allah has sent down rain from the sky and given life, thereby to the earth after
its lifelessness. Indeed in that is a sign for a people who listen. Verse (16:65)

The aforementioned words are interesting for their salience by frequency in the Qur’an,
rendering them integral parts of the co-occurrence of natural phenomena. Although it
seemed unlikely that they will display the tendency to acquire other connotative colourings,
they were not disregarded. Therefore, although they are not excluded, the list was merely
expanded to include additional terms, the last of which is the word ‘star’, which occurs 13

times in the Qur’an.

A further step in the implementation of the distributional approach (adopted from Evert,
2005; 2008) was taken through statistical analysis to reveal both the structures of
collocations of natural phenomena in the Qur’an. An example of the study of the nodes
belonging to natural phenomena in the Qur’an, both in Arabic and English, are in the
following figure, which shows their frequencies, morphological and semantic variations,

and translations.

F G H K L
Arabic Quran English Translati
Arabic Frequency  Pickthall Ali Freguency Arberry
534 people 511 people
481 day 520 day
&52 earth(s) 419 earth(s)
324 skyis]l/heavens 247 chy(s)/heavens
295 soul(s) 175 soulls)
276 resurrection 20 resurrection
255 hell/ffire E1 hellffire
255 life 213 life
151 man/human/men 574 man/human/men
144 heawenythe garden 129 heawen/the garden
142 hearts) 161 heart(s)
51 beings 49 all beings
55 villlageoown 17 villagefoown
55 mountain 45 hills
A river(s) 53 riveris] 55 riwer{s)
=Lai women 49 women 58 women
47 light 78 light
44 chest{s)breast|s) 14 chest{s)/breash|s)
39 sea (s) 42 seals)
35 year(s) 35 year(s)
20 wabersprings 32 fountain(s)

Figure 35: The frequencies of natural phenomena nodes


http://corpus.quran.com/wordbyword.jsp?chapter=11&verse=#(11:7:1
http://corpus.quran.com/wordbyword.jsp?chapter=16&verse=6#(16:65:1
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Furthermore, following Evert (2008), this research filtered the bigrams of nature in the
Qur’an by calculating their the LLR association scores. The ranked lists of collocates of
the word ‘garden’ as seen in the figure are the ones that were later used to annotate the

verses for SP.

Sahih 140 N=57428 k=10

- Index Position Collocate Observed Freg f2 Freq Sign Expected freq LLR
1R flow 35 41 35_41 140 57428 0.999512433 22.8437196
2R rivers 36 53 36 53 140 57428 1.292052657 22.7638358
3L admit 15 28 15_28_140_57428 0.682593857 11.1264208
4L righteous 26 167 26_167_140 57428 40711847388 10.5338736
5R abide 19 55 19 55 140 57428 1.340809361 9.31628277
6 R perpetual 11 17 11 17 140 57428 0.414431984 9.18173307
7R residence 11 26 11_26_140_ 57428 0.633837153 7.93435523

| 8L deeds 16 135 16 135 140 57428 3.291077523 6.9502751

Figure 36: A sample of the statistical representation of the collocations of nature in the
Qur’an in accordance with Evert’s model (2008)

In addition, it should be noted that it is at this point that the visual representation of some
of the collocations of nature was implemented using GraphColl in LancsBox and via the
Log-likelihood statistic. To check that the LLR scores from both Python and LancsBox
were similar, the researcher ran the same dataset in both. To visually represent a word via
LancsBox, the researcher employed the following lines of code in Python to score each of
the found collocations in Steps 2 and 3 of Evert’s model (2008):

from nltk. collocations import *
bigram_measures = nltk. collocations.BigramAssocMeasures()
print('%0.2f' % bigram_measures. likelihood ratio(n_ii, (n_ix, n_xi), n_xx)

An example of the resulting scores of the word ‘earth’ in Ali’s translation is shown in the

table below:

Table 22: The Python and LancsBox LLR scores of bigrams of the word ‘earth’ in Ali’s
translation

Index  Position  Collocate  Observed Freq 2 Freq Sign Python LancsBox

1 L heavens 190 200 190 200 419 63688 193247 193117761
2 L Allah 227 2895 227 2895 419 63688 89938  g57.975075
3 L created 52 153 52 153 419 63688 33422 333803201
4 L things 54 379 54 379 419 63688 24321 242 784882
5 L belongs 25 33 2533 419 63688 21625 216.04542

6 L belong 21 34 21 34 419 63688 167 166.822789
7 L dominion 21 35 21 35 419 63688 16513 164.958461
8 R say 51 775 51 419 775 63688 1912 150824677
9 L heaven 21 49 21 49 419 63688 14549 145320649
11 L belongeth 14 14 14 14 419 63688 14114 141022313
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Index  Position  Collocate  Observed Freq  f2 Freq Sign Python LancsBox

12 R mountains 19 39 19 419 39 63688 13799 137.832601
13 M creaion 20 51 20 51 419 63688 134 133.835404
14 R signs 35 337 35419 337 63688 13356 13328924
15 L made 31 287 31,287 419 63688 12045 120207916
16 L sky 18 47 18 47 419 63688 11945 119300733
17 R see 29 239 29 419 239 63688 11935 119123114
18 L knows 20 80 20 80 419 63688 1127 112537886
19 L life 26 213 26,213 419 63688 10714 105.938765
20 L mischief 17 54 17 54 419 63688 1047 104563352
21 R verily 29 310 29 419 310 63688 10427 104047599
22 R glory 18 73 17 419 73 63688 9298 100.64114
23 R power 24 191 24 419 191 63688 10021 10001898
24 L gives 14 41 14 41 419 63688 88.84  gg 7242555
25 M rain 14 42 14 42 419 63688 88.03  §7.9139996
26 L travel 12 24 12 24 419 63688 87.8 87.7014941
27 L praise 15 63 15 419 63 63688 8271 g 587466
28 R end 16 82 16 419 82 63688 8127 811436209
29 R forth 19 144 19 419 144 63688 8101 g0 8538602
30 R spacious 8 8 8 419 8 63688 8053 804680481
31 R spread 11 22 11 419 22 63688 80.46 80.366752

Finally, the statistical analysis in this methodology can be represented via Brezina et al.’s

(2015) and Brezina’s (2018) collocation notation parameters as seen in the following table:

Table 23: The collocation parameters notation (CPN) of natural phenomena in the Quran

Statistic Statistic Statistic LandR Minimum Minimum Filter
D226 name227 cut-off span collocate freq. collocation
value (©) freg. (NC)

6a LL 6.63228 5L-5R 3 3 function
words
removed; ranked
collocates
considered

It is also summarised as follows:

Collocates of natural phenomena in the Quran: 6a-LL (6.63), 5L-5R, C3-NC3; function

words removed; ranked collocates considered

226 In their Appendix 1, which lists the default association measures implemented by GraphColl, Brezina et al. (2015, pp168-72) give
each association measure a unique identifier called a Statistic ID. They are also available in Evert (2004, Section 3; 2010).

227 The name of the employed association measure.

228 It is the default cut-off in the LancsBox toolkit, and it is claimed that the statistical significance at a confidence level of 99% is
generally reflected in LL scores of 6.63 and over (Rayson 2009).



- 158 -

An example of a visual representation in LancsBox is in Figure 37, which shows the

bigrams of the word (saled) g/ ‘Glamin, translated as ‘beings’ by Arberry.

- carth

,signs

-preferraﬂo‘d
®reminder ®bhaing:

|;one
_-curely

-,=aid

Figure 37: Collocates of ¢saledl g/ ‘Glamin, translated as ‘beings’ by Arberry in the Quran
: 6a-LL (6.63), 5L-5R, C3-NC3; function words removed; ranked collocates considered

The following task in the quantitative analysis was to examine the bigrams of nature terms
as lexico-grammatical patterns and categorise them into groups of pragmatic functions of
nature in the Qur’an. Their examination, following Brezina’s approach to the analysis of
the lexico-grammatical features (2018, p.104), included a quantitative analysis of their
frequencies both in the Arabic ST and those in their translations in the five English TTs as
sub-corpora of the whole corpus of natural phenomena occurrences in the Qur’an and its
translations. A sample of an overview of the statistical profiling of the lexico-grammatical
patterns of nature in the corpora of this research is shown in the figure below, and results

of their comparison will be discussed in the following chapter.

400
—
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— . — _
200 |
. [ [
- l l l .
0
Arabic Pickthall Ali Arberry Saheeh Halem

EN+N B N+V V+N ADJ+N m N+ADJ EAV+N EN+AV

Figure 38: The LG patterns of natural phenomena in the Qur’an and its translations

However, the categorisation of the LG patterns of natural phenomena terms in this research

was qualitative and will be discussed in the following sub-section. Subsequently, to
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quantitatively obtain evaluative and discourse prosodies, the percentage of the EPs and SPs
over the total frequencies in the text were calculated. Once the datasets of the Arabic Qur’an
and its five translations were annotated with these two attributes, the qualitative analysis
was conducted to compare the translations of the Qur’an as will be seen in Part 2 of this

chapter.
2-  The qualitative analysis

After ranking the list of bigrams, or the lexico-grammatical patterns, for each of the nature
terms as seen above in Figure 38, each of them was checked against their original textual
environments and allocated a SP for each contextual environment (as in Sinclair, 1996;
1998; Stubbs, 2001; Partington, 2004b). The six datasets of pre-processed text were each
run in Sketch Engine to generate the concordance lines of the 30 most frequent natural
phenomena in the Qur’an. However, it should be mentioned that in exploring the lexico-
grammatical patterns of nature in the Qur’an, the use of Sketch Engine was only in applying
the concordance function, and the Wordsketch function was not used for two reasons.
Firstly, the data that was run to generate concordance lines based on the Log-Likelihood
association measure was the pre-processed texts, which have the nature roots in Arabic, the
English stems representing natural phenomena, and no function words or punctuation. This
meant that a Wordsketch, although very sophisticated and visually useful in discussing
collocates, was not necessary for the fact that the uncovering of SP meanings of nature in
this research requires a look back at the raw corpora for more evidence via alignment.
Secondly, this research employs GraphColl in LancsBox, which can perform a similar task
to that of Wordsketch but enhances the view of nodes and collocates to be a network of

collocations that is connected through common denominators, namely collocate sets.

Once they were marked as nodes with their collocates, the LG patterns were examined
qualitatively in line with Sinclair's (2003) seven-step procedure for reading concordances
to uncover the evaluative and discourse prosody of each of the terms by aligning each
concordance line with its original verse (See Figures 30 and 31 in the previous section).
Exegeses (Tafsir) were consulted to ensure that the researcher’s perception (judgment) of
the interpretation of the contextual environment in which we find the co-occurrence is

accurate.
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Figure 39: The annotation of the evaluative prosodies of the natural phenomena

Using the resulting categories of statistically proven collocations and their lexico-

grammatical patterns, each of the natural phenomena words was assigned various

evaluative and discourse prosodies. By observing the lines of the concordance of each of

the grammatical pattern (i.e., bigram), the nature terms were assigned the different SPs they

hold as the text unfolds. As has been highlighted previously, the unit of meaning adopted

in this research is Sinclair’s Lexical Extended Unit (2004a); that is, SP is assigned within

the parameters of the lexical unit. This means that the annotation of verses or translated

verses, including more than one natural phenomenon can be dual such as the annotated

verse shown in the following figure:

Verse T |Tafseer

[40:57] The following was revealed
regarding the deniers of
resurrection: Assuredly the creation
of the heavens and the earth, asan
[unprecedented] first act, is greater
than the creation of mankind, a
second time — which is the
restoration [of them after death];
but most people, namely, the
disbelievers of Mecca, do not know,
this, and so they are like the blind,
15 | whereas those who know it are like
33 those who have sight.

neg pos pos (many,people),(creation, ez disbelievers/emphasis on message

Figure 40: An example of dual annotation of discourse prosodies

In addition, a sample of the SP annotated datasets is provided in the figure below.
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Verse Tafseer Bigram Dis. SP

50143 ] el G215 Eudl o35 553 0] [50:43] Indeed it is We Who give life and brin, (life,death) glorifying of God
[50:44] On the day when (yawma substitutes
for the previous yawma, with the intervening
[statement] being a parenthetical) the earth
is split asunder (read tashaqqaqu, or
tashshagqaqu, where the original second t3"
[of tatashaqqaqu) has been assimilated
with it [the shin]) from them, [they will come]
5044 |G 245 I3 Bhuw Ak SN B233 35 hastening forth (sird‘an: [sird’ the plural of
a3 sarf’, a circumstantial qualifier referringto  (earth,day) horror of judgment day
[51:22] And in the heaven is your provision,
that is, the rain from which results the
51]22 [-_.o, [ d.u, sl 45 vegetation that is [your] provision, and (sustenance heavens) glorifying of God/emphasis on message
[51:23] So by the Lord of the heaven and the
earth, it, that which you are promised, is as
51123480 1 e S50 & a8 suti 558 assuredly true as [the fact] that you have
.,—’n-: [power of] speech (read mithlu, in the (heavens, earth) glorifying of God/emphasis on message
[51:46) And the people of Noah (read wa
qawmi Ndhin, as a supplement to Thamida,

in other words: ‘in the destruction of these

51146 (nauth U3 ',.5 152;:,‘.5 o :). #895 [two peoples] by what [destructive power]  (noah people) punishment 1
[51:56] And | did not create the jinn and
t » .. Arabic Pickthall All Sahih Arberry Halem bigrams datasets Sheeté S .o (& <

Figure 41: The annotation of the discourse prosodies of nature in the Qur’an in Arabic

The qualitative analysis developed for the categorisation system contains thirteen content
categories derived from contextual environments in which natural phenomena occur in the
Qur’an (Hsieh and Shannon, 2005, p.1277). An example of a concept related to the theme
of nature is the word signs, which refers to various phenomena, ranging from the universe,
its creation, the alternation between day and night, and rainfall, the life and growth of plants.
We find other references to miracles, the rewards of belief and the fate of unbelievers. The

following are Arabic examples with some of their translations which illustrate a diverse
29

number of occurrences of the word signs with natural phenomena in the Qur’an?

13 ’fr}/E,/ it S

A g e 85 00 L 105 N3 3 8005
Fhs <
{65

Arberry: And of His signs is the creation of the heavens and earth and the crawling things He has scattered
abroad in them, and He is able to gather them whenever He will. Verse (42:29)

TS T N R s VPR P B St N T I
) e b S A NP A

Yusuf Ali: A Sign for them is the earth that is dead: We do give it life, and produce grain therefrom, of which
ye do eat.

Verse (36:33)

229 http://corpus.quran.com/


http://corpus.quran.com/wordbyword.jsp?chapter=42&verse=2#(42:29:1
http://corpus.quran.com/wordbyword.jsp?chapter=36&verse=3#(36:33:1
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Saheeh International: Sailing under Our observation as a reward for he who had been denied. And We left
it as a sign, so is there any who will remember?

Verses (54:14-15)
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Saheeh International: (The Day) when Allah will say, ‘O Jesus, Son of Mary, remember My favour upon
you and upon your mother when | supported you with the Pure Spirit and you spoke to the people in the cradle
and maturity; and (remember) when | taught you writing and wisdom and the Torah and the Gospel; and
when you designed from clay (what was) like the form of a bird with My permission, then you breathed into
it, and it became a bird with My permission; and you healed the blind and the leper with My permission; and
when you brought forth the dead with My permission; and when | restrained the Children of Israel from
(killing) you when you came to them with clear proofs and those who disbelieved among them said, ‘This is
not but obvious magic.” Verse (5:110)

To perform a qualitative analysis of nature in the Qur’an, two steps were followed: the first
was to organise all the recurrent collocates of the thirty most frequent natural phenomena
per their lexico-grammatical patterns by coding, using the annotations on the Excel sheets.
In the second step, the collocations of nature terms were ascribed to different categories, as

follows:

o Description of believers

e Shunning of disbelievers

e Anemphasis on the message

e Description of evil doings of Satan

e Praising and glorifying of God

o Description of the horror of judgment day

o Description of hypocrites

e Islamic teaching

e Part of a miracle story

e Punishment in the present life (present-life punishment)
e The punishment in the afterlife (afterlife punishment)
e Description of transgressors

o Description of wrongdoers


http://corpus.quran.com/wordbyword.jsp?chapter=54&verse=1#(54:15:1
http://corpus.quran.com/wordbyword.jsp?chapter=54&verse=1#(54:14:1
http://corpus.quran.com/wordbyword.jsp?chapter=5&verse=11#(5:110:1
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The resulting categories were the discourse prosodies of natural phenomena in the Qur’an

(See Section 5.1. for results).

In summary, the first stage of this research produces the following: statistical information
about the natural phenomena in the Qur’an and its five translations and datasets of
annotated SP of nature terms in the Qur’an and its five translations. These results, which
will be reported and discussed in further detail in the following chapter, are the basis of the

comparison of the translation corpus-based methodology in the next section of this chapter.

4.2 Part 2: The evaluation of the Qur’an translations via SP of nature

terms

This section describes the second stage of this research in which the datasets of the previous
stage were used to evaluate the translations of the Qur’an via evaluative and discourse
prosodies as tools to contribute to accuracy and consistency in the translation of the Qur’an.
It is the part of the methodology that involved the qualitative analysis in evaluating the
translations in regard to being the most congruent in their representation of the theme of
nature in the Qur’an. In addition, it is the section that describes the translated datasets
following Stewart's (2000) approach to analysing translated texts, aimed to identify the
difference in the translations but not to judge them. In other words, it only describes the
differences in the representation of SP of natural phenomena and the results show the
representation closest to the Arabic, not the most accurate in translation. In essence, it is
not within the scope of this study to provide a comprehensive linguistic evaluation of the
translations of the Qur’an or prescribe the best translation/s to be used by the reader of the
Qur’an. One contribution of this study, however, is that it demonstrates the importance of
an awareness of the analysis of SP as a tool for achieving better accuracy and consistency
in translation. Therefore, this part of the research addresses the following questions:

1- Which of the five translations is most congruent, and which is the most divergent
from the representation of nature in the Qur’an?
2- How can variances of the representation of SP of nature in the English renderings

of the Qur’an be justified in terms of consistency and accuracy?

In sum, this section provides an overview of the steps taken to analyse the datasets of the
English renderings of the Qur’an; references will be made to three components of this
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corpus-based study of the parallel corpora of the Qur’an (frequencies, collocation and LG,
and SP).

4.2.1 Why semantic prosody?

This subsection presents the rationale behind the selection of the analysis of SP, which is a
tool to achieve both accuracy and consistency in comparing and evaluating the translations
in this research. SP was chosen as the linguistic feature employed to compare the
translations of the Qur’an, for it is the starting point for a writer/translator’s choice of a
lexical item. Before a writer or speaker chooses his/her lexical items to express meaning,

he/she should first choose the SP of their words.

The selection of the item is controlled by the prosody, because the whole point of expressing
oneself in this way is to pre-evaluate the actions, which would otherwise be evaluated

positively by the reader/listener (Sinclair, 2004a, p. 175).

From the point of view of the speaker/writer, the textual process of constructing a lexical

item is described as follows:

1. First, the speaker/writer selects semantic prosody of x applied to a semantic preference y.
2. The semantic preference, in turn, controls the collocational and colligational patterns.

3. The final component of the lexical item is the (invariable) core (Sinclair, 2004b, p. 34).

Furthermore, in the same context, Sinclair (2004b) asserts that “the initial choice of
semantic prosody is the functional choice which links meaning to purpose”, and that “ all
subsequent choices within the lexical item relate back to the prosody” (p.34). He gives an
example of the pattern “the naked eye”, which is explored as a lexical item and described

as follows:

The speaker/writer selects the prosody of difficulty applied to a semantic preference of
visibility. The semantic preference controls the collocational and colligational patterns and is
divided into verbs, typically see, and adjectives, typically visible. With see, etc., there is a
strong colligation with modals — particularly can, could in the expression of difficulty— and
with the preposition with to link with the final segment. With visible, etc., the pattern of
collocation is principally with degree adverbs and the negative morpheme in-; the following
preposition is to. The final component of the item is the ‘core’, the almost invariable phrase

the naked eye (Sinclair, 2004b, p. 34, italics in original).
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It can be suggested that it is of considerable significance that the translator is familiar with
the overall semantic prosody of the lexical items in the ST in order to achieve more
accuracy. In addition to accuracy, consistency is another criterion for the evaluation of a
translation. In the exploration of SP, the concordance gives an impression of group
cohesion and textual unity and may lead to “perceived, and generalised, semantic
consistency” (Stewart, 2010, pp.108-13). We might infer accordingly that the use of SP
as a device for achieving accuracy and consistency can also be implemented in the
evaluation of translated texts. Therefore, this research first introduces the SP of nature as a
significant theme in the Qur’an and then presents a comparative/evaluative study of the

English renderings of the Qur’an.

4.2.2 The evaluation of the five translations

The datasets were explored further to compare them to the Arabic source. An overview of

the general statistics of the tagged datasets via LancsBox is shown in the following table:

Table 24: Statistical overview of datasets in this research

Corpus  Tokens Types
Arabic 78253 15519
Pickthall 58988 5856
Ali 63688 6268
Arberry 54706 5195
Saheeh 57428 5084
Haleem 60280 5544

Moreover, just as in Mason’s (2001), Kenny’s (2006), and Munday’s (2014) methods of
source-target text (ST-TT) analysis and evaluation, several linguistic features of the source
text were used to compare and evaluate the translations of the Qur’an. Accordingly, the 30
most frequent natural phenomena terms in the Arabic text were explored in the five
translations, and their collocations and SPs were analysed. The following table shows the

translations of the natural phenomena as they appear in the five translations of the Qur’an.

Table 25: The translations of nature terms in the five selected translations

Arabic Pickthall Ali Arberry Saheeh Haleem
Words

- dalgali people/mankind/folk people people people people
plsil-p b

-akil-asn Day day day day day
(e

oAl earth/s earth/s earth earth/s earth/s
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Arabic Pickthall Ali Arberry Saheeh Haleem

Words

-slam sky/s/heavens sky/s/heavens sky/s sky/s/heavens sky/s/heavens

< glac

~ouddi-udi  soul/s soul/s soul/s soul/s soul/s

oushi

adl-4al8l  resurrection resurrection resurrection resurrection resurrection

alga- L hell/fire hell/fire hell/fire hell/fire hell

Laall-sla life life life of the life life

world/life

-dasday  man/human/men man/human/men  angel/s man/human/men  man/human/me

Sbed) n

cilia-Aia heaven/the garden heaven/the heaven/the heaven/the heaven/the
garden garden garden garden

R heart/s heart/s heart/s heart/s heart/s

==y hand/s hand/s hand/s hand/s hand/s

Jled

g ] mankind mankind face/s mankind mankind

-t devil/s devil/s satin/s devil/s devil/s

SA<da-dla  angells angel/s angel/s angel/s angel/s

—cdlall

—&l a3l

-~

~Ciladall

—cile

—eUa Ll

~Cilaabad)

—atibad)

&) yadal)

Jul-gd Al night/s night/s night/s night/s night/s

—C- G g homes/houses homes/houses homes/houses homes/houses homes/houses

OSbsa

Cga death death death death death

052 9-42y face/s face/s face/s face/s face/s

sla water/rain water/rain water/rain water/rain water/rain

Opallad) worlds worlds all beings worlds worlds

PRy township/s town city/s village/town village/town

-d‘-::hdee hill/s/mountain/s mountain/s mountain/hills mountain/hills mountain

@)\9:\-‘;“\3)

BV river/s river/s rivers river/s/streams river/s

sl women women women women women

-slua- ol light light light light light

&\:\LAAA

Jsda-,ua  chest/s chest/s/breast/s chest/s chest/s/breast/s chest/s/breast/s

G- sea /s sea /s/ocean /s sea /s sea /s sea /s

-~ e i fruit /s fruit /s fruit /s fruit /s fruit /s

45) gh dgs\d

W pw-guadi sUN sun sun sun sun

aladi cattle cattle cattle cattle cattle

“Addu s ship /s ark ship /s/ark ship /s ship /s/ark

it

Boadi- i tree /s tree /s tree /s tree /s tree /s

- jinn jinn jinn jinn jinn

gy moon moon moon moon moon

O year/s year/s year/s year/s year/s

-be-0se  water springs spring spring/s/fountain  spring/s/fountain  springs

aTren e /s/fountain/s /s /s /fountain
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Arabic Pickthall Ali Arberry Saheeh Haleem
Words

Fd oY) wind/s wind/s wind/s wind/s wind /s
~cildale

AR

_Qlﬁ‘)ﬁ

il

a£-@£1  drowning /flood flood drowning /flood  drowning drowning
~clally darkness darkness darkness darkness darkness
Gl /shadows

Jad-gaad date-palm/s date-fruit /s palm tree/s date-palm /s date-palm/s
asai-and star/s star/s star/s star/s star/s

In the comparison of frequencies of nature phenomena terms in the Qur’an and its five
translations as seen in Table 26 below, this research followed McEnery and Wilson’s

approach (2001) in quantifying data and comparing frequency counts in different corpora.

Table 26: The frequency counts of nature terms in the Qur’an and its translations

Nature Term Arabic Pickthall Ali Arberry Saheeh Haleem
People 534 238 511 521 732 785
Day 481 519 520 462 497 440
earth(s) 462 393 418 388 403 367
sky(s)/heavens 324 247 247 191 261 276
soul(s) 295 116 176 122 105 114
resurrection 276 77 20 70 84 74
Hell 255 94 81 24 82 91
Life 255 140 213 122 161 203
man/human/men 151 354 574 497 206 244
heaven/the garden 144 139 129 123 140 136
heart(s) 142 130 161 132 124 131
hand(s) 113 135 138 126 107 97
Mankind 107 209 72 37 62 23
devil(s) 103 54 2 0 27 7
angel(s) 95 98 100 92 126 96
night(s) 93 106 109 96 105 108
homes/houses 77 112 130 71 120 144
Death 71 76 80 43 88 72
face(s) 69 58 79 79 65 83
water/rain 61 76 69 76 54 83
Worlds 61 44 49 0 71 31
village/town 55 6 17 3 3 47
mountain 53 24 45 47 55 59
river(s) 53 58 55 56 59 18
Women 49 109 98 101 103 91
Light 47 65 78 57 52 52
chest(s)/breast(s) 44 24 14 33 44 5
Sea 39 44 42 46 46 43
fruit 35 37 60 38 52 34
sun 34 35 37 36 35 34
Cattle 32 33 34 32 7 9
Ship 32 33 35 35 36 32
tree (s) 29 28 30 25 49 40

jinn(s) 27 31 32 27 33 37
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Nature Term Arabic Pickthall Ali Arberry Saheeh Haleem
Moon 27 27 28 27 28 26
year(s) 35 36 36 26 32 26
springs 20 33 32 25 26 26
wind (s) 23 29 30 27 31 31
drowning 23 26 30 26 25 22
darkness 23 25 30 25 32 28
datepalm(s) 20 11 8 11 21 14
star(s) 13 15 13 14 19 16

In this regard, McEnery and Wilson argue that although simple frequency counts have often
been used in corpus-based research as an approach to quantifying data, they have certain
disadvantages. The main one arises when one wishes to compare one dataset with another.
They state that “arithmetical frequency counts simply count occurrences”; they do not show
the prevalence of a type in terms of the proportion of the total number of tokens within the
text (2001, pp.82-3). Therefore, since the sample sizes (i.e., number of tokens) of the
corpora in this research are different as seen previously in Table 24, it is essential to

“normalise the data using some indicator of proportion” as follows:

Ratio 230 = number of occurrences of the type/number of tokens in entire sample*(base of
normalisation) (As in McEnery and Wilson, 2001, p. 83 and McEnery and Hardie, 2012, p.49)

Accordingly, to compare the frequencies in this research, the counts of a natural
phenomenon term in Table 26 are divided by the number of tokens for each corpus as in
the figures in Table 24 and multiplied by 1,000 in this research (as in Gries, 2010b, p.7).
Once these ratios of natural phenomena terms in the English translations are calculated,
they are compared to the ratios of the ST23! to indicate which of the translations is closest

in its representation of the proportion of the most frequent nature terms in the Qur’an.

Moreover, alignment is used to perceive collocations and SP as linguistic features of the
analysis in the source text together with its translations. Simply put, alignment means

linking a unit of text in one language with a unit of text in another language.

The applications of parallel corpora include comparing the lexis or grammar of
different languages, looking at the linguistic features of translated texts. For many of
these purposes an important first step in processing the parallel corpus is alignment
(Baker et al., 2006, p. 127).

230 Also called normalised frequency (McEnery and Hardie, 2012,49) and relative frequency (RF) (Brezina, 2018, p.43).
231 This refers to the source text, which is the Arabic Qur’an.
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In addition, in this corpus-linguistic study of parallel corpora, alignment was used to derive
the translation equivalents of nature terms. To do so, the compiled dataset of verses of the
Qur’an with the 30 most frequent natural phenomena terms were aligned with their
translations. Then, each word referring to nature in the Qur’an is identified with its five
renderings in the chosen Qur’an translations in this research (See also Table 26).In this
regard, there are software tools that assist in this process, and extensive research has been
conducted in the fields of computational linguistics and corpus linguistics to improve
alignment and methods (Olohan, 2004, p.26 and p. 55). This research employed Excel as
well as LancsBox for a visual representation of the alignment of the verses and

concordances of natural phenomena in the source text and target texts.

Starch U]
Search 4 Occurences 27 (568) Tets 1 ¥ Corpus  Comus 1 ¥ Context 5 ¥ Text H

I T T A R

1 Arabic apping thoud 30 i - s "
¥ L : : fa

Search moon Oceurrences 28 (4.40) Teas 1 ¥ Corpus  Corpus 3 ¥ Context 7 ¥ Display Text H

T T R 177 I R
! ol i 3 “

Figure 42: Alignment of concordances of the word moon via LancsBox v 4.0

In addition, this research most importantly aligned the evaluative and discourse prosodies
of the 30 most frequent natural phenomena in Arabic with their counterparts in the
translations to compare them for their correspondence. Both congruence and divergence
with the Arabic SP representation of nature terms were marked (as in Ebeling, 2014), and
the translations were ranked in accordance with their congruency scores. The figure below
shows the discrepancies of the representation of SP meanings of nature in the Qur’an
(orange cells). The number of terms included in this evaluation was 42, and the divergence
was deducted from the total number of terms to show the congruency score of SP in the

five translations of the Qur’an.
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Arabic pickthall Al | Arberry
Nabane Term Arabic Dis 5P Asabic Ev.SP |Dis. 5P Ev, SP Ali Dis 5P Ali Ev SP | Arberry Dis 5P
pospie messege [oos enphasis on message [pes emphasis on message |oos e=ghasis on messape
day C g on punishrant 1 g pumsh=ent
eahs) plerifying of God pos |gtoritying of Ged pas ploritying of God pos ploritying of Ged
siyis] heavens of God oS |itoritying of Goo |eos proritying of God oS phoritying of God
saulls) message |oos lemphasis on message |pos emphasis on message [oos emphasis on message
esueTn - on punishrant 1 g pumsh=ent
hell g punishment 2 neg punisheent 2 = pusizshsent 2
lite message [pos neg emphasiz on message [pos ephasiz on message |pos
man/humanimen | plorifying of God oes glorityiog of God pos peritying of God s |
heavenjthe garden  |reward o8 rewied pos rewad pos newaed
hesrtis) neg Sisbelievers neg disbelisvers rag dishelievers
hanis) ] miracie stony pos rewand oS mirache story
manking o5 emphasis on message |pos emphasis on message |oos emghasis on messape
dewil|s) i el doings of Samn neg evil doings of Satan g e | doings of Satan
angel|s) pos of Ged pas amphasis on message |oci mhirscie soory
nightis) s gloritying of God pos porifying of God pos fler g of ol
homeshouses ey nef remard =3 Tieritying of Goa
deah o gloridying of God pos peritying of God pes e=phasis on message [pos [lorifying of God pos
facels) =] punizhment 2 neg punishent 3 rag pusizshment 2 neg is on |pas.
water/ra pos gloriying of God pos loritying of Goa pos floritying of God pos 2 nep
worlds =] jloritying of God o5 prorifying of Godl = jlontying of God £os loritying of God [
villagefiow oy |neu e rey  noee |neu neu
ountain pos Jloritying of Ged pas ploritying of God pos ploritying of Ged pos gloritying of God Pl
river: pox  |ewee ] pos  |newan d oo |rewes ] cos sewsed pos
wpme wes ievers pos Istamic ieaching ey [beliewns Eos reward pas
light emehasis cn message [oos emphasis on message |pos emghasis on message [oos  |plertying of God pos smphasis on message |pos
chemigiibranstisl | plerifying of God s aloridying of God pos loritring of God pes____Luioctying of God pos. gloritying of God pos

Figure 43: The comparison of the SP of nature terms between the Qur’an and its
translations

4.3 Conclusion

This chapter described the quantitative and qualitative analyses to explore SP of natural
phenomena in the Qur’an and to use the results of the latter to evaluate five translations of
the Qur’an. By using SP as a medium for the study of collocational behaviour of nature in
the Qur’an, this research mapped the evaluative and discourse prosodies of nature in the
translations of the Qur’an.

To conclude, this chapter produced the following datasets for the Arabic Qur’an and five

translations:

1- The 30 most frequent natural phenomena in Arabic and their equivalents in each of
the five translations;

2- Bigrams of nature in the Qur’an produced from the corpora used in this research;

3- The evaluative and discourse prosodies of SP of natural phenomena in all of the
Corpora;

4- The evaluation of the most congruent translation in its representation of nature as a

theme in the Qur’an.



-171 -
Chapter 5 Results and Discussion

Introduction

This chapter presents the findings of the exploration of nature in the Qur’an reached
through the analysis of the collocational phenomenon of SP in the Arabic text and five of
its translations. Furthermore, it reports the findings of the evaluation of the five translations
regarding their extent of congruency with the Arabic representation of SP of natural
phenomena in the Qur’an. Using statistical and linguistic features revealed in the
representation of nature as a theme, the four sections of this chapter first present the SP of
the theme of nature in the Qur’an and then compare it to its counterparts in the English
translations. The first section presents the results of the corpus-based analysis of the SP of
natural phenomena in the Qur’an. It reports examples of frequencies of nature terms,
examples of collocation (i.e., bigrams) and their functional lexico-grammatical patterns,
and the evaluative and discourse prosodies of nature terms. The second section reports the
results of the evaluation of the five translations of the Qur’an regarding their representation
of the SP of nature in the Qur’an. It will describe the results of comparing the translated
texts to the Arabic text. The third section discusses the results of the interpretation of both
the quantitative and qualitative data analyses in light of the questions posed in this research
and previous literature. The fourth section provides a summary of this chapter. In reporting
and discussing the results of this research, the first three sections will focus on the flow of
tasks designed for this corpus-based research exploring SP of nature in the Qur’an and its

translation (see below Figure 22, which is the repeated Figure 24 from Chapter Four).

Frequencies

-30 most frequent natural
phenomena Arabic roots/
English lemmas

NLTK
(firequency distribution)

Collocations

-collocations of nature in the
Qm-lal,l

-LG collocate sets and
grammatical patterns of nature
in the Qur'an

NLTK & Sketch Engine
(collocations & concordance)

Semantic Prosody

-evaluative & discourse
prosodies
-percentages

Sketch Engine
(concordance)

Figure 44: Flow of reporting results (repeated Figure 24)
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5.1 Results of exploring the SP of natural phenomena in the Qur’an

This section presents the frequencies, collocations, and the SP of nature terms in the Arabic

Qur’an in three sub-sections. It shows several tables which generally display the results of

each task followed by two examples of each to illustrate these findings since not all of the

results can be included in this chapter of the thesis.232

5.1.1 Frequencies of natural phenomena in the Qur’an

The first set of results is in Table 27, which provides a summary of the results related to

the list of natural phenomena used in this research. It shows the Arabic words and

disambiguated roots; transliterations of roots and English equivalents; and, most

importantly, their observed and relative frequencies.

Table 27: The 30 most frequent natural phenomena in the Qur’an

Arabic Words

Disambiguated Root

Transliteration

Nature Term

Observed Freq

Relative Freq
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-0l

~clilall ALl
—abllallcl yal 5l
~cle Hll-cilandall
~lanbudl-cta sl
gl clada)
ERRER
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)

o554y

sla
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264

o=
w
Tosis
losd
2,8
L

14

208
lld
]

L‘)L‘:’

gwm2
ywm
rd
smw
nfs
gwm 1
nwr 2

hyy

rgl 1

gnn 2
qlb 1
ydy
bsr
stn

mlk 1
Iyl
skn
mwt

wgh 1

mwh

Im 1
qry
gbl
nhr
nsw

nwr 3

sdr 1
bhr
tmr
sms
n'm
flk

Sgr

people
day
earth/s
sky/s/heaven/s
soul/s
resurrection
hell
life
man/human/me
n
garden/s
heart/s
hand/s
mankind
devil/s

angel/s
night/s
homes/houses
death
face/s
water/rain
worlds
village/town
mountain
river/s
women
light
chest/s/breast/s
seals
fruit
sun
cattle
ship
tree/s

232 A detailed version of the results is available in the electronic appendices of this thesis.

534
481
462
324
295
276
255
255

151
144
142
113
107
103

95
93
77
71
69
61
61
55
53
53
49
47
44
39
35
34
32
32
29

6.84
6.15
5.90
4.14
3.77
3.53
3.26
3.26

1.93
1.84
1.81
1.44
1.37
1.32

121
1.19
0.98
0.91
0.88
0.78
0.78
0.70
0.68
0.68
0.63
0.60
0.56
0.50
0.45
0.43
0.41
0.41
0.37
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Arabic Words Disambiguated Root  Transliteration Nature Term Observed Freq  Relative Freq
BEST RIS gnn 3 jinn 27 0.35
a8 8 gmr moon 27 0.35
PP STILI- C 1 s snw 1 year/s 35 0.45
Jasadis lie () a0 Ione ‘yn 1 springs 20 0.26

SCHERATSEC WO,

lalacld ol il <3 rvh wind /s 23 0.29
G-l G grq drowning 23 0.29
Gule iy Jolks zlm 1 darkness 23 0.29
daidaas Jdas nhl date palm/s 20 0.26
psi-and = njm star/s 13 0.17

As seen above, the table illustrates that the natural phenomenon with the highest frequency,
534 occurrences, in the Qur’an belongs to the term people (as in ‘people of’). It takes
several morphological, semantic, and syntactic forms (e.g., a/ s8-a 8-Jal-b) and has been
root-disambiguated on three levels (word-root-synonym)233 to be 2. qwm2. The second
most frequent word is day, with 481 occurrences in the Qur’an. It takes several
morphological and syntactic forms (e.g.,3ws-mesall-ass ) and has been root-
disambiguated on two levels (i.e., word-synonym) to be s ywm. In addition, the diagram
below shows that most of the frequencies of natural phenomena in the Qur’an belong to
living creatures, such as people, man, trees, cattle, etc., while a notably large number of
occurrences belong to the category of astronomical bodies, such as earth, sun, moon, star,
sky. Finally, the third-ranking category in terms of frequencies of nature terms in the

Qur’an is temporal events, signified by words such as day, night, year, etc.

2000
1500
1000
500
5 - mm N -
Arabic
M Living Creature B Temporal Event
Astronomical Body m Afterlife Event
m Afterlife Location Other

W Geographical Location B Weather Phenomenon

M Physical Substance M Artefact

Figure 45: The semantic categories of natural phenomena in the Qur’an

233 As in Section 4.1.2.
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5.1.2 Collocations of natural phenomena in the Qur’an

Collocations of nature in the Qur’an were computed by way of statistical analysis to obtain

the most significant collocates; Table 28 and Figure 46 illustrate an example of results of

the collocations of the word (<& sams ‘sun’, which occurs 34 times in the Qur’an.

Table 28: Example 1- the collocations of the node word o«a& $ams ‘sun’ in the Qur’an

Position Collocate Translation Observed Frequency Frequency Signature Python LLR
R > moon 23 23 27 34 78253 354.62
L 24 day 14 14 54 34 78253 161.74
L o night 15 15 93 34 78253 157.99
L Al subjected 9 9 11 34 78253 131.54
R G2 n 4 4 4 34 78253 62.42
R e star 5 5 13 34_78253 60.87
L G reason 3 3 4 34 78253 42.22
R BY  fime 3 3 4 34 78253 42.22
R &4 appointed 4 4 21 34 78253 41.98
R 2<% sunset 3 3 5 3478253 39.99
R I=s&  west 3 311 34 78253 33.84
R o34 Hiscommand 3 312 34 78253 33.23
L J225  made 3 329 34 78253 27.45
R 3,08 light 3 3 47 34 78253 24.44
L G5 created 3 3_58_34 78253 23.15
L s sky 3 3.324 34 78253 12.91
R 35 he said 3 3 416_34 78253 11.48
L o= earth 3 3_462_34 78253 10.88
L & Allah 3 3 592 34 78253 9.5
- oWl ®_ o
oz
o= o .o
®
® s ® .-
@ ®
® .5
[ _Jst
.-, ®.
®..
o .3
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Figure 46: Collocates of uwed Sams ‘sun’ in the Qur’an: 6a-LL (6.63), 5L-5R, C3-NC3;
function words removed; ranked collocates considered

Figure 46 shows that the term ‘sun’ in the Quran is closest in its association to the collocate
‘moon’. It is also attracted in similar proximity to the collocates ‘made subservient’, ‘night’,

and ‘day’. This type of affinity, when examined in the verses of the Quran reveals the
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pragmatic meaning of glorifying God’s creation. In addition, a sample of the resulting
dataset which shows three collocational co-occurrences of the word g« Sams ‘sun’ in the
verses of the Qur’an and their corresponding English interpretation (Tafsir) is shown in
Table 29 (blue words are nodes, red words are the statistical collocates).

Table 29: Example 1- Verses with collocational co-occurrences of the node word wadi
Sams ‘sun’ in the Qur’an and their English interpretation

Verse Tafsir Aljalalyin
(31:29) Seest thou not that Allah merges Night into Day and he
géﬁﬁﬁrﬂjﬁiﬁﬁﬁf@ merges Day into Night; that He has subjected the sun, and the
sk (ks Ly A1 (5 (o Jal moon (to his Law), each running its course for a term appointed;
and that Allah is well-acquainted with all that ye do?
(35:13) He, God, makes the night pass, enter, into the day, so
that it becomes longer, and He makes the day pass into the night,
so that it becomes longer, and He has disposed the sun and the
moon, each, of them, moving, in its course, to an appointed term
o ?gjg“:z f\f g Ji )Aj“’ S lj:’ — (to) the Day of Resurrection. That is God, your Lord; to Him
G0 452 0e 0525 0all5 )M:S belongs (all) sovereignty. As for those on whom you call,
S (whom) you worship, besides Him, in other words, other than
Him — and they are the idols — they do not possess (even) so
much as the husk of a date-stone.
(81:1) When the sun is folded away, enfolded and stripped of
its light; (81:2) and when the stars scatter, (when) they are
extinguished and hurtle down towards the earth.

Sl a5l s el iy ’JPU?’BS

& LA 33281 En & a3 (1181

Example 2 in Table 30 shows the nature term <% ma’ ‘water’ as a more widely distributed
term occurring 61 times. The table shows collocates with which it co-occurs in the Qur’an,
followed by a GraphColl and another table illustrating its collocational co-occurrences in
the verses and their English interpretations.

Table 30: Example 2- the collocations of the node word s ma’ ‘water’ in the Qur’an

Collocate Python
Position Translation Observed Frequency  Frequency Signature LLR
L Sam sky 28 28 324 61 78253  225.85
R o2 earth 22 22_462_61_78254  147.55
L 43 senddown 8 8 47 _61_78255 72.77
R s Al raise 5 5 6_61_78256 66.58
R Ui grow 4 4 4 61 78257 57.52
R 1 life 8 8 139 61_78258 54.57
L 33 He sent down 4 4 11 61_78259 43.11
L Gy we sent down 4 4 12 61_78260 42.26
R Cisa death 5 5 71 61 78261 35.91
R A fruit 4 4_35_61_78262 32.69
L HEY) we made 4 4 37 61 78263 32.22
R g drink 4 4 38 61 78264 32
M p3il people 4 4 50 61_78265 29.71
R 23 plant 3 3 12_61_78266 29.61
M da mountain 4 4 53 61 78267 29.23
L Gl created 4 4 58 _61_78268 28.49
L G beast 3 3 15_61_78269 28.1
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Collocate Python
Position Translation Observed Frequency  Frequency Signature LLR
R oy signs 3 329 61 78270 23.84
L X he made 3 329 61 78271 23.84
L 5 you see 3 3 31 61 78272 23.42
M @ Allah 6 6_592_61_78273 20.28
L 1.4 river 3 3 53 61 78274 20.11
M £ thing 4 4 179 61 78275 19.46
L ol mankind 3 3 89 61_78276 16.98
L 2,4 fire 4 4 255 61_78277 16.71
R K plant 4 4 8 61_78278 16.59
L 2080 garden 3 3 144 61_78279 14.14
M X day 4 4 428 61 78280 12.8
. x . e
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Figure 47: Collocates of s ma’ ‘water’ in the Qur’an: 6a-LL (6.63), 5L-5R, C3-NC3;

As seen in Figure 47, the word ‘water’ in the Quran has the highly ranked association with
the noun ‘sky’, followed by the noun ‘earth’, and the verb ‘send down’. This implies that
the dominating semantic meaning of this collocational relationship has to do with water in
rain, which causes plants to grow and life on earth to nourish (as seen in the examples in

the table below). The pragmatic function of such co-occurrences usually is the glorifying

function words removed; ranked collocates considered?34

of God and His creation.

234 The word sl ma’ ‘water’ was root disambiguated as < in the pre-processing of the Arabic text.
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Table 31: Example 2- the collocational co-occurrences of the node word s ma’ ‘water’
in the Qur’an and their English Interpretation

Verse

Tafsir Aljalalyin

Gl uu)‘\j\e’smudmmp
;u;w\wdf\};«\_\;cm\}
U}Aa_:?.u\}\ﬂ_\.a\a\,u\}h_:

UAJY‘J ¢l Ll ;953 o u‘|164|2
@d\ dhllj JL@_J\}JJM\ e
a3 Gl fya oLl G df\

M‘idswte—ﬂwj 3a 3 Ga )
G Al A5 U3l oy iy
u_,hue}ﬂuby QA)Y‘_, Sl

Ly elela ol 5l G désl44(11

5 by ) G 5 a8 cl
?}Su\wdﬁjﬁdja.‘\ujbu}u:\}
Spaddal

\_:\51.4“.}\ US; LS-\S‘ 4»\|32|14
7);U;u;w‘wd‘);\_5ua)yb
eﬂ)wjeﬂ%)‘—'bd‘u‘“
?ﬂ)wjaf\_lga.muﬁdﬂdm\
\«_‘Y\

?Sl;u S e 05 gﬂ\)&|10|]6
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Gals sl L2 Be U5 w\;|65|16
A_N dh‘_gu\ L«;y.\uum)\ﬂm
Ol o 58
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@.\SU \4_9.\5: U\AJY\ \4)33_5|12|54
JJ& Jﬁ )A‘ ‘;G ;LA\

LRSS 2L ) ol (e U151 514(78

Ble a5 aele ke 2 53131(79

Ui 2l LEia U]25)80

(2:22) He Who assigned to you, created (for you), the earth for a couch,
like a carpet that is laid out, neither extremely hard nor extremely soft to
make it impossible to stand firm upon it; and heaven for an edifice, like a
roof; and sent down from the heaven water, wherewith He brought forth,
all types of, fruits for your provision; so set not up compeers to God, that
is partners in worship, while you know that He is the Creator, that you
create not and that only One that creates can be God.

(2:164) They then asked for a sign to prove this, and the following was
revealed: Surely in the creation of the heavens and the earth, and the
marvels contained in them, and the alternation of the night and day,
passing and returning, increasing and diminishing, and the ships that run
in the sea, and do not become cracked and sink, with what profits men,
of trade and merchandise, and the water, the rain, God sends down from
the heaven with which He revives the earth, with vegetation, after it is
dead, after it has dried out, and He scatters abroad in it all manner of
crawling thing, by dividing them and spreading them throughout on
account of the vegetation, for they thrive on the fertile pastures it
produces; and the disposition of the winds, changing it from south to
north, from cold to warm, and the clouds compelled, subjugated by
God’s command, moving to wherever God wishes, between heaven and
the earth, without being attached (to either of the two) — surely there are
signs, indicating His Oneness, exalted be He, for a people who
comprehend, (a people) who contemplate.

(11:44) And it was said, ‘O earth, swallow your waters, that have sprung
forth from you — and it reabsorbed it (all) except for what came down
from the sky and formed rivers and seas — and O heaven, abate!”,
withhold the rain, and it did. And the waters subsided, decreased. And
the affair was accomplished, the matter of the destruction of Noah’s
people was complete, and it settled, (and) the ship came to rest, upon al-
Judi, a mountain in Mespotamia (al-jazira), near Mosul; and it was said:
‘Away with — perish — the evildoing, the disbelieving, folk!”

(14:32) God it is Who created the heavens and the earth, and He sends
down water from the heaven, and with it He brings forth fruits as
sustenance for you. And He has disposed for you the ships, that they may
run upon the sea, (laden) with passengers and cargo, at His
commandment, by His leave, and He has disposed for you the rivers.
(16:10) He it is Who sends down water from the heaven, whence you
have drink, for you to drink, and whence are trees, which grow because
of this (water), whereat you let your animals graze.

(16:65) And God sends down water from the heaven and therewith
revives the earth, with plants, after its death, (after) its drying up. Surely
in that, which is mentioned, there is a sign, indicating the (truth of the)
Resurrection, for a people who listen, listening and then reflecting.
(54:11) Then We opened (read fa-fatahna or fa-fattahna) the gates of the
heaven with torrential waters, (waters) pouring down intensely,

(54:12) and We made the earth burst forth with springs, that flowed
forth, and the waters, the waters of the heaven and the earth, met for a
purpose, a circumstance, that was preordained, (a matter) which had
been decreed since pre-eternity, namely, their destruction by drowning.
(78:14) and sent down from the rain-clouds (mu‘sirat), the clouds due to
give rain (similar to (the term) mu‘sir, which denotes a girl nearing
menstruation) cascading water? pouring forth,

(79:31) from it He has brought forth (akhraja: a circumstantial qualifier
with a suppressed (preceding) gad, that is to say, mukhrijan, ‘bringing
forth (from it)’) its waters, by making its springs gush forth, and its
pastures, what cattle graze, of trees and herbage, and what humans
consume of foods and fruits (the use of mar‘a to express this (of the
earth) is figurative),

(80:25) that We pour down water, from the clouds, plenteously;
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It should mentioned, however, that the researcher found that the word ks masar ‘rain’23%
in the Arabic Quran is associated with the meaning of punishment in the present life for the
irrevocable sinners; it is a historical sign or portent with a negative connotational colouring.
For example, there are various mentions in the Quran of the sky raining stones on the

punished or warned people (See figure below with a key for translations of collcoates on

the right).

rain ohe
the warned Crotiall
became worse slid
the punished Crodad)
He wills oLy
stones 1oaa
sky s

0.

| P

.Cul" [ ]

O ..
0.

Figure 48: Collocates of ss« matar ‘rain’ in the Qur’an: 6a-LL (6.63), 5L-5R, C3-NC3;
function words removed; ranked collocates considered

235 This word was not included in the list of the 30 most frequent natural phenomena, and only mentioned here for an illustrative
purpose.
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5.1.3 Lexico-Grammatical (LG) patterns of natural phenomena in the Qur’an

Another set of results that led to the portrayal of the hidden meanings of nature in the
Qur’an is what Halliday and Matthiessen (2004) call the pragmatic functions236 of lexico-
grammatical (LG) patterns. Firstly, the list of LG patterns has been identified from the
computed bigrams (of natural phenomena in the Qur’an. By observing the patterns of each
of the co-occurrences of nature terms with collocate, eight grammatical patterns have been

extracted. They are as follows:

Noun (N)+Noun (N);

Noun (N) + Verb (V);
Verb(V)+ Noun (N);
Adjective (ADJ)+Noun (N);
Noun (N)+Adjective (ADJ);
Noun (N)+ Adverb (AV);
Adverb (AV)+ Noun (N)

To employ these patterns in eliciting the pragmatic functions (See Table 32) per Lexico-
Grammatical functional theory (Halliday and Matthiessen, 2004), the researcher analysed
them through the use of concordance in Sketch Engine (as in Louw, 1993). For each line
where the nodes appear, a syntagmatic analysis has been conducted to elicit the collocate
sets which have been categorised in accordance with the meanings that they ‘transfer’237
(as in Hunston and Thompson, 2000) to the nodes as they repeatedly co-occur in the Qur’an.
Table 32 below illustrates the pragmatic functions emerging in the analysis of the LG
patterns and the collocates that indicate the transferred meanings, and Table 33 provides an
example of the LG patterns and their pragmatic function (see also Appendix C for all LG

patterns).

Table 32: LG pragmatic functions of natural phenomena and their relevant collocates

LG Pragmatic Functions Collocates

believers believe (v.)
righteous (adj.)
righteousness (n.)
good (adj.)

disbelievers rejection (n.)
rejecter (n.)
disbelief (n.)
disbelieve (n.)

236 Referred to as ‘discourse prosodies’ in this thesis (in accordance with the SP definition of : Sinclair 1996, Louw, 2000;Stubbs 2001;
2004).
237 For this a Tafsir was nonetheless consulted whenever was necessary.
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LG Pragmatic Functions

Collocates

emphasis on message

evil doings of Satan
glorifying of God

the horror of day of judgment

hypocrites

Islamic teaching
miracle story

Present-life punishment

afterlife punishment

(not) grateful (adj.)

truth (n.)

signs/s (n.)

understand (v.)

submit (v.)

indeed (adv.)

certainly (adv.)- verily (adv.)

remind (v.)

see (Vv.)

witness (v.)

remember (v.)

say (addressed to Prophet Mohammed) (v.)
invite (people to believe) (v.)

light (to mean the message) (n.)

darkness (to mean disbelief)

worship (v.)

promised (reward in the afterlife)

guide -guidance

warning

faith

evil (adj)

praise (v.)

glory (n.)-glorify (v.)

dominion (n.)

All-Mighty (name of God) (n.)- All-Wise (name of God) (n.)
created (v.)-creation (n.)-Creator (n.)

(He) made (v.)

(God) knows (v.)

subjected and subservient (natural phenomena are made subservient to
man) (adj.)

bow to God (v.)

give/gave (v.)

bounty/bounties (n.)

grateful (adj.)

spacious (earth) (adj.)

establish (His throne) (v.)

sustenance (from God) (n.)

spread (earth) (v.)

split (heavens) (v.)

raise (the resurrection of people on the day of judgment) (v.)
come (to God on the day of judgment) (v.)
doom (e.g., day of doom) (n.)

sealed (hearts) (adj.)- concealed (adj.)
disease (hearts) (adj.)

pray (v.)

white (hand) (adj)

signs (miracles granted to prophets) (n.)
the warned (people) (adj.)

earth swallow (v.)

blast (n.)

drown (v.)

flood (n.)

fire (n.)

abode (v.)

enter (hell) (v.)

penalty-punishment- punished (v.)

black (face) (adj.)

drink (scalding water as punishment in Hell) (v.)
woe (n.)
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LG Pragmatic Functions

Collocates

reward

transgressors
wrong doers

companions of the Fire (n.)

abode (v.)

flow (v.)

enter (garden) (v.)

triumph (n.)

bliss (n.)

Eden (n.)

grapevines (n.)

reward (n.)

drink (water from the springs in the Garden) (v.)
companions of the Garden (n.)
righteous -righteousness

lost (adj.)

wrong (adj.) -wronged (v.)-mischief (n.)

Table 33: Samples of the LG patterns of nature in the Qur’an and their functions

N+N Pragmatic Function N+V Pragmatic Function V+N Pragmatic Function
N . e emphasis on
people people  disbeliever people praise glorifying of God sent people message
signs people emphasis on message people say disbelievers pme%dpﬁe glorifying of God
. people A emphasis on
truth people emphasis on message disbelieve disbelievers gather day message
day rejecters afterlife punishment day know glorifying of God S;e;ted glorifying of God
woe day g:;/horror of judgment day established  glorifying of God knows day  glorifying of God
day faces afterlife punishment day judgement  emphasis on message merge day  glorifying of God
day faces reward earth see emphasis on message made day glorifying of God
earth day glorifying of God say earth emphasis on message g;??rt]ed glorifying of God
heavens earth  glorifying of God earth assemble g;e;horror of judgment know earth  glorifying of God
mischief earth  wrongdoers earth appointed  glorifying of God made earth  glorifying of God
dominion e o belong o
carth glorifying of God sky made glorifying of God earth glorifying of God
earth e : e emerge .
mountains glorifying of God heavens raise glorifying of God earth glorifying of God
earth the horror of judgment . praise e
mountains day soul earned emphasis on message earth glorifying of God
. . e swallow Present-life
water earth Present-life punishment  soul know glorifying of God earth punishment
ADJ+N Pragmatic Function N+ADJ Pragmatic Function AV+N Pragmatic Function
R . o verily emphasis on
many people disbelievers earth six glorifying of God heart message
grateful hasi day subservi lorifying of God
people emphasis on message ay subservient  glorifying of Go
six days glorifying of God heavens six glorifying of God
merciful e e
heavens glorifying of God heavens all glorifying of God
seven heavens  glorifying of God soul good believers
wrong soul wrongdoers soul astray transgressors
lost soul wrongdoers soul one glorifying of God
punished soul  afterlife punishment resurrection wrong doers
wrong
merciful man  glorifying of God life good believers
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righteous believers heart sealed hypocrites

garden

active angel glorifying of God faces black afterlife punishment
merciful angel  glorifying of God rivers eternal Reward

greatest angel  glorifying of God
merciful night  glorifying of God

N+AV Pragmatic Function
earth verily emphasis on the message
life verily emphasis on message
night verily emphasis on message

5.1.4 The SP of natural phenomena in the Qur’an

After determining the bigrams of natural phenomena in the Qur’an and identifying the
patterns and collocate sets of the LG patterns and their functions, the SP of natural
phenomena in the Qur’an has been examined. Looking back at the pragmatic functions
illustrated in the previous two tables, it is evident that the use of the concordance in Sketch
Engine was effective in classifying the collocates of nature via content analysis (results of
Section 4.1.3 of the methodology). The same principle was applied to find SP; that is, the
pragmatic functions of the bigrams were used to refer to the discourse prosodies (following
the definition of SP provided by Sinclair, 1996, 2004b; Louw, 2000; and Stubbs, 2001).
This overlap between finding LG pragmatic functions via concordance and SP makes it
safe to say that SP is uncovered by way of using concordance lines (findings of Section
4.1.4 of the methodology). In essence, the nature terms were statistically explored; their
collocations were extracted and verified, and the concordance lines where the collocations
occur were analysed to make a judgment of SP based on co-occurrence. The following
step was to label each of the nature terms with the SP that best suits it in the context of the
Qur’an and based on its occurrence (frequency) and co-occurrences (collocations) in the
Qur’an. This was conducted via the calculation of the percentage of the evaluative and
discourse prosodies in relation to their total frequency in the Qur’an using Microsoft Excel.
The table below displays the results of the SP of the 30 most frequent nature terms in the

Qur’an.

Table 34: The evaluative prosodies (EP) and discourse prosodies (DP) of nature in the
Qur’an

Arabic Words  Translated Frequency  Pos Neg Neu Pos% Neg% Neu% EP DP

alfiagddai-cli people 534 67 66 2 12,5 12.4 0.4 pos Emphasis on message
o:-‘x-a\-_"-m day 481 72 100 8 15 20.8 17 neg Afterlife punishment
il ya earth 462 220 35 2 47.6 7.6 0.4 pos Glorifying of God
Gl glaw-slaw  sky/skies/heavens 324 200 9 0 61.7 2.8 0 pos Glorifying of God
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Arabic Words  Translated Frequency  Pos Neg Neu Pos% Neg% Neu% EP DP
ugii-gadil-uii soulls 295 30 14 2 10.2 4.7 0.7 pos Emphasis on message
CadlAalll  resurrection 276 33 48 0 12 17.4 0 neg Afterlife punishment
g u hell 255 0 62 0 0 24.3 0 neg Afterlife punishment
Walldba ife 255 49 33 5 19.2 12.9 2 pos Emphasis on message
Suadl-dia-day  man/human/men 151 26 18 0 17.2 11.9 0 pos Glorifying of God
cilia-dia heaven/the garden 144 63 0 0 43.8 0 0 pos Reward
sl heart/s 142 24 24 5 16.9 16.9 35 pos/neg emphasis on
message/Disbelievers
Jud-Gpa-y hand/s 113 9 1 1 8 0.9 0.9 pos Miracle story
e ) mankind 107 3 2 0 2.8 19 0 pos Emphasis on message
Cbld -laad devills 103 0 13 0 0 12.6 0 neg Evil doings of Satan
-clilalldsBe--dla  angel/s 95 15 4 0 15.8 42 0 pos Miracle story
e el 3
—aile jhill-clandall
—cilagbad)-cdadil)
&l yadall-ciliylud)
Jubl-d-dld pight/s 93 32 2 4 34.4 2.2 4.3 pos Glorifying of God
OSbwa-cu-cig homes/houses 7 1 0 2 13 0 2.6 neu Islamic teaching
Sisa death 71 20 1 0 28.2 1.4 0 pos Glorifying of God
o 29429 face/s 69 0 9 0 0 13 0 neg Afterlife punishment
ska  water/rain 61 31 8 2 50.8 13.1 3.3 pos Glorifying of God
Gxalladl worlds/universe 61 45 0 0 73.8 0 0 pos Glorifying of God
sALA  village/town 55 0 3 1 0 5.5 1.8 neg Present-life
punishment
el g -dea-d>  mountain 53 12 4 0 22.6 7.5 0 pos Glorifying of God
Sl river/s 53 43 0 0 81.1 0 0 pos Reward
slad  woman 49 5 4 3 10.2 8.2 6.1 pos Reward
Tbacslia s light 47 25 4 0 53.2 8.5 0 pos Emphasis on message
J9e- jha chest/s/breast/s 44 6 2 0 13.6 4.5 0 pos Glorifying of God
A sea 39 16 2 1 41 5.1 2.6 pos Glorifying of God
A8 b dgslh il pliopad fruit 35 15 0 0 429 0 0 pos Glorifying of God
Wlwgaad  sun 34 16 1 0 47.1 2.9 0 pos Glorifying of God
aail cattle 32 3 0 0 9.4 0 0 pos Glorifying of God
A Aliw s> ship 32 12 7 0 375 21.9 0 pos Glorifying of God
Bopd- i tree /s 29 6 2 0 20.7 6.9 0 pos Glorifying of God
a-cn jinn 27 5 11 0 185 40.7 0 neg Afterlife punishment
& moon 27 17 1 0 63 37 0 pos Glorifying of God
miadia yearfs 35 1 0 0 2.9 0 0 pos Emphasis on message
dialalie-gg= springs 20 3 0 0 15 0 0 pos reward
~cldale-rbmu  wind /s 23 9 1 0 39.1 4.3 0 pos Glorifying of God
cliile b b o) il
a#-a#1  drowning 23 0 4 0 0 174 0 neg Present-life
punishment
Gulé —alal darkness 23 0 9 0 0 39.1 0 neg Disbelievers
JaidAS date palm/s 20 13 0 0 65 0 0 pos Glorifying of God
ps-ad  star/s 13 3 1 0 23.1 7.7 0 pos Glorifying of God

The above table is evidence that words have a negative, positive, or a neutral prosody if

they typically co-occur with units that have negative, positive, or neutral meanings

(McEnery and Hardie, 2012). For instance, the word day occurs more frequently than

would be expected by chance alone with contexts that can be evaluated as negative, such

as afterlife punishment. Moreover, the word death, which is intuitively related to ‘loss and

grief”, occurs more frequently than expected in contexts of glorifying of God, where the
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Qur’an describes God’s power in giving life and death (e.g., the cycle of life in nature, and
the contrast between the present life and the afterlife), His reviving of the dead land with
water and life, and His power of bringing the dead back to life. The lists below illustrate

the positive, negative, and neutral natural phenomena terms in the Qur’an.
1- The positive nature terms

The revealed meanings (evaluative and discourse prosodies) of the positive natural
phenomena in the Qur’an fall into one of four categories: glorifying of God in the Qur’an,
the emphasis on the message of the Qur’an, the reward in the afterlife, and miracle stories.
In terms of their conceptual categories in accordance with the ontology of nature terms
established in this thesis, they are living creatures (people, soul/s, mankind, angel/s, hand,
tree/s, date palm/s, cattle, chest, woman), astronomical bodies (earth, sky/heavens, sun,
moon, star, universe), temporal events (night/s, year/s), geographical locations (mountain,
spring, sea/s, rivers/s), afterlife locations (heaven, garden), artefact (ship), some weather

phenomena (water, wind), and others (life, death).
2- The negative nature terms

On the other hand, the negative natural phenomena in the Qur’an are associated with the
following discourse prosodies: afterlife punishment, present life punishment, the shunning
disbelievers, and the evil doings of Satan. Their conceptual categories are as follows:
temporal event (day, darkness), after-life event (resurrection), some living creatures (face/s,
heart/s, jinn, devil/s), geographical location (village-town), afterlife creation (hell), and

weather phenomena (drowning, flood, rain).
3- The neutral nature terms

Finally, the neutral natural phenomena in the Qur’an are associated with one discourse
prosody, which is the Islamic teachings. The term home-house/s, a geographical location,
was found to be the only neutral natural phenomena term out of the 30 most frequent nature

terms in the Qur’an.

In the following lines, two examples of the findings relevant to the uncovering of the SP of

natural phenomena in the Qur’an will be presented.?*® They are the terms zL_ ry/ ‘wind/s’

and <« 8/ qlb ‘heart/s’, each of which will be represented by its most significant

238 This representation of SP results follows Sinclair (2003, p.19 and p.117) and the SP section in (Hoey, 2000, p. 232)
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collocates, a sample of its concordance lines, and the discourse prosodies it acquired

through collocation.
a. Theterm L) /z=) ryh ‘wind/s’ in the Qur’an

The term L /= ‘wind/s’ has been found to occur in both in the singular =1 ryk 239 and
plural zL, ryah. Once the disambiguation was conducted on this term and its SP was
explored in the Arabic text, it had positive evaluative prosody with discourse prosody of
glorifying God. Its root-based disambiguation included the synonyms level (synonyms of
the word wind were included) and the word level (singular and plural were included). The

co-occurrences in the Qur’an of both forms of this term will be discussed in the following.

The analysis of the term zL /z=) ‘wind/s’ in the Qur’an revealed that in its singular form,
the singular wind occurs 9 times and has 6 collocates. The most frequent collocates of this
word can be categorised as follows: 4 nouns; 2 verbs; and zero adjectives. They are the
following words: s« ‘rain’, e ‘Aad’240, <\ ‘came’, s ‘thing’, Ul ‘we sent’, and .
‘day’. On the other hand, in its plural form, the word winds was found to occur 14 times in
the Qur’an and has seven collocates. The most frequent collocates of this word can be
categorised as follows: 6 nouns; 1 verb; and zero adjectives. They are the following words:
Ju x ‘he sends’, sk ‘water’,) & ‘tidings’,))S3 ‘reminder’, ~& ‘clouds’, 4.~ ‘mercy’, and
o= ‘earth’. As a singular word, the term is associated with the discourse prosody of
present-life punishment (see examples in the collocate sets below), whereas it is mainly

related to the glorifying of God’s creation and his tidings and mercy in its plural form.

Table 35: The evaluative prosody of the words g=u ryh ‘wind’ and gk ryah ‘winds’ in
the Qur’an

Word  Frequency Pos Neg Neu Pos% Neg% Neu% EP
wind 9 4 7 0 4%  T77.7% 0% Neg
winds 14 9 0 1 64% 0% 7% Pos

The discourse prosodies of the term zL_ /z= ryh “wind/s’ that were extracted based on

this exploration were the following: glorifying of God; present-life punishment; miracle

story; and emphasis on the message of the Qur’an. Moreover, a sample of the concordance

239z=01 s for the singular form, but when disambiguated both singular and plural are represented with z=_.

240 Aad () are a historic people mentioned in the Qur’an who were sent the Prophet Hud. Available from:
[http://corpus.quran.com/concept.jsp?id=aad], [Accessed 04 July 2017]


http://corpus.quran.com/concept.jsp?id=quran
http://corpus.quran.com/concept.jsp?id=hud
http://corpus.quran.com/concept.jsp?id=aad
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lines?41 followed by a sample of the annotated dataset of the term wind (in both singular

and plural forms) are shown below:

Al ) seadaml | gils 5 lSe 7 g b sla g el > Wsela b b pduh Ty e 5 S J G a5 @S
A5 ) I 5 (5 haas i< 1> i) sbe S aa Jlas) o s )i i Ll e
Cpalle o8 US S LS ()l 0 pal s sl )> et J 5 05 SUE pSly Sicant J e J Ariua sliale
51501 Al Qe ap (503 J Cilia o sy | ea joa <D >kl (G sanay Lisll 68 230 aa (3la Al )5 5

S 5 | ymaa) Gl el el i ) e <1 > allaail s L le 118 b y) lliasa L Jle
| gaiad Jb 3 gad maa ) & allaa il o 8 3 asall <7 >ULL ) ale aile aall aa Ul Cas 20 9 oldAI S
e Jad Slael Gl g 55 el gl a s | e e <1 p>Uke )l 3 5 (e dle culS Sae KA J o) Al
dﬂu)&@w}dﬁ@uu)@@beﬁ)m)m<1@)>\)ﬂ.§\&_ﬁab@u\g‘ﬂk\&_ﬁaﬁk‘)m\gﬁb
ol Oling 2 g J ) J () sem pisall Taet < > iy pal 5 0 QG Q5 iyl Tan o 5e gaw A J 3 O
8 s aly J ol YU Jane i) 5 das ) (g ) o > s (ptaall Cu 8 Crea j bacda 5 Usa s o) 5 la
L G0 o paSlidiul Cho e gams W3 b el o) <oy > Lkl g plae 5o oo J 550 (B33 oo 3 0 g
}1yal@aujujd\jdu\|)m¢wah\< J>a‘,)mwCq..a\«_av\ajt)).lal\;\u_ﬁwnu)\\a}n
Baly i J 1 sedn o 9e sans W3 g0 den ) (s |0 o <y > ) 158 2 568 dan 5 Bl 2 gl 5 Lald J) Ja
Gl lay 058 ) (et o I o sy (o | pdum > ong o Tl o o (sagg (95 S35 Dl o IV il
d}b)A‘k._lsﬂd&_.ﬂé‘)#ﬁdJb&&Jéﬁﬁl\ﬂdJQ\M<@J>&aﬁbﬁ__!‘Oﬂ}&\%b&'ﬂé@&u").‘A.G)
he G saw o Jany 5 el saw o Jauy b Jaed 8 < 3> Ju gy il Gl gl Ui ) ge ) Liadilil b

(21:81) And, We disposed, for Solomon the wind to blow strongly
— in another verse it is (described as being) rukha’an, ‘to blow
softly’ (Q. 38:36); in other words, (it is either) blowing violently
or gently (respectively), according to what he (Solomon) wanted
— making its way, at his command, to the land which We have g
blessed, namely, Syria; and We have knowledge of all things, 7
A5 FHORFS @)l\ u\,uuj|31|21 among them the fact that God, exalted be He, knew that what He <
L\SJ e 51 G_J\ ua 55‘ UAL gave to Solomon would prompt him to be subservient to his S
Gndle 0.5 0 | Lord, and so God did this in accordance with His knowledge. E
(41:16) So We unleashed upon them a raging wind, cold and
violent, but without rain, during (some) ill-fated days (read
nahisatin, or nahsatin), (days that were) calamitous for them, =
15ia e Ay agile LaLULa|16|41 that .V.\/e.mlgr.\t makg them Faste the chastlsement. of disgrace, I g
] ‘5)31\ Sl ?@m il ?u\ 63 humiliation, in the life of this world; yet the chastisement of the = =
sh 3 s 5A0 55aY) Qdals WAl sLall | Hereafter is indeed more disgraceful, more severe, and they will =
&=t ¥ | not be helped, to have it warded off from them. a o
(46:24) Then, when they saw it, that is, (when they saw) what
chastisement (really) was, as a sudden cloud, a cloud that
appeared (out of nowhere) on the horizon, heading towards o =
their valleys, they said, ‘This is a cloud that will bring us rain!’. = g
Jm L jle U\J LAa|24|45 God, exalted be He, says: Nay, but it is what you sought to % <
(5 sk G e 13 15l a5l | hasten, of the chastisement — a hurricane (rihun substitutes for 3 S
eﬂ\ Sl3e g )y 4 ?.\la.-.u\ L | m3, ‘what’) containing a painful chastisement, oo
(51:41) And (also) in, the destruction of, ‘Ad, was a sign, when ig g
We unleashed against them a barren wind, (a wind) which brings % <
7ol adle W53 sle 35]41]51 | nothing of good, for it does not bear any rain and does not 3 <
‘a.md\ pollinate any trees; this (wind) was the west wind (al-dabdar). e o
(54:19) Indeed We unleashed upon them a clamorous wind, o ¥
intensely noisy, on a day of prolonged ill fortune, (nahsin ‘:—T: g
mustamirr means) either one of continuous ill fortune or one of S5
| 5ia a5y ) 2gile WL B)|19]54 | severeill fortune — and this was the last Wednesday of the ¢ <
Daild i ai B | month — e e

241 Copied from Sketch Engine, with collocates coloured in red.




- 187 -

Q
= o
S ia | Kk A L5/6|69 | [69:5] As for Thamiid, they were destroyed by the IS
4dle | [overwhelming] Roar, an excessively severe cry. a o
(2:164) They then asked for a sign to prove this, and the
following was revealed: Surely in the creation of the heavens and
the earth, and the marvels contained in them, and the
alternation of the night and day, passing and returning,
increasing and diminishing, and the ships that run in the sea, and
do not become cracked and sink, with what profits men, of trade
and merchandise, and the water, the rain, God sends down from
the heaven with which He revives the earth, with vegetation,
after it is dead, after it has dried out, and He scatters abroad in it
all manner of crawling thing, by dividing them and spreading
them throughout on account of the vegetation, for they thrive on
UA)YU u‘}w‘ gl & &l|164[2 the fe'rtile' pastures it produces; and the disposition of the winds, -
i B JL«_\“J J_M\ uJ-‘:-U changing it from south to north, from cold to warm, and the 8
a3 LAJ S ; C.*““ e );d\ PR clouds compelled, subjugated by God’s command, moving to 5
Sl PRI AT, uﬂ (i) (e 4l | Wherever God wishes, between heaven and the earth, without oo
403 (K (e Led &0 gisa 3 | being attached (to either of the two) — surely there are signs, =
I M\ EGA| CLUS‘ ua)@j indicating His Oneness, exalted be He, for a people who E
& slisg PEH R w25 sl | comprehend, (a people) who contemplate. o0
(7:57) He it is Who sends the winds, unfolding with His mercy,
that is, dispersing before the rains (a variant reading (for
nushuran, ‘unfolding’) has nushran; another reading has nashran
as the verbal noun; and a third variant has bushran, meaning
mubashshiran, ‘(with which) He is bearing good tidings (of His
mercy)’; the singular of the first reading is nashar, similar (in
pattern) to rasil, ‘messenger’; the singular of the last is bashir)
until, when they, the winds, bear heavy clouds, (clouds heavy)
with rain, We lead it, that is, (We lead) the clouds (herein is a
shift from the third (to the first) person), to a dead land, one
devoid of any vegetation, in other words, (We lead it there) in 3
8% 3% Fao dm); d_m ;M|57|7 order to revive it, and then We send down thereon, on that land, %
YLu Glas &8 13) ‘:_\; PR Lé_\_, and bring forth thereby, by this water, fruits of every kind. Like o
L‘;Pu ;Ld\ 4 u}u cuia Al 3Gl | that, bringing forth, We shall bring forth the dead, from their =
Syall 2 [BLSREIES g_ﬂ‘).u]\ K {4 | graves, through revivification, so that you might remember, and E
O58E eﬂx-‘ believe. o
(15:22) And We send the winds as fertilisers, to fertilise the 5
clouds, whereupon they fill up with water, and send down out of o
O u}u Cﬁ‘)] CLU!\ LAM)\,|22|15 the heaven, (out of) the clouds, water, rain, so that We give it to %
A 28 gy 8 81566 2l ¢l | you to drink, for you are not the storers thereof, that is, the S5 6
Os )y | stores thereof are not in your control. ™ &

b. The term <« s8/B glb heart/s’ in the Qur’an

The term 1 glb “heart/s’ was found to occur 142 times in both the singular <& and plural
<58 Once the disambiguation was conducted on this term and its SP was explored in the
Arabic text, it had negative evaluative prosody with discourse prosody in the description
of disbelievers, and a positive one in the description of believers. Its root-based
disambiguation included the synonyms level (synonyms of the word heart were included

such as sxl/ J133) the word level (its two forms were included), and root level as 1<
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because the same root <& can mean bring down; overthrow; topple.242 In terms of its

exploration, the co-occurrences of this term were with 53 collocates. The most frequent
ones are sy ‘they believe’, o= ‘disease’, = ‘hearing’, )= ‘vision’ b ‘has
concealed’, cieki ‘be assured’, S>  ‘reminder’, S ‘covers’,osslal ‘hypocrites’,ola!
“faith’,<.d hardened’, oses&s ‘they understand’, 44 “Allah’. It is evident from its nearest
surroundings that this word tends to collocate equally with several positive words like faith
and assured, and with negative words such as hypocrites, hardened hearts, covers on their
hearts, concealed hearts, and disease. The discourse prosodies of these words are then
equally distributed between the description of disbelievers and, the emphasis on the truth
of the message; the reassured hearts of the believers as opposed to the concealed hearts of

the disbelievers and hypocrites.

A sample of concordance lines of the word heart/s followed by a sample of the SP annotated

dataset can be found below?243,

A Ll Jsis Gl e e 55l D0e TONKTCESAl S8 sl ab L3 agd il el gun |5 i
O3S adl Qlde Lia ye ) o 315 G i e 1> (gl 1o (323 |sial Bl e aldy (e e @
o 38 1 ed a1 s 8ol 25 T jan <TBE>CLE (ylaat s 8L A g sl Bl 1 n W (any
pSilal oS jaly Lass 0 JB a0 S 0 Tdae <TE> Gyl lpae 5 10530 1508 10030 58 o oSUig) |50
o Jund ot 11y 5 lslee Gual A ad (g3 J 20ne <TlE> QD & g o 8l SIS 3N £l 5 33l Bl
Ailg) o Jgmy 5 Cmg O ) il (eI lE> (i de | i Gall (g yme Baf pSaa J o Sy 5
ot (S o V) Cldadl )5 ) sia s aayaall <T B> SUSLu (iage o) J 8 Caane W) ol 33 i) jul
200 a4l J @l 5 piasall 585 J <TlE> Ly ) gas J e )l s 1l mual 595 2y 10 d 50
Q Osig bty G ) 2o 5 yual G el <TOBE>A by ¢slhse |5 h J AL b Aia Jia
@ Gla () Uil 1518 5 5 S5 D0l <TlE>D00e 103 dra 5z G 5 o) (g 090 A 0 Jus
sbiedl Jrs oSilgal (5 palil oSal ) Jan adsn <1B> 1da )y dl Jan S 5 0 S 5l JSg0 5 ) md
(bl Usilall bl o 5l 5 paliad) <TB> caly 5 20pe el ) Jawl oS8 5 o oS el 20 (lent
da) dailda i 5,8 o Jsmy 5 bl Lae 5 (i el lin g gdiliall Jgiy lanad J315 51D g sieall i
Oisade S i) oy iy i J Gae JO1) i se< Tl () iliall Aty L ) | ) si il (pdi O pm

(39:22) Is he whose breast God has opened to Islam, and becomes guided, so ::_f

that he follows a light from his Lord ...?, like he whose heart He has sealed S
2SN s 5%a &) £ 55 :,géi|22|39 (with disbelief)? — this (understanding of the ellipsis) is indicated by (what 2 . s
muﬂ s 5 G ?)3 S }@ follows). So woe — an expression indicating ‘chastisement’” — to those whose _g 2 %
Jos Sl ) &) 83 (e 23l | hearts have been hardened against the remembrance of God, that is, £5 3
ous | (hardened) against the acceptance of the Qur'an. Such are in manifest error. @ s =
4
(41:5) And they say, to the Prophet, ‘Our hearts are veiled, (they are) masked, g
s 36 Lae 4 ) &l \j@5|5|41 from that to which you call us, and in our ears there is a deafness and between %
Sl Uil (e 85 WIS a543) | us and you there is a partition, a variance over religion, so act, according to o
Gl ) Jaeld Cilas your religion; indeed we shall be acting!’, according to our religion. °

242 Available from: [https://www.almaany.com/ar/dict/ar-en], [Accessed 04 July 2019].

243 In the concordance lines, 1(zeand lohi are two disambiguated terms for the words: vision and hearing respectively.( See also
Section 2.3 for disambiguation of terms).
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(42:24) Or (am here is like bal) do they say, ‘He has invented a lie against
God?’, in ascribing the Qur’an to God, exalted be He. For if God will, He can
seal, He can fortify, your heart, with patience to endure the hurt they cause
(you) by such sayings and otherwise — and God did this. And God will efface
the falsehood, which they speak, and vindicate, confirm, the truth with His
words, (the ones) revealed to His Prophet. Truly He is Knower of what is in the
breasts, of what is in the hearts (of people).

emphasis on the

truth of

revelation

,,,,,

M‘_Acru)?lcécaﬂdm\j
ud»)bce)‘aaéck)mj
Gs 8% YAl A 225 Ge 4nnis

(45:23)Have you then seen, inform Me (about), him who has taken as his god
his (own) desire, (that is) whatever (new) stone he may desire after (having
desired) some other stone, considering this (new one) to be better, and whom
God has led astray knowingly, on His part, exalted be He, that is to say,
knowing him to be of those who follow misguidance before he was created,
and set a seal upon his hearing and his heart, so that he cannot hear guidance
or understand it, and laid a covering, a darkness, over his sight?, so that he
cannot perceive guidance (here one should understand as implied the second
direct object of (the verb) a-ra’ayta, ‘have you seen’, namely: a-yahtadi, ‘can
he find guidance?). So who will guide him after God?, that is to say, after His
leading him astray? In other words, he will not find guidance. Will you not then
remember?, (will you not then) be admonished? (tadhakkarina: one of the
two ta’ letters (of the original form tatadhakkartina) has been assimilated with
the dhal).

disbelievers

(47:20) And those who believe say, seeking to take part in the struggle: ‘Why
has a stira not been revealed?’, (one) in which there is mention of the
(command to participate in the) struggle. But when a definitive stra is
revealed, one in which nothing is abrogated (naskh), and fighting, that is to
say, requirement for it, is mentioned in it, you see those in whose hearts is a
sickness, that is, doubt — and they are the hypocrites — looking at you with
the look of someone fainting at (the point of) death, because of (their) fear of
it and (their) aversion to it; in other words, they fear fighting and are averse to
it. Yet more fitting for them (faawla lahum is a subject, the predicate of which
(is the following, ta‘atun wa-gawlun ma‘rafun))

L Y3k wﬂ‘ J)u;|20|47

hypocrites

S IS sl oo e

To sum up, the first section of this chapter reported the results of the exploration of the SP
of nature as a Qur’anic theme. It presented these results as frequencies of nature terms, their
collocations and LG patterns, and the evaluative and discourse prosodies. In addition, it
interpreted some of their results with the defining features of the theoretical background
adopted for this thesis. Similarly, examples and lines of concordance and annotated datasets
were provided to illustrate these results. The final point that is worth mentioning is: based
on the results of SP of nature in the Qur’an, it generally has the evaluative prosody of being
positive; its discourse prosodies include glorifying of God, emphasis on the truth of the

message, miracle stories, and the description of believers.

Moreover, it should be noted that since the same tasks were conducted on the Arabic text
as on the English translations, the results are bound to be reported similarly.244 However,
since the second aim of this research is to evaluate these translations based on their
congruency in regard to the Arabic representation of SP of nature in the Qur’an, the English

results will not be fully reported in this section. Instead, they are appended as electronic

244 The results of the frequencies, collocations, and SP of natural phenomena in the English translations of the Qur’an were represented
based on the results of the Arabic 30 most frequent natural phenomena in the Qur’an. They are available in the electronic directory
of Language Resources appended to this thesis.
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documents to this thesis as datasets of annotated SP of nature in five translations of the

Qur’an.

5.2 Results of the evaluation of the translations

This section will focus on reporting the results of the evaluation of the translations
regarding their congruency with the Arabic representation of SP of nature in the Qur’an.
The comparison to evaluate the most congruent translation in its representation of nature
as a theme in the Qur’an was based on the previously mentioned sequence, which consists
of examining frequencies, collocations including LG patterns, and finally semantic
prosody. Based on the statistical analysis in this thesis, which revealed both the occurrences
and co-occurrences of nature terms in the Arabic Qur’an and its translations, a comparison
of the frequencies of the six corpora was conducted via alignment in Microsoft Excel and
LancsBox mentioned previously in Section 4.2.2. After generating and disambiguating a
list of the 30 most frequent Arabic natural phenomena terms via NLTK in Python and
manual root-based disambiguation, the produced list was used as the basis for a comparison
of the translations in the second phase of this research. Hence, the results of this section
rely on the evaluation of the English translations by utilising the list of Arabic terms, their
collocations, and their SPs that were produced in the first stage of this research.
Accordingly, the English renderings of the Arabic terms in the five translations were
computed and disambiguated (e.g., via the necessary root-based and stem-based
disambiguation) to compare their frequencies and collocations (including the LG patterns)
with those of the Arabic list, and to uncover the SP of nature in each of these translations

and then compare their representations to that of the Arabic Qur’an.

In the comparison of the ratio of the terms in the list of Arabic frequencies with their
counterparts in the five English translations, it was obvious that they all generally adhered

to a similar frequency distribution with variances (See Table 36 and Figure 49).

Table 36: The comparison of the ratios of the most frequent natural phenomena in the
Qur’an

Text The relative frequencies of the 30 most frequent nature terms in the Qur’an
Arabic 62.40
Pickthall 70.25
Ali 73.20
Arberry 72.92
Saheeh 76.76

Haleem 71.25
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Figure 49: The comparison based on the relative frequencies of natural phenomena in the
Arabic text

For example, as seen in Figure 49 which is generated from a spreadsheet of compared
frequency results, the exploration of nature terms frequencies in the Qur’an shows that the

datepalm(s)

i
I

star(s)
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word people (ratio= 6.84) is the most frequent word from the list of natural phenomena in
the Arabic text, whereas the word day24> appears most frequently in the Pickthall translation
(ratio= 8.80). Ali, Arberry, Saheeh and Haleem, on the other hand, agree with the Arabic
text on the ranking of the word people (ratios= 8.02; 9.52; 12.75 and 13.02, respectively)
as the most frequent in their textual representation of nature. They also confirm Baker's
claim that translators tend to use the most frequent words in the ST with more occurrences
inthe TT:

Studies of corpora of translated texts have shown that they tend to have higher incidences of
very frequent words and that they tend to be more explicit in terms of grammar (Baker, 1993
as cited in Hunston, 2006, p.246).

Another noticeable feature emerging from the comparison is the fact that there is an
extreme variance between the representation of the word hell as an afterlife creation in the
Arabic Qur’an and its translations; it is more frequent in the Arabic Qur’an than in its
translations. This can be explained by a close inspection of the results of the word fire24.
The fact that it is shown to appear more repeatedly than its Arabic equivalent in its Arabic
reference text illustrates that the translators opted to use the word ‘fire’ rather than ‘hell” in

the translation of this word.

Table 37: The frequency distribution of the word 'fire' in the Qur’an and its translations

Term Arabic Ratio Pickthall Ratio Ali Ratio Arberry Ratio Saheeh Ratio Haleem Ratio

Fire 16 0.20 162 275 200 3.14 148 2.71 163 2.84 149 2.47

Another noteworthy example is Pickthall's use of the word mankind as a translation of both
the Arabic words J>_ man and <2 mankind. Hence, in comparison with its frequency in
the other texts, it is more prevalent in his translation than either of its correspondents in the
Arabic text and the other translations. Finally, Figure 49 shows that the translations are
most congruent in the prevalence of natural phenomena terms with the Arabic
representation in the use of the words such as star/s as an astronomical body and the word

angel/s as a living creature. Moreover, the sums of the ratios of natural phenomena in the

245 The second most frequent natural phenomena term in the Arabic text.
246 Other synonymous words for the word _Y nar, which could be translated as ‘fire’ in the Qur’an, include the following:
Ced/Aadaall /ana/ jin/ Jal/aies
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Qur’an show a tendency on the part of the translations to vary in their closeness to the

Arabic sums of nature conceptual categories (See Figure 50).
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Figure 50: The semantic categories of natural phenomena

Based on the figure of the sums of ratios of the semantic categories of nature in the Qur’an,
the following lists were generated to show, in descending order for each, the closest

representation of nature in the Qur’an in light of semantic categories of nature.

Afterlife Event
Saheeh

Arberry, Pickthall
Haleem

Ali

Afterlife Location
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Pickthall, Saheeh
Haleem

Ali

Arberry

Artefact

Haleem

Ali

Pickthall

Saheeh

Arberry
Astronomical Bodies
Arberry

Ali, Haleem
Pickthall

Saheeh
Geographical Location
Arberry

Pickthall

Ali

Saheeh

Haleem

Living Creatures
Pickthall

Haleem

Saheeh

Ali

Arberry

Other

Arberry

Pickthall

Saheeh

Haleem, Ali
Physical Substances

Haleem, Saheeh
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Arberry

Pickthall

Ali

Temporal Event
Haleem

Ali

Arberry

Saheeh

Pickthall
Weather Phenomena
Ali, Saheeh
Pickthall

Haleem

Arberry

The lists show that each of the translations tends to be the closest to the Arabic text in at
least one of the categories. However, while Haleem and Ali are the closest to the Arabic
text in at least one category, Arberry and Saheeh are closest to the Arabic text in its
representation of three semantic categories of nature in the Qur’an.

In addition, the lexico-grammatical patterns of the English texts were identified, and their
functions determined both the evaluative and discourse prosodies (See Appendix D for the
lexico-grammatical patterns and Appendix E for the English evaluative prosodies results).

An overview of their statistical profiling is provided in the following table.

Table 38: The statistical representation of the lexico-grammar of nature in the Qur’an in
comparison with its translation

Dataset  N+N N+V V+N ADJ+N N+ADJ  AV+N N+AV
Arabic 204 60 79 18 13 2 2
Pickthall 91 58 66 17 14 3 5
Ali 177 42 75 19 13 7 4
Arberry 140 46 42 22 14 6 7
Saheeh 140 40 54 14 10 5 5
Haleem 149 35 32 14 4 1 3
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Finally, the comparison of SP of nature in the Qur’an in the evaluation of the five selected
translations revealed that Saheeh and Haleem succeeded equally in matching the 36 out of

42 Arabic nature terms in their evaluative prosodies (see Table 39).

Table 39: The comparison of congruency of evaluative SP (as in Ebeling, 2014)

Text Pickthall Ali Arberry  Saheeh Haleem
congruency score 35/42 35/42 34/42 36/42 36/42

On the other hand, in the discourse prosodies, it was evident that Haleem was more
congruent with the representation of nature discourse prosodies to that of the Arabic results.
The table below shows the dominance of Haleem's results in the comparison of the
discourse prosodies. This concludes that in regard to the representation of SP of nature in

the Qur’an, Haleem's translation is evidently the closest to the Arabic original.

Table 40: The comparison of congruency of discourse SP

Text Pickthall Ali Arberry Saheeh Haleem
congruency score 33/42 32142 34/42 34142 36/42

To recap, this section reported the results of the second stage of this thesis, which is the
evaluation of the five translations of the Qur’an concerning their representation of the SP
of nature in the Qur’an. It illustrated this evaluation through references to frequencies,
collocations and LG patterns, and evaluative and discourse prosodies. In regard to the
uncovering of SP, it was shown through a ranking that, out of the five translations examined
here, Haleem is the most congruent to the Arabic representation of SP of the theme of
nature in the Qur’an. Further discussion of these findings with reference to the criteria of
consistency and accuracy in the evaluation of the translations will be provided in the

following section of this chapter.

5.3 Discussion of the results

This section discusses the results in light of the research questions, which are the following:

1- Is there SP in the representation of nature in the Qur’an and its translations?
2- What are the lexico-grammatical patterns, evaluative prosodies, and discourse

prosodies of nature in the Qur’an and its translations?
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3- Which of the five translations is the most congruent and which is the most divergent
from the representation of nature in the Qur’an?

4- How can variances of the representation of SP of nature in the English translations
of the Qur’an be justified in terms of consistency and accuracy?

In response to the first question Is there SP in the representation of nature in the Qur’an
and its translations? the results will provide evidence for the presence of SP in the analysis
of the representation of the theme of nature in the Qur’an. In response to the second
question What are the lexico-grammatical patterns, evaluative prosodies, and discourse
prosodies of nature in the Qur’an and its translations?, there will be a of list the identified
LG patterns of words related to nature in the Qur’an with their significance in building a
network of meanings with collocations and the relevant evaluative and discourse prosodies
that were uncovered through the analysis of these LG patterns. After that, in response to
the third question Which of the five translations is the most congruent and which is the most
divergent from the representation of nature in the Qur’an?, the findings of the evaluation
of the translations based on their SP representation of these nature terms in the target texts
will be addressed. Finally, in response to the fourth question How can variances of the
representation of SP of nature in the English translations of the Qur'an be justified in terms
of consistency and accuracy?, the researcher will attempt to justify the variances of SP
results in the selected English renderings of the Qur’an, and highlight the importance of SP

for a translator to achieve accuracy and consistency.

5.3.1 Isthere SP in the representation of nature in the Qur’an?

Yes, SP was found to be a characteristic of the language of the Qur’an represented through
the collocations of natural phenomena in the Qur’an. For example, Figure 51 shows the
evaluative prosodies of nature terms that were transferred to them by habitual co-
occurrence (Hunston, 2002, p. 61), unlike their intuitive connotations, which are not
collocational like SP. Moreover, the recurrent discourse prosodies that are shown in Figure
52 illustrate that the majority of verses with natural phenomena convey the discourse
prosody of the glorifying of God (397 collocations). The five most frequent discourse

prosodies of natural phenomena in the Qur’an are discussed in the following sub-section.
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Figure 51: The evaluative SP of nature in the Qur’an
450

Figure 52: The discourse prosodies of nature in the Qur’an

Another indication of the presence of SP in natural phenomena in the Qur’an can be found

in the concordance lines of the word < s« mwt ‘death’. It was found to violate its intuitive
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connotation because of collocation. According to its meaning as per the dictionary, this
word has a negative association with grief, whereas in the Qur’an it is shown through SP
analysis of its collocate sets as a part of nature’s cycle of life and an inevitable beginning
of the afterlife, leading to the Hereafter (See also Section 4.1.5). Therefore, it can be said
that the intuitive negative connotational meaning of the word ‘death’ signifying loss and
grief is ironically presented in the Qur’an; and this word acquires a positive prosody
instead. This is a feature of meaning by collocation which Louw finds to be an indication
of SP. With the violation of intuitive connotational meaning (see Louw, 1993, p.137 and
p.157), there is a potential SP to achieve an effect of irony on the listener or reader of the

word.

To conclude, this sub-section provided evidence that there is SP in the representation of
natural phenomena in the Qur’an; this is within the line of established corpus linguistic
thinking (e.g., Sinclair, 1996; Louw, 2000; Thompson, 2000; Stubbs, 2001; Hunston, 2002;
Partington, 2004b). This research thus asserts the presence of SP as a collocational
phenomenon which colours the connotative meanings of nature terms via collocation. To
find collocations of words related to nature appearing in the Qur’an, a quantitative analysis
was conducted to compute statistical collocations (Evert, 2008), and a qualitative analysis
was implemented to interpret the results of collocations by examining the concordance lines
of the instances where these statistical (i.e. not occurring by chance) collocations and
verified bigrams occur (as in Stubbs, 2001; Sinclair 1996; 2003; 2004). This mixed
approach produced datasets of SP annotated texts (Arabic and English) that are
electronically appended to this thesis as proof of the presence of SP in the representation
of natural phenomena in the Qur’an. More details on how the results of SP were interpreted

(e.g., LG patterns and SP) will be provided in the following sub-section.

5.3.2 What are the lexico-grammatical patterns, evaluative prosodies, and

discourse prosodies of nature in the Qur’an?

As mentioned previously in this chapter, the eight lexico-grammatical (LG) patterns of the
30 most frequent natural phenomena in the Qur’an that were found in this research are the
following: Noun (N)+Noun (N); Noun (N) + Verb (V); Verb(V)+ Noun (N); Adjective
(ADJ)+Noun (N); Noun (N)+Adjective (ADJ); Noun (N)+ Adverb (AV); and Adverb
(AV)+ Noun (N). They were retrieved qualitatively as a means of interpreting the results
of the statistical analysis, which was conducted to produce the statistically significant and
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statistical collocations of nature (bigrams in this research). In this regard, when these
recurrent LG patterns in the bigrams of nature in the Qur’an were used to observe the
concordance lines of nature terms, they uncovered the evaluative and discourse prosodies.
It was found that the first five of these patterns generally convey the meaning of glorifying
God as the most frequent of the discourse prosodies. Examples of each are the following:
‘heavens + earth’; ‘man+ praise (v.)’; ‘sent+ heavens’; ‘six+ days’; and ‘moon+
subservient’. Similarly, the last two patterns were shown to convey an emphasis on the
message of the Qur’an, which was the second most prevalent of the discourse prosodies in
this research. Examples of each pattern respectively are the following: ‘earth + verily’ and

‘verily+ hearts’.

These patterns and their prosodies remind us of Halliday and Matthiessen’s (2004) and
Sinclair's (2004b) view of the lexico-grammar that it is an underlying component of the
meaning-making system of a language. Similarly, they confirm the findings of Partington
(2004b; 2009) on “semantic —or evaluative- prosody” and Partington et al. (2013, p.8) on
SP and lexical grammar, who claim that “lexical items are very largely selected by speakers
in batches rather than singly”” and that “meanings in utterances, including and especially
evaluative meanings, are prosodic-spreading over stretches of language-rather than
atomistic in nature”.247 Furthermore, the conveyance of meanings through the analysis of
the concordances of the LG patterns in this research agrees with Gledhill’s (2011, p.73 and
p.91) view that lexico-grammar is structured by the expressive and communicative
functions it has evolved to display (i.e., discourse prosodies). Moreover, these findings not
only support the credibility of the claim that the “examination of concordances generally
helps reveal the existence of semantic prosody” (Baker, 2016, p.145), but also add to it the
importance of scrutinising this observation by extracting LG patterns and employing them
in unveiling the meanings which result from the habitual co-occurrences (i.e. collocations)

and cause the connotative colouring (i.e. SP) of natural phenomena in the Qur’an.

To conclude this discussion on the LG patterns of natural phenomena in the Qur’an, a data
visualisation is presented, a collocational graph produced in LancsBox248 to help the reader

envisage the network of meanings emerging from the SP of nature in the Qur’an shown in

247 See also Partington et.al (2013) and Section 3.1.2.
248 The texts that were read in LancsBox were the Python-processed texts, and the association measure chosen for the purpose of this
data visualisation in the software was the Log Likelihood association measure.
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Figures 53 and 54 (a guide of the terms and their translations is also provided on the left of

the Arabic figure below).
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Figure 53:The collocational network of discourse SP of nature nodes in the Qur’an

Figure 53 shows how natural phenomena roots in the Arabic Qur’an are related to one
another by virtue of sharing collocate sets. For example, one can see that the roots caird
‘earth’ and as: ywm ‘day’ are very close to one another by a wordsuch as s, ‘they shall
see’ (in the red circle in the figure), and a close inspection of their collocates reveals that
they share this collocate to reveal the positive SP signifying the glorification of God (See
also Appendix C).
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Figure 54: The collocational network of discourse SP of nature nodes in Haleem's

translation

Moroever, an examination of these Figures 53 and 54 reveals a striking resemblance in the
way nature terms cluster around each other (e.g. earth, day, mountain in the Arabic Qur’an
and earth, heavens, light in the English translation). Another observation is the fact that
they all work as a network of meanings via LG patterns (i.e. each node is surrounded by its

collocates to form bigrams, which are in turn connected to other nodes and other bigrams)
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affirming the LG cline,24° which states that collocate sets and grammatical patterns function

together to reveal the pragmatic side of language (discourse prosody).

A more specific representation of LG patterns in the collocations of natural phenomena in

the Qur’an is shown in the alignment of collocation networks illustrated in the figure below.
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Figure 55: A LancsBox portrait of the alignment of GraphColls of the word & gmr
‘moon’ in the Arabic and English corpora (Haleem’s translation)

Figure 55, which exemplifies a LancsBox application of the GraphColl tool, shows that the
LG patterns of the word ‘moon’ in Arabic and Haleem’s English translation are similar.

The matching collocates of the node ‘moon’ in the Arabic and Haleem’s translation are the

following:ad sun, Jle/a s day, J4 night, and A~ made [subservient].

As for the evaluative prosodies, an analysis of the 30 most frequent natural phenomena
terms in the Qur’an showed that the semantic category of living creatures represented the

highest number of occurrences with either positive or negative prosodies, while the neutral

249 See also Halliday and Matthiessen (2004) and Section 3.2.1.
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evaluative prosody was only displayed in the semantic category of geographical location

(see Figure 56).
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Figure 56: The analysis of evaluative SP of natural phenomena in the Qur’an

Moreover, out of the 13 categories of nature in the Qur’an (Chapter Two), five discourse
prosodies stand out as the most frequent in the statistical and corpus linguistic analyses of
SP of natural phenomena in the Qur’an (See also Figure 52 in Section 5.3.1). A corpus
linguistic overview of the five most frequent discourse prosodies of natural phenomena in
the Qur’an will be provided in the following lines (for illustrative examples of these

discourse prosodies, see the researcher’s commentary in Appendix G).
Glorifying of God through nature

Glorifying of God through nature is a discourse prosody, which was uncovered in the
analysis of 397 collocations of nature in the Qur’an. Words like praise, glory, glorify,
dominion, All-Mighty, All-Wise, created, creation, Creator, made, knows, subjected,
subservient, sustenance, bow, give, gave, establish, grateful, measure, bounties, spread
(earth) (v.), etc. are recurrent neighbouring collocates to natural phenomena terms in the
Qur’an, making their evaluative prosody positive and revealing the discourse prosody of
glorifying of God.

The emphasis on the message of the Qur’an

The second most frequent SP meaning of natural phenomena in the Qur’an is the emphasis
on the message which is the truth of the Qur’an and the unity of God, recurrent discourse

prosody occurring in 265 collocations of nature in the Qur’an. Words such as truth, sign(s),
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understand, submit, remind, witness, remember, say (addressed to Prophet Mohammed)
(v.), invite (people to believe) (v.), light (n.) (to mean the message), darkness (to mean
disbelief), worship (v.), promised (reward in the afterlife), warning, guidance, guide, faith,
see, etc. are neighbouring collocates to natural phenomena terms in the Qur’an, making
their evaluative prosodies positive and revealing the discourse prosody of the emphasis on

the message of the Qur’an.
The afterlife punishment

The exploration of SP of nature in the Qur’an shows that afterlife punishment, as a
discourse prosody of natural phenomena, is the third most frequent of the discourse
prosodies of nature in the Qur’an (126 collocations). Words such as abode (in Hell), fire,
enter (Hell), penalty, punishment, black (face), drink (scalding water), woe, punished,
companions (of the Fire), etc. are neighbouring collocates to natural phenomena terms in
the Qur’an, rendering their evaluative prosodies negative and revealing the discourse

prosody of punishment in the afterlife.
The shunning of disbelievers

The shunning of disbelievers is the fourth most frequent motif in the Qur’an (111
collocations). Words such as rejection, reject, deny, disbelief, disbelieve, etc. are
neighbouring collocates to natural phenomena terms in the Qur’an, changing their
evaluative prosodies to negative and revealing the discourse prosody of shunning

disbelievers.
The afterlife reward

Reward in the afterlife (94 collocations) is the fifth most recurrent of the discourse
prosodies of nature in the Qur’an. Words like abode (in Heaven), rivers, flow, enter(the
Garden), garden, triumph, bliss, Eden, grapevines, reward, drink (water from the springs
in the Garden), companions (of the Garden), righteous, etc. are neighbouring collocates to
natural phenomena terms in the Qur’an which make their evaluative prosodies positive and

reveal the discourse prosody of reward in the afterlife.

To sum up, the previous two sub-sections addressed the research question on the LG
patterns, and evaluative and discourse prosodies of natural phenomena in the Qur’an. They
provided a corpus-linguistic overview of the exploration of SP of natural phenomena in the
Qur’an; this also fulfilled the primary aim of this thesis. In this regard, evidence was
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provided of the presence of SP in natural phenomena in the Qur’an; that is, the 30 most
frequent nature terms in the Qur’an were shown to have positive, negative, and neutral
evaluative prosodies based on their collocations. In addition, their discourse prosodies were
identified based on LG patterns and observation of concordance lines. These LG patterns
not only convey meanings of natural phenomena but are also the building blocks for a
network of meanings that can be visualised, which proves that meaning is typically
dispersed over several word-forms which habitually co-occur in the text (Stubbs, 2001,
p.63). To put it differently, the word forms (i.e., LG patterns) habitually co-occur, and the
distribution of the theme of nature is dispersed throughout the Qur’an. This emphasises the
importance of an awareness of these habitual co-occurrences and their representations, as

they can aid the understanding of the Qur’an.

To achieve the secondary aim of this thesis, the following two sub-sections will address the
remaining two questions of this research about the evaluation of the translations of the

Qur’an.

5.3.3 Which of the five translations is most congruent, and which is the most

divergent from the representation of nature in the Qur’an?

Based on the results of this research, it can be said that the most congruent translation in
regard to the representation of nature in the Qur’an is Haleem's translation. An alignment
of the results of SP (evaluative and discourse prosodies) of the Arabic Qur’an with those
of the English translations to mark the congruence revealed that Haleem scored the highest
out of the translations, with a total of 72 out of 84 (42 Evaluative SPs +42 Discourse SPs
for each natural phenomenon term in this research) in its SP congruency score. On the other
hand, the most divergent from the representation of nature in the Qur’an is Ali's translation

with a total of 67 out of 84 in its SP congruency score (see Figure 57).
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Figure 57: The SP congruency scores of the English translations

These findings above confirm concerns expressed by Sardinha (2000), Dam-Jensen and
Zethsen (2008), Morley and Partington (2009), and Stewart (2009) about translators
missing out on the importance of SP in the translation process. The fact that there are
discrepancies, although not abundant, in the SP results among the datasets proves that there
could be a loss of consistency and perhaps accuracy in the representation of natural
phenomena in the Qur’an. Hence, this research highlights this issue by reporting the results
of the evaluation and attempts to explain the SP variances between the source text and its
translations in the parallel corpora without making judgments on the quality of the

translations.

5.3.4 How can variances in the representation of SP of nature in the English

renderings of the Qur’an be explained in terms of consistency and accuracy?

This section presents the researcher’s discussion of the potential reasons for the variances
in the representation of SP of natural phenomena in the translations of the Qur’an, which
affect the accuracy and consistency of the SP translation. One possible explanation is that
these discrepancies are rooted in the word level and caused the variance in the counts and
in turn the collocation extraction and SP allocation. In this regard, it has been claimed that
one of the problems of loss of translation in the Qur’an is the loss of meaning because of
lexical gaps between English and Arabic, which are two languages that frequently express
reality in different ways. Lexical gaps have implications at different levels including the
semantic and the morphological levels (Abdul-Raof, 2005, p.118), or they may be due to
differences in the denotative meanings between the source language and the target language
(Bentivogli and Pianta, 2005, p.256).
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SP and Accuracy

This research highlights Mona Baker’s definition of accuracy in translation, which is
defined as being precise in rendering from one language into another, i.e., making the
correct choices of equivalent terms in the target language text to convey the meaning of the
source language text (Baker, 1993, pp.233-52). The following table shows examples of
possible translation loss in relation to the nature terms plant, wind, and camel in at least
one of the translations. The renderings of the verses display a possible lexical gap caused

by a variance in the choice of translation of natural phenomena.

Table 41: Examples of translations with lexical gaps

Verse Tafsir Pickthall Ali Arberry Saheeh Haleem
éﬁ‘jlqss and the grass, all The stars and the ~ And the and the stars  And the the plants
5235 stalkless vegetation, and  trees prostrate. herbs and and the trees  stars and and the
olals  the trees, that the trees - bow trees trees
(vegetation) which both (alike) ~ themselves;  prostrate.  submit to
(plant)  possesses stalk, prostrate in His
prostrate, comply with adoration. designs;

what is required of them.

[1177 By those sent in By the emissary By the By the By those 'By the
shihjél\j succession (‘urfan), that ~ winds, (sent) one  (Winds) loosed ones  (winds) (winds)
@y s, (by) the winds that after another sent forth successively  sent forth  sent forth
follow (one another) in one after in gusts in swift
(wind) succession, like the another (to succession
mane (“urf) of a horse, man's
one part (of hair) coming profit);

after the other (‘“urfan is
in the accusative because
it is a circumstantial

qualifier);
4833|177  as if they were (dark) (Or) as it might 'Asifthere  sparkslike  Asifthey andas
Sila &llas  yellow camels (jimalatun — be camels of were (a to golden were bright as
is the plural of jimalatun,  bright yellow hue.  string of) herds. yellowish  copper.’
(camel) the plural of jamalun; a yellow (black)
variant reading has camels camels.
jimalatun), in terms of (marching
their shape and colour. swiftly).’

In hadith (it is stated),
‘The sparks of humans
(thrown into the air by
the Fire) are black as
pitch (qir)’; the Arabs
call dark camels sufr,
‘yellow’, because a
touch of yellow is mixed
with their blackish
colour, and therefore it is
said that ‘yellow’ in this
verse (actually) means
‘black’, on account of
what has been
mentioned; but some say
no (to this
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Verse Tafsir Pickthall Ali Arberry Saheeh Haleem

interpretation); (sharar is
the plural of sharara; qir
is gar, ‘pitch’).

The lexical gap in the first verse is because the word ~~ najm ‘star’ has two possible
meanings2%0: it can mean ‘star in the sky’ (A-Tabari and Al-Saadi) or ‘plants of the earth’
(Al-Qortoby, Ibn Kathir, and Baghaway). Hence, when computing the frequencies of the
word ‘star’ in the translations, there is a variance caused by some translators consulting
exegeses which say that the word means ‘plants’ in this particular verse. The lexical gap in
the second verse is arguably due to a translator’s oversight regarding the importance of
explicitly rendering the Arabic word ., riyah as the English word ‘winds’. As the first
verse, the third verse shows a variety of interpretations that could cause a semantic lexical
gap. The word s gimalatun, typically meaning ‘camels’, 251 can have several
interpretations: ‘black camels’ (Al-Qortoby and Ibn Kathir), ‘ship anchors’ (Al-Tabari),
‘copper’ (Ibn Kathir), ‘flaming fires’ (Al-Saadi), and ‘stones’ (Baghaway).

These examples indicate that the variances in the translators’ choice of English renderings
can be attributed to their choices of exegeses of the Qur’an. Therefore, the counts of the
frequency of the natural phenomena words by the NLTK in Python would be compromised.
This, in turn, affects the exploration of SP in the translations of the Qur’an. This is an issue
of accuracy of SP caused by word-level variances of the English renderings of some of the

natural phenomena in the Qur’an.

Moreover, an investigation of the comparison of some of the LG patterns in the corpora via
Log-Likelihood scores reveals that the LG patterns of the word ‘sun’ in the Quran, for
example, appear to be similar in the in English renderings, except for a difference in the
LG pattern [V+N] in the bigram ‘subjected sun’(See Figure 58).

250 Available from: [http://quran.ksu.edu.sa/tafseer], [Accessed 18 May 2019].
251 Although this word is not within the list of the 30 most frequent nature terms, it demonstrates a possible example of a lexical gap
in the translation of the Quran.
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Figure 58: A comparison based on the LLR scores of the collocations of the word ‘sun’

A closer look at the collocate lists of this term in the different corpora of this research (as
seen below) reveals that both Pickthall and Haleem did not opt for the exact choice of words
or otherwise the program did not extract the word ‘subjected’ as a near or highly ranked

collocate to the node sun’ in these translations; hence, the difference in the collocate lists

emerged.
Arabic Pickthall Ali Arberry Saheeh Haleem
moon moon moon moon moon moon
day night night night night night
night day rising subjected subjected rising
subjected appointed day day day day
star(s) service subjected stars rising stars
made stars rising stars made
stars course setting made created
maketh law bow course god
created prostrate praise created
Allah made god said
created Allah
people
one
lord
said

Allah
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Another example of a variance the researcher examined is in the SP results of the term

‘people’ (as seen below).

Arabic | Pickthall Ali Arberry Saheeh | Haleem |
Nature TermArabic Dis SP Arabic Ev.SP |Dis. SP Ev.SP__[Ali Dis SP Ali Ev SP|Arberry Dis SP Arberry Ev SP |Saheeh Dis SP |Saheeh Ev SiHaIeem Dis SP Haleem Ev SF
people phasis on message [pos |emphasis on message |p: hasis on message |pos emphasis on message |pos/neg fisheli neg |emphasis on message |pos

2

In accordance with the comparison method and results of this research, Saheeh is evidently
the most divergent of the translations in the representation of the SP of the term ‘people’ in
the Quran. While in the Arabic text and other translations it was found to have a positive
SP with a meaning related to the emphasis on the message of the Quran, in Saheeh’s
translation, it was found to acquire a negative SP through association with collocates that
refer to the shunning of disbelievers. Hence, to further examine this difference, the
researcher compared the LG patterns of the word ‘people’ in this research via the Log-

likelihood scores of their collocations (See figure below).
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Figure 59: A comparison based on the LLR scores of the collocations of the word
‘people’

The figure above reveals that the LLR association measure highlighted more associations
to the word ‘people’ in Saheeh than it did for the other translations in this research, which
resulted in a difference in the SP results. This can be attributed to two obvious reasons: the

first of which is that this term has the highest relative frequency in Saheeh’s translation
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(12.75 while in the Arabic text, it is 6.84) compared to the other corpora?s2, and it has a
greater tendency in Saheeh’s corpus than it does in other corpora to be associated with the
words which appear in the description of the previous people who denied and disbelieved
the message of God delivered to them by the His messengers (e.g., people of Lot and people
of Noah). Hence, it can be said that a higher or lower relative frequency can potentially be
an underlying and covert factor which may affect the criterion of accuracy in the

representation of SP in translation.
SP and Consistency

This research also portrays SP as a cohesive lexical device that is employed as a linguistic
tool through consistency of terminology in translation. In this regard, it agrees with
Newmark (1988, p.192), who asserts that consistency or uniformity of terminology is one
of the characteristics of any good translation. Therefore, discrepancies of SP of natural
phenomena in the Qur’an can be said to be caused by the presence of polysemous words in
the translation of natural phenomena Therefore, discrepancies in the translations of SP of
natural phenomena in the Qur’an can be said to be caused by the presence of polysemous
words in the translation of nature terms. For example, the same SP can be represented by
two variants of the same nature term. The example below illustrates the possible
inconsistency of terminology in the translation of several nature terms with the same SP
(evaluative and discourse prosody). The words that are imprinted in bold are the nodes,

while the underlined ones are the collocates based on the results of this research.233

Table 42: Examples of the inconsistency of terminology in the English translation of
nature terms in the Qur’an

Translation Nature term Translated verses SP
Haleem earth 29|20|Say, ‘Travel throughout the earth  Emphasis on the message of the
and see how He brings life into being: Qur’an, positive

and He will bring the next life into
being. God has power over all things.

30|42| Say, ‘Travel through the land,

and see how those before you met their

end— most of them were idolaters.

47|10|Have they not travelled the earth

and seen how those before them met Glorifying of God, positive
their end? God destroyed them utterly: a

similar fate awaits the disbelievers.

252 The results in Section 5.2.
253 Results of the collocations of the Python-processed texts and their statistical analysis based on Evert (2008).
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Translation Nature term Translated verses SP

40-82 Have they not travelled through
the land and seen how those who lived
before them met their end? They were
more numerous than them, stronger than
them, and made a more impressive mark
on the land, yet what they achieved was
of no use to them at all.

Pickthall mountains 15|19]And the earth have We spread out,  Glorifying of God, positive
and placed therein firm hills, and caused
each seemly thing to grow therein.

77|127]And made therein mountains
standing firm, lofty (in stature); and
provided for you water sweet (and
wholesome)?

Haleem fountains 47]12| God will admit those who believe  Afterlife reward, positive
and do good deeds to Gardens graced
with flowing streams; the disbelievers
may take their fill of pleasure in this
world, and eat as cattle do, but the Fire
will be their home

51|15|The righteous will be in Gardens

with flowing springs.
Ali sea 31|31|Seest thou not that the ships sail Glorifying of God, positive

through the ocean by the Grace of
Allah?- that He may show you of His
Signs? Verily in this are Signs for all
who constantly persevere and give
thanks.

45|12|1t is Allah Who has subjected the
sea to you, that ships may sail through it
by His command, that ye may seek of
his Bounty, and that ye may be grateful.

42|32|And among His Signs are the
ships, smooth-running through the
ocean, (tall) as mountains.

Haleem township 15|4|Never have We destroyed a Present life punishment , negative
community that did not have a set time;

22|45|How many towns steeped in
wrongdoing We have destroyed and left
in total ruin; how many deserted wells;
how many lofty palaces!

Table 42 illustrates examples of the translators’ inconsistent use of the terminology of
nature terms which causes variances in the counts of frequency, and henceforth collocation
and the SP of natural phenomena in the Qur’an. The variances between the ST and the five

TTs can be attributed to the use of semantic variances of some nature terms that are
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polysemous or synonymous yet have the same SP. The translators’ use of these variants
challenged the statistical analysis in this research to find the collocations of nature in these
corpora and confirmed the claim that the ambiguity of a polysemous word in translation
studies is also a corpus-linguistic problem that could affect the counts and the exploration
of textual, linguistic features (Olohan, 2004, p. 16). Despite the efforts of the researcher to
disambiguate the nature terms before the statistical analysis, there were still collocations
which Python did not capture due to the polysemous choice of words which the researcher
did not observe at the time. The fact that this affects the results of SP as a cohesive lexical
device, which when taken into consideration maintains consistency in the text, means it
affects the consistency of the representation of the theme of natural phenomena in the

Qur’an.

Finally, it should be stressed that this research does not assume that the translators’ choices
in the translation of nature terms are inaccurate; interpretations of the Qur’an are known to
vary, and it is understood that a particular translator may choose one interpretation over
another. Moreover, although inconsistency in some of the translations of nature terms can
be problematic in the judgment of uniformity, it does not affect the judgment of this
research on the quality of the translation. It is merely a suggestion that a translator should
observe SP as a vital tool for achieving the closest congruency to the source text. With the
understanding that SP is a hidden meaning that is uncovered as the text unfolds and
collocations occur, the translator will acquire the broader picture of the most frequent words
in the text, just as a corpus linguist can decide on the importance of concepts through
frequency and collocation. This discussion shows that SP is just as important to a translator
as it is to a corpus linguist. If a translator is to achieve the representation of the meaning of
a text which is closest to the original, he/she should bear in mind that hidden meanings of
a text can be uncovered via collocation and SP analysis. Therefore, he/she can in practice,
analyse the text in this fashion before commencing the translation to achieve the desired
effect that the source text unveils through these stylistic features.

5.4 Summary

This chapter reported the results of this corpus-based research to explore natural
phenomena in the Qur’an and evaluate five translations of it in regard to their congruency
with the representation of SP of nature in the Qur’an. The findings are based on the

quantitative and qualitative analyses of datasets of SP of nature in the Qur’an. The results
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of the quantitative analysis covered the frequencies of natural phenomena terms; verified
statistical collocations of natural phenomena in the Qur’an; and finally, the evaluative and
discourse prosodies of nature in the six texts —the Qur’an and its five chosen translations.
On the other hand, samples of the qualitative findings covered the annotated datasets of SP
in the Qur’an and the quantitative (but not computational) results of the evaluation of the
translations based on the congruency with SP of nature in the Arabic Qur’an. The final
section of this chapter presented the answers to the research questions and shed light on SP
as a linguistic feature with two roles in two fields of study. In corpus linguistics, SP is a
collocational phenomenon and a tool for cohesion to convey the network of meanings in
the exploration of literary and religious texts. In translation studies, SP analysis can be used
as a tool that can safeguard accuracy and consistency during the process of translation. To
conclude, this chapter has put forward the importance of SP in conveying meaning in the
Qur’an, on the one hand, and illustrated its implementation with LG patterns in reflecting

differences in the evaluation of translation, on the other.
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Chapter 6 Conclusion

This chapter concludes this research, which explored the SP of natural phenomena in the
Qur’an with an attempt to evaluate the translations of the Qur’an based on congruency with
the Arabic representation of the SP of natural phenomena as it appears in the Qur’an.
Firstly, it provides some insights into its results as a corpus-based study. It then discusses
the challenges of and reflections on the experience of this research, and, lastly, presents

suggestions for future studies.

6.1 Findings and implications

This section will review the results discussed in the previous chapter to highlight the
implications that each of these findings contributes to several fields of study: corpus
linguistics, translation studies, and Qur’anic studies. On the theoretical level, this research
has found that it is useful to align the methodology of this study to a theoretical framework
that can account for collocation and SP as a collocational phenomenon. The theoretical
framework applied (i.e., a combination of theories of collocation, functional lexico-
grammar, and semantic prosody), was useful for both the quantitative and qualitative
analysis of this research. On the quantitative level, the syntagmatic (the company a word
keeps - i.e., collocational) examination of natural phenomena in the Qur’an produced a list
of bigrams, which were analysed within the context of lexico-grammar. Hence, the
contribution to corpus linguistic research made by this thesis involved bringing to light the
importance of LG patterns and relating these to the exploration of SP, a finding which
confirms claims by several previous researchers such as Partington et al. (2013) that it is
useful to examine LG patterns when exploring SP. This theoretical framework can be
utilised for future corpus-based studies on SP and is very useful in describing collocations.
In essence, studies on SP can adopt the use of LG patterns to account for collocation in
their qualitative analysis to interpret the quantitative analysis of collocations (e.g.,

bigrams).

Moreover, the use of concordance to observe SP was further expanded in this research in
two ways: in the exclusive use in the investigation of the first 30 lines of only statistical
collocations, and the use of the eight LG patterns to uncover the SP of natural phenomena
in the Qur’an. This was found to be very efficient. The fact that the search was focused on
statistical collocates (i.e., not combinations occurring by chance) meant that there are not

any highlighted coincidental co-occurrences of natural phenomena in the Qur’an. The use
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of state-of-the-art visual representations of collocations in concordances in Sketch Engine
and the addition of GraphColl in LancsBox was also useful for exploring collocations of
nature in the Qur’an. Once concordance lines were copied into Microsoft Excel and filtered
to include only statistical collocates of nature in the Qur’an, the collocate sets were visually

depicted, and the allocation of SP was facilitated.

In addition, the mixed approach of quantitative and qualitative analyses in this research was
shown to be useful in the investigation of SP in natural phenomena. The statistical analysis
of collocation with its NLP and mathematical operations provided reliable results of
statistical collocations, which were in turn used in the qualitative analysis to explore SP of
nature in the Qur’an and reveal its communicative purpose. Finally, the use of quantitative
measurements in allocating SP (evaluative and discourse) to nature terms based on the
highest percentage of meaning in their collocations provided a means to measure

congruency of the five chosen translations of the Qur’an in this research.

Its shedding of light on the importance of SP in corpus linguistics and translation studies
was another merit of this research; it confirmed findings of previous research which
explored SP as a collocational phenomenon and cohesive device, and that can uncover
subliminal meaning and potential irony. To gain an understanding of SP, this research
stresses the importance of using a mixed approach to find collocations statistically; this
should be followed by qualitative interpretations of concordance and LG patterns to

highlight the covert meanings of the text.

Beyond this, the significance of SP in translation studies was demonstrated in the
evaluation of the English renderings of the Qur’an. The discrepancies in the representation
of SP of natural phenomena in English translations of the Qur’an, as seen in the parallel
corpora in this research, are evidence of the importance of the need to be aware of this
collocational phenomenon. To put it differently, without judging the quality of the
translations, this research showed how accuracy and consistency could affect the
representation of the hidden meanings of the source text. In this regard, this research has
indicated the importance of SP for translation studies, based on which it is recommended
that a translator should be aware of the SP of the critical concepts in a source text before
translating it. This can be achieved in practice through a corpus-based exploration of the

terms that represent these major themes to observe their frequencies and collocations and
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taking note of the SPs that each one of them acquires through collocation. In this manner,

SP could be utilised as a tool to achieve congruency in translation.

In relation to Qur’anic studies, this study has produced a commentary (See Appendix G),
which discusses the five most prominent discourse prosodies of natural phenomena in the
Qur’an. It provides examples of verses in which these meanings were uncovered and
linguistically analysed via frequency, collocation (including LG patterns), and SP. It also
refers to Islamic traditions and commentaries from existing literature to support the
researcher’s observations which describe the presence of natural phenomena in the Qur’an
in the light of their discourse prosodies. This overview of the five most frequent discourse
prosodies in the Qur’an can be of benefit to Qur’anic studies in that it proposes a novel
approach to analysing the meanings of the Qur’an using state-of-the-art NLP and a corpus-

based methodology.

On another practical level, this research has produced several linguistic resources that can

be useful for future research. They are:

1. An ontology of natural phenomena in the Qur’an designed with the aid of the Arabic
Qur’anic Corpus and existing literature on nature as a Qur’anic theme.

2. A list of Arabic stop-words (e.g. function words) that is exclusive to the Qur’an. None
of the available lists of Arabic stop-words, although these are very useful for Arabic
NLP research on the analysis of tweets on Twitter, for example, was found to be
sufficient for the use of exploratory research on the Qur’an. Hence, this research
presents a compiled list of stop-words which includes all the function words in the
Qur’an.

3. Six SP tagged datasets of the Qur’an and its translations (where each line comprises a
verse with nature term or terms and its evaluative and discourse prosodies).

4. The LG patterns of nature in the Qur’an (e.g., N+N (noun +noun), N+V (noun +verb),
etc.), which can be used for further exploration on the theme of nature in the Qur’an.

5. A machine-readable English-language Tafsir (one of the traditional exegeses of
interpretation of the Qur’an) by Al-Jalalayn, which was not previously before, and can
be utilised in future studies on the meanings of the Qur’an using a corpus-based

methodology.
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To reiterate, this research demonstrated the effectiveness of the implementation of a corpus-
based method combined with an NLP approach via the NLTK libraries in Python for
finding collocations and exploring SP as a collocational phenomenon. It provided insights

which can be of use in corpus linguistics, translation studies, and Qur’anic studies.

6.2 Challenges and reflections

The challenges of this research were related to the nature of the study, as well as the
application of the methodology. This research, being interdisciplinary in nature, posed a
challenge in maintaining a balance between two fields of study: computational and corpus
linguistics and descriptive translation studies. Another challenge was learning the Python
programming language and understanding and using a variety of language processing
toolkits to implement the NLP approach in the first phase. Having a background mainly in
applied linguistics, the researcher required training in state-of-the-art NLP with Python for
automated textual analysis and data visualisation. The experience of learning this type of
approach has been invaluable and will benefit the researcher in her future research and
professional life. Moreover, the journey of searching for a theory which accounts for
collocation and the methodology which best suits the aims of this research was a fruitful
one for it opened the researcher's mind to developments in the field of corpus linguistics
and possible further avenues of research in this domain. Finally, reading the Qur’an in
particular and generally any literary text with a new eye which navigates through
collocations to find SP was a beautiful addition to the researcher's development and mental
growth throughout her PhD study.

6.3 Suggestions for future studies

The aforementioned linguistic resources and insights produced by this research can be
useful for future studies. For example, the evidence provided for the importance of SP as a
measure of accuracy and consistency both for corpus-linguistic and translation studies can
open up new avenues of corpus-based research in both fields. To be more specific, this
evidence can be further explored, developed and applied in the context of prescriptive
translation studies for the translation of the Qur’an. In practical terms, this research suggests
that translators should conduct a corpus-based exploration of a source text before
translating it to achieve better accuracy and consistency. Another suggestion for future
studies is the application of the theoretical framework of this thesis to other corpus

linguistic studies to explore collocations generally and account for their presence via the
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use of a linguistic theory to uncover SP. Also, this study could be revisited with the
alteration of some of the choices in this research, such as aggregation, the employed
association measure, and stopword-removal. A further suggestion for future studies is to
add more natural phenomena to the proposed list of nature related words, since the scope
of this study covered an exhaustive list which can be considered a working list too.
Therefore, when one would find that a natural phenomenon word such as < khamr ‘wine’
IS missing, he or she can add it to the list that is proposed in this research. Then, he or she
would apply the same methodology to yield up more patterns of nature in the Qur’an and

provide more insights on the SP of this theme.

Similarly, the mixed approach to the analysis of collocation can also be of use to future
studies on collocation and SP as two components of Sinclair’s Extended Lexical Unit
(2004a). The same pre-methodology and methodology tasks can also be applied to other
themes (e.g., Fazular Rahman’s major themes, 2009) prevalent in the Qur’an to build
conceptual ontologies and to explore their SP and uncover the subliminal meanings relevant
to them. Likewise, the LG patterns of the theme of nature in the Qur’an and its five
translations can be used in future evaluative studies on the translation of the Qur’an. Just
as the analysis of SP of natural phenomena in the Qur’an was the basis on which the ranking
of the most congruent of the translations in this research, the LG features of natural
phenomena-related words could be compared for the same corpora, and judgments could
be made regarding their similarities and differences. Finally, Haleem's translation, which
was found to be the most congruent of the translations in its representation of the hidden
meanings of nature (i.e., semantic prosody of nature in the Arabic Qur’an), can be
employed in a further study to produce a bilingual dataset for SP of nature as a Qur’anic
theme, and the dataset can be used to develop a bilingual project that explores nature as a
Qur’anic theme which can, in turn, benefit the everyday reader of the Qur’an and help

him/her to understand its meanings.
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Appendix A: The Arabic Qur’an List of Stop-Words

Table 1: The Arabic Qur’an stop-words and their English transliteration and translation

Arabic Stop word  Transliteration English Translation
[https://www.almaany.com/en/dict/ar-en]

il Dalika that

13 hada this

£ Y 5 ha'ula’i these

Sie tilka that

&b f iila’ika those

£ la’i these

Ola hataini these two

234 hadihi this is

ali lam did it not? has it not?

da hal do/does...?

s kaifa how do/does?

Vi 'la isn't/aren't? doesn't /don't?
3 mada what

o annae where/when

al lima why

R kam How many/much

e matae when

e man who/whom

sl y which

ool ayana when/where

Ol ayna where

a2 bima with what..

Oe mn from

o fi in

S ‘alae on

&) ‘ilae to/ towards

sl bi the syllabic sound /bi/

a2 li the syllabic sound /la/

Ce ‘an about

& ma’ with

N hattae until

a\y ka the syllabic sound /ka/

Ol aladina the relative pronoun who/whom
L ma what

e mn from

s aldr who/ which (singular masculine)
ey allati who/which (singular feminine)
‘:—'M\ alllatr who/which (plural feminine)
S allla’ who/which (plural masculine)
Y 'la except

O diin without

P gair without

3 huwa he
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Arabic Stop word  Transliteration

English Translation
[https://www.almaany.com/en/dict/ar-en]

2 hum they

CAS nahnu we

Nt ant you (singular)

ul na I/me

) hiya she

i ntm you (plural)

o hunna they (plural feminine)

Lea hma they (dual)

. va whoever/whatever

al ‘am or

o tuma then

B W or

s wlw though

Lald f'ma either

oY I'n because

oS kyn where

S likay in order to

<l Iyt would

S Ky in order to

&l n that

sl lakin but

Jal la‘alla might

B lan will not

9] 'in that

&l 'nna that

P la No (negation)

ol n if

&l n if

ol Im did not

S Iw if

ol I'n while

Lage mhma whatever

Vsl Iwla if not

N Ima when (pronoun)

L ya oh/ o/ alas

5 dii possessor of (singular/plural masculine)
<l dat possessor of (singular feminine)
<l 33 dawat possessor of (plural/dual feminine)
S5 dwy possessor of (plural/dual masculine)
o8 kana was

<o g sawfa will

Gl laysa an expression for negation (not)
A lagad has/have

38 gad may

@A Idy in front of

Liala hahna here

el hilf behind

oY ‘alan right now
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Arabic Stop word  Transliteration

English Translation
[https://www.almaany.com/en/dict/ar-en]

BES hwl around/about

s wrd’ behind

i hunak there

G fawq above

o hin when

|l 'bda never

Eia haitu where

e tht under

O byn between/among

Jé qbl before

2 b'd after

die ‘nd at /by /near

Wl lamma when

13l /3) d/ da If/if

NS kul each

uan ba‘d some

Js bal rather

S Jae¥l Gl Chrf ISz the Inimitable short letters of the openings of surahs in
algrany the Qur’an: & & uexgS J13 J1 ) all a1

Table 2: The morpho-syntactic variations of the Arabic Qur’an stop-words and their
English transliteration and translation.

Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
A A dalika that
AX  kadalika as well
QX5 wakadalika and so too
& dalikum that is
Ay wadalika and that
dty  watilka and that
&% dalikumu that is
Ay pidalika by doing so
é’Sﬁjs wadalikum and that
138 1% hada this
\%: bihada by this
13! lihada for this
1% fahada this is it
ETS N hauld’i these
ats Ak tilka that
aié  fatilka and he did that
Al o) Aol 14 ilaika and I will make you
Adsly  wa'itla ika and those of you
¥ sl ol uld’i these
Cilh o%  hadihi this is
X7 SR hdtaini these two
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
all A Calam didn’t...?
d3 awalam and didn’t?
A & hal do?
J¢¢  fahal is it?
Ja  hali do you?
i s kaifa how do?
Ciké  fakaifa s0 how?
iy  wakaifa and how
yi ¥i cala except
i Wa mada what
Nad  famada what then?
Wy wamada and what
N&ammada what?
o & annae when/where?
A& fuannae ao when?/where?
al A lima why
Aﬂ falima so why
as a3 wakam and how much/many
a8 kam how much/many
e &= matae when
Y] ol limani whose
(49 wamani and from
&als  waliman and to whom
&asl awaman or whom
¢ bimani who
¢l lamani whose
&ay  wabiman and who
g sl aiyuhum which one
{a’S;i ‘aiyukum which one of you
s‘-' bi’aiyi with any
& aiyi which
& fa’aiyu what?
& aina where
&l g innakum I am ye
<5\ ‘aiya which
csm fabi aiyi so what?
Sl &  fu'aiya what?
n O aiyana whatever
& a’inna isn’t/aren’t
& a’in isn’t/aren’t
p # bima with what/whom
(a e min from
O+ mina from
e minhum who are they
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Arabic Stop-
word

Morpho-syntactic

Forms

Transliteration

English Translation

FEEEEES

f @

-
-

.t o o 3 \
' -\ . Y [P a° - . «°
ke kT G@ e Bk e

-

EEFek

-

3

("R e \ \ 3 o

3 ° ° ° R
FEEE ck'\ l(iv L l\ . \z 7 7 £ ‘\ ﬁ" N 4 '

N N QN O Y "R "SR b k. k. Bk BB

mimma
minkum
minhu
minha
wamin
wamina
minnd
waminhum
minhuma
minhumu
waminhd
biman
minhunna
waminkum
minka
wamimman
minkunna
famina
famin
minkumu
mannan
waminnd
laminkum
fi

fiha

fihi

waft

laft

fima

fihim

fihinna

fithima
Jaft
wafihd
fima
aff
‘alae
‘alaihim
‘alaikum
‘alaihi
‘alaika

than

of you
from him
of which
and from
and from
from us

and from them
who are they

who are they
such as
who

of them

and of you
from you
and who
from you
who is it?
who

of you

from us
and from us
for you

ina

In which
init

and in me
and in
whatever

in them (plural
masculine)

in them (plural
feminine)

in them (dual)

and in

and in it

in what
isin...?

on

on them

on you (plural)
on him

on you (singular)
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
Wle  ‘glaina on us
3 waalae and on
B&le  alaikumu on you (plural)
& alaiya on me
o6 alaihinna On them (plural
) feminine)
Lgle  ‘alaihima on them (dual)
alxd 17 alaihi and on him/it
aé  fq ‘alaiha and on her/it
alsd  fu alaihim so on them (plural
masculine)
s alaihimu on them (plural
) masculine)
e ‘alaiha on her/it
e alaihu on him/it
o o) ilae to me
) ilaihi to him/it
& ilaika to you (singular)
N3 wa'ilae and to
& ilaikum to you (plural)
& Cilaiya to me
A5 wa'ilaihi and to him/it
&) ilaikumu to you (plural)
s Cilaihimu to them (plural
masculine)
UJY la’ilae and to
WA fa’ilaina to us
s wa'ilaiya and to me
sl 4 bihi with it (masculine)
% biha with it (feminine)
a¢ bihim with them (plural
masculine)
2 bikum with you (plural
masculine)
@ br with
& bika with you (singular
masculine)
43 wabihi and by him/it
AU a4 lahum for them (plural
masculine)
&1 lakum to you (plural
masculine)
4 Jahu for him/it (singular
masculine)
A |aka is yours (singular
B masculine)
Ul lana for us
o for me
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
a¢ lahumu for them (plural
masculine)
A lakumu for you (plural
masculine)
45 walahum and for them (plural
) masculine
& laha for her/hers
43 walahu and for him/ and his
A&y walakum and for you (plural
» masculine)
a8 falahu for it /him
W& Jakuma for you (dual)
& liya For me
W falaha and for her (singular
feminine)
A& glakum for you (plural
masculine)
4l aki is yours (singular
) feminine)
%5 walaha And for her
& an about
e anhum about them (plural
masculine)
G ‘amma what
& anhu about him
W& ‘anha about her
& ankum about you (plural
) masculine)
L& ‘anna about us
M anhumu about them (plural
masculine)
& ‘anka about you (singular
) masculine)
& annt about me
3 wa'ani and about
&y wa'an and about
& maa with
4 ma'ahu with him
s ma ‘akum with you (plural
masculine)
a22 ma ‘ahum with them (plural
masculine)
d2a  ma‘aka with you (singular
masculine)
@ ma'iya with me
W&aa  ma ‘akuma with you
Y= ma'ahd with her
o hattae until
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
) S kama as such
sl & llading Whose (plural
) masculine)
&y walladina and those (plural
) masculine)
& Jilladina for those who are
B (plural masculine)
& falladina and those who are
) (plural masculine)
S kalladina as those
&G billladina with those (plural
masculine)
& Jalladina for those who are
o allladaini who (plural
masculine)
L L3 wama and who/which
W bima with what/whom
&3 waman and from
W fama what?
W lima when
Gas  wamimma and what
s wabima and what
Wd  fabima so what?
(e (s mimmani of whom
& man from
b faman who?
&al - liman whose
o4l lamina whose
Gae mimman of whom
&< mani who
o famani who is
&aamman as whom?
&8 kaman as whom
XY ¢ Jlladr ahich/whom
) (singular/masculine)
¢y walladi and which /whom
) (singular masculine)
¢y billlad with him
¢3S kalladr as the one
¢ Jilladi for those who are
¢Sy wabillladi and by him
il A lat whom/which
) (singular feminine)
=% billlatt with whom/which
) (singular feminine)
ol N iar those (feminine)
) S e those
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
s walllat and those
Ny ¥) illa except
Y5 wa'illa and otherwise
9 g dinihi without him/it
&sd  ditna without
o) dini without
= S bigairi otherwise
% gaira non
)99 gairi non
358 gairuhu not him
A ligairi for not
23 wagaira and not
23 wagairu and not
% huwa he is
» %3 wahuwa and he
s fahuwa it is
3 lahuwa and hel/it is
& hum they
ah a3 wahum and they are
&  humu they
22 fahum they are
a¢lé  falahum have them
a2 bihimu with them
Al ghum are they
aé  fahumu and they are
eeﬁ\ ‘afahumu are they
Had nahnu we
A &A3y wanahnu and we
oadl lanahnu and we
&S anta You (singular)
i) &y wa'anta and you (singular)
& acanta are you (singular)
&N g anta you are (singular)
e 1o anta you are (singular)
G ana |
ui Gl waana and | am
& hiya she
iz &4 fahiya they are
& lahiya and it is
&3 wa antum and you (plural
masculine)
adil & g antum are you? (plural
masculine)
& faantum and you are (plural

masculine)
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Arabic Stop-
word

Morpho-syntactic
Forms

Transliteration

English Translation

:Eg

la antum
lahunna
hunna
bihinna
walahunna

lahuma
bihima
‘Tyahu

wa tyakum

wa tyaya
Tyana
fa'tyaya
‘Tyaka
wa tyaka
wa tyahum
‘am
‘ummi
‘ami
tumma
‘au
walau
fa’imma
li’an
faka aiyin
waka aiyin
likai
laita
laitana
kali
wa’'an
‘ani
‘annama
walakin
walakinna
lakini
walakinni
lakunna
walakinna

walakinnahum

you are (plural
masculine)

for them (plural
feminine)

them (plural
feminine)

with them (plural
feminine)

and to them (plural
feminine)

to them (dual)
With them (dual)
and him

and you (plural
masculine)

and to me

us

so that | may
you (singular)
and you (singular)
and them (plural
masculine)

or

or

or

then

or

and if

either

because

S0 as

and like

in order to
would

we would

in order to

and now

that

lam

but

and but

but

but I do

but we

but we

but they (masculine)
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
Wl Jakinna but
& 1q ‘allakum perhaps you
Oad sl g allahum perhaps they are
& a‘allt perhaps
B laalae perhaps
& laalla might
Al fula allaka perhaps you
(singular masculine)
Al Jq allaka perhaps you
(singular masculine)
& olan will not
& s walan will not
& falan not
8 fa'in so if
& S8 ka’an it was
ul-a bi’an that
& Canna that
s wa’anna and that
eé-" ‘annahum that they
G anna |
& annakum you are (plural)
iy wa annahu and it is
U3 wa’anna and I am
233 wa’annahum  and that they are
&8 ka annahu it was like
Wik fuka’annama  and as though you
were
WS ka annama as if
W& ka’annaha as if it were
3 waanni and |
A&&é [ annahu foritis
& fa’anna itis
eq-\l-r bi’annahumu  that they are
<3 wa innant and | am
&&  kaannaka it's like you
&y wa annakum and you
S8 ka’anna it was
& annahu it'sa
& innt I am
& & inna that
8 inna |
&) innahu it'sa
&) innama only
&3 wa'inna though
S8 fa’inna itis
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word
a&  innahum that they
&Y innaka you are (singular)
G5 wa’inna and we are
&) innakum you are (plural)
Wb fuinnama but it is
eq-lh bi’annahum that they are
&) innaha it
88 [ innahu foritis
ul-' bi’anna that
s wa'inni and I am
o ini that
a3 wa innahum and they are
(masculine)
38 fainnahum for they are
B (masculine)
UL fa'inna I am
& fa’innaka for you
8 a’innag I am
o8 fa’ini itis
X fa’innt for I am
&)y wa'innaka and you (singular)
) innant lam
&) innana we are
u-JJ wala’ini while
Wiy wa'innama but only
08 wa'ini and now
gjj wa’ ani and that
ol la’ini whilst
&5 wa'innakum  and you are (plural)
W3 wa'innaha and it is
osls  walakini and but
AL fa’innakum for you are (plural)
&N g’innaka tou are (singular)
Gl q’inna are we
&L bi’annana that we are
Wy wa'innahuma  and they are
&)y wa'innahu and it is
Y la no
(negation) ¥ ¥5 wala nor
S fala let it not
& an that
ol & in that
& S5 walawi and if
O3 wa’in and now
& lam did not
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Arabic Stop-
word

Morpho-syntactic

Transliteration

English Translation

3

3

Y

o B e

-

u\js

A o

Forms
B
e
3
¥l
::);\3
¥l
i
L
e
93
i

walam
falam
lau
laula
la’in
mahma
walaula
lamman
waya
‘aiyuhd
‘aiyatuha
du

lidr
wabidi

da

dati
data
wadata
datu
dawata
dawt
dawai
wakanii!

kunta
kana
kanu!

kuntum

kunna
fasaufa
saufa
walasaufa
lasaufa
walaisa
lastunna

walagad
lagad
walagadi
lagadi
gad

he did not
so when

if

without it
while
whatever
without it
when

hey

hey

oyou
himself (singular
nominative)

himself (singular
genitive)

and himself (singular
genitive)

himself (accusative)
herself

herself

and herself

herself

themselves (dual)
themselves (plural)
themselves (plural)

and they were
(plural masculine)

| was

It was

they were (plural
masculine)

you were (plural
masculine)

we were

and will

will

and will

and will

It is not

are not (plural
feminine)

and... has/have
has/have

and ...has/have
has/have

may
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Arabic Stop-
word

Morpho-syntactic

Forms

Transliteration

English Translation

Kt

33
133
ETA

SAR

-
-\

v Lt
\ 2"

2
£y

\ o

[ " - -
ARy \ \ . C
Y S I S A A %A SED
voeEY eV kY H R

o
R ol 2
‘:'f‘o

A
o N
oy
B R
o @

-

-

.
. :
N TR

™

fagad
wagad
fagadi
gadi
ladaihim

ladaiya
hahuna
halfihim
llana
alana
falana
haulahu
haulaha
haula
warda’a
ward thim
hunalika
fauga
faugahum
faugakumu

faugahumu

hinin
wahina
‘abadan
haitu
wahaitu
tahtiha
tahta
tahtihimu
tahtahu
baina
bainahum

bainahuma
bainana
baint
wabaina
baini
wabainakum
wabainahum
bainakumu
bainikum

and may

and may

and may

may

in front of them
(plural masculine)
in front of me
here

behind them
right now

right now

S0 now

around it

around it

about

behind

behind them
there

above

above them
above you (plural
masculine)
above them (plural
masculine)

when

and then
never

where

and where
underneath it
under

under them
underneath it
between

between them (plural
masculine)

between them (dual)
between us

between me

and between
between

and among you

and between them
among you

among you
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word Forms
iy wabainika and between you
J& gablu before
Jé ald  gablihim before them
ad  gablika before you (singular
masculine)
J  gabli before
a&Lé  gablikum before you (plural
masculine)
A qgablihi before him
2ld  gablahum before them
8 gablt before me
W gablina before us
W gabliha before her
Jés wagabla and before
8 gablihimu before them
B ba'di after
e ¥ ba'da after
03 ba ‘dihi after him
a3 ba ‘dihim after them
% ba'du after
Wy pa ‘dama after
Yab  fy'inda and then
Als de  nda at
S indi at
¥ ‘indahu has
Udie  ‘indana we have
Udie  ‘ndina we have
¢S indi I have
dxe ‘indika you have
sde  indihi has
diie ‘indaka you have
Wie  ‘indaha then
o3 wa'inda and then
Lld falamma and when he was
Gl W lamma when
Wy walamma and when
3 id then
13} /3y N5 wa'id and then
3 idi then
Ny wa’idi and then
B3 wada and then
N ida if
133 wa'ida and If
N idan then
W avida then
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Arabic Stop- Morpho-syntactic Transliteration English Translation
word
s waidan if
N faidan then
& kalla both
&K & kullun each
W& fullama whenever
&3 wakullun and all
W¥  kullaha all of which
35 walikullin and for all
A& kullihi all of it
&y walikulli and for all
355  wakulla and all
&% kulluhum all of them (plural
masculine)
ds kullin each
dﬁ likullin for every
X kulluhu all of it
W3l aqwakullama  or have they spoken?
) (dual)
QS kilta both
a%3s  wakulluhum and all of them
o (plural masculine)
o8 kulluhunna all of them (plural
feminine)
W& kulliha all of which
& bikulli with all
Me2ii  ba'duhum some of them
o o0& ba'‘da some
Kaay  ba ‘dukum some of you
ol [iba ‘din for some
Kaay  ba dakum some of you
& ba'du some
wan ba'di some
& & bal Yes
J  bali yeah
aa A hm none
all Al 1Im none
B\ A r none
J 3 alu none
Jis 33 wadla none
arygS oags  khy's none
ol ol s none
2] d q none
o o n none
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Table 3: The Counts of the morpho-syntactic variations of the Arabic Qur’an stop-words

Morpho-Syntactic Forms  Counts

e 1673
& 1185
45 812
Gall o810
5s 693
S 670
v 662
Y 658
G 646
& 609
% 519
& 405
o 372
J 344
J4 337
4 327
325
& 323
L 29
& 204
o 280
a4 275
¢l 268
$» 265
£ 264
s 241
s 234
g8 229
3 195
1% 190
IS8 188
ale 183
180
$3 171
d 170
s 164
3 163
& 156
¥ 156
W5 156
e 153
U5 150

G 147



Morpho-Syntactic Forms

Counts

146
145
145
142
136
131
130
127
124
123
120
113
113
111
110
108
105
101
99
98
89
88
86
86
83
83
83
82
81
80
79
79
78
77
76
74
71
70
70
69
69
67
67
66
65

- 266 -
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Morpho-Syntactic Forms  Counts

52X 64
& 63
@& 62
ol 62
& 59
W& 59
i 59
dal 59
& 58
S os7
w57
dile 56
il 55
il 55
vi 54
OB 54
2 54
isly 53
Ry 52
Gl 51
sl 50
u 49
& 49
& 48
Ge 47
g, a7
A 47
® 47
aifs 46
FENY 46
Lle 46
A 43
g 43
SR 43
o 42
Y 41
als 41
W oa
S 41
Ll 41
Js 41
P 40
se3 39
239

A 38



Morpho-Syntactic Forms

Counts

S2Y)

38
38
38
37
37
36
36
35
35
35
35
35
34
34
33
33
33
33
32
31
31
31
30
30
29
29
29
29
28
28
28
28
28
27
27
26
26
26
26
25
25
25
25
25
25
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Morpho-Syntactic Forms

Counts

e
gl
Ji
2
o
2\
e
(ah
13
<5

3

&

o
BE
N
B\l
ai

24
24
24
24
24
23
23
23
23
23
22
22
22
22
22
22
22
22
21
21
21
20
20
19
19
19
18
18
18
17
17
17
17
16
16
15
15
15
15
15
15
15
15
15
15
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Morpho-Syntactic Forms

Counts

15
14
14
14
14
14
14
14
14
13
13
13
13
13
13
13
13
12
12
12
12
12
12
11
11
11
11
11
11
11
11
11
11
11
11
11
11
11
10
10
10
10
10
10
10
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Morpho-Syntactic Forms

Counts

N NN N N N NN N N N 0 0 0 o 0O O 0 0 0 O 0O O 0 0 0 OO WO WO WO WO OO WO O © O O O ©
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Counts

Morpho-Syntactic Forms

I~ I © © © © © © © © © © © © © © © © © © © © © © © © O© 1 I 1 O 1 I 1 I 1O I O W W0 W0 W0 w0 w0 w

537

1393433533 3343 54974

9

L’Jj

18333334344 7T25933%993 34
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Counts

Morpho-Syntactic Forms

N - < 9 9 F < °F 9 9 O T T T T

1R 4 3 PATIBLTB Y 44

ﬂ.ﬂ

13

< S T T T T T O MMM MMM Mm MMM MMM MMM MM M M m

4492448 934933%333333 429533794
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Morpho-Syntactic Forms  Counts

[e
N NN NN N NN DN DN DN DN DN DN NN W W W W W W W wWwwwwww wwwwwwwwwwwwww w w
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Counts

Morpho-Syntactic Forms

N N &N N N N N

3

&l

AN AN AN AN AN &N &N &N &N &N N N N N N N

Z 2 D
59 33

N

N N N AN N

i

36
By

4

AN AN AN AN &N &N &N &N &N N N N

1393949334444



Morpho-Syntactic Forms

Counts

5

Yils

ER

[EEN

PR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R P R R R R R RB R @
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Morpho-Syntactic Forms

Counts

|

[EEN

PR R R R R R R R R R R R R R R R R R R R R R R R R

- 277 -






-279 -

Appendix B: The English List of Stop-Words in the Translations of the

Qur’an

Table 4: The English list of Qur’an stop-words and their Arabic translation

English stop word  Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

a ):\S.C\SS e.\;:ui 3al
about Jss

above Sy b
according G e

after 2ay

again LA
against s

ah ol

all J<

also Liad

although O el

am | ssaiall g 22250 ¢ K01 Jaa
amid L

among O O

amongst Ja g

an SED LDARLE s
and P

another Al

any ol

anybody s )
anyone NP
anything s
anywhere O sl 3

are g baall pall dsha 4 R Jad
aren’t Y

as Jia

at o

be O
because oY

been be (e GGl Cay el
before Jé

behind wla

being G

below sl

beneath aa

besides JAEEIRY,E
between om

betwixt om e

both ¢lpwan e

but B

by a.]:u.u‘ﬁ
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English stop word  Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

can

could S
couldn’t oSa Y
couldst oS
did do (e (omlall Jadll
didn’t Al
didst docse (oaball Jadll
AL 3 y) Sl g 3255 el Jad /b < sinay Ol suall LA gl 8 23000 a0 sk Jad
do p230d aebud Jad /AR Gl may J1 gl L) HAT (8 233500 e Lk Jad /Ll Ul 1 inay
does do (e Ll g Jladl) dan
doesn’t do (e Al lapudll g jladll drpa
don’t do not sl
dost do (e Ll g Jladl) dan
AR Ll Sl aid 222504 aebua Jad /b o sinar J) gl ALAY 5l 8 223500 ac Lk Jad
doth i acbus Jad /R Gl 1 inay Jl ] ALY AT 223500 seLud Jad /Ll Ul 1 Jinay
down Jid
during Bk
each X
either L
ever ol
every <
except v)
few Jul8
for Sl e S
forthwith )8
from die
further Sy ) adleayly
furthermore Al e s dle
had have ¢y SJEI Cay puaill 5 alall Jedll
hadn’t had not Jl=idl
hadst have (e Gl Cay paill 5 ooalall Jadll
has Al el 5 AUl jlaal) a3 ) 5 LED AT Jadl Gl iy pasil) s paiiind 2e bk Jad
hasn’t has not =il
hast Al el 5 Al o laall die 3 ) 5 LA AT Jedl CAllEl) Cay jeail) e padinsd aclind Jad
hath haves Sl Cay il 5 bl Jadll
have Al el 5 AUl & jlmaal) a3 ) 5 LED AT Jadl Cullil) iy pasil) s paiind 2e bk Jad
haven’t have not Jl<i
having Al el 5 i) g laall A3 ) 5 LI AT Jadd Gl Cay el aa padind acbind Jad
he 38
henceforth Jac Lad oY) (e
her Ll
here Lia
hers d
herself Lot
him 4
himself A
his 4
how 3La

however A aay
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English stop word  Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

i Ui

if 13)

in o

into |

is 5
isn’t ol

it 128

its Ll

its Ll
itself Ll asy
just 2 e
manysoever Cigyma sl Saeaa gl ) S
may X5
mayest ol <Y
me ul
mere APt
midst L
might Ly
mightn’t Y a8
more o I
moreover Ay e s dle
most alac
must [SEN]
mustn’t & sian
my o
myself (i
nay day
near "y
neither A Yl Y
never .l

no M

nor Y

not g
now oV
o'er Sl

of e

off alay
oft |
often e

on e
only Lasa

or Sl
other Al
otherwise Sy ye
Our ul

ours ul
ourselves L
out DL
over sle

own 4als
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English stop word  Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

perchance Jaaladly

perhaps Loy

rather Y

same b

shall g

shalt i g
shan’t e Y

she &

she’s Ll

should O A e
should’ve o g
shouldn’t Y
shouldst o O B (e
SO Sull
some LA
specially Lasad
such XYY

than Y

that o

that’1l g Sl
the J

thee Sl

their Y

theirs ol

them PUEI
themselves POIVES|

then S
thenceforth lacliad cpall Glld (e
there cllia
thereat Ole il b &
thereby Sl
therefore s
therefrom A e
therein Qs
thereof 3 e
thereon ol 1 3
therewith Qb ae
these VAT

they a

thine &l

this XYY

thither Sllia

those <l

thou el
though Jdadd e
through g
throughout Dl e
thus 13%a 4

thy aiala

thyself o
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English stop word

Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

till

to

too
towards
under
unless
until

unto

up

upon

us

very

was
wasn’t
wast

we

were
weren’t
what
whatever
when
whenever
where
whereby
wherein
whereof
whereon
wheresoever
wherever
wherewith
whether
which
while
whilst
who
whoever
whom
whomsoever
whose
whosesoever
why

will

with
within
without
won’t
would
wouldn’t
wouldst

ye

L.f\;
Y
las
olal

K
Al
i
i

G5
e el
ul

el
o
el
calaa
o
cuils

O i

Oyt b

QR

J}’_\A

OsSau (Sixay bl 28

O5Sam (Siray 2ebus
L
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English stop word  Arabic translation [https://dictionary.cambridge.org/dictionary/english-arabic]

yea A

yet 2a

you il
you’d G
you’ll Shle
you’ve KRR
your &
you’re e el
yours &l dala
yourself el

yourselves S|
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Appendix C: The Lexico-grammatical Patterns of Nature in the Qur’an

N+N N+V V+N ADJ+N N+ADJ AV+N N+AV
people people people praise sent people many people day subservient earth verily
signs people people say made people grateful people earth six

truth people people disbelieve say earth six day heavens six

sign people day know gather day merciful heavens heavens all

people god day established created day seven heavens soul good

people nation day judge knows day wrong soul soul astray

bounty people earth see merge day lost soul soul one

food people earth assemble made day punished soul wrongdoers

guidance people earth appointed created earth merciful man life good

Noah people sky made know earth alike fruit heart sealed

Moses people heavens raise made earth alike fruit rivers eternal

people lut soul earned belong earth righteous garden verily heart

people pharaoh soul know glorifying of God active angel

day rejecters soul paid praise earth greatest angel

woe day

day faces

day faces
earth day
dominion day
days throne
day things
night days

day sun

resurrection wronged
resurrection know
resurrection promise
resurrection waste
hell abode

hell pray

hell guide

life die

life reply

swallow earth
created heavens
belong heavens
know earth

send heavens
know heavens
sent heavens
glorifying of God

praise heavens

merciful night

one death
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N+N N+V V+N ADJ+N N+ADJ AV+N N+AV
day moon man remind say heavens

day signs man say kill soul

days people man-made doeth soul

heavens earth garden flow create soul

mischief earth
dominion earth
earth mountains
earth mountains
water earth
water earth
earth Almighty
god earth

earth god

earth death
earth people
creation earth
earth thing

earth AllWise
insolence earth
animal earth
sustenance earth
earth heavens
heavens earth
heavens water
dominion heavens
creation heavens

heavens All-Mighty

garden abode
heart understand
hand earn

hand say

devil said

devil work
angel gather
night subjected
night prostrate
night praise
death say
death reject
face submit
water raise
water emerge
water made
village wronged
village made
village said
rivers abode
light guide
light send

light disbelieve

guide resurrection
reject resurrection
fill resurrection
made hell

enter hell

taste hell

invite hell

reject hell

gave man

made man
created man
gather man

work garden
believe garden
enter garden
doeth garden
made heart

believers

believe hand

spread hand

believe hand
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N+N N+V V+N ADJ+N N+ADJ AV+N N+AV
lord heavens light belong follow devil

day heavens ship drown prostrate angel

day heavens wind blast praise angel

descend heavens spring drink command angel

sustenance heavens spring drink say angel

unknown heavens fruit said knows angel

truth heavens merge night

heavens clouds

soul Allah

effort soul

burden soul

soul witness

soul spouse

soul thing

book soul

earth soul

soul spacious
guidance soul

day resurrection
Noah resurrection
prophet resurrection
resurrection injustices
Moses resurrection
warning resurrection
lord resurrection
Resurrection worshiper

triumph resurrection

appointed night
created night
turn face

sent water

send water
create water
said worlds
made mountains
flow rivers
flow rivers
enter rivers
made river
made river
made light
emerge light
conceal chest
know chest
relieve chest
subjected sun

subjected moon
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N+N N+V

V+N

ADJ+N

N+ADJ

AV+N

N+AV

resurrection fire
resurrection ignorance
brain resurrection
knowledge resurrection
disbelief hell
companions hell
hell doom
destination hell
guardian hell

day hell

mankind hell
injustice hell
disbelief hell
people hell

hell sign

food hell

life death

people life

glory life

life earth

water earth

water earth

life garnish
sustenance life
life fate

life people

punishment life
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N+N N+V

V+N

ADJ+N

N+ADJ

AV+N

N+AV

life reward

life doom

life guidance
man woman
jinn man

jinns man

day man

devil man
disbelief man
gardens river
garden Eden
companions gardens
bliss gardens
garden believers
heaven people
heart disease
sight heart

heart resurrection
feet hands
mercy hand
prophet hand
hand worshipper
mankind hand
hand injustice
book hand

book hand

hand thing
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N+N N+V

V+N

ADJ+N

N+ADJ

AV+N

N+AV

penalty hand
mankind Allah
step devil
devil enemy
party devil
devil fire

devil punishment
angel spirit
angel prophet
earth angels
night day
night moon
night sun
dawn night
signs night
night sight

life death
earth death
soul death

day faces

day faces

face direction
sky water
water life

lord worlds
prophet worlds

blessings worlds
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N+N N+V

V+N

ADJ+N

N+ADJ

AV+N

N+AV

people village
village messenger
sky mountains
day mountains
day mountains
rivers reward
Eden rivers
son women
man women
women women
women soul
darkness light
light darkness
Allah light
sky light
things cattle
jinn mankind
jinn mankind
jinn mankind
jinn bounties
ship sea

ship sea

land sea
pomegranate
date-palm fruit
date-palm fruit

grape fruit
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N+N N+V

V+N

ADJ+N

N+ADJ

AV+N

N+AV

grape fruit
river fruit
river fruit
sun moon
day sun
night sun

sun stars

sun stars
ship bounties
night ship
ship people
earth tree
sky moon
garden date-palm

date-palm grapevine
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Appendix D: The Lexico-grammatical Patterns of Nature and Their Discourse SPs in English Translations

The lexico-grammatical patterns of nature and their meanings in Pickthall's Translation

Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV  Function
people  of people the horror of people emphasis on  indeed emphasis on  earth emphasis on
scripture disbelievers believe believers said people  disbelievers last day judgment day clear message people message verily  message
moses emphasis on  people emphasis on horror of people verily emphasis on  life emphasis on
people message serve believers sent people  message awful day judgment day wrong wrong doers  heart message verily  message
revelations emphasis on  people glorifying  of  created glorifying of people night emphasis on
people message make God earth God right soul believers good believers verily  message
portents emphasis on  people emphasis on  belong glorifying of earth glorifying of
people message follow message earth God good soul believers wise God
emphasis on  people emphasis  on glorifying of glorifying of
people sense  message save message know earth  God guilty hell wrongdoers earthsix  God
brother emphasis  on the horror of praise glorifying of glorifying  of  heavens glorifying of
people message day raised  judgment day earth God able life God Six God
the horror of glorifying of good evil doings
people city wrongdoers day blown  judgment day made earth  God garden reward soul evil  of Satan
chieftains emphasis on  sendeth glorifying of righteous heart
people wrong doers day gather  message heavens God garden reward sealed hypocrites
emphasis  on emphasis on  cause glorifying of man Islamic
Noah people  message day come message heavens God right hand reward equal teaching
people emphasis on day emphasis  on believing death
knowledge message promised message hurt soul wrong doers women believers one disbelievers
Afterlife emphasis on  created glorifying of women
doom day punishment earth say message soul God vile women  wrongdoers good believers
Afterlife heavens glorifying  of  believe hypocritica women
woe day punishment measure God soul believers | women hypocrites humble believers
judge cattle
emphasis on  heavens glorifying  of resurrectio  emphasis on virtuous forbidde  Islamic
day soul message glorify God n message women believers n teaching
made
the horror of heavens glorifying  of resurrectio  glorifying of emphasis  on
day trumpet  judgment day give God n God aware chest message
bring
emphasis  on  soul resurrectio  emphasis on  hidden glorifying  of
day decision  message wronged wrong doers n message chest God
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Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV  Function
follow
the horror of soul emphasis on resurrectio  emphasis on thousand glorifying  of
fear day judgment day earned message n message years God
glorifying  of glorifying of
day moon God soul erreth  wrongdoers cause life God
soul emphasis  on glorifying of
day faces reward cometh message give life God
Afterlife emphasis on created glorifying of
day faces punishment soul paid message man God
glorifying of soul glorifying  of enter
night day God knoweth God garden reward
heavens glorifying  of resurrectio emphasis on  dwell
earth God n differ message garden reward
heavens the horror of resurrectio glorifying of believe
earth judgment day n know God garden believers
people man emphasis on  revealed glorifying of
townships wrongdoers thinketh message heart God
glorifying  of heart
sky earth God deny man  disbelievers disease hypocrites
sovereignty  glorifying of man emphasis on believe
earth God follow message heart believers
glorifying  of glorifying of
lord earth God man kill wrongdoers made heart  God
glorifying  of
water earth God main saith  disbelievers fear heart believers
Present-life emphasis  on stretch
water earth punishment man warn  message hand miracle story
glorifying  of garden revealed emphasis on
earth hills God flow reward mankind message
the horror of garden say emphasis on
earth hills judgment day abide reward mankind message
creation glorifying  of heart appointed glorifying of
earth God hardened disbelievers mankind God
glorifying  of glorifying  of emphasis on
earth things  God heart give  God say angels ~ message
earth emphasis on heart glorifying  of glorifying of
portents message cause God pass night God
knower glorifying  of the horror of glorifying of
earth God angels fall  judgment day make night  God
glorifying  of glorifying  of  causeth glorifying of
earth throne  God angelsask  God night God
corruption angels glorifying  of  worship Islamic
earth wrongdoers make God night teaching
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Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV  Function
heavens glorifying  of angels glorifying of
death God disbelieve  dishelievers made night  God
heavens glorifying  of night glorifying of quicken glorifying of
throne God prostrate God death God
sovereignty  glorifying of night glorifying  of glorifying of
heavens God make God give death  God
heavens emphasis on faces Afterlife sendeth glorifying of
truth message blackened  punishment death God
emphasis on  water glorifying  of glorifying of
day soul message gives God drink water  God
glorifying  of  water glorifying  of Afterlife
soul man God made God drink water  punishment
resurrection  Afterlife water glorifying  of glorifying of
doom punishment cause God send water  God
curse Afterlife water glorifying  of glorifying of
resurrection  punishment brings God pour water ~ God
resurrection  Afterlife emphasis on  praise glorifying of
fire punishment worldssay  message worlds God
life emphasis  on emphasis on
resurrection  message river flow  reward said worlds  message
Afterlife women surrender glorifying of
hell journey  punishment obey believers worlds God
Afterlife light emphasis  on
hell end punishment revealed message throw river  miracle story
Afterlife emphasis  on
fire hell punishment light sent message enter rivers  reward
Afterlife chest glorifying  of glorifying of
hell day punishment made God made river ~ God
hell glorifying of marry Islamic
disbeliever disbelievers cattle eat God women teaching
habitation Afterlife glorifying of give glorifying of
hell punishment sea made God women God
emphasis on sun glorifying of  remember emphasis on
life world message appointed  God women message
emphasis  on  ship Present-life
life comfort  message drowned punishment bring light ~ miracle story
life emphasis  on glorifying of believe emphasis on
hereafter message shipmade  God light message
glorifying  of moon glorifying  of  appointed glorifying of
life death God appointed  God light God
glorifying of moon glorifying  of glorifying of
mankind life  God prostrate God made light  God
glorifying  of knoweth glorifying of
favoursman  God chest God
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garden created glorifying of
rivers reward cattle God
garden
water glorifying of
springs reward made cattle  God
garden
water glorifying  of glorifying of
springs God made sun God
garden glorifying of
delight reward make sun God
hypocrites glorifying of
hell hypocrites created sun  God
garden sendeth emphasis on
grapes reward wind message
reward Present-life
garden reward denied ship  punishment
emphasis  on
heart ears message
believer
heart believers
heart emphasis  on
messenger message
heart emphasis  on
revelation message
Afterlife
heart doom punishment
heart emphasis  on
Muhammed  message
glorifying  of
hand things  God
similitudes
mankind disbelievers
lord glorifying  of
mankind God
mankind emphasis on the
guidance message
Muhammed  emphasis on the
mankind message
scripture emphasis on the
mankind message
mankind evil doings of
evil Satan

devil party

evil doings of
Satan
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footsteps evil doings of
devil Satan
glorifying  of
lord angels God
horror of
angels day judgment day
glorifying  of
angels spirit ~ God
angels emphasis  on
witness message
glorifying  of
earth angels  God
heavens horror of
angels judgment day
heavens glorifying  of
angels God
glorifying  of
night day God
glorifying  of
night sun God
glorifying  of
night moon  God
The lexico-grammatical patterns of nature and their meanings in Ali's Translation
Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV Function
emphasis  on  people said emphasis on glorifying of  verily emphasis on  heavens  glorifying of
people book  message rejected disbelievers people disbelievers las day message people one  God day message firmly God
emphasis  on horrors of sent emphasis on glorifying of  people emphasis on  verily emphasis on  death emphasis on
people noah  message people fear  judgmentday  people message one soul God clear message heavens  message verily message
people people remember  emphasis on earth glorifying of  verily emphasis on  light emphasis on
pharaoh disbelievers worship believers people message lost soul wrong doers  spacious God life message verily message
glorifying  of emphasis on  believe wrong garden verily emphasis on
lord people God day say message day believers soul wrong doers  eternal reward mankind  message
thamud emphasis  on emphasis on  explain emphasis on heart emphasis on
people message day see message day message good life believers sealed disbelievers  indeed message
horrors of  belong glorifying of  wicked miracle verily emphasis on
people lut wrongdoers day raised judgment day  earth God man wrongdoers ~ hand white  story worlds message
glorifying  of emphasis on  made glorifying of  impure mankind glorifying of
night day God earth say message earth God men wrongdoers ~ one God
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day emphasis on heavens horrors of  knows glorifying of believing Afterlife
judgment message asunder judgmentday  earth God men believers faces black  punishment
Afterlife heavens glorifying of gives glorifying of hearing emphasis on glorifying of
penalty day  punishment established  God earth God heart message water one God
Afterlife heavens emphasis on travel emphasis on eternal mountains  glorifying of
woe day punishment declare message earth message home reward firm God
emphasis  on emphasis on  praise glorifying of eternal Afterlife mountains glorifying of
sorting day message soul earned  message earth God home punishment  standing God
Afterlife soul emphasis on  sends glorifying of boiling Afterlife glorifying of
day rejecters  punishment brought message heavens God water punishment  sun one God
the horror of soul cause glorifying of flowing
day noise judgment day wronged wrongdoers heaven God water reward
like
the horror of emphasis on  created glorifying of mountain  glorifying of
day trumpet  judgment day soul bear message heavens God S God
the horror of emphasis on  belong glorifying of righteous
day clamour  judgment day life play message heavens God rivers reward
day emphasis  on  man knows glorifying of  believing
resurrection  message believes believers heavens God women believers
glorifying  of glorifying of exalted glorifying of  impure
day sun God man give God heavens God women wrongdoers
the horror of garden emphasis on  thousand glorifying of
day judgment day abode reward take soul message years God
Afterlife garden glorifying of
day fire punishment flowing reward give life God
heavens the horror of heart glorifying of
earth judgment day believe believers gave life God
heavens glorifying  of created glorifying of
earth God heart seal disbelievers man God
glorifying  of glorifying of
Allah earth God heart know  God mansays  wrongdoers
glorifying  of glorifying of
earth things  God heart reveal  God deny man  disbelievers
dominion glorifying  of heart enter
earth God conceal hypocrites garden reward
glorifying  of emphasis on  dwell
lord earth God angels take  message garden reward
earth glorifying  of emphasis on  give glorifying of
mountains God angels say message garden God
earth the horror of night glorifying of believe
mountains judgment day prostrate God garden believers
creation glorifying  of emphasis on  admit
earth God death sent message garden reward
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glorifying  of glorifying of work
earth signs God water drink  God garden reward
glorifying  of Afterlife knows glorifying of
earth power  God water drink  punishment heart God
glorifying  of  rivers glorifying of
earth glory God flowing reward sentheart  God
glorifying  of rivers glorifying of learn emphasis on
earth rain God flowing God heart message
emphasis  on know glorifying of
earth end message rivers dwell  reward mankind God
water glorifying  of sent emphasis on
heavens God rivers made  reward mankind message
glorifying  of glorifying of sent emphasis on
rain heavens  God rivers made  God angels message
things glorifying  of emphasis on  said
heavens God light sent message angels believers
dominion glorifying  of light emphasis on  send emphasis on
heavens God revealed message angels message
power glorifying  of emphasis on  witness emphasis on
heavens God light guide  message angels message
heavens glorifying  of glorifying of emphasis on
glory God cattle eat God see angels  message
creation glorifying  of emphasis on  give glorifying of
heavens God cattle say message angels God
praise glorifying  of emphasis on  merge glorifying of
heavens God fruit give message night God
creatures glorifying  of makes glorifying of
heavens God night God
knowledge glorifying  of celebrate glorifying of
heavens God night God
heavens glorifying  of glorifying of
affairs God give death  God
emphasis  on emphasis on
day soul message take death  message
judgment emphasis on the taste emphasis on
soul message death message
emphasis  on believe
soul death message death believers
glorifying  of emphasis on
soul man God turn faces  message
emphasis  on praise glorifying of
angels soul message worlds God
glorifying  of obey emphasis on

things souls  God worlds message
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set
guidance emphasis  on mountain  glorifying of
souls message S God
made
Afterlife mountain  glorifying of
day hell punishment S God
emphasis  on admit
life-world message rivers reward
life emphasis  on believe
hereafter message rivers believers
glorifying  of work
life death God rivers reward
glorifying  of divorce Islamic
Allah life God woman teaching
glorifying  of
things life God bring light  miracle story
emphasis  on made glorifying of
life present message light God
glorifying  of believe
life earth God light believers
life emphasis  on emphasis on
amusement message see light message
emphasis  on glorifying of
life glitter message use cattle  God
glorifying  of created glorifying of
life men God cattle God
emphasis  on Present-life
man woman  message deny sea punishment
glorifying  of glorifying of
man clay God bear fruit  God
emphasis  on subjected  glorifying of
man path message sun God
man
understandi ~ emphasis  on glorifying of
ng message made sun  God
glorifying  of created glorifying of
Jinn men God sun God
Present-life
jinns men wrongdoers flood ship  punishment
companions subjected  glorifying of
garden reward moon God
made glorifying of
garden bliss  reward moon God
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garden morning present-life created glorifying of
punishment moon God
deeds sends glorifying of
garden reward wind God
flood Present-life
garden life reward people punishment
righteousne Present-life
ss garden reward flood ark punishment
garden
rivers reward
gardens
eternity reward
heart emphasis  on
message message
glorifying  of
heart Allah God
heart
disease hypocrites
faith heart believers
glorifying  of
secrets heart  God
emphasis  on
heart eyes message
heart emphasis  on
understand message
horror of
terror heart ~ judgment day
believers
heart believers
heart emphasis  on
hereafter message
emphasis  on
heart signs message
messenger emphasis  on
heart message
companions
hand reward
companions  Afterlife
hand punishment
emphasis  on
hand record  message
Islamic

hand feet

teaching
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penalty Afterlife
hand punishment
Allah glorifying  of
mankind God
lord glorifying  of
mankind God
day emphasis  on
mankind message
mankind Afterlife
penalty punishment
fear horror of
mankind judgment day
mankind emphasis  on
signs message
earth glorifying  of
mankind God

glorifying  of
Allah angels  God

horror of
angels day judgment day
spiritangels  miracle story
things glorifying  of
angels God

glorifying  of
earth angels  God

glorifying  of
night day God

glorifying  of
night sun God

glorifying  of
night moon  God

glorifying  of
night rest God
night glorifying  of
alternation God

glorifying  of
night things  God

Islamic
night half teaching
alternation glorifying  of
night God

Islamic
part night teaching
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emphasis  on
signs night message
glorifying  of
night power  God
glorifying  of
sign night God
glorifying  of
earth night God
houses
hereafter reward
rivers
homes reward
morning Present-life
houses punishment
glorifying  of
earth death God
nothing
death disbelievers
emphasis  on
death truth message
day faces reward
Afterlife
day faces punishment
glorifying  of
bodies water  God
water glorifying  of
abundance God
Afterlife
fire water punishment
Present-life
water earth punishment
glorifying  of
water earth God
glorifying  of
water men God
glorifying  of
lord world God
cherisher glorifying  of
world God
glorifying  of
Allahworld  God
reward
world reward
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pharaoch
world disbelievers
emphasis on the
worlds truth  message
messenger emphasis  on
worlds message
day horror of
mountain judgment day
day glorifying  of
mountain God
eternity
rivers reward
deeds rivers  reward
righteousne
Ss rivers reward
woman
purity believers
glorifying  of
light Allah God
darkness emphasis  on
light message
emphasis  on
depths light ~ message
glorifying  of
light lamp God
mouths light  disbelievers
light emphasis  on
guidance message
glorifying  of
light day God
emphasis  on
faith light message
glorifying  of
night light God
light fire miracle story
heavens emphasis  on
light message
glorifying  of
Allah light God
emphasis  on
light signs message
emphasis  on
light men message
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glorifying  of
light earth God
glorifying  of
Allah chest God
glorifying  of
pairs cattle God
glorifying  of
food cattle God
glorifying  of
day years God
glorifying  of
lord sea God

works fruit reward
fruit deeds reward

glorifying  of
kind fruit God
kind fruit reward
glorifying  of
night sun God
glorifying  of
sun star God
horror of
sun star judgment day
glorifying  of
sun law God
glorifying  of
day moon God
glorifying  of
moon law God
gardens glorifying  of
springs God
gardens
springs reward

The lexico-grammatical patterns of nature and their meanings in Arberry's Translation

Pragmati
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signs emphasis on  people Present-life  sent emphasis on emphasis day horror of  surely emphasis emphasis
people message cried punishment  people message last day on message  dreadful judgment  people on message  earth surely  on message
emphasis on  people delivered  emphasis on  sevens glorifying glorifying emphasis heavens emphasis

noah people  message believe believers people message heavens of God earth six of God indeed soul ~ onmessage  surely on message
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Moses emphasis on emphasis guides emphasis on glorifying glorifying emphasis emphasis
people message day say on message  people message living soul of God earth firm of God surely man onmessage  hand surely  on message
the horror
emphasis on of judgment Afterlife glorifying glorifying emphasis emphasis
people book  message day raised day enterday  punishment one soul of God heavens six  of God surely chest onmessage  death surely  on message
horror  of
judgment wrong emphasis river
people lot wrong doers day cry day enterday  reward lost soul doers soul good believers surely sea on message  forever reward
an emphasis
people emphasis appointed  glorifying of emphasis on the
evildoers wrong doers day see on message  earth God present life  onmessage  man pure believers flood surely  message
the  horror
of judgment  know glorifying of Islamic
people lies disbelievers day blown day earth God right hand believers man equal teaching
pharaoh emphasis frustrate emphasis wrong
people disbelievers day come on message  earth wrong doers holy house on message  man evil doers
belong glorifying belong glorifying of determined  emphasis man wrongdoe
people city  wrongdoers earth of God heavens God death on message  unthankful rs
brother emphasis on  created glorifying created glorifying of miracle
people message earth of God heavens God one death disbelievers  hand white  story
glorifying of emphasis know glorifying of
night day God earth say on message  heavens God good faces reward angels good  believers
Afterlife
Chastiseme emphasis heavens glorifying of  boiling Afterlife faces punishme
nt day wrongdoers heavenssay — onmessage  praise God water punishment  blackened nt
Afterlife heavens glorifying created glorifying of firm glorifying river  well
day doom punishment magnify of God soul God mountain of God pleased reward
decide
Afterlife emphasis resurrecti  emphasis on  believing
woe day punishment soul paid onmessage  on message women believers
day emphasis on glorifying created glorifying of  corrupt
decision message soul know of God man God women wrongdoers
soul wrong emphasis on  humble
day lies disbelievers wronged doers say man message women believers
the horror of glorifying swallow Present-life truthful
day trumpet  judgmentday  soul know of God heaven punishment women believers
Afterlife believe hypocrites
day faces punishment soul desires  wrongdoers  heart believers women hypocrites
glorifying know glorifying of
day faces reward life gives of God heart God evil women  wrongdoers
emphasis on glorifying make glorifying of thousand glorifying
day hour message life makes of God heart God years of God
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glorifying of sent emphasis on  subjected glorifying
day sun God man said disbelievers  mankind message sun of God
heavens glorifying of man emphasis sent emphasis on
earth God remember on message  angels message
the horror
heavens the horror of of judgment emphasis on
earth judgmentday  heavensplit day see angels  message
glorifying of heart emphasis made glorifying of
god earth God understand on message  night God
earth glorifying of glorifying Islamic
Almighty God heart made  of God eat houses  teaching
earth glorifying of mankind emphasis emphasis on
mountain God say onmessage  say death  message
earth the horror of glorifying emphasis on
mountains judgment day  angel bow of God turn faces  message
Present-life glorifying created glorifying of
water earth  punishment angel say of God water God
glorifying of emphasis appointed  glorifying of
water earth  God angelstake ~ onmessage  mountain  God
glorifying of admit
earth dead God night enter reward river reward
earth all- glorifying of glorifying divorce Islamic
wise God makes night  of God women teaching
glorifying of night glorifying give glorifying of
earth throne  God subjected of God women God
glorifying of emphasis believe
earth people  God night see on message  light believers
god glorifying of night glorifying know glorifying of
heavens God created of God chest God
kingdom glorifying of appointed  glorifying of
heavens God water deny  disbelievers  cattle God
Almighty glorifying of glorifying know glorifying of
heavens God water drink  of God years God
everything glorifying of Afterlife subjected  glorifying of
heavens God water drink  punishment  sea God
heavens all-  glorifying of glorifying of
wise God river flow reward praise sun  God
heavens glorifying of glorifying subjected  glorifying of
throne God river flow of God moon God
heavens emphasis on  river created glorifying of
truth message dwelling reward moon God
originator glorifying of emphasis sends glorifying of
heaven God light guides  on message  wind God
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glory glorifying of glorifying
heavens God cattle eat of God
heavens glorifying of glorifying
days God sun bow of God
unseen glorifying of glorifying
heavens God ship run of God
soul emphasis on glorifying
capacity message moon bow of God
day horror of

resurrection  judgment day
resurrection  evil doings of

evil Satan

curse horror of
resurrection  judgment day
fire Afterlife

resurrection  punishment
resurrection

unbelievers  disbelievers
inhabitants Afterlife

hell punishment
emphasis on
life gold message
enjoyment emphasis on
life message
glorifying of
earth life God
emphasis on
life nought  message
emphasis on
life nothing  message
emphasis on
man faith message
Ibraham emphasis on
men message
provision glorifying of
heaven God
glorifying of
heavensign  God
heart
sickness hypocrites
Present-life

terror heart ~ punishment
heart doubt  disbelievers
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heart
unbelief disbelievers
heart emphasis on
messenger message

horror of
hand fear judgment day
hand
believers believers
jinn
mankind wrongdoers
jinn glorifying of

mankind God
mankind glorifying of

nation God
mankind emphasis on
messenger message
mankind emphasis on
day message
emphasis on
angel spirit  message
witness emphasis on
angels message
angels emphasis on
messenger message
glorifying of
night day God
glorifying of
night moon  God
glorifying of
night sun God
glorifying of

night power  God
alternation glorifying of

night God
glorifying of
signs night  God
Islamic
part night teaching
houses Islamic
uncles teaching
aunts Islamic

houses teaching
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tidings emphasis on
faces message
faces
unbelievers  disbelievers
chastised
faces wrongdoers
heaven glorifying of
water God
glorifying of
water fruits ~ God
water emphasis on
bounties the message
glorifying of
signs water ~ God
glorifying of
beings god God
reminder emphasis on
being s the message
glorifying of
beings earth  God
glorifying of
being signs  God
earth glorifying of
mountain God
earth horror of
mountains judgment day
day horror of
mountain judgment day
heaven glorifying of
mountain God
deedsriver  reward
rivers
triumph reward
Eden rivers  reward
righteousne
Ss rivers reward
river glorifying of
almighty God
glorifying of
lord river God
emphasis on
men women  message
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glorifying of
god women  God
glorifying of
light god God
shadows emphasis on
light message
light emphasis on
guidance message
light
unbelievers  disbelievers
heavens glorifying of
light God
fire light miracle story
glorifying of
earth light God
glorifying of
light signs God
thoughts glorifying of
chest God
glorifying of
signs chest ~ God
glorifying of
jinn men God
jinn men wrongdoers
Present-life
ship sea punishment
glorifying of
ship sea God
glorifying of
run sea God
glorifying of
land sea God
glorifying of
fruit eat God
fruit eat reward
glorifying of
water fruits ~ God
glorifying of
sun moon God
glorifying of
night sun God
horror of
day sun judgment day
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glorifying of
day sun God
emphasis on
ship bounty the message
glorifying of
moon start God
garden glorifying of
spring God
garden
spring reward
drowned emphasis on
signs the message
shadows emphasis on
light message
glorifying of
sun star God
horror of
sun star judgment day
signs emphasis on
shadow message
The lexico-grammatical patterns of nature and their meanings in Saheeh's Translation
Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
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emphasis on people sent emphasis on  wrongdoin people emphasis on  indeed emphasis on  soul emphasis on
signs people  message believe believers people message g people wrong doers  clear message people message indeed message
people people emphasis on  guide emphasis on praiseworth  glorifying of earth glorifying of  surely emphasis on  garden
pharaoh wrongdoers worship message people message y earth God spread God hell message forever reward
Noah emphasis on emphasis on assemble  emphasis on  seven glorifying of H glorifying of certainl ~ emphasis on rivers
people message day say message day message heavens God earth six God y man message forever reward
Moses emphasis on emphasis on  believe righteous heavens glorifying of indeed emphasis on  heart emphasis on
people message day come  message day believers garden reward six God death message indeed message
earth
establishe  glorifying of  belong glorifying of  two
people city  wrongdoers d God earth God gardens reward man good  believers
glorifying  of  soul emphasis on  created glorifying of hand
night day God earned message earth God right hand believers white miracle story
punishment  Afterlife made glorifying of  sacred emphasis on Afterlife
day punishment soul killed  wrongdoers earth God home message face black  punishment
the horror of soul know glorifying of women
day horn judgment day wronged wrongdoers earth God first death disbelievers beautiful reward



313

Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV Function
Afterlife soul has emphasis on cause glorifying of  scalding Afterlife women
woe day punishment given message earth God water punishment truthful believers
the horror of soul create glorifying of  blessed
fear day judgment day desire wrongdoers earth God worlds rewarded
day soul sends glorifying of  believing
disbeliever disbelievers believed believers heavens God women believers
Afterlife resurrecti emphasis on  created glorifying of  perfect emphasis on
day faces punishment on see message heavens God light message
hell Afterlife belong glorifying of  thousand glorifying of
day faces reward wretched punishment heavens God years God
heavens glorifying  of Afterlife know glorifying of
earth God hell abide  punishment heavens God
heavens the horror of glorifying of created glorifying of
earth judgment day life cause  God soul God
glorifying of guided emphasis on
Allah earth God man said disbelievers soul message
dominion glorifying  of garden disbeliev
earth God flow reward ed hell disbelievers
heart
glorifying  of understan  emphasis on glorifying of
sky earth God d message give life God
corruption glorifying of emphasis on emphasis on
earth God heart say message return life message
glorifying  of emphasis  on emphasis on
earth signs God hearts see  message sentmen  message
earth glorifying  of  mankind glorifying of heaven glorifying of
creation God created God opened God
glorifying of angels glorifying of admit
rain earth God prostrated  God gardens reward
all-knowing  glorifying  of emphasis on  believe
earth God angels say  message heart believers
earth glorifying  of angels emphasis on  made glorifying of
lifelessness  God take message heart God
glorifying ~ of night glorifying of  believed
earth wise God subjected  God heart believers
glorifying of night glorifying of taste emphasis on
earth throne  God covers God hand message
rain glorifying  of sent emphasis on
heavens God deathone  disbelievers mankind message
dominion glorifying  of death emphasis on  say emphasis on
heavens God returned message mankind message
creation glorifying of emphasis on  sent emphasis on
heavens God death say message angels message
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heavens glorifying of glorifying of bring glorifying of
throne God facesturn  God angels God
heavens glorifying of mountains glorifying of enter glorifying of
things God made God night God
heavens emphasis on deeds wraps glorifying of
truth message rivers reward night God
day the horror of river emphasis on
resurrection  judgment day reward reward see night  message
curse Afterlife emphasis on  make glorifying of
resurrection  punishment light sent message night God
hell Afterlife emphasis on ear glorifying of
destination punishment chest say message homes God
Afterlife glorifying of causes glorifying of
men hell punishment fruit eat God death God
emphasis on ship Present-life take emphasis on
worldly life  message drown punishment death message
glorifying  of glorifying of wish Afterlife
life death God ship sail God death punishment
life emphasis on spring worship emphasis on
hereafter message drink miracle story death message
glorifying of drink Afterlife
life earth God water punishment
life emphasis on give glorifying of
amusement  message water God
punishment  Present-life praise glorifying of
life punishment world God
glorifying  of made glorifying of
life day God worlds God
glorifying  of marry Islamic
life things God women teaching
glorifying  of divorce Islamic
sky life God women teaching
glorifying of emphasis on
life people God see light message
know glorifying of
magic man disbelievers chest God
glorifying  of conceal
man favours  God chest hypocrites
glorifying  of subjected  glorifying of
life man God sea God
glorifying of subjected  glorifying of
heavenstar ~ God sun God
glorifying  of created glorifying of
heavenday  God sun God
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gardens glorifying of
rivers reward made tree  God
glorifying of made glorifying of
garden trees  God moon God
garden
pleasure reward
gardens
springs reward
gardens glorifying of
springs God
fields glorifying  of
gardens God
gardens glorifying  of
palm tree God
gardens
palm tree reward
garden
eternity reward
gardens
paradise reward
heart
disease hypocrite
emphasis on
vision heart ~ message
emphasis on
heart ears message
believers
hearts believers
heart
remembran
ce believers
the horror of
terror heart  judgment day
emphasis on
heart eyes message
heart emphasis on
messenger message
heart Afterlife
punishment  punishment
emphasis on
record hand  message

fear hand

the horror of
judgment day
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Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV Function
the horror of
hand feet judgment day
hand
believers believers
the horror of
day hand judgment day
lord glorifying of
mankind God
mankind
jinn disbelievers
mankind emphasis on
messenger message
Allah glorifying of
angels God

angels death
clouds
angels
angels
disbelievers

night day
night moon
night sun
night rest
night decree
alternation
night

night dawn
prayer night

earth night

part night
heavens
night
home
messenger

life death

emphasis on the
message

glorifying  of
God

disbelievers
glorifying of
God

glorifying  of
God

glorifying of
God

glorifying of
God

glorifying  of
God

glorifying of
God

glorifying of
God

Islamic teaching
glorifying  of
God

Islamic teaching
glorifying of
God

emphasis on
message
glorifying of
God
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Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV Function
emphasis on
time death message
days face reward
Afterlife
day faces punishment
Afterlife
fire faces punishment
Present-life
water earth punishment
glorifying of
water earth  God
Afterlife
fire water punishment
reminder emphasis on the
worlds message
revelations emphasis on the
world message
glorifying  of
worlds earth  God
worlds emphasis on
signs message

worlds truth
earth
mountain
earth
mountain
day
mountains
paradise
river
marriage
women

Allah light
light
guidance

light day
jin mankind
jinn
mankind

emphasis on the
message
glorifying  of
God

the horror of
judgment day
the horror of
judgment day

reward

Islamic teaching
emphasis on
message
emphasis on
message
glorifying of
God

glorifying of
God

wrongdoers
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Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic Pragmatic
N+N Function N+V Function V+N Function ADJ+N Function N+ADJ Function AV+N Function N+AV Function

glorifying of
ship sea God

Present-life
ship sea punishment
darknesses glorifying  of
sea God

Present-life
sea pharaoh  punishment
tree fruit reward

glorifying of
tree fruit God

glorifying  of
sun moon God

glorifying of
night sun God

glorifying of
day sun God

the horror of
day sun judgment day

glorifying of
sun course God
tree glorifying of
grapevines God
tree
grapevines reward
gardens tree  reward

glorifying of
gardens tree  God

glorifying of
sun moon God

glorifying  of
day moon God

the horror of
day moon judgment day

glorifying of
wind clouds  God

emphasis  on
wind mercy  message
crops glorifying of
darkness God

glorifying of
heavens star  God
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The lexico-grammatical patterns of nature and their meanings in Haleem's Translation

Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function  N+AV Function
emphasis emphasis
people on glorifying glorifying emphasis on on garden
prophet message people give of God merge day of God clear people  message earth aware message forever reward
emphasis emphasis
Moses on on belong glorifying emphasis on  man wrongdoe emphasis  on
people message day see message earth of God last day message ungrateful rs night truly message
emphasis
disbeliev on glorifying seven glorifying of
people ad ers day come message know earth  of God heavens God man pure believers
glorifyin disbeliev glorifying glorifying of
night day gof God  day denied ers spread earth  of God heaven six God
glorifyin glorifying glorifying
lord day gof God  earth know of God made earth  of God soul evil wrongdoers
emphasis
day on earth glorifying  sends glorifying
decision message  established of God heavens of God good soul believers
Afterlife
punishme glorifying  praise glorifying glorifying of
woe day nt heaven belong of God heavens of God good night God
emphasis
day on heaven glorifying glorifying sacred emphasis on
judgment message established of God give soul of God house message
glorifyin wrongdoe scalding Afterlife
life day gof God  soul wronged rs believe soul  believers water punishment
emphasis emphasis
on on made glorifying firm glorifying of
day truth message  soul paid message resurrection  of God mountains God
Afterlife
punishment  punishme glorifying emphasis believing
day nt soul know of God take life on message  women believers
Afterlife
punishme  resurrection glorifying glorifying corrupt
tormentday nt give of God created man  of God women wrongdoers
Afterlife emphasis
punishme on enter thousand glorifying of
day fire nt life come message garden reward years God
disbeliev glorifying
day triumph  reward man said ers know heart  of God
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
the
horror of emphasis
judgment on glorifying
fear day day man says message merge night  of God
glorifyin disbeliev emphasis
day sun gof God  man deny ers sent night on message
glorifyin glorifying
day angel gof God  garden stay reward give night of God
the
horror of
judgment emphasis
day raised day garden flowing reward taste death on message
glorifyin glorifying
day moon gof God  garden graces reward made water  of God
the
horror of
judgment disbeliev emphasis
day moon day heart said ers obey world ~ on message
heavens glorifyin hypocrite  destroyed Present-life
earth gof God  heart conceal S village punishment
emphasis
glorifyin on spread glorifying
god earth gof God  hands see message mountains of God
emphasis
everything glorifyin on made glorifying
earth gof God  night see message mountains of God
emphasis emphasis
on on glorifying
signs earth message death come message givewomen  of God
creation glorifyin emphasis
earth gof God  death believe believers  see light on message
Present-
life emphasis
punishme on believe
earth water  nt world say message light believers
Present-
life
glorifyin  village punishme glorifying
earth water  gof God  punishment nt created sun  of God
the
horror of
judgment created glorifying
day earth day stream flowing reward moon of God
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
glorifyin glorifying glorifying
earth time gof God  stream flowing of God made moon  of God
almighty glorifyin disbeliev glorifying
earth gof God  jinndeny ers sends winds  of God
water glorifyin glorifying  drown Present-life
heavens gof God  fruit made of God people punishment
glorifyin glorifying
rainheaven  gof God  ship sail of God
heavens glorifyin miracle
mountains gof God  eattree story
the
horror of Afterlife
heavens judgment punishme
mountains day eat tree nt
water glorifyin
heavens g of God
creation glorifyin
heaven g of God
creator glorifyin
heavens g of God
lord glorifyin
heavens g of God
heavens glorifyin
almighty g of God
glorifyin
soul god g of God
glorifyin
earth soul g of God
the
horror of
day judgment
resurrection  day
resurrection  glorifyin
god g of God
emphasis
resurrection  on
difference message
emphasis
resurrection  on
people message
Afterlife
punishme
hell home nt
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
Afterlife
punishme
hell evil nt
Afterlife
hell punishme
destination nt
hypocrites hypocrite
hell S
disbelievers  disbeliev
hell ers
Afterlife
punishme
day hell nt
emphasis
on
truth hell message
Afterlife
punishme
tormentday nt
Afterlife
punishme
people hell nt
emphasis
on
life world message
Present-
life
punishment  punishme
life nt
glorifyin
life power g of God
glorifyin
earth life g of God
life glorifyin
everything g of God
emphasis
life on
hereafter message
glorifyin
lord man g of God
emphasis
prophet on
man message
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic

N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
glorifyin

life man g of God
emphasis

many on

mercy message
glorifyin

gardentree g of God
glorifyin

garden bliss g of God

garden glorifyin

palm tree g of God

garden

palm tree

reward

gardens

deeds reward
glorifyin

garden date g of God

righteous glorifyin

garden g of God
glorifyin

heart god g of God
emphasis

heart on

prophet message
glorifyin

heart earth g of God
emphasis
on

heart faith message
emphasis
on

heart eyes message

believers

heart believers
emphasis
on

heart faith message

hands

believers believers
emphasis
on

death hands

message
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
the
horror of
judgment
day angels day
emphasis
angels on
messengers  message
glorifyin
night day g of God
glorifyin
glory night g of God
glorifyin
night moon g of God
glorifyin
night sun g of God
glorifyin
night rest g of God
glorifyin
nightdawn g of God
everything glorifyin
night g of God
glorifyin
night things g of God
Islamic
night prayer  teaching
Afterlife
punishme
hell home nt
Afterlife
punishme
fire home nt
glorifyin
god home g of God
reward
home reward
final home reward
Afterlife
punishme
final home nt
disbelievers  disbeliev
homes ers
glorifyin

earth death

g of God
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
nothing disbeliev
death ers
glorifyin
death power g of God
glorifyin
land death g of God
glorifyin
death things g of God
emphasis
prophet on
death message
emphasis
on
death day message
direction Islamic
face teaching
faces day reward
Afterlife
punishme
faces day nt
emphasis
prophet on
faces message
Afterlife
punishme
faces fire nt
glorifyin
water sky g of God
glorifyin
sends water g of God
Afterlife
punishme
fire water nt
glorifyin
lord worlds g of God
reward
worlds reward
glorifyin
god worlds g of God
village wrongdo
people ers
earth the

mountains horror of
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Pragmat Pragmati Pragmati Pragmat
ic c Pragmatic Pragmatic c ic Pragmatic
N+N Function  N+V Function  V+N Function ADJ+N Function N+ADJ Function  AV+N Function N+AV Function
judgment
day
earth glorifyin
mountains g of God
the
horror of
day judgment
mountains day
day glorifyin
mountains g of God
sky glorifyin
mountains g of God
riversriver  rewards
emphasis
on
menwomen  message
women Islamic
marriage teaching
emphasis
darkness on
light message
light disbeliev
disbelievers  ers
miracle
light fire story
glorifyin
deeds light g of God
glorifyin
light day g of God
jinn wrongdo
mankind ers
jinn glorifyin
mankind g of God
blessing glorifyin
jinn g of God
Present-
life
punishme
ship sea nt
glorifyin
ship sea g of God
glorifyin
land sea g of God
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N+N

Pragmat
ic
Function

N+V

Pragmati
c
Function

V+N

Pragmatic
Function

ADJ+N

Pragmatic
Function

N+ADJ

Pragmati
c
Function

AV+N

Pragmat
ic
Function

N+AV

Pragmatic
Function

sea signs

seas people
sun moon
night sun

day sun

day sun

sun stars
sun stars
gardens tree
wind god

darkness
light

lord star

emphasis
on
message
Present-
life
punishme
nt
glorifyin
g of God
glorifyin
g of God
glorifyin
g of God
the
horror of
judgment
day

the
horror of
judgment
day
glorifyin
g of God
glorifyin
g of God
glorifyin
g of God
emphasis
on
message
glorifyin
g of God
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Pickthall Nature
Terms Frequency Pos Neg | Neu | Pos % Neg % Neu % SP
people 238 65 45 1 27.31092 18.90756 0.420168 pos
day 519 106 | 129 | 2 20.42389 | 24.85549 0.385356 neg
earth/s 393 226 14 0 57.50636 3.562341 0 pos
sky/s/heavens 247 173 14 0 70.04049 | 5.668016 0 pos
soul/s 116 26 11 0 2241379 | 9.482759 0 pos
resurrection 77 21 18 0 27.27273 23.37662 0 pos
hell/fire 94 0 51 0 0 54.25532 0 neg
life 140 34 37 1 24.28571 26.42857 0.714286 neg
man/human/men 354 25 13 0 7.062147 | 3.672316 0 pos
heaven/the garden 139 28 1 0 20.14388 | 0.719424 0 pos
heart/s 130 25 29 0 19.23077 | 22.30769 0 neg
hand/s 135 26 7 3 19.25926 | 5.185185 2.222222 pos
mankind 209 51 6 0 2440191 | 2.870813 0 pos
devills 54 0 2 0 0 3.703704 0 neg
angel/s 98 28 9 0 28.57143 | 9.183673 0 pos
night/s 106 44 4 1 41.50943 | 3.773585 0.943396 pos
pos/ne
homes/houses 112 8 0 7.142857 | 7.142857 g
death 76 23 0 30.26316 | 5.263158 0 pos
facels 58 8 5 1 5.172414 | 8.62069 1.724138 neg
water/rain 76 36 11 0 47.36842 | 14.47368 0 pos
worlds 44 41 2 0 93.18182 | 4.545455 0 pos
village/town 6 0 0 0 0 0 0 neu
mountain 24 8 5 0 33.33333 | 20.83333 0 pos
river/s 58 41 0 0 70.68966 | 0 0 pos
women 109 14 7 5 12.84404 6.422018 4.587156 pos
light 65 27 9 0 41.53846 | 13.84615 0 pos
chest/s/breast/s 24 10 1 0 41.66667 | 4.166667 0 pos
sea /s 44 18 5 0 40.90909 | 11.36364 0 pos
fruit /s 37 & 0 0 8.108108 | 0 0 pos
sun 35 30 5 0 85.71429 | 14.28571 0 pos
cattle 33 10 0 0 30.30303 | O 0 pos
ship /s 33 4 0 0 1212121 | 0 0 pos
pos/ne
tree /s 28 3 3 0 10.71429 10.71429 0 g
jinn 31 7 8 0 22.58065 | 25.80645 0 neg
moon 27 17 1 0 62.96296 | 3.703704 0 pos
year/s 36 5 0 0 13.88889 | 0 0 pos
springs/water
springs 33 6 1 0 18.18182 | 3.030303 pos
wind/s 29 6 0 20.68966 | 3.448276 pos
drowning /flood 26 0 5 0 0 19.23077 0 neg
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darkness 25 14 0 0 56 0 0 pos
date-palm /s 11 0 0 0 0 0 0 neu
star/s 15 6 0 0 40 0 0 pos
Ali Nature Term Frequency Pos Neg | Neu | Pos % Neg % Neu % SP
people 511 90 75 6 17.61252 14.6771 1.174168 pos
day 520 49 53 5 9.423077 | 10.19231 0.961538 neg
earth/s 419 250 24 1 59.66587 5.727924 0.238663 pos
sky/s/heavens 247 217 20 0 87.85425 | 8.097166 0 pos
soul/s 176 43 30 4 2443182 | 17.04545 2.272727 pos
resurrection 20 g 26 0 65 130 0 neg
hell/fire 81 0 26 0 0 32.09877 0 neg
life 213 65 38 0 30.51643 17.84038 0 pos
man/human/men 574 42 7 2 7.317073 | 1.219512 0.348432 pos
heaven/the garden 129 100 | 4 0 77.51938 | 3.100775 0 pos
heart/s 161 32 33 0 19.87578 | 20.49689 0 neg
hand/s 138 16 7 4 11.5942 5.072464 2.898551 pos
mankind 72 9 4 1 125 5.555556 1.388889 pos
devills 2 0 2 0 0 100 0 neg
angel/s 100 27 10 0 27 10 0 pos
night/s 109 34 4 1 31.19266 | 3.669725 0.917431 pos
homes/houses 130 14 7 0 10.76923 | 5.384615 0 pos
death 80 28 4 0 35 5 0 pos
facels 79 5 15 0 6.329114 | 18.98734 0 neg
water/rain 69 20 14 2 28.98551 | 20.28986 2.898551 pos
worlds 49 40 0 0 81.63265 | 0 0 pos
village/town 17 0 0 0 0 0 0 neu
mountain/hills 45 15 7 0 33.33333 | 15.55556 0 pos
river/s 55 38 0 0 69.09091 | 0 0 pos
women 98 7 6 12 7.142857 6.122449 12.2449 neu
light 78 27 8 0 34.61538 | 10.25641 0 pos
chest/s/breast/s 14 4 1 0 28.57143 | 7.142857 0 pos
sea /s/ocean /s 42 2 1 0 4.761905 | 2.380952 0 pos
fruit /s 60 9 2 0 15 3.333333 0 pos
sun 37 21 4 0 56.75676 | 10.81081 0 pos
cattle 34 10 2 3 29.41176 | 5.882353 8.823529 pos
ship /sfark 35 4 2 0 1142857 | 5.714286 0 pos
tree /s 30 0 0 0 0 0 0 neu
jinn 32 5 9 0 15.625 28.125 0 neg
moon 28 17 1 0 60.71429 | 3.571429 0 pos
year/s 36 11 & 0 30.55556 | 8.333333 0 pos
spring /s/fountain/s | 32 5) 2 0 15.625 6.25 0 pos
wind/s 30 5 0 0 16.66667 | 0 0 pos
drowning /flood 30 0 5) 0 0 16.66667 0 neg
darkness 30 11 2 1 36.66667 | 6.666667 3.333333 pos
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date-palm /s 8 0 0 0 0 0 0 neu
star/s 13 4 0 0 30.76923 | O 0 pos
Arberry  Nature

Term Frequency Pos Neg | Neu | Pos % Neg % Neu % SP

pos/ne

people 521 114 | 114 |5 21.881 21.881 0.959693 g
day 462 76 123 0 16.45022 26.62338 0 neg
earth/s 388 206 21 0 53.09278 5.412371 0 pos
sky/s/heavens 191 202 13 0 105.7592 | 6.806283 0 pos
soul/s 122 15 2 0 12.29508 1.639344 0 pos
resurrection 70 32 39 0 45.71429 55.71429 0 neg
hell/fire 24 0 26 0 0 108.3333 0 neg
life 122 36 27 0 29.5082 22.13115 0 pos
man/human/men 497 22 5 0 4.426559 | 1.006036 0 pos
heaven/the garden 123 58 0 0 4715447 | 0 0 pos
heart/s 132 18 32 0 13.63636 | 24.24242 0 neg
hand/s 126 9 2 0 7.142857 | 1.587302 0 pos
mankind 37 9 5 0 24.32432 | 13.51351 0 pos
devil/s 70 0 B 0 0 4.285714 0 neg
angel/s 92 14 2 0 15.21739 2.173913 0 pos
night/s 96 26 0 0 27.08333 | 0 0 pos
homes/houses 71 4 1 5.633803 | 1.408451 0 pos
death 43 4 8 0 9.302326 | 6.976744 0 pos
facels 79 11 13 1 13.92405 16.4557 1.265823 neg
water/rain 76 30 16 0 39.47368 | 21.05263 0 pos
worlds/all beings 27 10 0 0 37.03704 | 0 0 pos
village/townships 3 0 0 0 0 0 0 neu
mountain/hills 47 17 6 0 36.17021 | 12.76596 0 pos
river/s 56 37 0 0 66.07143 | 0 0 pos
women 101 9 6 3 8.910891 | 5.940594 2.970297 pos
light 57 25 2 0 43.85965 | 3.508772 0 pos
chest/s/breast/s 33 21 3] 0 63.63636 | 9.090909 0 pos
sea /s 46 17 2 0 36.95652 | 4.347826 0 pos
fruit /s 38 11 0 0 2894737 | 0 0 pos
sun 36 16 1 0 44.44444 | 2.777778 0 pos
cattle 32 9 1 1 28.125 3.125 3.125 pos
ship /s/ark 35 12 0 0 3428571 | 0 0 pos
tree /s 19 0 0 0 0 0 0 neu
jinn 27 8 41 0 29.62963 | 151.8519 0 pos
moon 27 17 1 0 62.96296 | 3.703704 0 pos
year/s 26 9 4 1 34.61538 | 15.38462 3.846154 pos
spring/s/fountain/s 25 7 1 0 28 4 0 pos
wind/s 27 7 1 0 25.92593 | 3.703704 0 pos
drowning /flood 26 0 6 0 0 23.07692 0 neg
darkness /shadows 24 0 8 0 0 33.33333 0 neg
date-palm /s/palm

trees 11 0 0 0 0 0 0 neu
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star/s 14 2 0 0 14.28571 | O 0 pos
Saheeh Nature

Term Frequency Pos Neg | Neu | Pos % Neg % Neu % SP
people/mankind 732 81 133 | 2 11.06557 | 18.1694 0.273224 neg
day 497 81 98 2 16.29779 | 19.71831 0.402414 neg
earth/s 403 215 25 0 53.34988 6.203474 0 pos
sky/s/heavens 261 216 15 0 82.75862 | 5.747126 0 pos
soul/s 105 18 5 0 17.14286 4.761905 0 pos
resurrection 84 36 40 0 42.85714 | 47.61905 0 neg
hell/fire 82 0 46 0 0 56.09756 0 neg
life 161 66 15 2 40.99379 9.31677 1.242236 pos
man/human/men 206 8 2 1 3.883495 | 0.970874 0.485437 pos
heaven/the garden 140 51 0 0 36.42857 | O 0 pos
heart/s 124 0 18 0 0 14.51613 0 neg
hand/s 107 10 6 1 9.345794 | 5.607477 0.934579 pos
mankind 62 9 6 0 1451613 | 9.677419 0 pos
devills 27 0 1 0 0 3.703704 0 neg
angel/s 126 13 9 0 10.31746 7.142857 0 pos
night/s 105 33 0 1 3142857 | 0 0.952381 pos
homes/houses 120 7 0 1 5.833333 | 0 0.833333 pos
death 88 26 6 0 29.54545 | 6.818182 0 pos

pos/ne

face/s 65 4 4 0 6.153846 | 6.153846 0 g
water/rain 54 7 16 0 12.96296 | 29.62963 0 neg
worlds 71 53 1 0 74.64789 | 1.408451 0 pos
village/town 3 0 0 0 0 0 0 neu
mountain/hills 55 13 3 0 23.63636 | 5.454545 0 pos
river/s 59 51 0 0 86.44068 | 0 0 pos
women 103 13 7 5 12.62136 | 6.796117 4.854369 pos
light 52 28 8 0 53.84615 | 15.38462 0 pos
chest/s/breast/s 44 19 1 43.18182 | 2.272727 0 pos
sea /s 46 13 1 0 28.26087 | 2.173913 0 pos
fruit /s 52 18 1 0 34.61538 | 1.923077 0 pos
sun 35 19 1 1 54.28571 2.857143 2.857143 pos
cattle 7 0 0 0 0 0 0 neu
ship /s 36 13 0 0 36.11111 | O 0 pos
tree /s 49 17 4 1 34.69388 | 8.163265 2.040816 pos
jinn 33 5 11 0 15.15152 | 33.33333 0 neg
moon 28 17 1 0 60.71429 | 3.571429 0 pos
year/s 32 8 2 0 25 6.25 0 pos
spring/s/fountain/s | 26 7 B 0 26.92308 | 11.53846 0 pos
wind/s 31 9 0 0 29.03226 | O 0 pos
drowning 25 0 3 0 0 12 0 neg
darkness 32 0 12 0 0 375 0 neg
date-palm /s 21 1 0 0 0 0 0 pos
star/s 19 6 0 0 3157895 | O 0 pos
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Haleem  Nature

Term Frequency Pos Neg | Neu | Pos % Neg % Neu % SP
people 785 93 55 2 11.84713 | 7.006369 0.254777 pos
day 440 112 103 3 25.45455 23.40909 0.681818 pos
earth/s 367 190 | 20 0 51.77112 | 5.449591 0 pos
sky/s/heavens 276 186 6 0 67.3913 2.173913 0 pos
soul/s 114 22 7 1 19.29825 | 6.140351 0.877193 pos
resurrection 74 33 35 0 44.59459 | 47.2973 0 neg
hell 91 0 27 0 0 29.67033 0 neg
life 203 62 30 0 30.54187 | 14.77833 0 pos
man/human/men 244 18 12 0 7.377049 | 4.918033 0 pos
heaven/the garden 136 72 1 0 52.94118 | 0.735294 0 pos
heart/s 131 28 20 2 21.37405 15.26718 1.526718 pos
hand/s 97 10 5 10.30928 | 5.154639 0 pos
mankind 23 4 2 1 17.3913 8.695652 4.347826 pos
devil/s 7 0 0 0 0 0 0 neg
angel/s 96 14 4 0 14.58333 | 4.166667 0 pos
night/s 108 46 1 1 42.59259 | 0.925926 0.925926 pos
homes/houses 144 14 22 0 9.722222 | 15.27778 0 neg
death 72 19 0 0 26.38889 | 0 0 pos
face/s 83 9 14 0 10.84337 | 16.86747 0 neg
water/rain 83 45 14 0 54.21687 | 16.86747 0 pos
worlds 31 33 1 0 106.4516 | 3.225806 0 pos
village/town 47 0 1 0 0 2.12766 0 neg
mountain 59 13 3 0 22.0339 5.084746 0 pos
river/s 18 38 0 0 2111111 | O 0 pos
women 91 12 6 9 13.18681 | 6.593407 9.89011 neu
light 52 30 7 0 57.69231 | 13.46154 0 pos
chest/s/breast/s 5 0 0 0 0 0 0 neu
sea /s 43 19 3 0 44.18605 | 6.976744 0 pos
fruit /s 34 & 0 0 8.823529 | 0 0 pos
sun 34 22 0 1 64.70588 0 2.941176 pos
cattle 9 0 0 0 0 0 0 neu
ship /s/ark 32 9 0 0 28.125 0 0 pos
tree /s 40 4 2 0 10 5 0 pos
jinn 37 8 8 0 8.108108 | 21.62162 0 neg
moon 26 18 0 0 69.23077 | O 0 pos
year/s 26 & 1 0 11.53846 | 3.846154 0 pos
springs /fountain 26 & 1 11.53846 | 3.846154 0 pos
wind /s 31 8 0 0 25.80645 | 0 0 pos
drowning 22 4 0 0 18.18182 | 0 0 pos
darkness 28 4 6 14.28571 21.42857 0 neg
date-palm/s 14 9 0 0 64.28571 | 0 0 pos
star/s 16 4 0 0 25 0 0 pos
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Appendix F: A Diachronic Analysis of English Stop-words in the
English translations of the Qur’an (1930-2004 )25+

This section presents the results of an experiment which explores the historical change in the use of
English function words in the translations of the Qur’an in the period between 1930 and 2014. It
was conducted following Rayson’s and Garside’s (2000) approach of comparing corpora using
frequency profiling; and which relies on the use of the Log-Likelihood association measure to rank
the compared frequencies between corpora. This comparison reveals the decline in the use of some
words, the increase in others, as well as lock words, which are steady in their use over time.
Pickthall’s translation was treated as a subcorpora that was compared to the second corpus, which
is comprised of the other translations in this research. Results of this study were useful in
determining the archaic English functions words that were used by the earliest translations of the
Quran. The researcher appended them to the list of stop-words (i.e., functions words) available in
the NLTK package in Python during the text pre-processing stage to explore the collocations of
natural phenomena terms in the Quran. The following figure shows a sample of the decline of the

use of the words ‘unto’ as a preposition and ‘thee’292 as a pronoun. It also shows the decline of

‘hath’ and ‘doth’ in contrast to ‘has’ and ‘does’, which demonstrate an increase in use over time.

2000
1500
1000
—
500
—0C ]
0 o —e
Pickthall (1930) Ali (1939) Arberry (1957) Saheeh (1997) Haleem (2014)
unto thee e=@=has e=@==does e=@==hath ==@==doth

Figure 1: The decline and increase of six English stop-words in the translation of the Qur’an
(1930-2004)

Finally, the following table shows the results of this experiment with the Log-Likelihood score used

to rank the difference between the corpora from the highest to lowest. It also demonstrates the

254 These were calculated by using the Significance and Effect Calculator, [http://ucrel.lancs.ac.uk/llwizard.html]
255 Thee is an old-fashioned, poetic, or religious word for the pronoun 'you' when talking to only one person. Available from:
[https://www.collinsdictionary.com/dictionary/english/thee], [Accessed 1 December 2019]


http://ucrel.lancs.ac.uk/llwizard.html
https://www.collinsdictionary.com/dictionary/english/old-fashioned
https://www.collinsdictionary.com/dictionary/english/poetic
https://www.collinsdictionary.com/dictionary/english/talk
https://www.collinsdictionary.com/dictionary/english/thee
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relative frequencies of the English stop-words, which were obtained both from the Python list and

the close reading of the Pickthall translation.

Key for table:256

Ol is observed frequency in Corpus 1 [Pickthall, 1930].

02 is observed frequency in Corpus 2 [the other four translations].
%1 and %2 values show relative frequencies in the texts.

+ indicates overuse in O1 relative to O2.

- indicates underuse in O1 relative to O2.

Table 1: The comparison between Pickthall’s stop-word frequencies and the four other

translations.

Word o1 1% 02 204 Log Likelihood
unto 1868 12 514 0.08 + 3774.36
ve 1861 12 2019 032+ 1531.98
hath 780 05 300 0.05 + 1375.13
has 1 0 2688 0.43 - 1178.65
you 1521 0.98 13563 217- 1068.77
to 2074 1.34 15598 2.50 - 838.22
which 955 0.62 1797 0.29 + 327.57
thereof 166 0.11 81 0.01 + 250.32
does 0 0 532 0.09 - 236.16
do 47l 03 3652 059 - 212.06
except 33 0.02 861 0.14- 206.23
thou 760 0.49 1592 0.26 + 200.52
thee 635 0.41 1243 0.20 + 198.8
whoever 6 0 480 0.08 - 167.79
sbout 32 0.02 692 0.11- 148.31
what 501 0.32 3471 0.56 - 147.71
that 2552 1.65 7767 124+ 142.67
whom 409 0.26 870 0.14 + 103.52
thy 440 0.28 965 0.5 + 102.15
till 104 0.07 106 0.02 + 91.71
off 110 0.07 120 0.02+ 89.98
wherewith 58 0.04 29 0.00 + 89.37
most 102 0.07 974 0.16 - 87.02
of 4857 3.13 16752 269+ 86.96
shall 364 0.23 2387 0.38 - 84.76
and 7871 5.08 28148 451+ 83.72
theirs 87 0.06 88 0.01+ 71.34

256 The key is borrowed from [http://ucrel.lancs.ac.uk/llwizard.html], my brackets.


http://ucrel.lancs.ac.uk/llwizard.html

337

Word o1 1% 02 204 Log Likelihood
nay 148 0.1 225 0.04 + 76.61
whereof 55 0.04 3 001+ 75.78
wherein 90 0.06 98 0.02+ 73.78
over 93 0.06 843 0.14- 68.54
50 531 0.34 3073 0.49 - 65.04
besides 3 0 194 0.03 - 64.74
anything 5 0 211 0.03 - 62.26
towards 1 0 160 0.03 - 62.1
out 118 0.08 917 0.15- 53.54
down 160 0.1 1140 0.18- 52.77
whatever 24 0.02 341 0.05 - 51.82
any 156 0.1 1097 0.18 - 48.85
may 405 0.26 1084 0.17 + 45.89
anyone 12 0.01 231 0.04 - 45.69
him 1324 0.85 4343 0.70 + 40.83
perhaps 1 0 99 0.02 - 35.97
hast 100 0.06 187 0.03 + 34.78
within 16 0.01 226 0.04 - 34.14
thus 135 0.09 288 005+ 33.9
therein 220 0.14 551 0.09 + 32.84
when 970 0.63 3151 051+ 32.7
have 1116 0.72 5399 0.87 - 32.66
amongst 0 0 72 0.01- 31.96
just 13 0.01 195 0.03 - 31.27
such 222 0.14 575 0.09 + 28.99
your UE 05 3790 061 - 26.17
is 3185 205 11571 185+ 25.59
will 1679 1.08 7725 1.24- 25.48
through 26 0.02 260 0.04 - 25.1
who 2028 131 7193 115+ 24.61
into 104 0.07 685 0.11- 24.38
up 92 0.06 619 0.10 - 23.99
thine 25 0.02 - 0.00 + 22.49
ever 147 0.09 366 0.06 + 22.44
because 154 01 395 0.06 + 20.93
until 65 0.04 460 0.07 - 20.87
this 422 0.27 2151 0.34- 20.78
therewith 37 0.02 54 001+ 20.46
but 988 0.64 4639 0.74 - 20.04
yourself 0 0 44 0.01- 19.53
henceforth 6 0 0 0.00 + 19.37
its 121 0.08 733 0.12- 19.14
then 832 0.54 2811 0.45 + 18.99
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Word o1 1% 02 204 Log Likelihood
during 1 0 58 0.01 - 18.84
he 2259 146 8204 132+ 18.27
being 34 0.02 76 0.04 - 17.86
nor 295 0.19 899 0.14+ 17.61
shouldst 18 0.01 18 0.00 + 16.2
rather 10 0.01 123 0.02- 15.9
mere 24 0.02 31 0.00 + 15.89
mayest 0 0 32 0.01- 14.2
throughout 0 0 32 0.01 - 14.2
other 133 0.09 750 0.12- 13.9
by 387 0.25 1908 031- 13.88
all 512 033 2460 0.39 - 13.85
themselves 100 0.06 589 0.09 - 13.56
didst 33 0.02 57 001+ 13.55
or 464 03 2237 0.36 - 13.05
very 16 0.01 150 0.02 - 12.97
according 12 0.01 125 0.02 - 12.87
with 955 0.62 4345 0.70 - 12.12
would 266 0.17 1344 0.22- 12.1
why 48 0.03 319 0.05 - 11.86
the 7638 4.93 29405 471+ 1.7
ourselves 6 0 80 0.01- 11.36
in 2162 1.39 9413 151- 111
wherever 5 0 72 0.01 - 11.09
were 398 0.26 1915 0.31- 10.94
hadst 13 0.01 14 0.00 + 10.79
without 42 0.03 281 0.05 - 10.69
thereon 1 0.01 11 0.00 + 9.9
be 1212 0.78 5369 0.86 - 9.32
whereby 1 0.01 12 0.00 + 9
could 63 0.04 374 0.06 - 8.93
amid 8 0.01 ; 0.00 + 8.21
midst 3 0 48 0.01- 8.17
among 221 0.15 1114 0.18 - 7.76
100 25 0.02 175 0.03 - 7.69
for 1985 1.28 7451 119+ 7.48
if 25 047 3259 052 - 7.44
though 97 0.06 282 0.05 + 7.22
also 34 0.02 218 0.03 - 7.14
under 8 0.01 77 0.01- 6.97
upon 284 0.18 1351 0.22- 6.81
wont 1 0.01 31 0.00 + 6.25
them 2322 15 8825 141+ 5.93
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Word o1 1% 02 204 Log Likelihood
perchance 1 0 25 0.00 - 5.85
on 589 0.38 2642 0.42 - 5.81
must 33 0.02 80 0.01 + 555
wast 18 0.01 36 001+ 5.35
however 10 0.01 15 0.00 + 5.29
been 241 0.16 1137 0.18 - 521
shalt 8 0.01 69 0.01 - 5.09
couldst 14 0.01 26 0.00 + 4.94
more 83 0.05 31 0.07 - 479
no 496 0.32 2222 0.36 - 4.78
each 78 0.05 107 0.07 - 4.68
thither 5 0 5 0.00 + 45
ah 29 0.02 72 001+ 447
either 9 0.01 71 0.01- 43
are 1354 0.87 5118 0.82+ 414
moreover 1 0 20 0.00 - 4.07
thereby 34 0.02 a0 0.01+ 4.05
beneath 13 0.01 91 0.01- 4
am 141 0.09 468 0.08 + 3.88
at 175 011 823 0.13- 363
anywhere 0 0 8 0.00 - 355
an 284 0.18 1007 0.16 + 346
i 665 043 2466 0.40 + 3.44
anybody 1 0 0 0.00 + 3.23
should 172 011 802 013- 317
again 55 0.04 167 0.03 + 3.12
forthwith 0 0 7 0.00 - 311
having 15 0.01 95 0.02 - 297
against 1rr 0.11 818 0.13- 2.87
did 214 0.14 975 0.16 - 2.78
ours 8 0.01 15 0.00 + 2.77
therefore 25 0.02 139 0.02 - 2.38
from 1074 0.69 4549 0.73 - 231
dost 8 0.01 55 0.01- 228
myself 8 0.01 55 0.01- 2.28
their 1252 0.81 5260 0.84 - 1.9
hers 2 0 2 0.00 + 18
my 487 031 1831 0.29 + 1.75
further 8 0.01 51 0.01 - 1.63
every 131 0.08 595 0.10 - 1.62
we 1868 1.2 7280 117 + 151
before 295 0.19 1282 021- 1.44
wouldst 13 0.01 35 0.01+ 143
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Word o1 1% 02 204 Log Likelihood
they 2882 1.86 11313 181+ 141
those 1196 0.77 4999 0.80 - 14
whereon 1 0.01 29 0.00 + 1.33
these 100 0.06 455 0.07 - 1.27
oft 1 0 11 0.00 - 1.23
himself 56 0.04 264 0.04 - 1.2
doth 49 0.03 165 003+ 1.16
here 22 0.01 11 031 1.07
although 8 0.01 47 0.01 - 1.07
behind 62 0.04 215 0.03 + 1.04
might 98 0.06 441 0.07 - 1.03
whenever 13 0.01 70 0.01- 0.99
own 103 0.07 461 0.07 - 0.97
had 349 0.23 1324 021+ 0.95
thereat 3 0 6 0.00+ 0.89
oer 0 0 2 0.00 - 0.89
me 428 0.28 1638 026 + 0.85
her 101 0.07 367 0.06 + 081
his 998 0.64 3890 0.62 + 038
a 2280 147 8986 144 + 0.78
yourselves 62 0.04 278 0.04 - 061
than 192 0.12 819 013- 054
yet 105 0.07 457 0.07 - 053
unless 34 0.02 119 0.02 + 05
our 480 031 1864 030+ 0.48
was 380 025 1590 0.25 - 0.47
thyself 1 0.01 35 0.01 + 0.44
manysoever 0 0 1 0.00 - 0.44
thenceforth 0 0 1 0.00 - 0.44
how 193 0.12 818 0.13- 0.43
both 48 0.03 213 0.03 - 0.38
herself 3 0 8 0.00 + 035
she 80 0.05 269 0.05+ 0.34
otherwise 3 0 17 0.00 - 0.32
yours 19 0.01 66 0.01 + 031
itself 7 0 22 0.00 + 031
whilst 1 0 7 0.00 - 031
betwixt 1 0 2 0.00 + 03
furthermore 1 0 2 0.00 + 03
while 126 0.08 481 0.08 + 0.27
us 455 0.29 1783 0.29 + 0.25
where 29 0.02 129 0.02 - 0.24
yea 13 0.01 45 001+ 0.22



341

Word o1 1% 02 204 Log Likelihood
only 271 0.17 1058 017 + 02
below 4 0 20 0.00 - 0.16
it 1546 1 6286 1.01- 013
can 205 013 804 0.13+ 011
therefrom 14 0.01 61 0.01- 0.07
between 143 0.09 589 0.09 - 0.06
as 654 0.42 2607 0.42 + 0.05
not 1849 1.19 7474 1.20 - 0.03
there 472 03 1916 0.31- 0.03
whose 85 0.05 335 0.05 + 0.03
after 196 0.13 779 012 + 0.02
neither 72 0.05 204 0.05 - 0.01
another 112 0.07 449 0.07 + 0
above 62 0.04 251 0.04 - 0
often 6 0 24 0.00 + 0
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Appendix G: Examples of the Five Most Frequent Discourse

Prosodies in the Qur’an

This appended section discusses examples of the five most frequent discourse prosodies of natural
phenomena in the Qur’an. It is not part of the qualitative analysis of this research; it is an attempt

on the researcher’s part to reflect on the five most frequent uncovered discourse prosodies of nature

in the Qur’an and comment on them with examples.257
a. Glorifying God through nature

The concept of praise is defined as the acknowledgement of the infinite bounties of Allah. This
signifies obedience on the part of the Muslim who acknowledges that Allah alone should be praised
for everything. It is an invitation to believe in God through contemplation and praise. This echoes

description of the role of natural phenomena in the Qur’an by Fazlur Rahman (2009) who writes:

Often, they portray God's unlimited power and majesty to invite man to believe in Him, or
depict His infinite mercy and require man to be grateful to Him. In both cases, nature's
magnitude and utility for man, as well as the stability and regularity of natural phenomena, are
stressed (p.66).

1- God, with his power and might, created natural phenomena with perfection and knows all that

is in the universe.
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Saheeh International: (And) who created seven heavens in layers. You do not see in the creation
of the Most Merciful any inconsistency. So return (your) vision (to the sky); do you see any breaks?
Look again and again- your sight will return to you frustrated (in the attempt to find any
discontinuity or irregularity) and fatigued.

Verses (67:3-4)
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257 When reading the examples, the words printed in bold in the English translations of the verses in the examples below were identified
as natural phenomena in this research.


http://corpus.quran.com/wordbyword.jsp?chapter=67&verse=#(67:3:1
http://corpus.quran.com/wordbyword.jsp?chapter=67&verse=#(67:4:1
http://corpus.quran.com/wordbyword.jsp?chapter=27&verse=8#(27:88:1
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Saheeh International: And you see the mountains, thinking them rigid, while they will pass as
the passing of clouds. (It is) the work of Allah, who perfected all things. Indeed, He is Acquainted
with that which you do.

Verse (27:88)

2- The perfection of the creation of nature is that it works with regularity.
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Saheeh International: He causes the night to enter the day, and He causes the day to enter the
night and has subjected the sun and the moon - each running (its course) for a specified term.
That is Allah, your Lord; to Him belongs sovereignty. And those whom you invoke other than
Him do not possess (as much as) the membrane of a date seed.

Verse (35:13)

This again asserts Fazlur Rahman’s (2009) observation of the concepts of nature in the Qur’an when

he writes:

Nature is so well-knit and works with such regularity that it is the prime miracle of God...
References to phenomena like the regularity of the day following the night and the night
following the day, the rainy season when the earth is quickened following a dry season when

it had been parched and dead, are strewn through the pages of the Qur’an (p.68).

3- God subjected natural phenomena to man and made them subservient to him, and he should

be grateful.
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Saheeh International: Indeed, your Lord is Allah, who created the heavens and earth in six days
and then established Himself above the Throne. He covers the night with the day, (another night)
chasing it rapidly; and (He created) the sun, the moon, and the stars, subjected by His command.
Unquestionably, His is the creation and the command; blessed is Allah, Lord of the worlds. (Verse
7:54)

4- God, Who should be glorified and praised, has the ultimate power and dominion over the

universe and all natural causes work for Him.
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http://corpus.quran.com/wordbyword.jsp?chapter=35&verse=1#(35:13:1
http://corpus.quran.com/wordbyword.jsp?chapter=7&verse=5#(7:54:1
http://corpus.quran.com/wordbyword.jsp?chapter=45&verse=3#(45:36:1
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Saheeh International: Then, to Allah belongs (all) praise - Lord of the heavens and Lord of the
earth, Lord of the worlds. (Verse 45:36)

b. The emphasis on the message of the Qur’an

In a tradition related by Ali Ibn Abi Talib?8, we are told that the Prophet said, ‘There shall be great

sedition after me.” 'Ali asked how such calamity could be averted. The Prophet answered:

By means of the Book of God! In it is the report concerning those who were before you, the
narrative of what is the report concerning those who were before you, the narrative of what is
to come after you, and the criterion of judgment among you... Whoever seeks guidance in
anything other than it, God shall cause him to go astray. It is the rope of God; it is the 'wise
remembrance' and 'the straight way." With it, hearts shall not swerve nor tongues utter
confusion. The learned shall never be sated of it. It shall not wear out from constant use, nor
will its marvels ever be exhausted. ... Whoever utters it speaks the truth, and whoever abides
by it shall have his rich reward. Whoever judges by it shall judge justly, and whoever call others
to it shall be guided to the straightway (Ibn Kathir in Abdul-Rahman, 2009, p.434).

The tradition above provides an intact summary of the role of the Qur’an in man's life; a motif
which also co-occurs with natural phenomena throughout the Qur’an. The following statements can
be made with examples of the discourse prosody of the emphasis on the message in the Qur’an

(natural phenomena terms in boldface).

1- The Qur’an is described as a light to guide man in life.
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Saheeh International: O mankind, there has come to you a conclusive proof from your Lord, and
We have sent down to you a clear light. (Verse 4:174)
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Yusuf Ali: Believe, therefore, in Allah and His Messenger, and in the Light which we have sent
down. And Allah is well acquainted with all that ye do. (Verse 64:8)

258 Ali lbn Abi Talib is the cousin and son-in-law of Muhammad (peace be upon him), fourth caliph of Muslims, and the first male
convert to Islam and second convert after Muhammad's wife Khadijah. He married Muhammad's daughter Fatimah, and he is the
father of sons Hasan and Husayn. He participated in most expeditions during Muhammad's lifetime. Shiis believe that he was
appointed by Muhammad as successor and place him next to God and Muhammad as the centre of religious belief. Sunnis
acknowledge him only as the fourth caliph, a distinguished judge, pious believer, and brave warrior. His rule as caliph was marked
by political crisis and civil strife, and he was assassinated while praying in a mosque in 660.
[http://www.oxfordislamicstudies.com], [Accessed 18 May 2019].


http://corpus.quran.com/wordbyword.jsp?chapter=4&verse=17#(4:174:1
http://corpus.quran.com/wordbyword.jsp?chapter=64&verse=#(64:8:1
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Saheeh International: They want to extinguish the light of Allah with their mouths, but Allah
refuses except to perfect His light, although the disbelievers dislike it. (Verse 9:32)

Tafsir Aljalalyin: They desire to extinguish God’s light, His Law and His proofs, with their
tongues, with what they say about Him; and God refuses but to perfect, to make manifest, His light,
even though the disbelievers be averse, to this.

2- All of the creations of nature in the Qur’an are mere signs of the truth of the message of the
Qur’an and the unity of God. It is as Fazlur Rahman remarks, 'the Qur’an does not ‘prove’
God but ‘points to’ Him from the existing universe’ (p.10).
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Saheeh International: Do they not look into the realm of the heavens and the earth and
everything that Allah has created and (think) that perhaps their appointed time has come near?
So in what statement hereafter will they believe? (Verse 7:185)
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Yusuf Ali: See they not what is before them and behind them, of the sky and the earth? If We
wished, We could cause the earth to swallow them up, or cause a piece of the sky to fall upon
them. Verily in this is a Sign for every devotee that turns to Allah (in repentance). (Verse 34:9)
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Pickthall: Have they not seen the earth, how much of every fruitful kind We make to grow therein?
(Verse 26:7)

3- The documentation and recurrent references of natural phenomena in the bounties of the
promised life in the reward of those who believe and likewise the promised penalty for
those who disbelieve or transgress are mentioned in the Qur’an as proof of its credible

message.
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Saheeh International: The Day He will assemble you for the Day of Assembly - that is the Day
of Deprivation. And whoever believes in Allah and does righteousness - He will remove from him


http://corpus.quran.com/wordbyword.jsp?chapter=9&verse=3#(9:32:1
http://corpus.quran.com/wordbyword.jsp?chapter=7&verse=18#(7:185:1
http://corpus.quran.com/wordbyword.jsp?chapter=34&verse=#(34:9:1
http://corpus.quran.com/wordbyword.jsp?chapter=26&verse=#(26:7:1
http://corpus.quran.com/wordbyword.jsp?chapter=64&verse=#(64:9:1
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his misdeeds and admit him to gardens beneath which rivers flow, wherein they will abide forever.
That is the great attainment. (Verse 64.9)
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Pickthall: Every soul will taste of death. And ye will be paid on the Day of Resurrection only that
which ye have fairly earned. Whoso is removed from the Fire and is made to enter paradise; he
indeed is triumphant. The life of this world is but the comfort of illusion. (Verse 3:185)

4- The parables of the previous prophets and the miracles they performed are also signs of
the truth of the message and a warning for those who disbelieve. In this regard, Robinson
(1999) writes:

The Qur’an mentions several miracles or 'signs' as it calls them, which previous prophets
performed by Allah's permission. For instance, it narrates how Moses' staff turned into a
serpent and how Jesus created birds from clay, healed the blind and raised the dead (3.49)

(p.28).

The following example illustrates an instance of the Qur’an describing the miracles granted to

Solomon and David:
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Saheeh International: And Solomon inherited David. He said, ‘O people, we have been taught the
language of birds, and we have been given from all things. Indeed, this is evident bounty.” (Verse
27:19)

Tafsir Aljalalyin: And Solomon inherited from David, prophethood, and knowledge exclusively
from among all his other children; and he said, ‘O people, we have been taught the speech of the
birds, that is, the ability to understand their sounds, and we have been given of all things, given to
prophets and kings. Indeed this, gift, is the manifest, the evident, favour’.

5- The Qur’an invites man to use his cognitive skills in thinking, understanding and
remembering. It also tells him to witness the truth of its message through engaging his
senses to see the wonders of nature and the consequences of those who were deniers of God
all to reach the higher state of believing in the unity of God and worship Him. Hence, the
recurring Qur’anic invitations and exhortations (Fazular Fazlur Rahman 2009, p.11), ‘Do
you not reflect?” ‘Do you not think?” ‘Do you not take heed’ usually occur with natural

phenomena terms.


http://corpus.quran.com/wordbyword.jsp?chapter=3&verse=18#(3:185:1
http://corpus.quran.com/wordbyword.jsp?chapter=27&verse=1#(27:16:1
http://corpus.quran.com/wordbyword.jsp?chapter=14&verse=5#(14:52:1
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Yusuf Ali: Here is a Message for mankind: Let them take warning therefrom and let them know
that He is (no other than) One Allah: let men of understanding take heed. Verse (14:52)
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Pickthall: And verily We have raised in every nation a messenger, (proclaiming): Serve Allah and
shun false gods. Then some of them (there were) whom Allah guided, and some of them (there
were) upon whom error had just held. Do but travel in the land and see the nature of the
consequence for the deniers! (Verse 16:36)

6- The recurrent contrast between darkness (disbelief) and light (faith) in the Qur’an is a

motif of the emphasis on the truth of the message.
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Pickthall: He it is Who sendeth down clear revelations unto His slave, that He may bring you forth
from darkness unto light; and lo! for you, Allah is Full of Pity, Merciful. (Verse 57:9)

Tafsir Aljalalyin: It is He Who sends down upon His servant clear signs, the signs of the Qur’an
that He may bring you forth from the darkness (from) disbelief to the light, (to) faith. For truly
God is Kind, Merciful to you, in bringing you forth from disbelief to faith.
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Saheeh International: Not equal are the blind and the seeing; Nor are the darknesses and the
light, (Verses 35:19-20)

Tafsir Aljalalyin: Not equal are the blind and the seeing man, nor darkness — disbelief — and
light — faith;
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Saheeh International: And is one who was dead and We gave him life and made for him light by
which to walk among the people like one who is in darkness, never to emerge therefrom? Thus it
has been made pleasing to the disbelievers that which they were doing. (Verse 6:122)

Asbab al-Nuzul (i.e., the contexts and occasions of the Revelation of the Qur’an) al-

Wahidi: The following was revealed regarding Abt Jah1259 and others: Why, is he who was dead,
through unbelief, and We gave him life, through guidance, and appointed for him a light by which
to walk among people, distinguishing thereby the truth from falsehood — this (light) being faith —
as him whose likeness (ka-man mathaluhu: mathal, ‘likeness’, is extra; in other words, (read)ka-

259Abi Jahl is a member of the ruling Quraysh of Makkah and one of early Islam's staunchest enemies. He attempted to do physical
harm to the Prophet. His name means ‘father of ignorance/savagery’; his real name was Amr ibn Hisham . He was killed in the
Battle of Badr. Available from: [http://www.oxfordislamicstudies.com], [Accessed 25 May 2019].


http://corpus.quran.com/wordbyword.jsp?chapter=16&verse=3#(16:36:1
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man huwa, ‘as him who’) is in darkness whence he cannot emerge? — and this is the disbeliever
— No! So, in the same way, that faith has been adorned for believers, what the disbelievers have
been doing, in the way of disbelief and acts of disobedience, has been adorned for them.

7- The Qur’an makes an exhaustive reference to the resurrection and witnessing the

promised day of resurrection to emphasise the truth of the message.
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Saheeh International: So how will it be when We assemble them for a Day about which there is

no doubt? And each soul will be compensated (in full for) what it earned, and they will not be
wronged. (3:25)
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Saheeh International: Then indeed, you, on the Day of Resurrection, will be resurrected. (Verse
23:16)

ﬁ/‘r -‘_}“_}-Ll')';b

Saheeh International: And (by) the promised Day. (Verse 85:2)

c. The afterlife punishment

Punishment and Reward is the name of one of the four pivotal Qur’anic concepts in Abdul-Raof
(2003, p.105). Abdul-Raof claims that monotheism = sl prophethood 3 s, resurrection &), and
reward-punishment el s ) $ill occur consistently. He says that they usually are found occurring
consecutively and sometimes in a linear order. An example he gives of this is found below (pp.105-
107):
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Saheeh International: (2:21) O mankind, worship your Lord, who created you and those before
you, that you may become righteous —(2:22)(He) who made for you the earth a bed (spread out)
and the sky a ceiling and sent down from the sky, rain and brought forth thereby fruits as provision


http://corpus.quran.com/wordbyword.jsp?chapter=3&verse=2#(3:25:1
http://corpus.quran.com/wordbyword.jsp?chapter=23&verse=1#(23:16:1
http://corpus.quran.com/wordbyword.jsp?chapter=85&verse=#(85:2:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:22:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:21:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:24:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:23:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:28:1
http://corpus.quran.com/wordbyword.jsp?chapter=2&verse=2#(2:25:1
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for you. So do not attribute to Allah equals while you know (that there is nothing similar to
Him).(2:23)And if you are in doubt about what We have sent down upon Our Servant (Muhammad),
then produce a Surah the like thereof and call upon your witnesses other than Allah , if you should
be truthful. (2:24) But if you do not - and you will never be able to - then fear the Fire, whose fuel
is men and stones, prepared for the disbelievers. (2:25) And give good tidings to those who believe
and do righteous deeds that they will have gardens (in Paradise) beneath which rivers flow.
Whenever they are provided with a provision of fruit therefrom, they will say, ‘This is what we
were provided with before.” And it is given to them in likeness. And they will have therein purified
spouses, and they will abide therein eternally... (2:28) How can you disbelieve in Allah when you
were lifeless and He brought you to life; then He will cause you to die, then He will bring you (back)
to life, and then to Him you will be returned.

In the above verses of the Qur’an, Abdul-Raof illustrates that monotheism is presented in Verses
(2:21-22), prophethood in Verse (2:23), reward and punishment in Verses (2:24-25), and
resurrection in Verse (2:28). Similar to the findings of this study, Abdul-Roaf states that the
presentation of the pivotal Qur’anic concepts is encountered throughout the Qur’anic discourse and
is a major text-linguistic feature of the Qur’an. The following are general statements which describe

this discourse prosody with examples from the Qur’an (natural phenomena terms in boldface):

1- Afterlife punishment is linked to the resurrection and Day of Judgment.
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Saheeh International: On the Day(some) faces will turn white and (some)faces will turn black.
As for those whose faces turn black, (to them it will be said), ‘Did you disbelieve after your belief?
Then taste the punishment for what you used to reject.”  (Verse 3:106)
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Saheeh International: Then is he who will shield with his face the worst of the punishment on the
Day of Resurrection (like one secure from it)? And it will be said to the wrongdoers, ‘Taste what
you used to earn.” (Verse 39:24)

2- The Qur’an describes the companions of the Fire.
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Saheeh International: But they who have earned (blame for) evil doings - the recompense of an
evil deed is its equivalent, and humiliation will cover them. They will have from Allah no protector.
It will be as if their faces are covered with pieces of the night - so dark (are they). Those are the
companions of the Fire; they will abide therein eternally  (Verse 27:14)


http://corpus.quran.com/wordbyword.jsp?chapter=3&verse=10#(3:106:1
http://corpus.quran.com/wordbyword.jsp?chapter=39&verse=2#(39:24:1
http://corpus.quran.com/wordbyword.jsp?chapter=10&verse=2#(10:27:1
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3- The Qur’an describes the food and drink in the Fire.

e s Y,
Pickthall: Nor any food save filth (Verse 69:36)
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Saheeh International: Indeed, the tree of Zagqum. Is food for the sinful. (Verses 44:43-44)

Tafsir Ibn Kathir :( Verily, the tree of Zagqum will be the food of the sinners. Like boiling oil, it
will boil in the bellies, like the boiling of scalding water. (It will be said:) ‘Seize him and drag
him into the midst of blazing Fire, then pour over his head the torment of boiling water. Taste you
(this)! Verily, you were (pretending to be) the mighty, the generous! Verily, this is that whereof
you used to doubt!”) (44:43-50)
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Pickthall: And the dwellers of the Fire cry out unto the dwellers of the Garden: Pour on us some
water or some wherewith Allah hath provided you. They say: Lo! Allah hath forbidden both to
disbelievers (in His guidance) (Verse 7:50)

d. The shunning of disbelievers

The shunning of disbelievers is one of the motifs that run throughout the Qur’an. The following are
two general statements which describe this discourse prosody with examples from the Qur’an

(natural phenomena terms in boldface):

1- A description of the state of mind and the hearts of disbelievers is a recurrent meaning in the

Qur’an.
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Yusuf Ali: And they (sometimes) say: ‘There is nothing except our life on this earth, and never
shall we be raised up again.” (Verse 6:29)
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Saheeh International: Your god is one God. But those who do not believe in the Hereafter - their
hearts are disapproving, and they are arrogant. (Verse 16:22)


http://corpus.quran.com/wordbyword.jsp?chapter=69&verse=3#(69:36:1
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Yusuf Ali: And We put coverings over their hearts (and minds) lest they should understand the
Qur’an, and deafness into their ears: when thou dost commemorate thy Lord and Him alone in the
Qur’an, they turn on their backs, fleeing (from the Truth). (Verse 17:46)

J{‘Jll e @E - }jj\j{i\l _;GCJ_) ﬁ.i;}iﬁjf \JU
sl 38 7
@\rowr‘.hb\ AJJJUou-’JM

Saheeh International: And when Allah is mentioned alone, the hearts of those who do not
believe in the Hereafter shrink with aversion, but when those (worshipped) other than Him are
mentioned, immediately they rejoice. (Verse 39:45)

2- People of the previous times who denied the messages of their prophets are mentioned as

negative examples.
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Saheeh International: And the eminent among his people who disbelieved and denied the
meeting of the Hereafter while We had given them luxury in the worldly life said, ‘This is not but
a man like yourselves. He eats of that from which you eat and drinks of what you drink.
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Saheeh International: The people of Noah denied before them and the (disbelieving) factions after
them, and every nation intended (a plot) for their messenger to seize him, and they disputed by
(using) falsehood to (attempt to) invalidate thereby the truth. So | seized them, and how (terrible)
was My penalty (Verse 40:5)

e. The afterlife reward

In the interpretation of the description of the reward in the Garden of the Afterlife (Paradise), Ibn

Kathir writes:


http://corpus.quran.com/wordbyword.jsp?chapter=17&verse=4#(17:46:1
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When Allah, the Exalted, mentioned the condition of the wretched, He also commended the
people of delight (the believers). They are those who believe and work righteous deeds. Thus,
their hearts believed, and their limbs worked righteous deeds, both in statements and actions.
This includes their performance of deeds of obedience and their abandonment of evils. In this
way, they are the inheritors of Gardens (of Paradise), which contain lofty rooms and seats
arranged in rows. Therein they will find bunches of fruit near to them, elevated couches, fair
and beautiful wives, various types of fruit, desired kinds of food and delicious drinks. They
also will be allowed to see the Creator of the heavens and the earth and they will be in this
state of pleasure forever. They will not die, nor will they grow old. (Ibn Kathir in Abdul-
Rahman, 2009, p.30)

The following are general statements which describe this discourse prosody with examples from
the Qur’an (natural phenomena terms in boldface):

1-  The Qur’an speaks of the promised reward in the Gardens, in an overlap with the meaning

of emphasis on the message in the previous section.
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Saheeh International: And hasten to forgiveness from your Lord and a garden as wide as the
heavens and earth, prepared for the righteous. (Verse 3:133)

2- The Qur’an describes in detail the bounties given to those who enter the Garden.

S AL SR e oA BN S i

<oz P I ZF s a2,

:;:(r-r‘_)u‘ };J’Uf—“fm\r’?bd-ﬂwwﬁJwM «\5_;'1:‘
P TP CJ;-.;L._,r‘zL’.‘ 5 3_,'(.! PN\

Arberry: This is the similitude of Paradise which the godfearing have been promised: therein are
rivers of water unstaling, rivers of milk unchanging in flavour, and rivers of wine -- a delight to
the drinkers, rivers, too, of honey purified; and therein for them is every fruit, and forgiveness
from their Lord -- Are they as he who dwells forever in the Fire, such as are given to drink boiling
water, that tears their bowels asunder?
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Pickthall: The reward of such will be forgiveness from their Lord, and Gardens underneath which
rivers flow, wherein they will abide forever - a bountiful reward for workers! (Verse 3:136)


http://corpus.quran.com/wordbyword.jsp?chapter=3&verse=13#(3:133:1
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Yusuf Ali: But those who believe and work righteousness, and humble themselves before their
Lord, - They will be companions of the gardens, to dwell therein for aye! (Verse 11:23)
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Pickthall: A of the Garden which is promised unto those who keep their duty (to Allah): Underneath

it rivers flow; its food is everlasting, and its shade; this is the reward of those who keep their duty,
while the reward of disbelievers is the Fire. (Verse 13:35)

3- The Qur’an describes the companions of the Garden and their good deeds in the present

life, which make them earn this reward in the Afterlife.
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Saheeh International: And the first forerunners (in the faith) among the Muhajireen and the Ansar
and those who followed them with good conduct - Allah is pleased with them, and they are pleased
with Him, and He has prepared for them gardens beneath which rivers flow, wherein they will
abide forever. That is the great triumph. (Verse 9:100)
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Yusuf Ali: Whoever works righteousness, man or woman, and has Faith, verily, to him will We
give a new Life, a life that is good and pure and We will bestow on such their reward according to
the best of their actions. (Verse 16:97)

To conclude, this commentary is evidence that SP, especially its discourse prosodies, is, in fact, a
corpus linguistic feature in the language of the Qur’an; that is, the corpus-based analysis yielded up
these meanings. As the reader’s eyes examine the lines of the Qur’an, he/she will sense that these
meanings recur and emerge, particularly in verses similar to the examples in this section. They can
be considered a part of the skeleton of meanings on which the major themes of the Qur’an (e.g.,
nature) stand and an awareness of them can help enrich and consolidate his/her understanding of

the Qur’an.
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