Severe Weather over East Africa

by

BETHANY JANE WOODHAMS

Submitted in accordance with the requirements for the degree of Doctor of Philosophy

The University of Leeds
School of Earth and Environment

September 2019
Declaration of authorship

The candidate confirms that the work submitted is her own, except where work which has formed part of jointly authored publications has been included. The contribution of the candidate and the other authors to this work has been explicitly indicated below. The candidate confirms that appropriate credit has been given within the thesis where reference has been made to work of others.

The publication Woodhams et al., 2018, *What Is the Added Value of a Convection-Permitting Model for Forecasting Extreme Rainfall over Tropical East Africa?*, Monthly Weather Review 146(9), p2757–2780, doi: [https://doi.org/10.1175/MWR-D-17-0396](https://doi.org/10.1175/MWR-D-17-0396), jointly authored with Cathryn E. Birch, John H. Marsham, Caroline L. Bain, Nigel M. Roberts and Douglas F. A. Boyd, is included as chapter 2 of this thesis. The text was solely written by the candidate, with comments from co-authors. The candidate performed all data analysis and produced all figures. Birch, Marsham, Bain and Roberts contributed to method refinement and interpretation of results. Boyd was responsible for running the operational model.

The publication Woodhams et al., 2019: *Identifying Key Controls on Storm Formation over the Lake Victoria Basin.*, Monthly Weather Review, 147(9), p3365–3390, doi: [https://doi.org/10.1175/MWR-D-19-0069.1](https://doi.org/10.1175/MWR-D-19-0069.1), jointly authored with Cathryn E. Birch, John H. Marsham, Todd P. Lane, Caroline L. Bain and Stuart Webster, is included as chapter 3 of this thesis. The text was solely written by the candidate, with comments from co-authors. The candidate performed all data analysis and produced all figures. Birch, Marsham, Lane and Bain contributed to interpretation of results. The candidate ran the model simulations, with guidance from Webster.

The fourth chapter Woodhams et al., *Aircraft observations of the lake–land breeze circulation over Lake Victoria from the HyVic pilot flight campaign*, jointly authored with John H. Marsham, Cathryn E. Birch, Caroline L. Bain, Andrew J. Hartley, Paul Barrett, Jennifer K. Fletcher, Stuart Webster and Uganda National Meteorological Authority, has been prepared for submission to Quarterly Journal of the Royal Me-
oological Society. The text was solely written by the candidate, with comments from co-authors. The candidate performed all data analysis and produced all figures. The candidate, Hartley, Fletcher and Barrett were mission scientists on the HyVic flights. All co-authors contributed to interpretation of results. Webster ran the operational and additional research simulations. The Facility for Airborne and Atmospheric Measurement (FAAM) team distributed the observational data.

This copy has been supplied on the understanding that it is copyright material and that no quotation from the thesis may be published without proper acknowledgement.

© 2019 The University of Leeds and Bethany Jane Woodhams
Acknowledgements

Firstly, I would like to thank my supervisor, Cathryn Birch, for her amazing support at every step, and her encouragement to pursue every opportunity which came my way. Thank you also to John Marsham, whose supervision meetings I always left, full of exciting and new ideas. Many thanks to Caroline Bain, for always inspiring more ‘blue-sky thinking’. I am also grateful to everyone in the Dynamics research group at Leeds, for creating such a supportive and friendly research atmosphere.

This PhD was funded by the NERC SPHERES DTP (grant NE/L002574/1). Many thanks to all those involved in the DTP, especially Nigel. NERC also funded many training courses which I attended, including the Atmospheric Measurement Summer School on the Isle of Arran, and the FAAM training course.

Additional funding was provided through a CASE award with the Met Office. Many thanks to all those at the Met Office (especially Caroline Bain, Stu Webster, Andy Hartley, Paul Barrett and Chris Tubbs) for making it feel like my second home. In particular, the UM could not have been conquered without the generous help of Stu, who would often answer my emails at ridiculous hours.

I am grateful to the Menzies Centre at King’s College London, from which I received the Australian Bicentennial Award, and to the Royal Meteorological Society, from which I received the Rupert Ford Award, in order to fund a three month visit to the University of Melbourne. Thank you to Todd Lane, who supervised me during my visit, and to all the wonderful people I met in Melbourne. Thank you also to LeedsforLife and the WMO, for travel assistance to attend the 2018 GEWEX conference in Canmore, Canada.

The HyVic pilot flight campaign could not have taken place without the tireless work of all those at FAAM. A special thank you to Mo Smith, Doug Anderson, Hannah Price, Dave Sproson, David Simpson and Barney Black for all their help. Thank you to the HyVic dream team (Jennifer Fletcher, Andy Hartley, Paul Barrett and Rosalind
West) for all their help and support during the campaign, and for the many Tuskers shared. Thank you also to Festus Luboyera and Solomon Mangeni at Uganda National Meteorological Authority (UNMA) without whom HyVic may never have made it off the ground.

Thank you also to those at Kenya Meteorological Department (KMD), Tanzania Meteorological Agency (TMA) and UNMA, who took the time to speak with me and share their insight and knowledge during a visit to East Africa in December 2016.

A special thanks to Paddy, Josh, Louise, Sam and Sagar, who have put up with me as a housemate during this time. In particular, thank you to Paddy and Josh for the epic mah-jong nights, and fun times in Woodside Avenue. Thank you to the East Africa Posse (Dean and Declan) and UM Ugali for fun, but helpful, discussions over the years.

A big shout-out to Office 2.10 in Fairbairn (Anya, Ben and Dean) - we saw some things, but came out stronger on the other side. To Jenny, Sarah, Sam, and all those who I have met during my PhD, thank you for your friendship. A huge thank you to the one and only Craig Poku, for all the ridiculous conversations, baking and science we have shared.

Thank you to my family, who have supported me from the beginning, and helped me believe that I can do anything I set my mind to. Although it is highly unlikely that they will ever read this thesis, I hope they know how much I appreciate them!

To Chetan: you have supported me throughout this process, and built me up when I was feeling down. Thank you for listening to me complain, sharing my excitement when I found out something ‘cool’, and bringing a general smattering of gooviness to the proceedings.

Acknowledgement must be given to NBC’s Friends and FOX’s New Girl, for keeping me sane in these last few months. I cannot finish without mentioning the 1996 cinematic masterpiece Twister, without which I would not be who I am today.

Finally, thank you again to everyone involved in my PhD, for making it such an enjoyable time in my life. Even in the last few days of preparing this thesis, I have not stopped smiling as I have looked back on the amazing opportunities that I have been lucky enough to experience, and all the wonderful people I have met. I count myself very lucky that I have spent the last four years being able to do what I love.
Abstract

Convective storms in East Africa have severe socio-economic consequences for the region. Lake Victoria is a hotspot for severe weather, which contributes to the estimated 5,000 fatalities on the lake every year, and its reputation as the most dangerous water body in the world. Although East Africa presents its own unique challenges, understanding and predicting tropical convection remains one of the grand challenges of meteorology.

Between 2012–2019, the UK Met Office ran a convection-permitting (CP) model over East Africa, aimed at improving forecasts of severe weather, in particular over Lake Victoria. In this thesis, an assessment of the added-value of the CP forecast, relative to the Met Office operational global model, which was convection parametrised, is performed. This is the first evaluation of a CP model in the tropics conducted over an extended period of time (2 years). The evaluation demonstrates the enhanced skill of the CP model for the prediction of sub-daily rainfall, but large uncertainties remain in the predicted location of precipitation, as well as issues with the distribution of rainfall intensities.

Poor skill in forecasting over East Africa can also be attributed to an incomplete understanding of the processes responsible for severe weather, which is addressed with modelling and observational studies in this thesis. CP simulations with 1.5 km horizontal grid-spacing highlight the importance of the lake–land breeze circulation, and its interaction with the large-scale prevailing winds, in the formation and propagation of storms. The influence of convection over land on nocturnal storm formation over the lake is also demonstrated. First results from the HyVic pilot flight campaign, using the FAAM aircraft to sample the lake–land breeze circulation over Lake Victoria in unprecedented detail, are presented, and highlight the need for very high-resolution modelling to capture the observed small-scale features of the circulation.
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Chapter 1.

Introduction

1. Motivation

The complex geography of East Africa distinguishes the region as an important and unique place to study the local meteorology. Bounded by the Indian Ocean to the east, punctuated by the steep slopes of the Great Rift Valley and Ethiopian Highlands, and scattered with vast inland water bodies, East Africa (Fig. 1.1) is subject to a variety of large-scale and mesoscale forcings, which determine its weather. Of particular significance is Lake Victoria, the world’s largest tropical lake, which is situated in a depression of the Great Rift Valley. Convection is enhanced over the lake by nocturnal land breezes, posing a danger to many users of the lake.

Consisting of many developing nations, East Africa has a high vulnerability to severe weather. The East African Community (EAC)\(^1\) recognises that floods, landslides and drought are among the main reasons for displacement of East Africans from their homes (EAC Secretariat 2014). The EAC Deputy Secretary General in charge of Finance and Administration, Hon. Jesca Eriyo, states that poverty increases the vulnerability to natural hazards of many East Africans. This vulnerability is attributed to a lack of knowledge, as well as a lack of technology for adaption and preparedness.

Vulnerability is further increased by the high population density in the Lake Victoria basin, where urban areas are some of the fastest-growing in the world (Seto et al. 2012). It is estimated that 30 million people live on the shores of Lake Victoria, of which ~3.5 million (including 200,000 fishermen) are dependent on the lake for their livelihoods (Semazzi 2011). The lake is also an important trade and transport link between its

---

\(^1\)The EAC is a regional intergovernmental organisation with 6 Partner States: the Republics of Burundi, Kenya, Rwanda, South Sudan and Uganda, and the United Republic of Tanzania.
neighbouring countries. In addition to supporting its catchment area, Lake Victoria is a major source of the Nile, thereby impacting over 300 million inhabitants of the Nile basin (Semazzi 2011). The lake and its basin are integral to food production, with much of the surrounding land used for agriculture and the lake itself supporting fisheries. The lake also supplies hydroelectric power and water for domestic and industrial use (Anyah et al. 2006). The United Nations Economic Commission for Africa (UNECA) has identified Eastern Africa to have the fastest-growing economy on the continent, with an annual average growth rate of 6.7% between 2013 and 2017, more than double the African average. However, agriculture forms a large part of the GDP and productivity can fluctuate rapidly as a result of natural disasters, in particular flooding and droughts (UNECA 2019).
In addition to effects on food security and energy, severe weather has a more direct and immediate impact on fishermen and other users of the lake; boating accidents, many associated with severe weather and dangerous water currents, are thought to cause 5,000 fatalities on the lake every year (Semazzi 2011; Cannon et al. 2014). High winds associated with severe storms drive large waves on the lake, which can capsize the small wooden canoes used by many fishermen. Although warnings are issued to fishermen, some are ignored due to a lack of trust in forecasts following many false alarms (Muwembe 2012). Many fishermen would rather take the risk of getting caught in a storm than miss a day’s work.

The Lake Victoria basin also has a heightened vulnerability to the effects of climate change. Based on a high-resolution climate projection, Thiery et al. (2016) suggest that, under scenario RCP8.5, the increase of precipitation extremes over the lake itself will be approximately twice as large compared to the surroundings by 2100. The same model predicts a decrease in the annual mean precipitation over the lake of 6%. However, there is much uncertainty surrounding climate projections in this region (Onyutha et al. 2016).

An added hazard is the fluctuating water levels of Lake Victoria, which have varied over ~3 m during the last 65 years (Vanderkelen et al. 2018). This fluctuation is mainly attributed to changes in precipitation, which is the largest and most variable term in the water budget of Lake Victoria (Yin and Nicholson 1998; Vanderkelen et al. 2018).

Compared to West Africa, the meteorology of East Africa is less well understood. Many modelling and field studies have recently taken place in West Africa (e.g. African Monsoon Multidisciplinary Analysis (AMMA), Cascade, Fennec, DACCIWA) where there is now improved understanding of the long-lived mesoscale convective systems (MCSs) which propagate westward across the region. Differences in the properties of MCSs between East and West Africa have not been well-studied, but it is anticipated that storms are more localised and shorter-lived in East Africa, with initiation and propagation controlled by sea breezes, lake and land breezes, and orography.

Being able to accurately predict severe convective events is of vital importance in East Africa in order to protect lives and livelihoods. However, forecasting convection remains one of the grand challenges of atmospheric science. Models struggle to correctly simulate convection due to the small scales involved, as well as an incomplete theoretical understanding of convection. Simulation of convection is a particular problem for coarse global models with parametrised convection. In the last decade, the development of higher-resolution models, and improved supercomputing power to run such models, has
provided a step-change in the ability of models to forecast convection (Clark et al. 2016). This development offers the opportunity for significant improvements to forecasts in East Africa.

Although accurate forecasts in East Africa are limited by forecast model performance, an incomplete understanding of the meteorology of the region also contributes to poor forecast skill. Both of these factors will be addressed in this thesis.

2. Background

2.a. Challenge of forecasting convection

Houze (1997) describes atmospheric convection as ‘the overturning of the atmosphere that is required to neutralize the vertical distribution of moist static energy’. Without convection, the large-scale Hadley and Walker circulations would be insufficient to redistribute the excess moist energy at the surface in the tropics (Lafore et al. 2017). The majority of global precipitation, especially in the tropics, occurs as a result of convection (e.g. Houze et al. 2015; Lafore et al. 2017). By determining the distribution of cloud and water vapour in the tropics, convection also plays a key role in the Earth’s radiative budget (Lafore et al. 2017). Convection may be organised across many scales: from a single cumulus or cumulonimbus cloud; to MCSs; to global-scale phenomena such as the Madden–Julian oscillation (MJO) (Madden and Julian 1971, 1972), convectively coupled equatorial waves (Kiladis et al. 2009) and the Intertropical Convergence Zone (ITCZ) (Moncrieff et al. 2012). Despite its importance and prevalence, forecasting tropical convection remains a huge challenge for numerical weather prediction (NWP) in part due to the wide range of scales with which it interacts.

The idea of using numerical models to predict weather originated from the pioneering work of Richardson (1922). NWP models have now been in use operationally for over 50 years (Clark et al. 2016). Bauer et al. (2015) go as far as to suggest that the computational problem of NWP is ‘comparable to the simulation of the human brain and of the evolution of the early Universe’. The first numerical models were used to predict synoptic scales, or larger, at which hydrostatic balance holds (gravitational force is balanced by the pressure-gradient force in the vertical). These models were based on the hydrostatic primitive equations (HPEs), consisting of the equation of motion (in 3D, where the vertical component is replaced by the hydrostatic equation), continuity equation, equation of state and the First Law of Thermodynamics (Haltiner and Williams
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These equations were generally used as the dynamical core of models between 1960 and 1990 (Arakawa 2002a). However, the hydrostatic approximation only holds where the vertical scale is much smaller than the horizontal scale (Daley 1988). When attempting to model convection, for which updrafts on the scale of hundreds of metres can be important, hydrostatic balance is no longer a reasonable assumption.

In the 1970s and 1980s, non-hydrostatic models were developed to simulate single convective clouds and mesoscale phenomena, such as sea breezes and mountain and valley flows (see Clark et al. 2016 and references therein). The Met Office began to experiment with non-hydrostatic models, based on the model developed by Tapp and White (1976), but available computational power was insufficient to run such models operationally until the early 2000s. In 2003, the non-hydrostatic dynamical core New Dynamics (ND) (Davies et al. 2005) was incorporated into the operational Met Office Unified Model (MetUM).

Even with the hydrostatic balance assumption removed, models with large horizontal grid-spacing must parametrise small-scale phenomena such as convection. Arakawa (2002b) defines cumulus parametrisation as ‘the problem of formulation of the collective effects of cumulus convection in terms of large-scale variables’. In other words, although convection itself cannot be modelled, parametrisation attempts to predict the effects of convection that would occur as a result of the large-scale environment. The ability of the parametrisation to predict precipitation is key, but a parametrisation scheme must also adjust the atmosphere to feed back onto the large scale and interact with the boundary layer (Arakawa 2002b).

Parametrised models exhibit a wide variety of issues affecting the prediction of convective rainfall, unsurprising given the complex task to which they are assigned. In particular, convective activity tends to peak at midday or earlier in parametrised models, rather than in the late afternoon as observed (Dai et al. 1999, Yang and Slingo 2001, Bechtold et al. 2004). Guichard et al. (2004) show that this lag arises due to the inability of such models to simulate the different stages of convective growth (dry, shallow and deep) and their interactions, described in Chaboureau et al. (2004). Instead, the models tend to produce deep convection too early by responding instantaneously to the low-level temperature and convective available potential energy (CAPE). Guichard et al. (2004) suggest that a variety of parametrisations would be necessary to correctly represent each stage of convective growth. Chaboureau et al. (2004) propose that inadequacies in the parametrisation of the surface and boundary layer also contribute to the offset in timing, in addition to the parametrisation of convection.
Another shortcoming of parametrised models is that, due to their coarse resolution, they are unable to produce realistic storm structures. The distribution of rainfall rates in parametrised models is skewed; too much light rain, or ‘drizzle’, is predicted (over large areas), whereas localised, high rainfall intensities cannot be simulated (Sun et al. 2006; Dai 2006; Stephens et al. 2010). Coarse resolution also requires smoothing to be applied to orography, therefore mountain and valley flows cannot be accurately represented (Clark et al. 2016). Given the myriad of issues with convective parametrisations, improving parametrisations is an active area of research, for example within the ParaCon project (https://www.metoffice.gov.uk/research/). As computing power has increased in recent decades, the horizontal grid-spacing of models has correspondingly decreased. Finer structures can now be resolved and convection may be simulated explicitly (i.e. the need for parametrisations is removed). These high-resolution models are known as convection-permitting (CP) and are discussed in the next section. However, it is also worth noting that, despite ongoing model improvements and additional computing resources, the prediction of convection is fundamentally limited by the fact that the atmosphere is governed by non-linear, differential equations (Lorenz 1969). As a result, two forecasts from the same model which are initialised with slightly different initial conditions may diverge rapidly from one another. Analogously, uncertainty in the initial conditions of a model may lead to the divergence of a forecast from the truth. The growth rate of errors on convective scales are approximately ten times greater than for synoptic scales, in part because the perturbations depend on convective instabilities rather than baroclinic instabilities (Hohenegger and Schär 2007). Small-scale errors may then influence larger scales.

2.b. Convection-permitting models

Over the last few decades there has been a step-change in the modelling of convection, with the introduction of CP models in which convective structures are explicitly simulated, rather than being parametrised (Clark et al. 2016). Models with explicit convection have been shown to shift the peak convection to later in the day, more in line with observations (e.g. Lean et al. (2008) for the UK and Birch et al. (2014b) for West Africa). Whilst there are obvious benefits of an improved diurnal cycle, work by Marsham et al. (2013) and Birch et al. (2014b) as part of the Cascade project has shown that correctly modelling the diurnal cycle feeds back positively onto the large scale. Because convection occurs too early in parametrised models, radiative heating
at the surface is reduced and latent heating occurs too early in the day. Over West Africa, this results in an unrealistic strengthening of the pressure gradient between the Saharan Heat Low (SHL) and the high pressure in the Gulf of Guinea at night, affecting the northward advection of moisture associated with the monsoon. It is possible that similar effects occur elsewhere in the world, and so it is important that the diurnal cycle is well represented in models. Additional benefits of CP models are discussed in chapter 2, section 1.

Despite the step-change in forecasting capability, CP modelling still faces significant challenges. Several studies note that, although the representation of convection and its organisation is improved, CP models offer little to no improvement in forecast skill at the grid-scale (e.g. Done et al. 2004; Weisman et al. 2008; Weusthoff et al. 2010). Much of this issue is likely related to the high dependence of regional models on their global driving models (Guichard et al. 2010; Vié et al. 2011; Melhauser and Zhang 2012; Birch et al. 2013; Schumacher et al. 2013; Luo and Chen 2015). In many cases, poor driving model performance can be attributed to a lack of observations for data assimilation, especially over Africa.

Many national meteorological services around the world, including several in East Africa, now make use of CP models in their operational forecasts. A comprehensive list of these countries, and their respective models, is given in chapter two, section 1. However, a recent addition to this growing list is the South African Weather Service (SAWS), which runs CP MetUM with 4.4 and 1.5 km horizontal grid-spacing. Operational radar in the region (Terblanche et al. 2001) has allowed detailed verification of the models. The CP forecasts were shown to exhibit an improved diurnal cycle and more realistic distribution of rainfall rates compared to parametrised MetUM (Stein et al. 2019). Keat et al. (2019) also found good agreement between the distribution of storm sizes in the model and observations. However, both studies noted that deep cloud was often initiated several hours too early in the models, although this did not seem to affect the diurnal cycle of precipitation.

Many existing evaluation studies of CP models have been performed for short time periods, such as for case studies, or over just one season. Mittermaier et al. (2013) performed an assessment of CP MetUM in the UK over a 41 month period. However, given the different nature of convective organisation in the two regions, it is anticipated that model performance will greatly differ between the tropics and midlatitudes. It is important to study the behaviour of these models over longer time periods in order to understand seasonal dependence, and build more robust statistics about their
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performance.

In addition to their contribution to NWP, CP models are increasingly being used in climate projections \cite{Prein2015}. The improved realism of rainfall in CP models allows more accurate simulation of extreme precipitation events. In particular, Kendon et al. \cite{2014} used a CP MetUM climate configuration to show a projected increase in the highest-intensity convective summer rainfall over the UK. A parametrised configuration was unable to replicate this result. As part of the Future Climate for Africa (FCFA) Improving Model Processes for African Climate (IMPALA) project, a pan-Africa 4.4 km convection-permitting simulation (CP4) has been run for present day and \(\sim 2100\) under the RCP8.5 emissions scenario \cite{Stratton2018}. A parametrised 25 km simulation was also run alongside this. The simulations are currently being used to investigate future predictions of precipitation and heatwaves. A good understanding of the performance of CP models and their ability to represent various small-scale processes is vital to aid interpretation of future climate CP predictions.

2.c. Lake–land breeze circulations

The differing heat capacities between land and water drive breezes between land and water bodies. These flows are commonly found along coastlines and are referred to as the sea breeze. However, such flows may also occur around inland bodies of water as a lake breeze. Since water bodies warm more slowly than land in response to shortwave solar radiation, air over water warms more slowly than air over land during the day. Figures 1a-d from Pielke \cite{2015} show an idealised formation of a sea breeze. During the early morning, before daytime heating has begun, pressure surfaces above the water and land are flat (P15, Fig. 1a). Turbulent mixing in an unstable boundary layer, and the volumetric expansion of the air as it is heated, mix mass upward over the land (P15, Fig. 1b). The upward transport of air causes an increase in pressure a short distance above the surface, and a density gradient between the land and water at this height. In response to the density gradient, a flow of air from the land to water is induced. The loss of mass at this height over land leads to lower pressure at the surface over land. Onshore flow—the sea breeze—occurs as a result of the pressure gradient induced at the surface, with a maximum during the afternoon (P15, Fig. 1d). As the cooler air over the water flows onshore, the temperature gradient is advected onshore \cite{Pielke2015}.
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Figure 1.2.: Figure 1 from Miller et al. (2003) (adapted) showing the sea breeze system, including: sea breeze circulation (SBC), sea breeze gravity current (SBG), sea breeze front (SBF), sea breeze head (SBH), Kelvin-Helmholtz billows (KHBs), and the convective internal boundary layer (CIBL). [© 2003 by the American Geophysical Union. Published by John Wiley and Sons.]

Tijm and Van Delden (1999) argue that sound waves (which do not obey hydrostatic balance) are responsible for generating the pressure gradient. As the air over land warms and expands diabatically, sound waves are generated, propagating in all directions. Vertically propagating waves increase pressure throughout the atmospheric column over land. According to Tijm and Van Delden (1999), horizontally propagating sound waves are responsible for inducing the horizontal density gradient, by reducing surface pressure over land and increasing surface pressure over the sea.

After sunset, land loses heat by radiative cooling more quickly than water, such that air above the water is warmer than above the lake. The cooler air over land sinks, increasing the density near the surface (Pielke 2015). Because the pressure surface slightly above the land surface is lowered, an onshore wind is induced at this level, which transports mass from above the ocean to over the land (P15, Fig. 1f). Low pressure is induced above the water surface as a result of the loss of mass, creating a pressure gradient and offshore flow—the land breeze—at the surface (P15, Fig. 1g).

Although the description of sea and land breeze formation above implies that the sea and land breezes form in response to the formation of an upper-level flow, this upper-
level flow is often referred to as the ‘return flow’. The surface and upper flows form a closed circulation which is shown in Fig. 1.2 for a sea-breeze cell. The sea breeze flow occurs over a depth of $\sim 500–1000$ m (Parker et al. 2017), and the return flow between $\sim 1000–2000$ m above the sea breeze (e.g. Moroz 1967; Lyons 1972; Keen and Lyons 1978).

Wexler (1946) notes that sea, lake and land breezes are most common under clear sky conditions. In the tropics, such circulations may occur almost daily during dry seasons and are frequent, but tend to be weaker, during the wet seasons. In the midlatitudes, the circulations are most common in summer, but can still occur in spring and autumn. A study of sea breezes across the south coast of England by Simpson et al. (1977) showed that the sea breeze could penetrate over 100 km inland on some days, but remain offshore on others. These differences were attributed to differences in the strength of the density gradient between land and sea air. Complementing this, Pielke and Segal (1986) showed that the strength of a sea or land breeze is governed by the strength of the temperature gradient and the depth of the temperature perturbation (Pielke and Segal 1986).

Synoptic-scale flows can also affect the characteristics of these breezes (Sills 1998 and references therein). Simulations by Estoque (1962) showed that sea breezes were weakened during onshore synoptic flow, whereas offshore flow strengthened the sea breeze by enhancing the temperature gradient. Further work by Arritt (1993) showed that light offshore winds produced the strongest sea-breeze circulation, whereas onshore winds greater than 3 ms$^{-1}$ suppressed the circulation. These results from simulations are also supported by observational evidence in Simpson et al. (1977) and Simpson (1994).

Sea/lake and land breezes are often described as density currents (e.g. Simpson 1969; Simpson and Britter 1980). Density (or gravity) currents are horizontal flows which develop in response to a horizontal density gradient. In the atmosphere, density gradients are likely a result of temperature differences (Simpson 1999), although air masses with different molecular make-ups can also affect density. An important example is moist air; because the molecular weight of water is lower than the average molecular weight of air, an air mass with a greater mixing ratio will be less dense than a drier air mass at the same temperature and pressure. A useful way to identify density currents is with virtual potential temperature $\theta_v$, first introduced by Lilly (1968). Virtual potential temperature takes into account the temperature and moisture content of air and can
be used as a proxy for buoyancy. It is defined as:

\[ \theta_v = \theta(1 + 0.61r - r_L), \]  

(1.1)

where \( \theta \) is the potential temperature, \( r \) is the mixing ratio of water vapour, and \( r_L \) is the mixing ratio of liquid water. Low \( \theta_v \) indicates dense air, whereas high \( \theta_v \) indicates buoyant air.

In the case of sea and land breezes, cool (low \( \theta_v \)) air of the ‘density current’ moves out over a relatively warmer surface (land or water respectively), which heats the air from below, and erodes the front of the density current (Parker et al. 2017). In the day, when the land warms rapidly and a convective boundary layer forms, intense vertical mixing dominates the dynamics, mixing air in the sea/lake breeze with air over land (Linden and Simpson 1986). Overall, these processes act to smooth the temperature gradient, whereas a ‘pure’ density current is defined by a sharp gradient across its front. However, when turbulence decreases (e.g. in the late afternoon/evening), a density current with a strong temperature, humidity and wind gradient across its leading edge can form at the sea/lake breeze front, and propagate much further inland (Linden and Simpson 1986; Parker et al. 2017).

Various observational studies have shown that sea breezes tend to be stronger than their land counterparts, even if the magnitude of the land–sea temperature contrast is the same during the day and night (Mak and Walsh 1976). Mak and Walsh (1976) used a simple theoretical model to attribute the differences to increased stability in the boundary layer overnight compared to the daytime. Stability inhibits vertical motion and limits the depth of the nocturnal boundary layer, weakening the whole land breeze circulation (Mak and Walsh 1976; Parker et al. 2017). Wexler (1946) notes that mountainous terrain adjacent to the shore enhances the strength and frequency of local winds, as the lake and land breezes combine with upslope and downslope winds respectively.

The front of a sea (or lake or land) breeze is generally associated with sharp gradients in temperature, moisture and wind (Miller et al. 2003). A distinguishing feature of a density current is that the speed of the flow behind the front exceeds the propagation speed of the front, leading to convergence at the leading edge (Parker et al. 2017). In order to conserve mass, vertical motion must occur, along with mixing with environmental air. Vertical motion can lead to the development of deep convection at the sea breeze front (e.g. Byers and Rodebush 1948; Pielke 1974). Fovell (2005) suggest that
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the sea breeze induces widespread but gentle lifting ahead of it. This lifting moistens and destabilises the atmosphere, and forms a moist tongue (sometimes partly visible as a shelf cloud) ahead of the leading edge at the height of the sea-breeze cell lid. In the Fovell (2005) study, an additional trigger—in this case horizontal convective rolls—is required to initiate the deep convection. Convective initiation can also occur around irregular coastlines as a result of regions of convergence between sea breezes from differently oriented coastlines (e.g. Laird et al. 1995). In the region of subsidence over water, clear skies are likely (Pielke and Segal 1986).

Overnight, convection can occur at the land breeze front. Even though the strength of the land breeze is likely weaker than the sea breeze, high moisture content and instability, due to the water surface remaining warm, can result in vertical motion and cloud formation (Pielke and Segal 1986). Neumann and Mahrer (1975) and Physick (1976) performed theoretical studies of lake–land breeze circulations over circular lakes and showed strong divergence over the centre of the lake during the day. At night, the land breeze from all directions was shown to converge over the centre of the lake, and produce vertical motion. From observations of Lake Michigan, Moroz and Hewson (1966) suggested that the return flow over lakes is more pronounced than for sea-breeze circulations. These processes are discussed in more detail with specific regard to Lake Victoria in section 3.4 and investigated in chapters 3 and 4.

Lake breeze circulations around the world have been studied via field campaigns and modelling. In particular, there is a wealth of research focused on Lake Michigan and other Great Lakes in North America (Lyons 1972; Lyons and Olsson 1972; Keen and Lyons 1978; Sills et al. 2011). Relative to Lake Victoria, the frequency of occurrence of lake–land breeze circulations is reduced in this region due to the strong influence of synoptic weather conditions. In general, discussion of land breezes is neglected in the literature, especially over lakes where two land breezes may oppose one another from opposite shores. However, the role of convergent land breezes in the formation of Great Lake snow storms has been shown by Passarelli and Braham (1981) and Ballentine (1982).

There are a number of studies on the effect of sea breezes and their collisions with other density currents. Goler and Reeder (2004) performed highly-idealised simulations to model the formation of the Morning Glory by the collision of opposing sea breezes over the Cape York Peninsula, in northern Australia. The simulation showed that a prevailing easterly wind deepens the east-coast sea breeze, causing it to override the west-coast sea breeze. Waves are excited and propagate on the west-coast sea breeze.
The Morning Glory is produced when the phase speed of the east-coast sea breeze and waves are similar, such that the waves are amplified. However, their model did not include any moist processes and the water temperature was kept fixed. To some extent, the exclusion of moist processes allows the experiment to be analogous to colliding land breezes during the early morning. However, it is anticipated that the situation would differ greatly with the inclusion of a moisture source below the collision/waves. Kingsmill and Crook (2003) observed the collision of gust fronts and sea breezes in Florida, showing that collisions could result in secondary density currents or bores (depending on a variety of factors) which could go on to initiate further convection. Birch and Reeder (2013) and Birch et al. (2014a) showed that wave-cloud lines in Australia and the Arabian Sea respectively were caused by the overriding of the sea breeze with accelerated synoptic flow from the land overnight.

This section has highlighted the effects of lake–land breeze circulations on temperatures, humidity, wind, cloudiness, and precipitation in the region of a lake. The specific impact of Lake Victoria on the regional climate of the Lake Victoria basin is discussed in detail in section 3.3.

3. East Africa

3.1. Climatology of East Africa

East Africa lies at the intersection of two distinct monsoon systems; the northeast (NE) and southeast (SE) monsoons (Okoola 1999). Figure 1.3 shows the annual cycle of 850 hPa winds. The strongest winds occur during boreal summer, when onshore southeasterlies in the southern hemisphere swing to the east to become southwesterlies in the northern hemisphere, flowing out across the Arabian Sea. These southwesterlies constitute the Somali Jet (Findlater 1977). Aerial observations have shown that the core of the jet is situated at approximately 40°E, at altitudes of 1–2 km. This circulation pattern is strongest in July and August and begins to weaken in September. Flow is southerly over Kenya, situated on the equator. The southerly flow pattern does not extend far into Ethiopia, as it is diverted by the Ethiopian highlands.

During boreal autumn, the wind pattern begins to reverse and, by November, northeastertlies replace the southwesterlies in the northern hemisphere. These northeastertlies do not penetrate into the southern hemisphere until December, replacing the onshore southeasterlies in Tanzania. The location at which the wind reverses from easterly to
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Figure 1.3.: Mean monthly rainfall (shading) between 1979–2015 from TRMM 3B43 (Liu et al. 2012) and 850 hPa wind (vectors) from ERA-Interim (Dee et al. 2011) between 1998–2014. Red contours show 500, 1000 and 2000 m orography.
westerly shifts south away from the equator, to about 6°S. These strong northeasterlies persist until February and begin to weaken in March. The winds are calmest in April, and onshore winds are once again southeasterly in Tanzania.

During the transitions to and from the NE monsoon in boreal winter and SE monsoon in boreal summer, convergence occurs over the region; this is the ITCZ, which is associated with intense convection and rainfall. The progression of the rainfall northward and southward throughout the year is shown in maps of the mean monthly rainfall (Fig. 1.3). As the ITCZ travels north and south over the course of a year, much of the region experiences a bimodal annual cycle of rainfall, with a wet season during both boreal spring and autumn (Okoola 1998). Average dates of onset and cessation (according to the method of Dunning et al. 2016) of these two seasons are shown in Figs. 1.4a-d. Mean annual cycles of precipitation for various stations over the region are shown in Fig. 1.4e, highlighting the bimodal annual cycle over central East Africa, as well as a unimodal cycle in the far north of the regions, centred on boreal summer.

In the regions experiencing bimodal rainfall (between black dashed lines in Figs. 1.4a-d), the two rainfall seasons are known as the ‘long rains’ (March–May, MAM) and the ‘short rains’ (October–December, OND). In a study of rainfall in Kenya and northern Tanzania between 1958 and 1987, Camberlin et al. (2009) actually found that the average duration of the ‘short rains’ exceeds that of the ‘long rains’ by around a week. However, the variability in the duration of the short rains is much greater, and the mean total amount of precipitation during the long rains exceeds that of the short rains by over 50%. In addition, the mean fraction of days on which it rains within the season is over 40% greater, and the intensity of rain per day is over 30% greater during the long rains. The wet seasons are not continuously wet, but are composed of alternating wet and dry periods.

Given that East Africa is located in the deep tropics, a similar distance from the equator as the South Asian, West African and Australian monsoons, it might be expected that the region should experience a ‘wet’ climate, with a high total annual rainfall amount and an annual precipitation cycle typical of a monsoonal climate. However, the climate in East Africa is actually semiarid/arid, with much of the region receiving less than 2 mm day\(^{-1}\) (Yang et al. 2015).
Figure 1.4.: (a-d) Figure 5 from Dunning et al. (2016). Southward and northward progression of onset and cessation across the annual/biannual boundaries. (a) The northward progression of onset in boreal spring from onset of the first/long rains into onset of the West African Monsoon. (b) The southward progression of cessation in boreal autumn from the cessation of the West African Monsoon into the end of the second/short rains. (d) The southward progression of onset in boreal autumn, from the onset of the second/short rains into the onset of the annual rains over southern Africa. (c) The northward progression of cessation in boreal spring from the end of the annual rains over southern Africa into the end of the first/long rains. These were computed using the GPCP data set over 1998–2013. Grey indicates regions not considered for these plots. © 2016. Dunning et al. Under the terms of the Creative Commons Attribution License. Published by John Wiley and Sons. (e) Taken from Fig. 3 from Nicholson (2017). Schematic of the seasonal cycle at select stations. Black vertical lines/lines at each station indicate the month or months of maximum rainfall at the indicated stations. © 2017. American Geophysical Union. All Rights Reserved. Published by John Wiley and Sons.
3.b. Seasonal and climate variability

3.b.1. Variability of the Long and Short Rains

The vast majority of research concerning weather and climate in East Africa has investigated seasonal and climate timescales. Much research has been dedicated to the different characteristics of the long and short rains which exhibit variability in many different ways, including their onset and cessation dates, total precipitation amount, number of wet days and daily rainfall intensity. The variability of these factors is often interrelated: Camberlin et al. (2009) found that, during the short rains, the onset is related to the cessation, number of wet days and daily intensity. However, during the long rains these factors are unrelated, making the long rains less predictable than the short rains. Camberlin et al. (2009) also showed that, for both wet seasons, the onset date of the rains varies more than the cessation date.

The short rains are known to have greater interannual variability than the long rains (Ogallo 1989; Nicholson 1996) and most floods and droughts from the past 50 years have been associated with the short rains (Hastenrath et al. 2011, Hastenrath 2007) and Hastenrath et al. (2007, 2010, 2011) show that a ‘Walker-like’ circulation exists over the Indian Ocean during the short rains. This consists of an ascending branch over Indonesia, a subsiding branch over East Africa, and surface westerly winds across the Indian Ocean. Easterly winds in the upper troposphere complete the circulation. When the westerly surface winds are strong, subsidence over East Africa is increased, and rainfall is suppressed. The reverse is true when the surface winds are weaker. This circulation does not exist during the long rains, since the upper-tropospheric winds are westerly at this time of year. Again, this decreases the predictability of the long rains.

3.b.2. MJO

The Madden-Julian Oscillation (MJO) is a 30-60 day oscillation in pressure, wind and convection over the Indian and West Pacific Oceans, first formalised by Madden and Julian (1971, 1972). It is the leading mode of intraseasonal variability in the tropics and is manifested as convective cloud clusters propagating eastward across the Equator. The MJO is described by its ‘phase’, which gives an indication of the location of its centre of active convection.

The influence of the MJO on East African rainfall, in particular on its intraseasonal
variability, was investigated by Pohl and Camberlin (2006a). They noted that, even within the wet seasons, alternating wet and dry spells with a period of ∼20–50 days (note similar time period to that of the MJO) would occur. In addition, these wetter periods were found to coincide with anomalous easterly winds along the equator. By carrying out composite analysis of the atmospheric circulation during wet and dry periods, Pohl and Camberlin (2006a) found that a moderate to strong MJO event influences rainfall over the Highlands (∼36°E, 1°S, Fig. 1.1) and the coast in very different ways. In the highlands, rainfall is anomalously high during phases 2–4 of the MJO, when the active cluster of convection is over the Indian Ocean. Using OLR observations, Pohl and Camberlin (2006a) attributed this rain to increased deep convection over the region, and the anomalous advection of moisture into the region from the Atlantic. Over the coast, rainfall is anomalously high during phases 7–8 of an MJO event, when the active cluster of convection is over the central Pacific Ocean. During this time, surface easterly trade winds are anomalously strong due to the pressure gradient between the Indian and Atlantic Ocean. As a result, moisture advection from the Indian Ocean is increased. However, this period of enhanced precipitation differs from that over the highlands; OLR records show that the enhanced precipitation is not of deep convective origin, but is attributed to shallow convection and stratiform clouds.

Similar work was carried out by Omeny et al. (2008), who also found the east/west split in response to the MJO phase. Further work by Pohl and Camberlin (2006b) suggests that, between 1979 and 1995, fluctuations in the amplitude of the MJO explained 44% of the variance in the long rains. In particular, years with a large MJO amplitude during boreal spring recorded earlier onsets of the rains, and increased total precipitation during the season. More recent work by Hogan et al. (2015) emphasises that the influence of the MJO is most prominent during the wet seasons.

3.b.3. ENSO and IOD

The El Niño Southern Oscillation (ENSO) also modulates rainfall in East Africa. Ogallo (1988) found that the short rains are stronger in El Niño years, although rainfall is decreased between July and September. Indeje et al. (2000) showed that different regions have different responses to the different phases of ENSO (i.e. positive or negative). Indeed, 8 different homogeneous rainfall regions were identified. Mutai and Ward (2000) suggest that the different responses relate to the varied nature of topography within the region. During El Niño years, Moron et al. (2013) showed that the duration of the long rains increases, but the intensity is reduced. The inverse is true during La Niña
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The Indian Ocean Dipole (IOD), first described by Saji et al. (1999), is a mode of the Indian Ocean, during which the west of the ocean is anomalously warm and the east is anomalously cold. This is the ‘positive’ phase of the IOD. Temperature anomalies are reversed in the ‘negative’ phase (Marchant et al. 2007). There is much discussion as to the relationship between ENSO and the IOD and whether the IOD can be considered as independent of ENSO. A detailed review of arguments for and against this is given in Marchant et al. (2007). It should be noted that strong ENSO events have been shown to ‘set up’ IOD events (Hastenrath et al. 1993; Black et al. 2003). Black et al. (2003) found that it is only strong IOD events (lasting several months) which are shown to have an effect on the short rains over East Africa. Composites of wind over the region during strong positive IOD events show that equatorial westerlies are weakened, which affects the Walker-like circulation of the Indian Ocean described by Hastenrath (2007).

3.b.4. Seasonal prediction

The teleconnections discussed above, as well as sea surface temperatures (SSTs), can be used in statistical seasonal predictions (e.g. Farmer 1988; Mutai et al. 1998; Nicholson 2014, 2015b). At present, seasonal forecasts are produced at the Greater Horn of Africa Climate Outlook Forum (GHACOF), one of several World Meteorological Organization (WMO) supported Regional Climate Outlook Forums (RCOFs) (Ogallo et al. 2008). GHACOF events are held prior to the long and short rains and summer rainfall season (June–September in the north of the region, Fig. 1.4). Forecasters from various meteorological centres in the region come together to produce a consensus forecast for the season, using a range of statistical and dynamical models, as well as local knowledge. Walker et al. (2019) compared the skill of the tercile forecasts produced by GHACOF to dynamical forecasts produce by the UK Met Office Global Seasonal Forecast System 5 (GloSea5), a coupled ocean-atmosphere model (MacLachlan et al. 2015). In general, GloSea5 outperformed the GHACOF forecasts; for the latter, the likelihood of near-normal rainfall was over-predicted, likely due to an under-confidence in predicting above or below normal rainfall. GloSea5 showed positive skill for the prediction of the short rains, but almost no skill during the long rains.
3.c. Climate predictions for East Africa

The effect of anthropogenic climate change on the future climate of East Africa was investigated by Shongwe et al. (2011) using Coupled Model Intercomparison Project (CMIP) General Circulation Models (GCMs). They found that CMIP (phase 3) models strongly suggest that mean precipitation rates will increase over the region, along with the intensity of the highest rainfall events. The models also predict less severe drought. However, it is noted that the timescales over which changes to rainfall patterns may occur vary widely between models. Projections by CMIP models also indicate a general increase in precipitation, although variability between models is high (e.g., Otieno and Anyah 2013; Kent et al. 2015). Studies by Vizy and Cook (2012) and Cook and Vizy (2013) suggest a reduction in the long rains, causing the number of dry days to increase by 5–10% by 2060. This is attributed to increased rainfall in the Congo Basin, which causes increased moisture advection out of East Africa. The study also expects the short rains to be reduced in eastern Ethiopia and Somalia. These results somewhat contradict other studies, although Cook and Vizy (2013) do predict an increase in extreme wet events over the Ethiopian Highlands and over Kenya and Tanzania during the short rains, more in line with other studies.

In contradiction to the predicted wetting trend, studies looking at recent changes in the climate have shown a drying trend in the long rains. Williams and Funk (2011) show a decrease in the long rains since 1983, and Nicholson (2015a) describes prolonged periods of drought (interrupted by several devastating floods) since 2008. The decline in rainfall totals during the long rains has been linked to SSTs, in particular an increase in the gradient in SSTs between Indonesia and the central Pacific (Lyon and DeWitt 2012; Liebmann et al. 2014; Yang et al. 2014).

The contradiction between the recent drying trend and future climate predictions has been termed the ‘Eastern Africa Paradox’. Rowell et al. (2015) attempted to reconcile the two trends by testing a variety of hypotheses. Poor quality of rainfall data (leading to identification of an incorrect trend) and land use changes were largely ruled out. Natural variability was shown to be important, but unlikely to be the only driver. Rowell et al. (2015) identified that the effect of changing anthropogenic aerosol emissions may have affected SSTs leading to the observed changes in precipitation. It was also suggested, but not investigated, that some physical processes are inadequately represented in CMIP models, which may cast doubt on the future projections.

Wainwright et al. (2019) showed that the historical decrease in long rains can be at-
tributed to a later onset and earlier cessation, not a change in the daily rainfall intensity. The delay in onset was attributed to warming of the ocean to the south of Eastern Africa, whereas the earlier cessation was attributed to increased southerlies, caused by lower surface pressure over Arabia and a warmer north Arabian sea. It is suggested that the predicted increase in precipitation is therefore mainly due to an increase in daily mean precipitation, rather than a change in season length. Wainwright et al. (2019) note that further work is required to elucidate to what extent the changes driving a shorter long rains season are due to natural variability, or changing SSTs due to anthropogenic aerosol and carbon emissions.

3.d. Lake Victoria

Lake Victoria, the second largest freshwater lake in the world, lies on the equator at the intersection of Kenya, Uganda and Tanzania (Fig. 1.1). The lake has a surface area of almost 69,000 km$^2$, and approximate dimensions of 350 km north to south and 250 km east to west. For reference, the lake is larger than the two nearby countries of Rwanda and Burundi combined. The lake is located just over 1,100 m above sea level and lies between the eastern and western ridges of the East Africa Rift System. It is therefore surrounded by mountainous terrain, in particular the Kenyan highlands to the east, where peaks exceed 4,000 m.

With an average depth of 45 m, and a maximum depth of only 92 m, Lake Victoria is one of the shallowest lakes in East Africa. A key feature of the bathymetry is that the west and southwest of the lake are much shallower, especially compared to the northwest. As a result, it may be expected that lake surface temperatures (LSTs) would exhibit a temperature gradient, with warmer water in the southwest and cooler water in the northwest. However, remotely sensed observations from the 1999–2008 ARC-Lake dataset (MacCallum and Merchant 2012) presented in Fig. 5 in (Thiery et al. 2015) actually show the opposite.

3.d.1. The effect of Lake Victoria on the diurnal cycle of precipitation

Lake Victoria greatly influences the local circulation, and consequently the diurnal cycle of rainfall, over its basin. Flohn and Fraedrich (1966) first noted the diurnal circulation system, consisting of a divergent lake breeze during the afternoon and convergent land
breeze during the morning, the latter of which is responsible for around half of the annual precipitation over the lake (Flohn and Burkhardt 1985). In addition to convergence produced by the land breeze, convective activity over the lake is also enhanced by an unstable boundary layer as the atmosphere cools, but the lake surface temperature remains fairly constant (Flohn and Burkhardt 1985; Datta 1981).

Fig. 1.5, taken from Camberlin et al. (2018), shows a map of the time of day at which the maximum frequency of precipitation occurs (computed from the Tropical Rainfall Measuring Mission (TRMM) dataset). Over land, the maximum rainfall occurs at 1800 Local Time (LT) where LT=UTC+3h. Over most of the lake, the rainfall maximum
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occurs between 0600–0900 LT. Datta (1981) presented observations from weather stations close to the lake shore, showing that the lake breeze reaches maximum strength at 1500 LT whereas the land breeze reaches maximum strength between 0600 and 0900 LT.

Easterly prevailing winds introduce an east–west asymmetry in the spatial pattern of wind and precipitation over the Lake Victoria basin (Datta 1981; Song et al. 2004). To the east of the lake, the rainfall maximum tends to occur between 1800 and 0100 LT as the lake breeze converges with the prevailing easterlies. At this time, rainfall is suppressed over central and western parts of the lake by the westward advection of latent heat from convection in the east, which stabilises the atmosphere over the lake, and by subsidence related to the lake breeze return flow (between approximately 2000 and 5000 above mean sea level (MSL)) (Datta 1981; Ba and Nicholson 1998; Thiery et al. 2015). On the western shore, the rainfall maximum occurs during the early morning to midday, albeit with large variation throughout the year (Datta 1981; Ba and Nicholson 1998). Datta (1981) attributes this morning maximum to convergence between the prevailing easterlies and land breeze across the western shore. Mukabana and Pielke (1996) also suggest that a downslope drainage flow from the high grounds in central Africa may combine with the land breeze to decelerate the prevailing easterlies, and produce convergence in this region.

Maximum rainfall over the whole lake is coincident with the peak in land breeze strength (between 0600–0900 LT) (Datta 1981). Using an infrared (IR) satellite product, Ba and Nicholson (1998) noted that the peak in cold cloud frequency over the lake occurs around 0200 LT during the long rains and 0800 LT during the short rains. However, an asymmetry in the time of maximum rainfall exists across the lake, with a clear shift from 2100 LT over the very east of the lake to 0900 LT in the west (Fig. 1.5). Overnight, downslope flow from the Kenya Highlands, formed of prevailing easterlies accelerated by a katabatic component and land breeze, produce subsidence to the east of the lake, suppressing convection in this region (Mukabana and Pielke 1996).

Camberlin et al. (2018) used a mean diurnal cycle from satellite rainfall estimates to suggest that afternoon storms formed over the Kenya Highlands could propagate westward over Lake Victoria, where they would be rejuvenated overnight (Fig. 1.6). However, a mismatch in propagation speeds (4.1 m s$^{-1}$ and 9.9 m s$^{-1}$ over the highlands and lake respectively) made this connection unclear.

Lake Victoria is not the only body of water to modify the timing of local precipitation. Figure 1.5 shows that early morning rainfall maximums also exist over Lakes
Figure 1.6.: Figure 8 from Camberlin et al. (2018). Time-longitude plot of diurnal rainfall occurrence along 1.5°S. (a) Elevation cross-section. (b) Percentage of local rainfall occurrence during each 3 hour period. For convenience, two consecutive diurnal cycles are plotted. Heavy grey lines show approximate propagation and corresponding speeds. [© 2017 Royal Meteorological Society. Published by John Wiley and Sons.]

Tanganyika and Malawi (to the south of Lake Victoria). Also of note is the clear signal of inland sea breeze propagation along the Somali coastline; over the ocean, maximum rainfall occurs around midday, but the time of maximum rainfall increases moving inland to 0300 LT at 400 km inland (Fig. 1.5).

3.d.2. Factors influencing regional climate over the Lake Victoria basin

As apparent from the previous section, the spatial and diurnal pattern of rainfall is not only a result of the lake–land breeze circulation. Local orography induces local circulation patterns, and the interaction of large-scale monsoonal winds with these mesoscale circulations is also important. Modelling studies, generally using Regional Climate Models (RCMs) have been performed to investigate the contribution of these various controls to the amount and spatial and diurnal patterns of rainfall, as well as other aspects of the regional climate. Although numerical models have associated errors, they can be used to perform sensitivity tests to isolate contributions from different
controls, which is not possible using observations. In addition, sensitivity tests can be performed to investigate the response of the regional climate to changes in these controls; in particular, the effect of varying the lake–land temperature contrasts by changes to the physical characteristics of the lake surface has been considered in various studies. Some studies have also included coupled lake models (both 1D and 3D) which provide insight into feedbacks between the lake and atmosphere. Results from these various modelling studies are presented below, including a critical discussion of their limitations.

Okeyo (1986) investigated the effect of Lake Victoria on convective activity over the Kenyan highlands. Using a mesoscale model, simulations spanning Kenya and Lake Victoria were performed, with and without the presence of the lake. Although convergence occurred over the highlands at 1800 LT in both cases, the presence of the lake set up a divergent lake breeze which merged with the upslope flow, and advected moist air from above the lake toward the highlands. Evaporation above the lake surface cooled the air by approximately 5 K, increasing the pressure gradient between the lake and highlands. The advection of the moist air added $\sim 2 \text{ g kg}^{-1}$ of moisture over the highlands. Vertical velocities near the surface in the region of convergence showed little change between cases, suggesting little effect of the lake on near-surface convergence. However, vertical velocities were increased at upper levels, where latent heat release by the moister air invigorated the updraft. As a result, convection deepened and rainfall was enhanced. This experiment was performed with a coarse grid of only 40 km horizontal grid-spacing and heavy smoothing was applied to the terrain. In addition, the simulations were initialised with an atmosphere at rest at 0600 LT and most of the analysis was presented only 12 hours later at 1800 LT, likely not enough time to allow for model spin-up.

Mukabana and Pielke (1996) conducted a study to isolate the effects of the local (mesoscale) circulations and the large-scale winds. The study investigated a case study day from April 1985 (long rains). The modelling experiments were performed using the Regional Atmospheric Modelling System (RAMS), developed at Colorado State University (Pielke et al. 1992), with 20 km horizontal grid-spacing and 30 vertical levels. A control experiment was run, alongside an experiment in which the atmosphere was initialised from rest (to isolate mesoscale effects) and an experiment with land–water contrasts and orography removed (to isolate the effect of monsoonal winds). Advection of moisture from the Indian Ocean by the monsoonal winds was shown to contribute much more moisture to the region than the advection of moisture from water bodies by the mesoscale circulations (Mukabana and Pielke 1996). Note that Okeyo (1986)
did consider this latter effect to be important. Deep convection was shown to form in the regions of convergence between local circulations and large-scale winds, but its advection was shown to be controlled only by the large-scale winds. However, the results of this study should be considered with caution; not only was the model resolution coarse, but little time was given for model spin-up and smoothing was applied to the orography. Resultingly, large discrepancies existed between the observations and simulated precipitation in the control run. In addition, the authors suggest that the rainfall patterns seen in the model run with no orography could be a result of imbalances in the model caused by the removal of the orography.

Anyah et al. (2006) conducted experiments to further investigate the roles of orography and large-scale moisture advection. These experiments were performed using the National Centre for Atmospheric Research (NCAR) regional climate model RegCM3 (Pal et al. 2007) coupled to a 3D lake model based on the Princeton Ocean Model (POM) (Blumberg and Mellor 1987), but adapted for use over Lake Victoria (as described in Song et al. 2002, 2004 and Anyah 2005). Orography was shown to enhance the thermal contrast between the lake and land overnight, as katabatic flow cooled air near the shore by mixing it with cooler air from the mountains. As a result, a stronger land breeze formed, enhancing convergence and convection over the lake. The presence of steep orography to the east of the lake also affects daytime convection; simulations showed that strong anabatic winds entrain the lake breeze front further away from the lake. Correspondingly, rainfall occurs further east.

Sensitivity tests on the advection of moisture into the region across the four sides of a bounding box (5°N–7°S, 25°E–41°E), showed that the amount of rainfall across the region exhibited a high dependency on advection through the eastern side of the box, but almost no dependency on advection through the remaining three sides (Anyah et al. 2006). This result demonstrates the importance of the transport of moisture from the Indian Ocean over the region by the large-scale winds, in agreement with Mukabana and Pielke (1996). Anyah et al. (2006) also highlighted the interaction of orography with the monsoonal winds. Simulations demonstrated that more rainfall would occur to the west of the lake if the steep orography to the east was reduced. Convergence over the mountains, between the lake breeze and prevailing winds (reinforced by anabatic flows), enhanced convection in this region. The convection was further fuelled by the moisture advected from the east, which was therefore unable to penetrate further westward. This blocking effect was also noted by Song et al. (2004).

Properties of the lake, especially its surface, can affect the lake–land breeze con-
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Fraedrich (1972) used an idealised, cylindrically-symmetric, numerical model to simulate the nocturnal circulation over the lake. The strength of the circulation showed a strong dependence on the temperature difference between the lake and land. The study also suggested that the magnitude of latent heat release over Lake Victoria during the nocturnal circulation is comparable to that of a disturbance over the Gulf of Mexico. It should be noted that this study used a motionless atmosphere (in reality there are easterly prevailing winds) and assumed a hydrostatic atmosphere (likely not suitable for small-scale dynamics such as this circulation).

Anyah and Semazzi (2004) used NCAR’s RegCM2 (Giorgi et al. 1993a,b) to investigate the effect of lake surface temperatures. Three four-month simulations were run across the 1988 short rains, including a control with a LST of 24°C and two with LSTs perturbed by ±1.5°C. In all cases, the temperature was uniform across the whole lake and kept constant throughout the run. For a cooler lake surface, divergence over the lake increased. Subsequently, rainfall also decreased by around 50%. For a warmer lake surface, convergence increased over the region and some areas received an increase in rainfall of over 100%. In both cases, it should be noted that the rainfall anomaly pattern varied greatly between months. In the case with warmer LSTs, the rainfall anomaly over the lake itself was actually negative in November and December, but a strong positive anomaly occurred to the south west. It was hypothesised that, due to the more southerly position of the ITCZ at this time, the additional moisture (from increased evaporation from the warmer lake surface) was advected southward toward the ITCZ by the prevailing flow. Note that the model resolution in this study was very coarse (60 km horizontal grid-spacing). This study showed the effect of changing surface temperatures over a season, but shorter-term fluctuations may also have an effect.

In Anyah and Semazzi (2004), LSTs were kept constant and were uniform across the whole lake. This unrealistic LST distribution may have significantly affected the precipitation anomaly pattern. In addition, it is expected that a two-way feedback would exist between the lake and regional climate. To investigate this, Song et al. (2004) used a nested coupled model, consisting of the North Carolina State University (NCSU) version of the NCAR regional climate model (NCSU-RegCM2) and the 3D POM run across the short rains season of 1988. In the model, the temperature of the surface water varied by up to 1°C between day and night (the greatest variation occurred near the shore and there was little change over the centre of lake) as the surface water rapidly warmed, and the mixed layer deepened through the late morning. Effects on
water temperature were limited to within $\sim 30$ m of the surface. In earlier work, a coupled simulation was also performed using just a 1D lake model (see Song et al. 2002). By comparing the model runs using 1D and 3D lake models, the effect of lake hydrodynamics on the climate could be elucidated. Both model configurations exhibited a temperature dipole due to the bathymetry (shallower and warmer in the SE, deeper and cooler in the NW—note that this does not agree with observations in Thiery et al. (2015)). However, the southeasterly prevailing winds forced an anticlockwise gyre over the whole lake in the 3D coupled model, which advected and mixed the water and resulted in a warm tongue in the NE and cold tongue in the NW. The mixing of the warm water in the SE increased the mean LST by $\sim 1^\circ$C. However, despite the mean increase in evaporation, mean rainfall over the lake decreased in the 3D simulation. The decrease was attributed to a weakened temperature dipole across the lake, which altered the winds and reduced convergence and rainfall over the SW of the lake. The model used in this study had a coarse resolution of 20 km and only 9 vertical levels. The study also neglected effects on the larger-scale circulation and rainfall over the surrounding land.

In a later study, using an updated regional model (RegCM3), Anyah and Semazzi (2009) used TRMM observations to show that the spatial pattern of rainfall over the basin was improved when the model was coupled with POM compared to a 1D lake model. This improvement was attributed to changes in the pattern of evaporation caused by the redistribution of heat within the lake by horizontal advection. This study also showed that the 3D structure of lake temperatures was, to some extent, a product of the equatorial location of the lake (i.e. the Coriolis parameters were important). This result suggests that some generalised results from studies of large lakes in the midlatitudes may not be applicable to Lake Victoria.

Anyah et al. (2006) also used RegCM3-POM to investigate the effect of replacing the lake with marsh (to represent water hyacinth). As a result of the differing albedo, roughness, and thermal capacity of water and marsh, the lake retained less heat during the day. Consequently, the temperature contrast between the lake and land at night was reduced, as was the convergence and rainfall. During the day, convection was increased to the east of the lake in the marsh simulation, which the authors attributed to an increased temperature gradient between the lake and land. This enhanced temperature dipole was generated by greater cooling of air above the lake, as more energy from solar heating went into evaporation, as opposed to being absorbed by the lake surface.

Sun et al. (2015) performed some similar experiments to those by Anyah and Semazzi.
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(2004), but using the Weather Research and Forecasting (WRF) model (Skamarock and Klemp 2008). The WRF model was run with a much smaller horizontal grid-spacing of 4 km. Experiments with uniform LSTs (as in Anyah and Semazzi 2004) showed that increasing the temperature increased the amount of rainfall (due to an increase in lake–land temperature contrast), but generally maintained a similar spatial pattern (two rainfall maxima, over NW and E of lake). However, at the highest LST (25°C), the rainfall pattern was disrupted and large amounts of rainfall occurred over almost the whole lake. Sun et al. (2015) suggest that this non-linear response occurred because, above a certain temperature (in this case between 24 and 25.5°C), the main control on convection is convective instability over the lake, rather than the temperature contrast between lake and land. Simulations were also performed to compare rainfall occurrence using uniform LSTs and using the asymmetric LST pattern from Anyah (2005). It was shown that the asymmetry plays an important role in the location of rainfall. A complementary study by Sun et al. (2014) coupled WRF with POM to investigate the LST pattern produced and its effect on rainfall. The study was comparable to Song et al. (2004) and Anyah (2005), since all three were performed over a short rains season. However, there were differences between the LST patterns produced between Sun et al. (2015) and Song et al. (2004) and Anyah (2005). These differences may have arisen due to the different years of the studies or from the different resolutions and physics of the models used, the latter of which suggests the LST distribution exhibits a high sensitivity to the climate.

The UK Met Office used the Hadley Centre regional climate model (HadRM3P) to study the Lake Victoria basin. Williams et al. (2015) used an ensemble of HadRM3P simulations with a horizontal grid-spacing of 50 km, driven by five members of the Hadley Centre global perturbed-physics ensemble (QUMP). These simulations did not include an integrated lake model. The study demonstrated that the presence of the lake reduces the expected rate of temperature increase over land during the morning; Williams et al. (2015) suggest that the land breeze is responsible for the advection of air away from the warming land. In the afternoon, temperatures over land cool faster than expected, which Williams et al. (2015) attributed to cooler air advected onshore by the lake breeze. It was also suggested that cloud cover associated with the lake breeze could reduce temperatures.

Thiery et al. (2015) performed simulations using the regional Consortium for Small-Scale Modelling (COSMO) model in climate mode (COSMO-CLM, Rockel et al. 2008), with a horizontal grid-spacing of ~7 km. This atmosphere model was fully coupled to the 1D Freshwater lake (FLake) model and the Community Land Model (CLM), version
3.5 (Davin and Seneviratne 2012). The modelling studies discussed so far were limited to time periods between one day, up to a season. The simulation in Thiery et al. (2015) was run for a 13 year period. A second simulation, with lakes removed, was also run.

For the first time, LSTs were compared to observations, which showed that LSTs increased from SW to NE in both the model (with lakes) and observations (Thiery et al. 2015). This result contradicts previous studies (e.g. Song et al. 2002, 2004; Anyah 2005; Anyah and Semazzi 2009; Sun et al. 2014) and the expected temperature distribution, given the shallower water in the SW. However, no explanation was offered for this pattern. Given that the study in Thiery et al. (2015) spanned 13 years, whereas other studies (e.g. Song et al. 2002, 2004; Sun et al. 2014) spanned one short rains season (or just a few days of the season), differences may be accounted for if the LST pattern varies seasonally. However, the simulations in Anyah (2005) and Anyah and Semazzi (2009) were more idealised and not tied to a specific season. The differences may then be attributed to the different lake models (1D FLake in Thiery et al. 2015 and 3D POM in the other studies). Another explanation could be a long-term change in LST pattern, such that the earlier studies may still be correct. An explanation for the discrepancy is impossible to deduce without observations from individual years or seasons. However, the earlier studies using POM may need to be considered with care.

Thiery et al. (2015) clearly showed the cooling effect of Lake Victoria (and other lakes in the region) on the climate. Over the lakes themselves, the average cooling (compared to the run with no lakes) was -0.67 K, but localised areas exceeded -2 K over Lake Victoria. As a result of downwind advection, the cooling effect was also experienced over land in some regions close to the lakes. Over the lakes, rainfall amounts showed large increases (for example, an 85% increase over Lake Victoria), but there was little effect on rainfall totals over land.

Thiery et al. (2015) also presented vertical cross-sections from west to east across the Lake Victoria region (Figs. 1.7 and 1.8), which clearly show the effect of the lake on the stability and circulation of the atmosphere. Firstly, near-surface air over the lake region is much more moist throughout the diurnal cycle due to the presence of the lake (Figs. 1.7a and 1.8a). During the day, the presence of the lake cools the air within approximately 1.5 km of the surface (Fig. 1.7b), which induces a pressure increase near the surface (Fig. 1.7c). Subsequently, a lake breeze is generated to the west with a depth of ~1 km, which advects moist lake air onshore (Fig. 1.7e). Updrafts occur around 30.5°E, with westerlies back toward the lake between ~3–5 km MSL, and subsidence of drier air over the centre of the lake forming a complete circulation cell (Fig. 1.7f).
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Figure 1.7.: Figure 13 from Thiery et al. (2015). Vertical cross sections along a transect from west to east across Lake Victoria for 1999–2008 for the model run with lakes (see text) from 0900–1800 UTC (daytime) of (a) temperature and (b) specific humidity, including longitudinal circulation (vectors), and for the mean change due to lake presence in (c) temperature, (d) specific humidity and circulation (vectors), (e) pressure and (f) equivalent potential temperature. [© Copyright 2015 AMS]

The result of the subsidence is a more stable layer between 1.5 and 6 km (Fig. 1.7f), which suppresses convection over the lake. Thiery et al. (2015) argue that, to the east, the primary local circulation is controlled by orography rather than the lake, although the lake breeze does enhance the circulation. The overall effect is similar to the west, as moist lake air is advected over the land (Fig. 1.7d). However, Thiery et al. (2015) suggest that the strengthening of the anabatic flow by the land breeze induces near-surface divergence, and therefore subsidence, over land closest to the shore. As a result, the subsidence and stabilising effect over the eastern side of the lake is reduced relative to the west (Figs. 1.7f).

During the night and early morning, the presence of the lake increases the temperature in the boundary layer above Lake Victoria, such that a relative low pressure is induced (Figs. 1.8c,e). A land breeze forms over both the eastern and western shores, but is stronger from the east due to katabatic winds (Fig. 1.8d). Convergence between the land breezes over the centre of the lake forces ascent of the moist air. The stability of
the boundary layer over the lake is reduced by the higher temperatures and moisture (Figs. 1.8c,d,f) which, combined with the vertical motion, enhances convection over the lake.

By comparing the diurnal cycle in low-level wind convergence and $\theta_v$ (buoyancy), Finney et al. (2019) used the present-day CP4 simulations (Stratton et al. 2018) to study factors responsible for mesoscale flow. Buoyancy differences between air over the lake and nearby surrounding land were linked to lake and land breezes, whereas buoyancy differences between air over the mountains and air at the same altitude over the lake were linked to anabatic and katabatic flows. As a result of these mesoscale flows, convergence occurred over the lake at night, whilst divergence occurred over the mountains. In the day, the reverse was true. An additional outcome of this study was that a stronger nocturnal land breeze was simulated in the CP configuration compared to a 25 km parametrised configuration. As a result, evaporation and moisture flux convergence were increased over the lake, leading to unrealistically high rainfall. However, the diurnal cycle over orography to the east of the lake showed improvement in the CP4 run relative to the parametrised run.
3.d.3. Feedbacks between convection over land and lake

The lake–land breeze and orographic circulations influence the timing and position of convection over both Lake Victoria and the surrounding land. However, studies have also shown that daytime convection over land may feed back onto convection over the lake. Thiery et al. (2016) used satellite observations to show that particularly intense overnight storms on the lake are preceded by intense evening storms over land. This link was attributed to increased moisture availability following storms over land and a modification of the lake–land breeze circulation, rather than explicit propagation of the land-based storms toward the lake. Daytime cold pools over land reduce the lake–land temperature contrast, decreasing the advection of moisture away from the lake surface. Overnight, persisting cold pools increase the lake–land contrast, enhancing over-lake convergence.

The results of Thiery et al. (2016) were used to propose a statistical early warning system, Lake Victoria Intense Early Warning System (VIEWS), to predict the top 1% of storms. The predictor can be driven using real-time overshooting top data derived from the Meteosat Second Generation (MSG) Spinning Enhanced Visible and Infrared Imager (SEVIRI) instrument with a detection algorithm developed by Bedka et al. (2010) and Bedka (2011). The total number of pixels with overshooting tops is aggregated through the day and fed into a logistic regression model, developed using 9 years’ worth of data, to predict the likelihood of a severe (top 1%) storm over Lake Victoria. The scripts to run this model are freely available on Github under an MIT licence (github.com/wthiery/VIEWS) and have little computational cost, therefore can be used by various lake users and management units. However, this product is only able to predict the 3–4 most intense storms per year. It is likely that less-intense storms also cause loss of life. In concluding, Thiery et al. (2017) note that the system could be adapted to take into account a distribution of storm strengths. Despite high skill, the warning time from the model is very short, so NWP remains important for forecasting storms at a more useful lead time.

3.d.4. Discussion and summary of Lake Victoria literature

Many of the modelling studies over Lake Victoria have been performed using coarse models with parametrised convection. Such studies would benefit from being repeated using high-resolution CP models. Such models would include better representation of orography and likely the diurnal cycle and lake–land breeze circulation. Most of the
studies were only performed for one season. Given the high interannual and seasonal variability in the region, it may not be appropriate to generalise some of the results. In addition, effects on the climate, or feedbacks on LSTs, were generally presented as means across the simulation period (from days to months to years), such that the effect and importance of day-to-day variability was neglected.

To summarise this section, the existing modelling studies have shown the importance of interactions between large-scale circulations and mesoscale circulations (driven by orography and lake–land temperature contrasts), in determining the amount, and spatial and diurnal patterns, of rainfall. The sensitivities of the climate to large-scale moisture advection, physical characteristics of the lake and the orography, demonstrate the requirement of an NWP model which can accurately represent all these processes, including their interactions and feedbacks.

4. Methods

The thesis matter was investigated in two main ways: firstly, by performing verification on a state-of-the-art CP forecast model for East Africa, in particular of its skill in the prediction of intense precipitation; and secondly, by investigating the underlying mechanisms behind severe weather in the region.

4.a. East Africa CP Model verification

4.a.1. MetUM East Africa CP model

The UK Met Office ran a convection-permitting model over an East African domain from 2011 to early 2019. The configuration of this model is fully described in chapter 2, section 2.a. Output from the model was disseminated to forecasters in East Africa via the Voluntary Cooperation Programme (VCP) Africa Web Viewer, a password-protected online portal distributed by the Met Office. The model spanned 20.5°S to 17.5°N and 21.5°E to 52°E, as shown by the domain in Fig. 1.1. The model had a resolution of 4.4 km, allowing the convective parametrisation to be switched off, and the convection to be modelled explicitly.

The configuration of this model in spring 2012 was compared to the global model, as well as observations including brightness temperature from satellite, arrival time difference
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Figure 1.9: Figure 3 from Chamberlain et al. (2014). Normalized frequency distribution of accumulated precipitation and wind speed for observations, the global model and the CP Lake Victoria model. (a) The whole distribution of precipitation values. (b) Zoom on less frequent precipitation events (<1%) to capture the changes in high levels of rainfall. (c) The whole distribution of wind speed values. (d) Zoom on less frequent wind events to capture the changes in high wind speeds. [© 2013 Crown copyright, the Met Office. Meteorological Applications © 2013 Royal Meteorological Society. Published by John Wiley and Sons.]

In this older configuration, LSTs were prescribed from ARCLake (MacCallum and Merchant 2011) monthly night-time climatologies and the domain spanned a smaller area, centred on Lake Victoria. Overall, the global model produced too much light rainfall, too often. A similar problem occurred in the CP model, although to a lesser extent. A large difference between the two models was that the global model was unable to produce any of the very high intensity rainfall seen in observations from ground stations, whereas the CP model predicted too many intense rainfall events. Both models were extremely poor at predicting wind speeds. According to observations,
wind conditions were stagnant for 30% of the analysis period. When wind was recorded, the most common speed was 3 m s\(^{-1}\), with a secondary peak occurring at 6 m s\(^{-1}\), which \cite{Chamberlain2014} attributed to the local orography, nocturnal low-level jets, or lake breezes. In contrast, in both models, the probability of a given wind speed increased from zero at 0 m s\(^{-1}\) to a peak at 2 m s\(^{-1}\), after which the probability decayed (Fig. 1.9). The incorrect probability distribution of wind speeds suggests that the model may not correctly represent local circulations, such as the lake–land breeze circulation, or circulations associated with orography.

The main aim of \cite{Chamberlain2014} was to assess the skill of the models in forecasting severe events in the region. Two case studies of particularly severe events were examined, in which the CP model was better able to simulate the high-intensity rainfall and wind than the global model. Forecasts by the two models were analysed by identifying severe events from cloud top temperature, surface gusts, wind shear between 250 and 700 hPa, accumulated precipitation, and winds at 850 hPa. Using brightness temperature and ATD lightning to identify storms in the observations, the CP model was shown to have more skill in predicting storm occurrence (increased hit rate) compared to the global model, especially at forecast lead times of T+6 h and T+12 h. However, it was also shown to over-predict severe events, leading to more ‘false alarms’. Both models were unable to predict storms at lead times greater than T+12 h. It is noted that the threshold above which a storm should be classified as severe, with the potential to cause disruption to boats on the lake, is not well understood and likely to depend on the quality and loading of the boat.

A study by \cite{Eagle2015} aimed to assess the model since an update in February 2015, when the ND dynamical core was replaced with the Even Newer Dynamics for General Atmospheric Modelling of the Environment (ENDGAME) dynamical core, along with some other physics changes which are detailed in their report. The CP model was run in both the old and new configurations for ten case studies between March and June 2014. Overall, both configurations produced similar results, suggesting that the upgrades had little effect on the simulation of convection.

Comparing simulated and observed brightness temperature, neither the old nor new CP configurations produced enough cloud. The cloud produced was often too shallow (brightness temperature too warm). Despite this, the models actually simulated too much convective rain. Moreover, the simulated storms tended to be too small. As a result, the simulated storms were often far too intense. It is suggested that this problem stemmed from the resolution being too coarse to properly resolve the updrafts.
In addition, where one large storm was observed, the models often represented this as several smaller storm fragments, possibly due to issues with sub-grid mixing or the model microphysics. The configurations did not simulate enough light rain, especially surrounding intense storm cores. These biases have also been found in models over the UK as part of the Dynamical and Microphysical Evolution of Convective Storms (DYMECS) project (Stein et al. 2015) and when running the UM in other tropical regions of the world. A particular issue, perhaps related to LSTs, was that early afternoon storms in the region tended to be too intense, whereas the night-time storms over the lake were too weak, or not forecast at all.

A 1.5 km configuration over a smaller domain, spanning 3.9°S to 3.9°N and 28.7°E to 37.3°E, was also run by Eagle et al. (2015). This configuration actually showed less skill than the 4.4 km configurations, since the fragmentation of larger storms was increased. However, Eagle et al. (2015) did anticipate that, once the fragmentation issue was resolved, moving to a higher resolution model would improve the forecasts.

The verification in both Chamberlain et al. (2014) and Eagle et al. (2015) were performed over short time periods. In this thesis, a longer-term assessment is performed, in order to build up more robust statistics about the model performance. In addition, the verification is performed over a larger model domain, although particular attention is paid to Lake Victoria. A wide variety of verification metrics are used to understand different aspects of the model performance. In particular, verification was performed to determine how the skill of the model varies across the domain and throughout the diurnal cycle. This information can provide more insight into reasons behind good/poor model performance.

4.a.2. Verification Methods

Forecasters in East Africa have had access to a wide range of global models (including global MetUM, Météo France Action de Recherche Petite Echelle Grande Echelle (ARPEGE), European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System (IFS) and National Oceanic and Atmospheric Administration (NOAA) Global Forecast System (GFS)) for many years, via the Synergie system (Voidrot-Martinez and Berthou 1991) and other online portals. The issues and biases with global models are well documented (section 2.b) and familiar to forecasters, who take into account and compensate for these biases when producing a forecast. Given the relatively new addition of CP models, forecasters are less familiar with how to use
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and interpret such models.

Given that the main differences between CP and parametrised models are their representation of convection, and therefore prediction of precipitation, the ability of the East Africa CP model to forecast rainfall is assessed in chapter 2. In particular, the model performance is compared to that of the operational global MetUM to quantify the added-value of the CP model compared to the global model forecast.

There are many aspects of a precipitation forecast which can be assessed, including the timing, location, intensity and structure of the precipitation. To verify the location of storms, traditional verification metrics (which rely on point-to-point verification) are unsuitable. In a parametrised model, rainfall often occurs over (unrealistically) large areas. Consequently, there are often areas of overlap between the forecast rainfall and observed rainfall, even if the structure of the precipitation is incorrect. In a CP model, even if the structure of a storm is more realistic, a forecast storm which is offset from its observed location by more than its horizontal extent, will exhibit no overlap between the forecast and observations. Using point-to-point verification, the forecast is then penalised for ‘missing’ the observed storm, as well as producing a ‘false alarm’ at the location of the simulated storm. This is known as the ‘double-penalty’ problem (Roberts and Lean 2008; Mittermaier 2012).

Although it is important that storms are forecast in the correct location, it is unlikely that a model can predict the exact location of a storm. Forecasters using CP models should be aware of this and use judgement to forecast storms over a region, rather than in a specific location. To minimise the double-penalty problem during verification, metrics have been developed to compare the model and observations over larger spatial areas, instead of on a point-to-point basis. These are known as ‘fuzzy’ or ‘neighbourhood’ metrics.

One such metric is the Fractions Skill Score (FSS) developed by Roberts and Lean (2008). The FSS is based on the Brier score. However, instead of comparing actual rainfall amounts in the forecast and observations, the FSS compares the fraction of grid-points which exceed a threshold rainfall amount within a specified neighbourhood. The FSS is constructed from the ratio of this fractions Brier score to the fractions Brier score of a low-skill reference forecast and is fully described in chapter 2, section 2.c.2. The FSS produces one score over the whole model domain at every time step. This score may be averaged over many time steps or used to assess the change in skill with time. In chapter 2, the skill score is adapted to use multiple forecast times to produce a map of how skill varies in space, termed the Localised Fractions Skill Score (LFSS).
Knowledge of how the performance of the model varies within the region is useful to forecasters, and may be used to infer aspects of the model that work well. For example, if the skill is higher over mountainous regions, this suggests that the model captures orographic rainfall well. Similarly, if the scores are high over lakes, this implies that the model is capturing lake–land–atmosphere interactions well.

The observations used to evaluate the models are satellite precipitation estimates from the NASA Global Precipitation Measurement (GPM) mission (Huffman 2017; Huffman et al. 2018). These estimates come primarily from microwave observations, but are supplemented with other information, for example from IR channels and monthly ground gauge totals. Satellite products are useful because they are gridded, so the models and observations can be directly compared over a large region. However, the algorithms used to produce the product can introduce large errors. A full description of the GPM product, along with a discussion of its limitations, is given in chapter 2, section 2.b.

An important aspect of this thesis is ensuring that the findings will be of use to the regional forecasters. As such, visits to Kenya Meteorological Department (KMD), Tanzania Meteorological Agency (TMA) and Uganda National Meteorological Authority (UNMA) were carried out in December 2016, to meet with forecasters and gain a better understanding of the forecasting process and forecasting tools available. The opportunity was also used to discuss perceived strengths and weaknesses of the different models being used. One of the major hurdles faced by operational CP models is their correct integration into standard operating procedures at national meteorological services. Given that parametrised models have been used operationally for many decades, forecasters are more familiar with how to use them and how to compensate for their limitations. Time and training is required for forecasters to familiarise themselves with how to interpret a CP model and use it in conjunction with global models.

In particular, it was noted that rainfall forecasts issued by the centres tended to cover a whole 24 hour period, and not give much indication of when in the day the rainfall might occur. This practice likely originates from the inability of global models to simulate the diurnal cycle, therefore it is better to use a 24 hour accumulation. However, the East Africa CP model was also being used to predict 24 hour accumulations, which is not making optimal use of its capabilities. In chapter 2, the performance of the CP and global models are compared for the prediction of 24 hour accumulations, as well as 3 hour rainfall rates, to showcase differences between CP and parametrised models.

During these visits to East Africa, the daily WMO Severe Weather Forecasting Demonstration Project (SWFDP) teleconference between forecasters from various countries in
Eastern Africa was observed. At this meeting, regions expecting rainfall of greater than 50 mm in 24 hours, or winds exceeding 25 knots ($\sim 12.8 \text{ ms}^{-1}$) are agreed upon and marked on a map. The SWFDP rainfall threshold was used to inform the threshold used in FSS computation in chapter 2. Ultimately, a value of $\sim 30$ mm in 24 hours was chosen as a compromise between matching the SWFDP threshold, and having a high enough number of rainfall events to sample.

4.b. Case study analysis

Studies of convection over the Lake Victoria basin have tended to investigate the mean diurnal cycle, computed from a large number of events (section 3.d). This approach has established that the lake–land breeze plays an important role in the formation of storms in the region. However, the presence of the lake–land breeze circulation does not mean that a storm will always form or behave in the same way. Variability in the timing and location of storm initiation, the storm lifetime, and its propagation, is masked by the mean diurnal cycle. The controls on the processes responsible for this variability are not well understood, given the scarcity of high quality observations in the region and limited modelling studies. In chapter 3, detailed case studies are used to investigate processes responsible for storm initiation, both on the local and large scales.

Given the lack of observations, the case studies were investigated using high-resolution CP MetUM simulations, with 1.5 km horizontal grid-spacing. Despite some concerns about model performance arising from chapter 2, specific cases where the operational East Africa model was known to perform well were chosen to be run at the higher resolution. In addition, three model initialisation times were used for each case study, such that the best match to observations (brightness temperature and precipitation from satellite products) could be chosen.

Three case studies were investigated, two of which involved a significant storm over Lake Victoria. In the first case, taken from the 2015 long rains season, a storm formed over land to the east of Lake Victoria during the evening, and propagated over the lake during the night. In the second case, taken from July 2016 (during a dry season), a storm formed over the lake itself during the early morning and showed little propagation. The first storm grew to be very large (spanning almost the whole lake), whereas the July storm was small but intense. Given the known importance of the lake–land breeze circulation, a third case in which no storm formed was run to investigate the
circulation in isolation, and effectively act as a ‘control’ run to compare and contrast with the two storm cases.

Although case studies offer opportunity for detailed analysis, a limited number of case studies cannot build a complete picture, and a full range of large-scale conditions cannot be sampled. However, the case studies presented in chapter 3 were chosen to sample two very different types of storm over the lake, providing contrasting conditions for comparison.

4.c. Aircraft observations - HyVic pilot flight campaign

In general, high-resolution, detailed in-situ observations are sorely lacking in East Africa. As a result, the model evaluation in chapter 2 depends solely on satellite retrieval estimates of rainfall, and chapter 3 relies on CP modelling to reproduce case studies in high-resolution detail. In part, the lack of observations is attributed to issues faced by many developing countries, including the expense of purchasing and maintaining instrumentation and the need for infrastructure to support the instruments and facilitate the distribution of data. Notably, radar and reliable radiosonde launches are difficult to sustain. Whilst some AWSs and rain gauges do exist in the region, data is not widely shared. In addition, the time resolution is often insufficient for studying features such as lake–land breezes and short-lived propagating storms. In addition, observations in the centre of Lake Victoria are particularly difficult to obtain.

A unique opportunity arose to observe the lake–land breeze circulation over Lake Victoria in unprecedented detail, using the Natural Environment Research Council (NERC) Facility for Airborne Atmospheric Measurements (FAAM) BAe-146 aircraft. Having found out that the aircraft would be based in Entebbe in late January 2019 as part of the MOYA field campaign (Tollefson 2019), the HyVic pilot flight campaign was designed as an add-on. The campaign consisted of just three flights (although this was later reduced to two), to act as a proof-of-concept for a future extended campaign, in addition to collecting an initial, novel observational dataset.

The FAAM aircraft is fitted with various instruments to measure temperature, pressure, humidity, winds (and other variables) along its track. The instruments used in the campaign are described in Table 4.2. Where multiple instruments measured the same variable, comparisons were made between datasets, and a suitable instrument was chosen following discussions with experienced users of the aircraft data. Note that an offset in the favoured wind probe was identified and the data is awaiting reprocessing by
However, the possible errors in the data are unlikely to affect any conclusions, so have therefore been included in the thesis. In addition to measurements made on board the aircraft, dropsondes were deployed from the aircraft and were able to measure similar variables. Dropsondes are essentially the same instrument as radiosondes, but travel downward instead of upward. These allowed full profiles of the atmosphere to be sampled.

The maximum flight time of the aircraft is approximately 5 hours, but this was reduced to \( \sim 4.5 \) hours given the altitude of Entebbe and the warm temperatures. For taking measurements along straight level runs, the aircraft cruises at \( \sim 100 \text{ m} \text{s}^{-1} \) indicated airspeed. Over water (including Lake Victoria), the aircraft can profile down to 50 ft (\( \sim 15 \) m) above ground level (AGL) and perform extended runs at 100 ft (\( \sim 30 \) m) AGL. Over land, the minimum safe altitude is 500 ft (\( \sim 150 \) m) AGL. These minimum altitudes only apply during daylight hours and when visibility is good. Otherwise, the aircraft is restricted to 1,000 ft above the highest obstacle within 30 nm of the aircraft track. These restrictions had to be taken into consideration during flight planning.

The timings of the two HyVic flights were chosen to coincide with mature lake and land breezes, but restrictions on low-level flying in the dark also had to be considered. The flight tracks consisted of flying a northwest to southeast transect at various heights from Entebbe, across the lake, and into Tanzania. Further justification of the flight plans is given in chapter 4, in the context of results from chapter 3.

5. Thesis aims and structure

This thesis aims to improve the prediction and understanding of severe weather over East Africa by: evaluation of NWP forecasts, in particular from an operational CP model; diagnosing the key factors responsible for convective initiation over the Lake Victoria basin; and using observations to build a more detailed understanding of the lake–land breeze circulation over Lake Victoria. The project also contributes toward identifying and understanding biases in CP models, and provides motivation for a more intensive field campaign in the region.

The main objectives of the PhD are:

- Investigate the skill of a convection-permitting forecast model for predicting intense precipitation over East Africa
Severe Weather over East Africa

– How does the skill compare to that of a global (parametrised) forecast model?
– How does the skill vary on sub-daily timescales, and with forecast lead time?
– How does skill vary within the model domain?

• Investigate key controls on storm formation over the Lake Victoria basin
  – What is the role of the lake–land breeze circulation and other local forcings?
  – How important are large-scale features (moisture availability/circulation) for storm formation?
  – What additional information about storm formation can be gained from case studies, compared to previous studies using the mean diurnal cycle?

• Investigate the lake–land breeze circulation over Lake Victoria using novel aircraft observations from the HyVic pilot flight campaign
  – What are the key characteristics of the circulation, e.g. wind speeds, moisture content, gradient across fronts?
  – How well is the lake–land breeze circulation represented in CP models when compared to observations?
  – How can this pilot campaign be used to inform a future, extended campaign?

Chapter 2 presents a comparison of the skill of the operational MetUM global and CP configurations over East Africa. This chapter aims to highlight key differences between the behaviours of the two models, in particular their ability to predict the timing and location of storms and the structure of precipitation features. This is the first time that a CP model in the tropics has been verified over an extended period of time (2 years). The aim is to provide regional forecasters with increased confidence in how and when to use the model. This chapter also provides feedback for model developers of where improvements can be made in the model.

High-resolution CP MetUM simulations of three case studies of the lake–land breeze circulation and storms over the Lake Victoria basin are analysed in chapter 3. The objective of this chapter is to identify key controls on the initiation of storms in the region, including the lake–land breeze circulation, orography, and large- and local-scale moisture and circulation. A more detailed understanding of storm triggers and
conditions favourable for convection could lead to improved forecasts of convection.

Chapter 4 presents observational data from the HyVic pilot flight campaign using the FAAM aircraft. Observations of the evening lake breeze and morning land breeze over the Lake Victoria basin are presented, including vertical profiles from dropsondes over the lake and land. This is the first time that such detailed observations have been recorded over Lake Victoria; the work aims to build a better understanding of the lake–land breeze circulation. The observations are also compared to high-resolution MetUM model runs to investigate the representation of the lake–land breeze circulation in models, including the impact of model grid-spacing.

The results of chapters 2–4 are summarised in chapter 5, alongside a discussion and synthesis of the results. Final conclusions and recommendations for future work are also made.
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ABSTRACT

Forecasting convective rainfall in the tropics is a major challenge for numerical weather prediction. The use of convection-permitting (CP) forecast models in the tropics has lagged behind the midlatitudes, despite the great potential of such models in this region. In the scientific literature, there is very little evaluation of CP models in the tropics, especially over an extended time period. This paper evaluates the prediction of convective storms for a period of 2 years in the Met Office operational CP model over East Africa and the global operational forecast model. A novel localized form of the fractions skill score is introduced, which shows variation in model skill across the spatial domain. Overall, the CP model and the global model both outperform a 24-h persistence forecast. The CP model shows greater skill than the global model, in particular on subdaily time scales and for storms over land. Forecasts over Lake Victoria are also improved in the CP model, with an increase in hit rate of up to 20%. Contrary to studies in the midlatitudes, the skill of both models shows a large dependence on the time of day and comparatively little dependence on the forecast lead time within a 48-h forecast. Although these results provide more motivation for forecasters to use the CP model to produce subdaily forecasts with increased detail, there is a clear need for more in situ observations for data assimilation into the models and for verification. A move toward ensemble forecasting could have further benefits.

1. Introduction

Forecasting tropical convection remains a huge challenge for numerical weather prediction (NWP). In particular, there is an urgent need to improve forecasting of high-impact weather, such as heavy convective precipitation, in sub-Saharan Africa. Because of their coarse resolution, traditional global models use parameterization schemes to represent convection. Parameterized models are not designed to produce realistic storm structures; they almost ubiquitously produce too much light rain and are unable to capture the highest-intensity events (Sun et al. 2006; Dai 2006; Stephens et al. 2010). Such models are unable to simulate the diurnal cycle; the convective maximum tends to occur at midday, rather than late afternoon, as observed (Yang and Slingo 2001; Bechtold et al. 2004). Marsham et al. (2013) and Birch et al. (2014b) showed that an incorrect diurnal cycle may introduce errors into the synoptic-scale flow. In addition, flows over complex topography and those within deep convective storms cannot be well represented at coarse resolutions (Clark et al. 2016).

Low skill in tropical precipitation prediction means that forecasters often use other information from models, such as the synoptic-scale circulation and stability measures, to determine favorable conditions for deep convection. Consequently, predictions are heavily reliant on forecasters’ experience and knowledge of the model and meteorology of the region (Lafore et al. 2017).
Convection-permitting (CP) models provide a step change in the representation of convective storms because they explicitly represent the storms themselves (Clark et al. 2016). CP models produce more realistic-looking precipitation fields and have an improved diurnal cycle, with the peak in convection shifted further toward the observed late-afternoon maximum (Lean et al. 2008; Done et al. 2004; Weisman et al. 2008; Weusthoff et al. 2010; Birch et al. 2014b; Prein et al. 2015). Marsham et al. (2013) and García-Carreras et al. (2013) have shown that the finer horizontal grid spacing of CP models allows the simulation of cold pools, which can affect synoptic-scale fluxes in the models and trigger new convection. CP models also better capture the organization and propagation of convection (Weisman et al. 2008; White et al. 2018). The benefits of using CP models are even being utilized for future climate projections to provide more details on regional and local scales (Prein et al. 2015; Stratton et al. 2018).

However, increased realism of rainfall may not translate to increased forecast skill. CP models can produce too much rain, in particular at high intensities, while the proportion of low-intensity events is too small (Lean et al. 2008; Kendon et al. 2012; Marsham et al. 2013; Done et al. 2004). The horizontal grid spacing remains on a scale larger than most convective updrafts, meaning that cloud structures are still underresolved, causing errors in the multiscale interactions, upscale growth, and timing of storms (Clark et al. 2016; Lean et al. 2008). Lean et al. (2008) showed that CP models often perform poorly at the start of runs, since it takes time for the high-resolution detail to “spin up” from the initial fields provided by the driving model.

High-resolution simulations of mesoscale convective systems (MCSs) in various regions of the world have shown that the accuracy of the initial conditions (ICs) and boundary conditions provided by the driving model are key factors responsible for the correct prediction of initial development of a storm (Birch et al. 2013; Guichard et al. 2010; Melhauser and Zhang 2012; Schumacher et al. 2013; Luo and Chen 2015; Vié et al. 2011). Sensitivity to ICs is a particular concern in much of the tropics because of a lack of routine observations for data assimilation into the driving model. These studies also showed that the predictability of a storm may depend on the type of synoptic flow. High-resolution CP models are fundamentally limited by the fact that predictability times are reduced on cloud-resolving scales, compared to synoptic scales. Small-scale errors may grow more quickly and influence larger scales (Lorenz 1969; Hohenegger and Schär 2007).

In recent years, as computing power has increased, CP models have become more feasible and more commonly used in operational weather forecasts. They have been used at a country level by many national meteorological services for over a decade. The Met Office uses a CP version of the Met Office Unified Model (MetUM) over the United Kingdom and some tropical domains (Tang et al. 2013); the U.S. Weather Research and Forecasting (WRF) Model is CP and used by multiple agencies worldwide (Michalakes et al. 2001), as is the CP version of COSMO, created in Germany (Baldauf et al. 2011). The Application of Research to Operations at Meso-scale (AROME) model developed in France (Seity et al. 2011) and the Japan Meteorological Agency’s Non-hydrostatic Mesoscale Model over Japan (Saito et al. 2006) are also CP models. Many of these models are configured to run operationally beyond their country of origin. Although many CP forecast models are used across the tropics, published verification is limited, especially for an extended period.

Equatorial East Africa (Fig. 1) is a region that receives the majority of its rainfall via deep convective storms. The prediction of severe convection is acutely important in this region, which is at high risk of severe...
flooding and drought. It is particularly important to provide accurate forecasts for the Lake Victoria (LV) basin. This densely populated region supports around 35 million people, including 200,000 fishermen. Nocturnal storms over Lake Victoria produce intense precipitation and high winds, which capsize boats. There are an estimated 5,000 deaths on the lake each year, with many attributed to severe weather (World Bank DGF 2011). Forecasting convection in this environment with orography and land–lake circulations is a challenge. The localized nature of convection and a lack of observations, especially upper air, to assimilate into forecasts add to the difficulty.

In 2011, the Met Office began running an operational CP forecast model over Lake Victoria, with a horizontal grid spacing of 4.4 km, funded through the Met Office Voluntary Cooperation Programme (VCP) and intended to aid the forecast of severe weather events, in particular over the Lake Victoria basin (Chamberlain et al. 2014). The domain was extended to cover a larger region in February 2014, which currently remains operational. Output from the model is disseminated to operational meteorologists in East Africa (principally, Kenya, Uganda, Tanzania, Rwanda, and Burundi). Model output is available to view on the VCP Africa Web Viewer, a password-controlled site open to African forecasters, which also shows output from the global model and recent satellite imagery and arrival time difference (ATD) lightning.

Some verification and comparison with the global MetUM was performed on the smaller domain by Chamberlain et al. (2014) for spring 2012. Overall, and in agreement with studies of other CP models, both the global and the CP models produced too much light rainfall, especially the global model. The CP model predicted too many intense rainfall events, whereas the global model was unable to produce any of the highest-intensity rainfall rates observed. Objective analysis showed the CP model to have more skill in predicting when a storm would occur, compared to the global model. However, it was also shown to overpredict severe events, leading to more “false alarms.”

Away from NWP, Thiery et al. (2017) developed a prototype of a statistical storm predictor [Lake Victoria Intense Early Warning System (VIEWS)] that uses satellite observations to forecast nocturnal storms over the lake. The model is based on the strong correlation between intense storms over land during the afternoon and intense nocturnal storms over Lake Victoria found by Thiery et al. (2016). While this prototype can achieve high hit rates and low false alarm rates, it has a lead time of only a few hours. NWP models are vital for providing much earlier warnings, with statistical model and nowcasting techniques playing an important role in warning confidence and refinement closer to the event.

This paper investigates whether a CP model over East Africa provides additional skill for the forecasting of severe tropical rainfall, compared to a global model. The rainfall field in the model was chosen for verification following meetings with forecasters from East Africa. While forecasters use other model fields, such as surface pressure, relative humidity, and winds, to ensure that the model rainfall field is realistic, the rainfall field is the main tool used to produce forecasts. The most commonly used output is 24-h rainfall accumulations, despite the availability of accumulations at 3-hourly intervals. A particular aim of the paper is to determine whether the CP model provides any added value on subdaily time scales or at specific locations. The effect of forecast lead time and time of day is also investigated. Much of the analysis is performed using the fractions skill score (FSS) proposed by Roberts and Lean (2008), along with an examination of model biases. The analysis builds on that of Chamberlain et al. (2014) by performing more detailed verification on a larger model domain over a period of 2 years. The paper emphasizes the implications of the findings on the operational aspects of the model, including how it is run and how it may best be used by forecasters.

The model configurations, observational data, and verification methods are introduced in section 2. Section 3 presents the characteristics of precipitation and its diurnal cycle in the models, alongside verification of the model skill at different spatial scales and at different times of day. The implications of these results are discussed and conclusions drawn in section 4.

2. Methods

This study consists of a comparison of the forecast skill of the MetUM CP model and the MetUM global model for rainfall over East Africa, alongside an analysis of the performance of the models at different forecast lead times and different times of day. The period of study is the 2 years between 18 July 2014 and 17 July 2016. Analysis was performed over the whole model domain, as well as a subdomain centered on LV, shown within the dashed box in Fig. 1 and chosen to include all countries using the CP model.

a. Models

Both the CP model over East Africa and the global model are subsets of the MetUM and were used operationally in 2017. The start date of the analysis period marks the upgrade of the global model to GA6.1 and the Even Newer Dynamics for General atmospheric modeling of the environment (ENDGame) dynamical core (Wood et al. 2014), with a reduced horizontal grid spacing of
approximately 17 km in the meridional direction by 25 km in the zonal direction (in the tropics). The model is initialized every 6 h, at 0000, 0600, 1200, and 1800 UTC, although only the 0000 and 1200 UTC initializations are considered to allow direct comparison with the CP model. Convection is parameterized in the global model using the mass-flux scheme introduced by Gregory and Rowntree (1990) and with subsequent enhancements.

The CP model has a horizontal grid spacing of 4.4 km in both directions and spans the domain from 20.5°S to 17.5°N and from 21.5° to 52°E (Fig. 1). The model grid consists of 762 × 950 grid points and has 70 vertical levels up to a lid of 40 km. The model is run with a time step of 100 s. Convection is treated explicitly, although the model also uses a convective available potential energy (CAPE)-dependent closure scheme (Roberts 2003) used by the Met Office in all operational models with this configuration. This scheme adjusts the time scale over which instability is removed in accordance with the amount of CAPE that is present in order to restrict the parameterized mass flux. This allows explicit convection while trying to parameterize the effects of smaller clouds that the CP model cannot resolve. The parameters within the microphysics and subgrid mixing have not been “tuned” for the tropics, but are the same as those used in the 4-km U.K. (UK4) model (Eagle et al. 2015). The New Dynamics (ND) dynamical core (Davies et al. 2005) was replaced with ENDGame [along with some other physics changes detailed in Eagle et al. (2015)] approximately halfway through the study period. Eagle et al. (2015) ran the model in both configurations and found that they produced very similar results, suggesting that the model may be considered to have similar behavior throughout the whole analysis period.

The CP model is initialized twice per day, at 2100 and 0900 UTC, using 3-h forecasts from the global model (i.e., ICs are taken from 3 h into the global model 1800 and 0600 UTC runs, respectively). The models are allowed 3 h for spin up until the first diagnostics are outputted at 0000 and 1200 UTC, respectively. Forecasts are outputted up to a lead time of 48 h from the first diagnostics (Chamberlain et al. 2014). The two initializations are referred to as the 0000 and 1200 UTC initializations since these are the times of the first available forecasts. The model is forced by lateral boundary conditions from the global model, updated every 3 h. Smoothing is applied at the edges to remove discontinuities between the models.

In both models, lake surface temperatures (LSTs) are prescribed as the foundation water surface temperature (temperature below the diurnal warm layer) taken from daily Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA), available on a 1/20° (~6 km) grid (Fiedler et al. 2014). Observations are obtained from in situ data received via the Global Telecommunication System (GTS; although no in situ observations existed over Lake Victoria during this study) and satellite sea surface temperature (SST) data from the Group for High-Resolution SST (GHRSST). Only overnight observations and daytime observations for wind speeds greater than 6 m s⁻¹ are used, such that the effect of the diurnal warm layer above the sea surface is not included. These observations are assimilated onto a background field of the analysis from the previous day, slightly relaxed toward the MacCallum and Merchant (2011) ARC-Lake nighttime climatology (Donlon et al. 2012). Using OSTIA, the temperature in the model is updated once per day to the predawn value. When observations are unavailable, the LST in OSTIA will relax toward the ARC-Lake climatology over a period of 30 days (Fiedler et al. 2014).

At the time of the study, the OSTIA system included no lake-specific processing; satellite retrievals were optimized for over oceans, meaning that the different wind and cloud regimes and the elevations and continental locations of some lakes may have introduced errors into the satellite retrievals (Fiedler et al. 2014). However, Fiedler et al. (2014) note that Lake Victoria performs very well, compared to other lakes across the globe, likely due to its large size, position on the equator, and relatively low elevation. This is important since Thiery et al. (2015) and Argent et al. (2015) showed that accurate LSTs are crucial for reproducing observed precipitation patterns over and around Lake Victoria. In addition, Lakes Malawi and Tanganyika (also in the model domain) are said to perform well. In JJA 2009, the lakes in this region were found to have an average of several hundred observations per day due to satellite overpasses (Fiedler et al. 2014). However, since JJA is a dry period, the number of observations during the wet seasons may be decreased as sampling issues due to cloud cover increase.

For some analysis purposes, a time series of model data was required. For both models, a set of four different time series was formed by stitching together data from either forecast lead times between $T + 12$ and $T + 33$ h or between $T + 24$ and $T + 45$ h, for both the 0000 and 1200 UTC initializations. In addition, four different 24-h accumulation periods were defined using the same lead time bounds and the two initialization times.

b. Observations

Few in situ observations are available for the region during the analysis period. There were no working radars and very few weather stations, forcing a reliance on satellite-derived data for observations. Precipitation
intensity observations are sourced from the Global Precipitation Measurement (GPM) mission, in particular the IMERG Final Precipitation version 5 (V05) level 3 product at 0.1° (Huffman 2017; Huffman et al. 2018). The product is available at 30-min time steps, but only times matching the model output were used. GPM IMERG is the successor to the Tropical Rainfall Measuring Mission (TRMM) 3B42 V7 product (Liu et al. 2012; TRMM 2011). IMERG takes observations from a network of satellites in the GPM constellation and unifies them to create a gridded product. In particular, the GPM Core Observatory satellite hosts a dual-frequency precipitation radar (DPR) and a conical-scanning multichannel microwave imager (GMI) (Hou et al. 2014). These two instruments are used as a reference to intercalibrate the passive microwave (PMW) precipitation estimates from other satellites in the GPM constellation using the method developed for TRMM by Huffman et al. (2007) and including calibration against the Global Precipitation Climatology Centre (GPCC) gauge analysis by Schneider et al. (2008) (Huffman et al. 2018; Hou et al. 2014). Since the PMW sensors do not have complete coverage of the ground, the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center morphing technique with Kalman filter (CMORPH-KF) (Joyce et al. 2004; Joyce and Xie 2011) is applied, which estimates precipitation outside the sensed area by propagation of PMW estimates with motion vectors derived from geosynchronous IR satellite imagery. For even further coverage, the Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks–Cloud Classification System (PERSIANN–CCS) uses IR retrievals, calibrated against PMW retrievals, to estimate rainfall (Hong et al. 2004; Sorooshian et al. 2000). For brevity, the GPM IMERG product is referred to as GPM for the remainder of the paper.

Many studies in different parts of the world, including many with complex topography, have shown that the GPM product outperforms its predecessor, the TRMM 3B42 V7 product, on various spatial and temporal scales (Tang et al. 2016a,b; Kim et al. 2017; Xu et al. 2017; Wang et al. 2017b; Sharifi et al. 2016; Prakash et al. 2018). In particular, GPM is better able to detect low-intensity rainfall due to four more high-frequency channels on the GMI instrument, compared to the corresponding instrument for TRMM. From studies over mainland China, Tang et al. (2016a) suggested that GPM required improvement in dry climates and high altitudes. This could be a cause for concern over the Horn of Africa and East African highlands. Kim et al. (2017) noted uncertainties with orographic convection, and Xu et al. (2017) found that GPM has issues for orography greater than 4500 m. O and Kirstetter (2018) found an underestimation of the diurnal variation over mountains in the United States. Further studies have shown that GPM underestimates high-intensity precipitation events (Wang et al. 2017a; O et al. 2017).

For comparison with GPM, the bias-corrected V1.0 CMORPH precipitation intensity dataset on an 8-km grid (NCEP 2017) is also used. The CMORPH algorithm by Joyce et al. (2004) is also used to produce GPM as described above, but for CMORPH, V1.0, is used without the Joyce and Xie (2011) Kalman filter. As for GPM, CMORPH is available every 30 min, but only times matching the model output are used. The performance of CMORPH has been shown to be very variable, both spatially and temporally (Zeweldi and Gebremichael 2009; Habib et al. 2012; Haile et al. 2013). Studies have shown that CMORPH is often unable to capture the highest-intensity events and therefore overestimates the frequency of lower-intensity rain events (Kumar et al. 2016; Habib et al. 2012). However, over complex terrain in Mexico, Nesbitt et al. (2008) found an overestimation of precipitation within deep convective systems. Several studies over Ethiopia found a general underestimation of rainfall rates (Haile et al. 2013; Romilly and Gebremichael 2011; Hirpa et al. 2010). Romilly and Gebremichael (2011) note that over northwestern Ethiopia, where the ITCZ has a strong effect and the climate is humid, CMORPH tends to overestimate rainfall at low elevations but performs well at higher elevations. Contrastingly, in the northeast, Hirpa et al. (2010) found an underestimation at high elevations. This shows the variability in performance of CMORPH over even a small area.

All model and observational data were interpolated onto the same grid for analysis. The global model has the coarsest resolution (~17 km × 25 km), but square grid boxes were required for some of the analysis; therefore, all data were interpolated onto a regular 0.25° grid.

c. Verification methods

1) OBJECTIVE ANALYSIS

Objective analysis was performed to compare the skill of the models in forecasting storms over Lake Victoria. A storm was identified if rainfall occurred with a minimum given intensity over a minimum given area. A range of size and intensity thresholds was sampled. Stormy 3-h periods were identified in both the models and observations to obtain the number of hits (storm in both the observations and forecast), false alarms (storm was forecast but did not occur), misses (storm occurred but was not forecast), and correct negatives (storm was not forecast and did not occur). These were then used to compute the hit rate [hits/(hits + misses)] and false
alarm ratio \[\text{false alarms}/(\text{hits} + \text{false alarms})\]. The false alarm rate \[\text{false alarms}/(\text{correct negatives} + \text{false alarms})\] was also computed.

Using a fixed size and intensity threshold to define a storm over the lake in the observations, the hit rate was plotted against the false alarm rate for a variety of forecast intensity thresholds (keeping the size threshold the same as in the observations) to produce a receiver operating characteristic (ROC) curve (Swets 1973; Mason 1982). A good forecast should maximize the hit rate and minimize the false alarm rate; hence, the ROC curve should lie in the upper-left half of the ROC diagram. The closer the curve lies to false alarm rate = 0 and hit rate = 1, the greater the skill. This skill was captured by computing the area under the curve (AUC), which is greater than 0.5 for a skillful forecast and equal to 1 for a perfect forecast (Mason and Graham 2002; Wilks 2011).

2) Fractions skill score

The ability of the models to forecast storms at the correct time and in the correct location was assessed. The small horizontal grid spacing of the CP model meant that traditional point-to-point verification methods were not appropriate because small-scale errors can be heavily penalized. If the forecast position of the storm is offset from the true position of the storm, point-to-point verification applies a “double penalty”: where the storm was forecast will record false alarms, and where the storm did occur will record misses, resulting in a low skill score (Roberts and Lean 2008; Mittermaier 2012). Forecasters using the model should be aware of this and use judgement to forecast storms over a region, rather than at a specific location.

For this reason, the FSS, developed by Roberts and Lean (2008), is used in this study. This metric aims to measure the variation in skill with spatial scale and hence the smallest scale at which a model has skill. The verification process is as follows: first, a rainfall rate threshold is chosen. At each grid box, the fraction of points that exceeds this threshold within a surrounding \( n \times n \) gridpoint “neighborhood” is recorded for both the model and observations for increasing values of \( n \). The square of the difference between the fraction in the model \( M(n) \) and the fraction in the observations \( O(n) \) is averaged over all grid points at a given time to compute the mean squared error (MSE):

\[
\text{MSE}(n) = \frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} [O_{(n)i,j} - M_{(n)i,j}]^2, \tag{1}
\]

where \( N_x \) and \( N_y \) are the number of longitude and latitude points, respectively. Since the MSE has a high dependence on the frequency of the event, it is compared against the MSE of a reference forecast with low-skill MSE\(_{(n)\text{ref}}\), defined in Murphy and Epstein (1989) as

\[
\text{MSE}_{(n)\text{ref}} = \frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} [O_{(n)i,j}^2 + M_{(n)i,j}^2], \tag{2}
\]

to obtain the fractions skill score:

\[
\text{FSS}(n) = 1 - \frac{\text{MSE}(n)}{\text{MSE}_{(n)\text{ref}}}. \tag{3}
\]

A score of 1 implies that the forecast has a perfect match for the neighborhood size used, whereas a score of 0 implies that the forecast has no skill. The skill score that would be achieved, on average, by a random forecast with the same fraction of events \( f_0 \) over the domain as the observations is given by \( f_0 \). A “target” or uniform forecast is defined as a forecast in which the model fraction \( M(n) \) at each grid point is equal to \( f_0 \). The score for such a forecast is given by \( 0.5 + (f_0/2) \) and can be approximated to 0.5 for comparisons when the frequencies are small (Roberts and Lean 2008; Roberts 2008). In fact, if the FSS is being used as a measure of spatial displacement, it is the value of 0.5 that should be used (Skok 2015; Skok and Roberts 2016). The spatial scale at which the model reaches this skill can be interpreted as the spatial scale on which the model has skill. More information regarding the details of the FSS calculation is given in the appendix.

The traditional FSS generates a skill score at each time step to describe the whole domain and allow variation in the model performance with time to be studied. However, FSS cannot be used to understand how the skill of the model varies across the spatial domain. An adapted version of the FSS, termed the localized fractions skill score (LFSS), was used to do this. The mean squared error between the fraction of grid points exceeding the threshold in the model and observations is found by taking the mean over time for a given neighborhood size, rather than over the spatial domain. In this version of the score, Eqs. (1) and (2) are therefore replaced by

\[
\text{MSE}(n) = \frac{1}{N_t} \sum_{k=1}^{N_t} [O_{(n)k} - M_{(n)k}]^2, \tag{4}
\]

and

\[
\text{MSE}_{(n)\text{ref}} = \frac{1}{N_t} \sum_{k=1}^{N_t} [O_{(n)k}^2 + M_{(n)k}^2], \tag{5}
\]

respectively, where \( N_t \) is the number of time steps. Rather than a skill score per time, a skill score is instead obtained per grid point over a period of time for the
neighborhood size of interest. Because the neighborhood size is still in the spatial domain, the LFSS cannot have a “target” score to find the displacement of storms in time, which would require the size of the neighborhood to be in the time dimension. The LFSS is therefore still used to understand the spatial skill. While the FSS should be used to quantitatively find a neighborhood size on which the model has skill, the LFSS should be used more qualitatively to find regions that have greater or lesser skill relative to the whole domain.

3. Results

a. Forecast example

Figure 2 shows an example of a 3-h rainfall accumulation forecast over Lake Victoria from (Fig. 2a) the global model and (Fig. 2b) the CP model, as would be seen by a forecaster using the Met Office VCP Africa Web Viewer. This example is from 0900 UTC 26 September 2017 (1200 LT; LT = UTC + 3 h). This case was chosen as an exemplar case of a good forecast by the CP model, which exhibits many of the characteristics typical of the model performance for a significant storm event over the lake. Both models correctly predicted an event over the lake, with the CP model predicting a more realistic storm structure. Although the global model forecast did show some structure in the precipitation field, it did not produce an organized storm. Rather, it forecast rain over most of the lake. The CP model forecast a linear storm structure, with a region of heavy precipitation over the south of the lake and another region over land on the southern shore. IR observations available on the Africa Web Viewer in Fig. 2c show that the regions of rainfall forecast by the CP model coincided well with areas of low IR. Precipitation rates from GPM (Fig. 2d) show that the heaviest region of precipitation on the southern shore collocated fairly well with the area of highest accumulations in the CP model forecast, although it was slightly...
farther south. The observed rainfall rates suggest that the forecast accumulation was too high and also too localized.

b. Diurnal cycle

The mean diurnal cycles over (Fig. 3a) the land grid points within the LV subdomain (dashed black line in Fig. 1) and (b) the lake grid points of LV for GPM, CMORPH, and the global and CP models. The Pearson’s r value for the correlation of the mean diurnal cycle with that of GPM is given in the legend. The correlation over the full 2-yr time series is also given in brackets. The four model time series (comprising different initialization and lead times as described in section 2a) are used for the global and CP model data, so the results reflect an average across these datasets. This is true in all figures unless stated otherwise.

At night, the lake remains warmer than the land, such that convergence and, hence, convection occurs over the lake, and the observed precipitation peaks at 0600 LT (Song et al. 2004). The maximum rainfall occurs later, at correlation coefficient is 0.40, showing an improved relationship compared to the mean. The erroneous midday maximum is in agreement with previous studies of global models (Yang and Slingo 2001; Bechtold et al. 2004). The peak in rainfall in the CP model occurs at 1800 LT, in agreement with the observations, although the mean rainfall rate at 1500 LT is nearly as great. The CP model overpredicts the maximum rainfall rate by a factor of 2.4, consistent with known biases in CP MetUM (Lean et al. 2008; Kendon et al. 2012), but improved in recent research configurations (Aranami et al. 2015; Zerroukat and Shipway 2017). Despite this, correlation coefficients of 0.97 and 0.78 are achieved by the CP model for the mean diurnal cycle and the full 2-yr time series, respectively. CMORPH exhibits a similar diurnal cycle to GPM over land, with a correlation coefficient of 0.97 across the whole time series.

At night, the lake remains warmer than the land, such that convergence and, hence, convection occurs over the lake, and the observed precipitation peaks at 0600 LT (Song et al. 2004). The maximum rainfall occurs later, at
0900 LT, in the global and CP models. The global model slightly underpredicts the maximum mean rainfall rate over the lake, whereas the rate in the CP model is a factor of 2.3 greater than GPM. The correlation between the mean diurnal cycle and the models is greater for the global model (0.98) than the CP model (0.83), although both show strong correlations. The correlation coefficients between both models and the observations over the full time series are very similar: 0.57 and 0.56 for the global and CP model, respectively. The ability of the global model to capture the correct diurnal cycle over the lake, when it is unable to do so over land, suggests that the forcings that lead to storms over the lake are particularly strong and on a scale greater than the grid spacing of the global model. The consistently warm temperature of the lake relative to the land may allow storms to be triggered in the parameterization scheme, without the need for solar insolation, while the positioning of the rain is constrained by the location of the lake. CMORPH correlates very well with GPM, with a correlation coefficient of 0.99 for the mean diurnal cycle and 0.89 for the whole time series over the lake.

c. Precipitation rates

The precipitation rates corresponding to different percentiles are shown in Fig. 4 for the observational data (GPM) and the two models over the full domain (solid line) and over the LV subdomain (dashed line). Precipitation rates for the additional observations from CMORPH are also shown. The corresponding rainfall rates were found using the data from all times and all grid points within the analysis period and corresponding domain. Most of the rainfall intensities within this time were 0 mm h$^{-1}$. This is reflected in Figs. 4a and 4b, which show the rainfall rates as a function of percentile, computed including times of no rain. Figure 4a demonstrates that while the models do predict a large proportion of dry events, they predict too many rainfall events, compared to observations. While 90.9% of all data points in the full domain have no rain in the observations, this is true of 75.8% and 81.1% of data points in the global and CP models, respectively. Similar results hold over the LV subdomain. Figure 4b shows that above the 99.9th percentile, the rain rates in the global model are 15% and 20% lower than the observations over the full domain and LV subdomain, respectively. However, the CP model produces far too much heavy rain, over a factor of 3.5 greater than the observations for the 99.9th percentile, and increasing with greater percentiles. However, studies such as Wang et al. (2017a) and O et al. (2017) suggest that GPM may underestimate high rainfall events, so the difference between the CP model and true rainfall amount may not be so large. Overall, there is little difference between the full domain and LV subdomain.

After removing data points with no rain, Figs. 4c and 4d show how the rainfall rates are distributed. Figure 4c shows that of the rain that was produced by both models (and over both domains), the rain was too light for the majority of data points. Figure 4d shows that the global model is unable to predict the highest-intensity events, while the CP model has a disproportionate amount of unrealistically extreme events, with the precipitation rate around a factor of 3 too large above the 99.9th percentile.

The contribution of rain of different intensities to the mean rainfall intensity is shown in Fig. 4e for GPM and the two models. Again, this shows that the global model produces light precipitation too often, compared to GPM. For the very highest intensities, the global model matches the observations well. Despite being predicted relatively too often, the lightest-intensity precipitation contributes to the mean rainfall too infrequently in the CP model, because rain rates above 5 mm h$^{-1}$ are produced far too frequently.

Comparing the two observational datasets, Fig. 4a shows that CMORPH is drier than GPM. GPM has higher extreme rainfall rates over the whole domain, but CMORPH has the highest rain rates over the LV subdomain (Figs. 4b,d). This difference could be related to the performance of the two observational datasets over the complex topography within the subdomain. Low rainfall rates contribute to the mean rainfall less in CMORPH than in GPM, but intermediate rainfall rates (between 6 and 19 mm h$^{-1}$) contribute more (Fig. 4e). Overall, the differences between the characteristics of the observational datasets are smaller than the differences between the models and observations. Therefore, only results using GPM observations are presented in the remainder of the paper. Much of the following work was reproduced using CMORPH and yielded very similar results.

d. Lake Victoria objective analysis

Because of the dangers faced by fishermen when a storm occurs over Lake Victoria, the ability of the models to forecast storms over the lake itself is extremely important. Objective analysis was performed to compute the hit rate, false alarm ratio, and ROC AUC for a range of minimum storm sizes and intensities over the lake. The intensity threshold was defined by a percentile threshold (calculated using only lake grid points) to avoid issues with the different distributions of rainfall rates between the models and observations. Figures 5a and 5b show the hit rates achieved by the global and CP models, respectively, as a function of minimum size and intensity, and Fig. 5c shows the difference in
skill between the two models. For all three metrics, results are only plotted when a storm of the specified size and intensity was detected in the observations for at least 2.5% of the time steps (corresponding to over 500 storm events) in order to have a large sample size for more robust statistics. The sizes and intensities where this criterion was not met are hatched. The hit rate for both the global and CP models decreases as the minimum size and intensity of the storm increases. Overall, the CP model has a higher hit rate than the global model, and for the lowest intensities, it predicts up to 20% more storms correctly. For a minimum storm size of 20 grid points (approximately 12,500 km², 1/5 of the size of Lake Victoria) and rainfall above the 92nd percentile, the CP model has a hit rate of 57%, compared to 33% in the global model.

Similar plots of the false alarm ratios are shown in Figs. 5d–f. For both models, the false alarm ratio increases with increasing size and intensity. The global model has a smaller false alarm ratio for the majority of storm sizes and intensities, especially for small, low-intensity storms.
For storms with a minimum size of 20 grid points and rainfall above the 92nd percentile, the global and CP models have false alarm rates of 51% and 41%, respectively. The ROC AUC of both models generally decreases as the size of the observed storm increases (Figs. 5g,h). However, the AUC generally increases as the intensity of the observed storm increases. Figure 5i shows that for all intensities and sizes, the CP model scores more highly than the global model, especially for large storms. The ROC AUC for storms with a minimum size of 20 grid points and rainfall above the 92nd percentile is 0.28 for the CP model and 0.22 for the global model. The greater skill of the CP model suggests that its greater hit rate outweighs the increased fraction of false alarms.
e. FSS for 24-h accumulation rates

To verify the model over a long time period, the FSS was used. The rainfall threshold was chosen to be the 98.5th percentile for reasons discussed in the appendix. Over the full domain (LV subdomain), the 98.5th percentile corresponded to 30.2 (32.0) mm day$^{-1}$ in the observations and, taking an average of the four combinations of forecast initializations and forecast lead time periods, 29.0 (27.6) mm day$^{-1}$ in the global model and 96.2 (109.3) mm day$^{-1}$ in the CP model.

Figures 6a and 6b show the mean FSS as a function of spatial scale for 24-h accumulation forecasts from the different models and a 24-h persistence forecast for the full domain and the LV subdomain, respectively. All three forecasts perform better than a random forecast over both domains, although not by much at the grid scale. Both models improve upon the persistence forecast at all spatial scales. Over the full domain, the two models show very similar skill, only reaching the target skill for spatial scales greater than almost 400 km. Over the LV subdomain, the CP model has increased skill, compared to the global model, reaching the target skill at a spatial scale of around 350 km, compared to just over 375 km for the global model.

1) LOCALIZED FSS

Maps of LFSS, computed for 24-h accumulations at a spatial scale of 425 km ($n = 17$, because this is the nearest neighborhood size at which the models first become skillful over the whole domain, according to Fig. 6) and for a threshold of the 98.5th percentile, are shown in Figs. 7a and 7b for the global and CP models, respectively. The resulting spatial patterns are consistent across all spatial scales and for all percentile thresholds greater than the 95th percentile, although the magnitude of the score does change. Both models show enhanced skill over Lake Victoria and many of the regions of high orography, especially the Ethiopian highlands and the mountain ridges on either side of Lake Victoria. The global model shows particularly poor performance along the Somalian coastline, compared to the CP model. The green contour encloses regions where the mean rainfall is in the top 25% in both the observations and models. Although some of the regions of enhanced LFSS coincide with overlapping regions of the heaviest rainfall, this is not exclusive, suggesting that the model does not only perform well where rainfall is heaviest and most common. As shown in Fig. 7c, the CP model generally shows greater skill over the land and lake than the global model, but the global model shows higher skill over the ocean. Since only a small proportion of the sea is included in the LV subdomain, this explains why the skill of the global model relative to the CP model drops over the LV subdomain (Fig. 6). Over land and on Lake Victoria are the most important places to forecast correctly, since these are where people live and work. The ubiquitously high scores over the ocean in the global model suggest that the LV subdomain should be used for further analysis to avoid contamination by ocean grid points. As such, for the remainder of the paper, only FSSs over the LV subdomain are presented.

2) LFSS SEASONAL VARIABILITY

Figures 8 and 9 show how the LFSS, computed separately over the different seasons, differs from the LFSS computed over the whole time period for the global and CP models, respectively. Although quite noisy, the results are fairly similar for both models. This is likely because the annual cycle of convection is controlled by
the intertropical convergence zone (ITCZ), the location of which should be similar in both models, since the global model fields are used to initiate the CP model.

During the rainy seasons (MAM and OND), when the ITCZ is located over equatorial East Africa, the variability in skill in both models is generally small around the Lake Victoria basin, with areas of both moderately increased and decreased skill. The skill over the ocean is decreased during the short rains (OND), but increased during the long rains (MAM). The dry seasons in the equatorial region correspond to when the ITCZ and main band of rainfall are to the north of the region in June–September (JJAS) and to the south in January–February (JF). For both models, there is broadly a large negative perturbation in skill over the opposite region of the domain to where the ITCZ sits. However, within the large areas of reduced skill, there are small areas of highly increased skill. Some of these are located in regions of high orography or over some of the small lakes or parts of the coastline. Within a contour enclosing the regions for which the top 25% of mean rainfall overlap in the model and observations, the mean LFSS perturbation is close to zero for all seasons and both models, showing that the model does not just perform well where rainfall is heaviest or most common.

f. FSS for 3-hourly precipitation rates

Figure 10 shows how the FSS for the global and CP models and a 24-h persistence forecast varies with spatial scale for the forecast rainfall rate at 3-h intervals throughout the day. Similar to the analysis on 24-h accumulations, a threshold of the 98.5th percentile was chosen, corresponding to 2.1 mm h\(^{-1}\) in the observations and (taking an average of the four combinations of forecast initializations and forecast lead time periods) 2.3 mm h\(^{-1}\) in the global model and 3.8 mm h\(^{-1}\) in the CP model.

All three forecasts consistently beat the random forecast skill. The CP model outperforms the global model and persistence forecast at almost all spatial scales and at all times of day. The global model generally has greater skill than the persistence forecast, except at 1800 LT. Before 1200 LT, the target “uniform” skill is generally not achieved by any of the forecasts within spatial scales below 425 km. In particular, the skill of the CP model increases after 1200 LT and is very high at 1500 and 1800 LT, reaching the target skill at a spatial scale of approximately 275 km. These times of day correspond to the convective maximum over land.

Figure 11 shows how the skill of (Fig. 11a) the global model and (Fig. 11b) the CP model at different times of day varies with forecast lead time, using the 98.5th percentile as a threshold. Plots are only shown for a neighborhood size of 475 km (\(n = 19\), the spatial scale at which the models have reached the target score for almost all times of day), but trends seen are broadly consistent for all spatial scales and percentiles greater than the 95th percentile. Each line corresponds to a different time of day, being formed of three points, since each time of day is forecast from three different initializations (the
FIG. 8. Maps of perturbation in LFSS from Fig. 7a for different seasons, computed for the global model, using a threshold of the 98.5th percentile and a neighborhood size of 425 km ($n = 17$) for 24-h accumulations. The solid green contour encloses regions with mean rainfall in the top 25% in both the observations and the model for the given season. The gray dashed and solid contours mark orography of height 1 and 2 km, respectively. The numbers in brackets give the area average within the LV subdomain.
first 12 h of forecast are discarded due to spin up. Although there is small degradation in the skill of both models as forecast lead time increases, this is almost negligible, compared to the variation in skill between the different times of day, especially in the CP model. These results contrast with those of Roberts (2008) for U.K. precipitation, who showed no dependence of the score on time of day. This is because rainfall in the midlatitudes is...
FIG. 10. Mean FSS over the LV subdomain as a function of neighborhood size for rainfall above the 98.5th percentile, computed at 3-h intervals (corresponding to the model diagnostic output times) for the global and CP models and a 24-h persistence forecast.
generally controlled by frontal systems, whereas convection in the tropics is strongly forced by the diurnal cycle. Figure 11a shows that the skill of the global model is higher at 1500 LT by over 1/4, compared to other times of day. Except at 1800 LT in the global model, the smallest intensities score the lowest FSS at all times of day in both models. The high skill for very low rainfall at 1800 LT in the global model is likely because the global model always forecasts such little rain at this time, so any time steps that occasionally do have little rainfall at 1800 LT will automatically score highly.

One reason for the increased skill in the global model at 1500 LT is that rainfall rates between 1 and 3.5 mm h⁻¹ are likely to have a greater FSS than at other times of day (Fig. 11b). Furthermore, the likelihood of the lowest rainfall rates (which generally have reduced scores) is decreased (Fig. 12a). Since this time lies between the midday convective maximum in the global model and the observed 1800 LT maximum, this increased skill is likely an artifact of storms over land nearing the end of their lives in the model coincident with growing storms in the observations.

Increased skill in the CP model between 1500 and 1800 LT occurs because the scores associated with intermediate rainfall rates have an increased mean FSS, compared to other times of day (Fig. 12c). In addition, the likelihood of the 98.5th percentile being below 0.5 mm h⁻¹ is greatly reduced. This is also true at 2100 LT, which explains the increased skill at this time of day. It is speculated that increased skill in the CP model coincident with the convective maximum over land is due to the model’s ability to more accurately predict the location of storms at this time of day, not simply because there is more heavy rain and therefore a reduced number of low-scoring, low-intensity events.

4. Discussion and conclusions

The precipitation forecast produced by a CP model, which was run operationally for East Africa by the Met Office in 2017, was verified over a 2-yr period from July 2014 to July 2016 using observations from GPM. Its performance was also compared to that of the operational global MetUM in order to understand the value added by a CP forecast. Verification was performed for the prediction of 24-h accumulations, as well as for rainfall rates at 3-hourly time intervals. Much of this verification used the fractions skill score, including a novel form of the skill score, termed the localized fractions skill score, to look at spatial variations in performance. Although extended assessments of CP models have been performed in the midlatitudes (Mittermaier et al. 2013), such an assessment has not been performed in the tropics before.
The models show large biases in the distribution of rainfall rates, compared to the observations. In particular, both models are too wet, and the CP model has excessive rain rates. Therefore, percentile thresholds were chosen to define events in both the objective and FSS analysis instead of absolute intensities. Since there is uncertainty associated with the GPM observations, there is uncertainty about the “truth” against which the models are compared, but using a percentile threshold goes some way to reducing this problem.

The generally increased skill in the CP forecast shown over Lake Victoria is encouraging, since the primary reason for the existence of the model is to improve safety on the lake. Objective analysis shows that the CP model is better able to predict whether a storm will occur, compared to the global model. Despite a higher hit rate than the global model, the CP model does produce more false alarms, in agreement with Chamberlain et al. (2014). Since the livelihoods of fishermen are dependent on their ability to go out on the lake, too many false alarms may lower trust in the forecast and thus reduce adherence to future warnings, even if issued correctly. Higher ROC AUC scores for the CP model suggest that the increased hit rate does outweigh the negative effect of increased false alarms, but the benefit of this does depend on the needs of the lake users.

Using the FSS, both the global and the CP model show greater skill than a 24-h persistence forecast, demonstrating that the models are valuable as forecasting tools. The CP model improves upon the forecast produced by the global model, especially on subdaily time scales; severe storms are more realistic, the diurnal cycle is improved, and this is reflected in generally elevated FSS for the CP model. Presently, forecasters in East Africa tend to use 24-h accumulation values produced by the models in their forecasts (Kenya Meteorological

![Fig. 12. (a) A probability distribution for the precipitation rate at the 98.5th percentile according to GPM observations. Mean FSS as a function of the 98.5th percentile of observed precipitation intensity across the LV subdomain for 3-h intervals (corresponding to the model diagnostic output times) for (b) the global model and (c) the CP model. The intensity is only plotted within an intensity band where there is a high-enough sample of data. A neighborhood size of 475 km ($n = 19$) is used, with consistent results across all spatial scales.](image-url)
Department; Tanzania Meteorological Agency; Uganda National Meteorological Authority, 2016, personal communications). Given that the CP model performs better on 3-hourly time intervals, the provision of forecasts with diurnal detail should be increased to provide more guidance to users of the lake as to exactly when it may be hazardous.

The CP model has the greatest benefit in the prediction of storms over land relative to the global model, but the global model performs better over the ocean. Birch et al. (2014a) show that convective initiation in explicit models usually corresponds to low-level convergence, whereas parameterized models tend to be unresponsive to convergence, and convection is generally triggered by instability. Regions of convergence are more likely over land than ocean due to the orography and influence of the lakes. Therefore, the increased scores over land may be due to the increased ability of the CP model to respond to convergence. This hypothesis is also supported by the fact that FSSs for the CP model peak at 1800 LT and are also elevated at 1500 and 2100 LT. These correspond to times of storm initiation over land, suggesting that the model is better able to forecast initiation, but is unable to capture storm propagation. The global model performs poorly along the Somali coastline, suggesting that the model cannot capture the response of convection to the sea breeze (Birch et al. 2015), but the CP model shows improved performance here.

Despite the superior skill of the models—especially the CP model—relative to a persistence forecast, the level of skill is still fairly poor. Roberts and Lean (2008) suggest that an FSS of at least 0.5 should be the “target,” above which a model may be considered skillful. Figure 6 shows that neither the CP model nor the global model reaches this skill within a neighborhood size of over 350 km for 24-h accumulations. On subdaily time scales, the skillful target is reached by the CP model at a spatial scale of around 275–350 km, between 1500 and 2100 LT, but at other times of day, the target is not reached below approximately 425 km. This shows how heavier rain is easier to forecast, in the CP model in particular, when convection is most widespread. It should be noted that these results are only for the heaviest 1.5% of events, and for lower-percentile thresholds that represent lighter and more extensive rain, the spatial scale at which useful skill is reached is improved. Clark et al. (2016) note that the scales on which CP models have reasonable skill is large, compared to the grid spacing of the model, as well as the horizontal extent of convective rainfall events. Similar results are also shown by Mittermaier et al. (2013) for very high-intensity events in the UK4 model. Results such as these indicate that a CP model should not be interpreted deterministically; rather, an “ensemble” of the model should be run in order to obtain probabilistic forecasts (Clark et al. 2016). However, these are expensive and require greater computing power.

Another reason for such low skill, compared to CP models in the midlatitudes, is the lack of observations available for data assimilation in the tropics. Given the sensitivity of CP models to initial conditions (Birch et al. 2013; Guichard et al. 2010; Melhauser and Zhang 2012; Schumacher et al. 2013; Luo and Chen 2015; Vié et al. 2011), an increase in in situ observations, such as radiosondes and observations of lake surface temperature, has the potential to greatly increase the skill of the model.

Thiery et al. (2015), Argent et al. (2015), and Anyah and Semazzi (2004) showed the importance of accurate LSTs for the prediction of rainfall over Lake Victoria. Since LST observations are only available once per day, and the model contains no interactive lake model, the temperature of the lake will deviate from the truth throughout the duration of the simulation. Thiery et al. (2015) showed that a one-dimensional lake model—in this case, the Freshwater Lake (FLake) model (Mironov 2008; Mironov et al. 2010)—did add value to climate simulations using the COSMO model in climate mode. The FLake model has been used with MetUM (Rooney & Bornemann 2013) before; however, given that the diurnal cycle is fairly well simulated in the current model, the additional computational expense of running the lake model may outweigh the benefits. It would be interesting to see if an interactive lake model could shift the peak in precipitation over the lake slightly earlier to match the observations.

The forecast skill shows a much stronger dependence on the diurnal cycle than the forecast lead time, in contrast with similar studies performed in the midlatitudes. The results suggest that a good use of computer resources could be to initialize the model only once per day, instead of twice, and run out to a longer lead time. This would allow for more advance warnings to be given to users of the lake. However, further tests would need to be run to investigate model performance at lead times greater than 48 h. An immediate solution could be to consider forecasts from the multiple sequential initializations as an ensemble and maintain access to them on the VCP Africa Web Viewer, rather than older forecasts being rapidly replaced by newer ones.

The excessive rainfall rates for the highest-intensity events in the CP model are a cause for concern. This bias exists because semi-Lagrangian advection (as used in MetUM) does not conserve mass. Mass restoration schemes, such as Priestley (1993) and Zerroukat (2010), may easily be applied to global models, but they cannot directly be applied to limited-area models (LAMs) without knowledge of flux through the domain boundaries (Aranami et al. 2015). Aranami et al. (2015) developed a mass restoration scheme for LAMs, which reduces the excessive rainfall rates. This scheme is very
computationally expensive, but was followed by a less computationally intense scheme by Zerroukat and Shipway (2017), which requires no computation of lateral fluxes. This scheme is used in the latest CP MetUM configuration for the tropics, called RA1-T, which also includes further changes, such as tuning of the microphysical parameters to the tropics.

CP models are still fairly novel, and the way in which they must be used and interpreted is extremely different to global models. The uses and limitations of global models are well known, since these models have been used for many years. For a forecaster to feel comfortable using a CP model, time is required to adapt to the different interpretation and to learn its strengths and weaknesses through experience. In essence, a forecaster must learn to “trust” the model. This can be accelerated by more assessment of operational CP models and a greater understanding of when they provide increased skill over a global model forecast.
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APPENDIX

FSS Computational Details and Choice of Rainfall Threshold

As described in section 2c(2), the FSS relies on a rainfall threshold, above which an “event” is deemed to have occurred. However, Fig. 4 shows that the rainfall intensities produced by CP models and global models can be vastly different from one another and from observations. For many forecasting applications, the magnitude of the intensity may be bias corrected, and it is more important for the model to forecast whether or not a storm will occur. Therefore, in the computation of the FSS, the precipitation intensity corresponding to a given percentile is used instead of an absolute threshold. Consequently, the models and observations may have different minimum rainfall rates above which an event is defined. For the Nth rainfall percentile, at each time step, the top (100 – N)% of grid points (including dry grid points) in the model and observations are considered as “events.” If it is very dry at a time step in either the model or observations, such that there are not (100 – N)% of grid points that receive rainfall, these fields are still included in the comparison. This means that the effective percentile threshold is increased for some time steps. The reason for doing this is to include comparisons in which the percentile threshold is just missed (not quite enough rain), but a meaningful comparison can still be made. If time steps with little rain were not included, the sample size would drop considerably because there are many times when the fractional rainfall coverage over the domain is very low.

An issue arises when either the model or observations is much drier than the other, and at least one has less than (100 – N)% coverage, such that the ratio of the number of grid points being compared in the model and observations is not equal to one. This leads to a frequency bias, which can become very large when the ratio diverges from one. Roberts and Lean (2008) showed that a frequency bias can greatly reduce the FSS. Therefore, if the frequency bias is more than a factor of 3, the percentile is altered in the wetter dataset to keep the frequency bias within a factor of 3. Again, this means that the effective percentile threshold is increased (spatial coverage is reduced) for some times.

To ensure that only the highest-intensity events are considered, a further constraint is imposed, such that the rainfall must also be above the (100 – N)th percentile, computed using data from all time steps. This prevents the inclusion of light rainfall at time steps with light rain over large areas.

Figure A1 shows how the mean FSS over the domain varies as a function of percentile threshold. A neighborhood size of 425 km (n = 17) is used, but a similar pattern of decline in FSS as percentile threshold increases emerges at all spatial scales. At lower thresholds, the decline is gradual but becomes rapid at around the 95th percentile, because it is more difficult to get the correct positioning of more localized rain. In this study, a threshold of the 98.5th percentile is used to verify the performance of the models in predicting the most
extreme events. Although this percentile lies in the region of Fig. A1, in which there is a rapid decline in skill, a high percentile is necessary to focus on the more extreme events, while not so high that a meaningful measure of skill is lost. However, it should be noted that low skill scores are to be expected in comparison to similar studies over the United Kingdom by Roberts and Lean (2008), Roberts (2008), and Mittermaier (2012).

The time steps that do not have coverage of at least 1.5% and, therefore, have a higher effective percentile threshold will be at a disadvantage, given the rapid decline in average score for high-percentile thresholds shown in Fig. A1. To reduce this unfair effect on the FSS, only time steps with at least 0.25% coverage in both datasets are included.
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Erratum

Page numbers refer to the page numbers of the published paper (shown on the top outer corner).

- Note that WRF may be run with convective parametrisation or in CP mode (p2758, 2nd col).

- \( N_t \) in equations 4–5 refers to the total number of forecast times that are included in the study and compared to observations. In this study, the analysis is performed over 2 years (including a leap day) with 8 forecast times per day, therefore \( N_t = 5848 \) (p2762, 2nd col).

- Correct values for receiver operating characteristic (ROC) area under curve (AUC) are 0.79 and 0.83 for the global and CP models respectively (p2767).

- The transition as a CP model produces high-resolution detail from the smooth initial conditions from the coarser driving model is known as ’spin-up’. The 3h spin-up period on p2760 refers to the time between the CP model being initialised from the global model and the time at which the first diagnostics are output (T+0). However, the effects of the model spin-up may last beyond 3h, which is the spin-up referred to on p2771.

- On p2771–2773, it is argued that FSS in Roberts and Lean (2008) show no dependence on time of day because ‘rainfall in the midlatitudes is generally controlled by frontal systems, whereas convection in the tropics is strongly forced by the diurnal cycle’. However, it should be noted that Roberts and Lean (2008) chose 10 convectively active days for their analysis. Although there may also have been frontal activity during the analysis period, this is not stated in their paper.
Chapter 3.

Identifying Key Controls on Storm Formation over the Lake Victoria Basin

ABSTRACT

The Lake Victoria region in East Africa is a hot spot for intense convective storms and lightning (Flohn and Fraedrich 1966; Virts et al. 2013; Albrecht et al. 2016). It is estimated that 30 million people live on the shores of Lake Victoria, of which ~3.5 million, including 200,000 fishermen, are dependent on the lake for their livelihoods (Semazzi 2011). Boating accidents, mainly associated with severe weather and dangerous water currents, are thought to cause 5000 deaths on the

1. Introduction

Lake Victoria, in tropical East Africa (Fig. 1), is a hot spot for intense convective storms and lightning (Flohn and Fraedrich 1966; Virts et al. 2013; Albrecht et al. 2016). It is estimated that 30 million people live on the shores of Lake Victoria, of which ~3.5 million, including 200,000 fishermen, are dependent on the lake for their livelihoods (Semazzi 2011). Boating accidents, mainly associated with severe weather and dangerous water currents, are thought to cause 5000 deaths on the
Despite recent improvements in weather forecast products over East Africa, including the addition of convection-permitting (CP) modeling (Chamberlain et al. 2014; Woodhams et al. 2018), forecasting storms over Lake Victoria remains a major challenge. A basic process-based understanding of the initiation, development, and propagation of individual storms within the Lake Victoria basin region is lacking, as is an understanding of the factors impacting the intensity of the storms, in particular the rainfall and near-surface winds. Due to Lake Victoria’s position on the equator, prevailing winds are from the east over most of the troposphere, with some seasonal variability due to the movement of the ITCZ (Flohn and Fraedrich 1966; Nicholson 1996). The frequency of storms over the lake is enhanced as the ITCZ moves north over the lake during March–May (known locally as the “long rains”) and returns south between October and December (the “short rains”), although storms occur throughout the year. Winds over the lake have a northerly component between November and March and southerly component between April and October, as the position of the ITCZ changes. Modeling studies have shown that most of the available moisture over the region is advected from the Indian Ocean by the prevailing easterly monsoonal winds, although much of this is blocked by the high ridge of mountains to the east of the lake (Mukabana and Pickle 1996; Anyah et al. 2006).
A regional diurnal circulation system, driven by temperature and moisture differences between the lake and land, locally modifies the large-scale wind pattern across Lake Victoria (Flohn and Fraedrich 1966). This circulation consists of a divergent lake breeze during the afternoon and convergent land breeze overnight, which have a control on convection and rainfall over the lake and surrounding catchment. Flohn and Burkhardt (1985) suggested that this circulation occurs on average 175 days yr\(^{-1}\) and is responsible for approximately half of the annual precipitation over the lake. Using observations from stations close to the lake shore, Datta (1981) showed the lake breeze to reach its maximum strength at 1500 LT (LT = UTC + 3 h), with rainfall over land occurring in the late afternoon. The land breeze was shown to be strongest between 0600 and 0900 LT, when rainfall is most frequent over the lake. There is a dependence of the strength of the lake–land-breeze circulation on the lake–land temperature contrast (Fraedrich 1972). While the temperature of the lake remains almost constant at around 25°C, the temperature of the air over land can vary between 15°C and 30°C over the diurnal cycle (Lumb 1970).

The interaction of the lake and land breezes with the easterly prevailing winds causes an asymmetry in the spatial pattern of winds and rainfall over the lake (Datta 1981; Song et al. 2004). During the evening, the relatively cool and moist lake breeze across the eastern shore converges with the warm and relatively dry air from over the Kenyan Highlands, which is advected toward the lake by the prevailing winds. This convergence maximizes mean rainfall along the east coast between 1800 and 0100 LT, when rainfall is at a minimum over central and western parts of the lake. This minimum occurs due to two secondary effects highlighted in observations by Datta (1981) and Ba and Nicholson (1998) and in model simulations by Thiery et al. (2015). The first is associated with the release of latent heat from deep convection along the eastern shore that is advected westward in the prevailing wind and acts to stabilize the atmosphere over the lake. The second is the compensating subsidence over the lake produced by the return flow of the lake breeze, which occurs between 2000 and 5000 MSL.

The mean rainfall maximum over central and western parts of the lake occurs around 0800 LT and is attributed to convergence between the prevailing easterlies and the land breeze from the western shore during the morning (Datta 1981). Since the atmosphere cools overnight, but the lake surface temperature remains fairly constant, a steep lapse rate in the BL destabilizes the atmosphere over the lake, such that it is conducive to deep convection (Flohn and Burkhardt 1985; Datta 1981). While the above understanding was developed using a limited number of gauge stations, the diurnal cycle of the spatial rainfall pattern was later verified by several studies using satellite data (Ba and Nicholson 1998; Yin et al. 2000; Nicholson and Yin 2002; Camberlin et al. 2018).

In addition to lake and land breezes, topography has been shown to play an important role in the diurnal cycle over the Lake Victoria basin (Lumb 1970; Okeyo 1986; Mukabana and Piekle 1996; Anyah et al. 2006). The lake sits on a plateau in the Great African Rift System at approximately 1100 m, surrounded by high orography to the west, and the particularly significant slopes of the Kenyan Highlands to the east (Fig. 1c). It is suggested that the highlands may encourage daytime up-slope (anabatic) winds, which induce the lake-breeze front (and associated convergence and rainfall) farther inland. At night, downslope (katabatic) winds are expected; as cooler air is brought to the lake shore, a more intense land breeze is generated, with greater convergence and convection over the lake. Asymmetry in the spatial pattern of rainfall over the lake is enhanced, since the steeper mountains to the east encourage stronger katabatic flow, pushing the area of convergence farther west (Anyah et al. 2006).

Other lake-breeze circulations around the world have been studied via field campaigns and modeling. In particular, there is a wealth of research focused on Lake Michigan and the other Great Lakes in North America (Lyons 1972; Lyons and Olsson 1972; Keen and Lyons 1978; Sills et al. 2011). Relative to Lake Victoria, the frequency of lake–land-breeze circulation development is reduced in this region due to the strong influence of midlatitude weather systems. Discussion of land breezes is generally neglected in the literature, especially the interaction of two land breezes from opposite shores. However, the role of land-breeze convergence in the formation of Great Lake snowstorms has been shown by Passarelli and Braham (1981), Ballentine (1982), and Hjelmfelt and Braham (1983).

While many studies have looked at the effect of Lake Victoria on the mean diurnal cycle of storm activity (Mukabana and Piekle 1996; Song et al. 2004; Anyah et al. 2006; Thiery et al. 2015; Camberlin et al. 2018), the dynamical processes involved have not been studied in detail or at the individual storm level. This is due in part to a lack of observations—especially over the lake itself and at a high time and spatial resolution—as well as the requirement of very high-resolution modeling to capture the details of storm dynamics. Studies have shown that high-resolution CP modeling is vital for reproducing observed phenomena associated with sea breezes (Birch and Reeder 2013; Birch et al. 2014, 2015) and the same is likely applicable to lake breezes. In particular,
CP models have improved representation of cold pools (Marsham et al. 2013). Woodhams et al. (2018) and Finney et al. (2019) showed that CP MetUM simulations have an improved diurnal cycle in rainfall over East Africa relative to parameterized models, although Finney et al. (2019) showed that rainfall intensities can be too high over the lake.

This paper uses CP simulations with the Met Office Unified Model (MetUM) at high horizontal resolution (1.5 km grid spacing) to perform a process-based study of the initiation and propagation of two storms over the Lake Victoria basin. The existing literature described here tends to focus on the mean or composited diurnal cycle of circulation or storms, but lacks any detailed analysis of individual storm cases. Such studies have shown that large-scale moisture fluxes into the basin have a strong control on storm formation and that the lake–land-breeze circulation and orography play important roles in determining the mean diurnal cycle of convection. However, it is hypothesized that these different factors and their interactions will differ from the mean on daily time scales. This hypothesis is investigated by comparing case studies of a wet season and dry season storm to a third case study of a dry period over the lake (i.e., a “control” case, which illustrates the underlying lake–land-breeze circulation in dry conditions). This paper identifies the key controls on storm formation and shows that the mean diurnal cycle is insufficient to understand the processes responsible for individual storms due to a diverse range of conditions and triggers for storm initiation. It is noted that the three cases presented here are insufficient to fully represent the variety of processes leading to the formation of storms over the Lake Victoria basin. However, the chosen cases highlight a number of key factors that should be investigated going forward.

The model configuration for the simulations is described in section 2 and the case studies are introduced in section 3a. The dry period case study is used to describe the lake–land-breeze circulation in section 3b and the storm case studies are analyzed in sections 3c and 3d. Section 3e compares and contrasts all three cases. Schematics of the three cases and a comparison table are presented in section 4. The results are discussed and conclusions are drawn in section 5.

2. Methods

a. Model

The MetUM was used to perform the numerical simulations, with a configuration similar to that in Stratton et al. (2018), based on the Met Office UKV regional model (Tang et al. 2013). The simulations consisted of a driving global model and two doubly one-way nested limited-area convection-permitting (CP) models, with horizontal grid spacing of 4.4 and 1.5 km, respectively. The driving global model and nested regional models were based on the Even Newer Dynamics for General atmospheric modeling (ENDGame) dynamical core (Wood et al. 2014). The driving model fields were taken from archived analysis from the operational MetUM global model [approximately horizontal grid spacing of 17 by 25 km in the tropics, with convection parameterized using the mass-flux scheme introduced by Gregory and Rowntree (1990) and with subsequent enhancements]. The 4.4 km nest was the same as that of the East Africa operational forecast model run by the Met Office in 2014 (Woodhams et al. 2018) and is shown in Fig. 1a. The 1.5 km nest (enclosed within the dashed line in Fig. 1a) was centered on Lake Victoria with approximate dimensions of 1500 km by 1500 km. The configuration of the regional models had 80 terrain-following vertical levels up to a lid of 38.5 km (lowest level ~1.5 m) and included the Aranami et al. (2015) mass restoration scheme, which reduces the excessive rainfall rates typical of MetUM models of this configuration (Lean et al. 2008; Kendon et al. 2012). Note that this scheme was not present in the MetUM configuration described in Woodhams et al. (2018), but was present in the configuration in Finney et al. (2019). Time steps of 100 and 60 s were used for the 4.4 and 1.5 km simulations, respectively.

Lake surface temperatures (LSTs) were prescribed as the foundation water surface temperature (temperature below the diurnal warm layer) taken from daily Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA), available on a 1/2° (~6 km) grid (Fiedler et al. 2014). For this dataset, LST observations are obtained from in situ data received via the Global Telecommunication System (GTS, although no in situ observations existed over Lake Victoria during this study) and satellite sea surface temperature (SST) data from the Group for High Resolution SST (GHRSSST). A full discussion of this method and its limitations is given in Woodhams et al. (2018).

b. Observations

The simulated precipitation and OLR were compared to observations to ensure that the models were producing storms similar to observed. Observations from the IMERG Final Precipitation version 5 (V05) level 3 product from the Global Precipitation Measurement (GPM) mission (Huffman 2017; Huffman et al. 2018) were used. This product is available at 30 min intervals on a regular grid of 0.1°. The product combines and
intercalibrates passive microwave (PMW) precipitation estimates from satellites in the GPM constellation with observations from the Dual-frequency Precipitation Radar (DPR) and a conical-scanning multichannel microwave imager [GPM Microwave Imager (GMI)] on board the GPM Core Observatory, using the method developed for the Tropical Rainfall Measuring Mission (TRMM) by Huffman et al. (2007) (Hou et al. 2014). Further algorithms are applied to the satellite data to improve rainfall estimates and spatial coverage. These are detailed in Huffman et al. (2018) and summarized here: calibration against the Global Precipitation Climatology Centre (GPCC) gauge analysis by Schneider et al. (2008); application of the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center morphing technique with Kalman filter (CMORPH-KF) to estimate precipitation outside the sensed area by propagation of PMW estimates with motion vectors derived from geosynchronous IR satellite imagery (Joyce et al. 2004; Joyce and Xie 2011); and application of Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks–Cloud Classification System (PERSIANN–CCS), using IR retrievals calibrated against PMW retrievals (Sorooshian et al. 2000; Hong et al. 2004). Although GPM has been shown to outperform its TRMM predecessor, the product is known to have issues over high orography (Tang et al. 2016; Kim et al. 2017; Xu et al. 2017; Sungmin and Kirstetter 2018) and can underestimate high-intensity events (Wang et al. 2017; Sungmin et al. 2017).

Brightness temperatures $T_b$ computed from the 10.8 $\mu$m IR channel from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) instrument on board the Meteosat Second Generation satellite were also used (Schmetz et al. 2002; EUMETSAT 2012). These data are available at 15 min intervals with approximately 4 km grid spacing, but were interpolated onto a regular grid of 0.1°. For comparison with these observations, the model OLR was converted to a brightness temperature using the Stefan–Boltzmann relationship, $\text{OLR} = \sigma T_b^4$. It should be noted that the observed and modeled brightness temperatures are not directly comparable since the observations only take into account wavelengths within the 10.8 $\mu$m IR channel.

Data from the European Centre for Medium-Range Weather Forecasts (ECMWF) interim reanalysis (ERA-Interim) (Dee et al. 2011) on a 0.7° grid with 37 pressure levels were also used to compute monthly mean profiles of winds and specific humidity. The profiles simulated by the MetUM show good agreement with the profiles from ERA-Interim reanalysis for the case study periods, allowing a direct comparison of the simulations to ERA-Interim.

### 3. Results

#### a. Case study introduction

Three case studies were analyzed for this study: one of a 3-day dry period taken from July 2015, one of a storm during the long rains season in May 2015, and one of a storm during the dry season in July 2016. Each case study was run out to 72 h, with output every 1 h. Details of the three case study simulations are summarized in Table 1. To choose the storm case studies, periods when storm events occurred in both GPM observations and the East Africa operational forecast model (UKMO 2017, unpublished data) were chosen, to increase the likelihood that the simulations would produce a storm of sufficient quality to analyze. Similarly, a 3-day dry period was identified in both the observations and model for the dry period case study.

1) **DRIY PERIOD (9–11 JULY 2015)**

The dry period case is taken from the middle of the 2015 JJAS dry season, during a period in which almost no rain fell over Lake Victoria. This case is used to consider the baseline lake–land-breeze circulation, unperturbed by strong convective activity. On all three days of this simulation, both the synoptic-scale and lake–land-breeze circulation patterns over Lake Victoria were remarkably similar (not shown), therefore only results from midday on 10 July to midday on 11 July are analyzed. During the afternoon of 10 July, some

<table>
<thead>
<tr>
<th>Case</th>
<th>Start date</th>
<th>Run length</th>
<th>Period of interest</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry period</td>
<td>0000 UTC 9 Jul 2015</td>
<td>72 h</td>
<td>1200 LT 10 Jul–1200 LT 11 Jul 2015</td>
<td>Three-day period with no significant rain over Lake Victoria</td>
</tr>
<tr>
<td>Long rains storm</td>
<td>1800 UTC 5 May 2015</td>
<td>72 h</td>
<td>1200 LT 6 May–1200 LT 7 May 2015</td>
<td>Storm forms over land on the evening of 6 May and propagates onto Lake Victoria overnight</td>
</tr>
<tr>
<td>Dry season storm</td>
<td>1800 UTC 27 Jul 2016</td>
<td>72 h</td>
<td>1800 LT 28 Jul–1200 LT 29 Jul 2016</td>
<td>Storm forms over Lake Victoria during the early morning of 29 Jul</td>
</tr>
</tbody>
</table>
scattered convection occurred to the north and northeast of the lake (Figs. 2a,d), and overnight there was some cloud (reduced brightness temperatures) over the lake in both the model and observations (Figs. 2b,e). Given the relatively warm cloud-top temperatures, the cloud was likely low, although observations show a small area of light rain did occur over the north of the lake, which was not captured by the model. The lake was clear in both the model and observations during the early morning (Figs. 2c,f). Given that the model remained dry over the lake and produced precipitation over land comparable to the observations, it is considered that this simulation is suitable for investigating the lake–land-breeze circulation in relatively dry conditions.

2) LONG RAINS (LR) STORM (5–8 MAY 2015)

A similar pattern of storm activity occurred on all three days of this case study, taken from the 2015 long rains season. The storm that initiated on the evening of 6 May is investigated, since this storm was the most significant of the 3-day period. In both the observations and simulation, convection initiated along the eastern shore of Lake Victoria and to the northeast of the lake during the late afternoon (Figs. 3a,j). The convection along the eastern shore was observed to dissipate into the evening (Figs. 3b,c), while the convection to the northeast organized and deepened, with its southwestern edge extending over the northeast of the lake (Figs. 3d,e). In the model, the convection along the eastern shore persisted into the evening (Figs. 3k,l). The convection to the northeast also organized in the model, but did not extend toward the lake (Figs. 3k–n).

The core of the observed storm moved westward from the land to the lake between 2330 and 0130 LT (Figs. 3d,e). The storm grew and rainfall rates increased, especially over the lake, during the early morning (Fig. 3f). As the storm continued to propagate westward through the morning, it formed large areas with rainfall exceeding 10–20 mm h$^{-1}$, with much of the heaviest rainfall over the lake (Figs. 3g,h). In the simulation, the convection along the eastern shore propagated westward over the lake from 2130 LT (Figs. 3l–o). This convection organized and deepened as it propagated, forming several embedded convective cells with rainfall rates exceeding 20 mm h$^{-1}$ along its leading edge. Similar to the observed storm, the greatest rainfall rates occurred over the northwest of the lake. However, the stratiform region of the simulated storm was situated over the lake to the south and east of the core, whereas it was observed over land to the north of the core.

Between 0730 and 0930 LT, the observed storm began to weaken, although widespread light rainfall persisted to the north of the storm (Figs. 3i,j). In the simulation, the storm began to dissipate once the leading edge reached the northwest shore, and some new convective initiation occurred to the north of the lake (Figs. 3q,r).
FIG. 3. As in Fig. 2, but for 6–7 May 2015 (LR storm) with (a)–(i) (red titles) showing observations and (j)–(r) (black titles) showing model data.
Although there are some large differences between the structure and location of the observed and simulated storms, the timing and propagation of the storms are similar. In particular, this simulation is appropriate to investigate the evening propagation of convection from land to lake.

3) **Dry season (DS) storm (27–30 July 2016)**

During this case, taken from the 2016 JJAS dry season, storms formed over the center of the lake during the early morning. Similar to the LR storm, a consistent pattern of precipitation occurred each day. The storm that initiated on the morning of 29 July is investigated in detail since it closely matched the observations (Fig. 4). Convection was initiated over the Kenyan Highlands (to the northeast of the lake) during the evening of 28 July and dissipated overnight in both the observations and simulation (Figs. 4a–d,j–o). Note that this storm persisted longer in the simulation than the observations. Convection also occurred to the northwest of the lake at this time, although over a much smaller area in the simulation compared to the observations. A significant storm also occurred in the northeast of the Democratic Republic of Congo (not shown). In both the observations and simulation, a storm initiated over the lake itself around 0630 LT (Figs. 4f,o). While the observed and simulated storms both initiated in the western sector of the lake, the simulated storm initiated approximately 100 km farther north. The storm grew and organized throughout the morning, propagating toward the southwest of the lake, with anvil sheared to the west (more so in the simulation) (Figs. 4g,h,p,q). The storm consisted of several rain cores, but these were smaller and more intense in the simulation, consistent with the bias found by Finney et al. (2019). The simulated storm had dissipated by 1530 LT, while there was still some rainfall associated with the dissipating storm in the observations at this time (Figs. 4i,r).

The good spatial and temporal agreement of the initiation and evolution of the storm over the lake between the simulation and observations make this simulation ideal for investigating an isolated storm over the lake.

While there is generally good agreement between the simulations and reality in all cases, it should be noted that excellent agreement is not essential. A greater importance is placed on sampling a good variety of conditions and types of storm, which these chosen case studies achieve.

**Case study: Dry period**

Figure 5a shows that the mean prevailing 10 m wind direction is southeasterly across the Lake Victoria basin during the dry period case study. The near-surface air over land is generally dry, especially to the south of the lake, whereas air over the lake itself has high specific humidity.

The horizontal structure of the lake–land-breeze circulation near the surface is shown in the diurnal cycle of 10 m wind and 1.5 m specific humidity $q$ (Fig. 6). The vertical structure of the circulation is shown in mean cross sections of the horizontal and vertical wind, virtual potential temperature $\theta_v$ (a proxy for density), and $q$ (Fig. 7). The transects along which the mean cross sections are computed are perpendicular to the eastern shore of Lake Victoria and shown by the lines in Fig. 1b. The lake lies between approximately 0 and $-220$ km on the horizontal scale. In Figs. 7a–f, the along-transect wind (shading) is shown as an anomaly from the mean daily (24-h) flow at that location, to illustrate the local circulation only and make the lake–land-breeze circulation easier to identify. Arrows show the actual wind. Maps of CAPE and CIN during the morning and evening of the case study are shown in Fig. 8.

The boundary layer (BL) over the lake is characterized by high $q$ throughout the day, due to strong evaporation from the lake surface (Figs. 6 and 7g–i). At midday, both the actual wind and the wind perturbation from the diurnal mean are southeasterly across the lake (Figs. 6a and 7a). At this time, air above the lake has lower $\theta_v$ relative to the nearby land, despite its greater moisture content, reflecting its lower temperature (Fig. 7g).

During the afternoon, the contrast in $\theta_v$ between the lake and land increases due to greater daytime heating of the air over land (Figs. 7h,i). Around 1500 LT, a lake breeze A forms over the lowest 1 km above the lake (Figs. 6b and 7b) and advects moisture from the lake BL onshore (Figs. 6b and 7b). The divergence over the lake results in broadscale subsidence above the lake surface (Fig. 7n). The moisture content of the air over land increases and dry convective eddies B deepen the BL to $\sim 4$ km MSL to the east of the lake (Figs. 7h,n).

The onshore flow across the eastern shore of the lake is opposed by the prevailing southeasterly winds over the lowest $-6$ km of the atmosphere and the lake-breeze front penetrates only 20–30 km onshore at 1500 LT (Figs. 7b,h). However, the wind anomaly is upslope across the extent of the highlands, suggesting that an anabatic component of wind is working against the prevailing flow (Fig. 7b). Shallow cumulus form where the lake-breeze front penetrates almost 200 km onshore in the west (Figs. 7b,h,n). To the east of the lake, shallow cumulus form farther inland than the lake-breeze front, instead associated with the dry convective eddies (Fig. 7n).
FIG. 4. As in Fig. 2, but for 28–29 Jul 2016 (DS storm) with (a)–(i) (red titles) showing observations and (j)–(r) (black titles) showing model data.
Around 1800 LT, $u_y$ reaches a maximum over land, and is particularly high approximately 80 km to the east of the lake (Fig. 7i). This marks the leading edge of the lake breeze (Fig. 7c), beyond which the air is well mixed up to 3.5 km MSL (Fig. 7i). As the turbulent eddies subside (Fig. 7o), the prevailing winds from the east, where air is cooler and drier, accelerate and oppose the lake breeze (Figs. 7c,i). Strong ascent occurs where the lake breeze and prevailing winds converge (Fig. 7o). While there is some CAPE to the east of the lake, CIN is also high, so deep convection is suppressed (Figs. 8a,d).

By 1800 LT, a strong return flow of the lake breezes over both shorelines is established between 3–5 km MSL; on the lake side of the eastern convergence line, a branch forms back toward the lake (C) and, on the land side, a branch flows toward the mountains (D) (Fig. 7c). The lake-side return flow advects moisture from the land BL back toward the lake (Fig. 7i).

Following sunset, the surface air cools, in particular over the land, and the gradient in $\theta_v$ reverses between the lake and land (Fig. 7j). To the east of the lake, the southeasterly wind accelerates and low $\theta_v$ air from east of the Kenyan Highlands is advected toward the lake over a depth of ~2 km (Figs. 7d,j). Over the lowest few hundred meters, a land breeze E also forms at the eastern shoreline (Figs. 7e,k). By 0200 LT, the land breeze is encompassed by the prevailing southeasterly flow, which likely includes a katabatic component. The front and upper boundary of this density current are not well defined, therefore E roughly marks the land-breeze front in Figs. 7k and 7l.

Driven by the offshore flow, the convergence line to the east of the lake begins to propagate westward, crossing the lake shore at approximately 2200 LT (Figs. 6d and 7d). The return-flow pattern (C, D) between 3 and 5 km MSL is tied to the convergence and therefore also propagates toward the lake (Fig. 7d). Uplift occurs at and ahead of the convergence (Fig. 7p), where moist air over the lake is pushed up from the surface into a shallow bulge F (only a few hundred meters in depth) as the density current from the land runs into the stable layer over the lake (Fig. 7j). Although there is no actual offshore flow over the western shoreline at 2200 LT, the retreating westerly lake breeze (pushed back across the lake by the offshore flow from the east) means that the wind perturbation relative to the diurnal mean is offshore (Figs. 6d and 7d).

The convergence, and leading edge of the moisture bulge, propagate westward across the lake, reaching the lake center at ~0200 LT (Figs. 7e,k,q). A very shallow land breeze G (limited to only the lowest ~300 m) forms across the western shore (Figs. 6e and 7e,k). The return flows above the convergence (C, D) are now both toward land, such that there is midlevel divergence over the center of the lake (Fig. 7e). Despite vertical motion and upward transport of moisture, there is no CAPE over the lake (except for some small patches to the north) so deep convection is suppressed (Fig. 8g).

The leading upper edge of the moisture bulge F coincides with the upper boundary of the low-$\theta_v$ air advected from the east. The center of the bulge appears to propagate westward with a more well-defined density current (likely the land breeze E) at low levels, and is
bounded to the west by the westerly land breeze G (Fig. 7k). As such, the bulge grows horizontally. It also grows in height, in particular at the leading edge, exceeding 1 km at 0200 LT.

During the night, the specific humidity of air between ~2–5 km above sea level over the lake is also elevated relative to the surroundings (Figs. 7j–l, H). Although there is vertical motion up to this height over the lake, this increased moisture appears unrelated to the low-level moisture bulge. Rather, it exists due to westward advection of moist air from the daytime BL over land by the westward return flow of the lake breeze C on the preceding evening. Due to shear in the eastward return flow of the land breeze D (Figs. 7d–f), the top layer of moist air over the lake is advected back toward land (between 0 and +200 km, Figs. 7j–l).

Through the early morning, the easterly winds strengthen again to the west of the lake and prevail across the whole lake by 0900 LT (Figs. 6f and 7f). However, the wind perturbation across the western shore remains eastward, so there is shear across the lowest 1 km above this region and the top of the bulge F propagates ahead of the lower leading edge (Figs. 7f,l). As the bulge propagates onshore, the depth of the moist air increases, but the bulge loses its individual identity as it merges with the daytime deepening of the land BL (Figs. 7f,l,r).

c. Case study: Long rains storm

During this case study, a storm forms inland of the eastern shore of Lake Victoria during the evening and propagates across the lake overnight. The near-surface large-scale wind field preceding the storm is very similar to that of the dry period, with prevailing southeasterlies across the lake (cf. Figs. 5a,b). However, the near-surface air has much higher specific humidity relative to the dry period case, especially over land.

The prevailing wind over the lake during the day is disrupted by a storm A over the northwest of the lake, which has persisted from the previous night. (Figs. 9a,b,m,n). However, a lake breeze B still forms over both the eastern and western shorelines around 1500 LT (Figs. 9b,h). As in the dry period case, the lake breeze across the eastern shore converges with the southeasterly prevailing winds and the lake-breeze front is prevented from penetrating far inland (Fig. 9b). Deep moist convection C initiates along the convergence line and precipitation occurs over the foothills of the Kenyan Highlands (Fig. 9n). Pockets of high CAPE (exceeding 1000 J kg^{-1}) exist over this region, as well as areas of CIN
Fig. 7. Cross sections of (a)–(f) simulated along-transect wind speed anomaly, computed with respect to the 24 h mean at each grid point (shading, positive for northwesterly anomalies), (g)–(l) specific humidity (shading) and virtual potential temperature (contours), and (m)–(r) vertical wind speed (upper panel) and precipitation rate (lower panel) along a transect perpendicular to the eastern shore of Lake Victoria (averaged over the black lines in Fig. 1b) during the dry period case study. Actual wind vectors (not anomalies) in the along-transect and vertical directions are shown by the arrows. The white contour in (g)–(l) roughly marks the boundary of the moisture bulge described in section 3b. Black contours in (m)–(r) show regions where the sum of the cloud liquid water content and cloud ice content exceeds 0.1 g kg$^{-1}$. Labels A–H are described in the text.
exceeding 100 J kg\(^{-1}\) (Figs. 8b,e), showing that there is sufficient dynamical triggering to overcome the CIN and initiate deep convection. The convection is invigorated by the very moist air shown by the low contrast in specific humidity over the land and lake relative to the dry case (cf. Figs. 9g–l and 7g–l). The region of convergence beneath storm C remains almost stationary into the evening, as the convection deepens, organizes and a larger, contiguous area of precipitation forms (Figs. 3l,m and 9c,d,o,p).
Fig. 9. As in Fig. 7, but during the LR storm case study. Note, white contours in (g)–(l) now show the same as the black contours in (m)–(r). Labels A–M are described in the text.
The deep convection disrupts the return flow of the lake breeze (between 2 and 4 km above the lake surface) such that it is less defined relative to the dry case (cf. Figs. 9c and 7c). The moist air from over land is transported vertically by moist convection, rather than being advected back over the lake (Figs. 9b–j,n–p). During the initial stages of the storm, much of the inflow originates from the mountains to the east and flows into the rear of the storm, over a depth of approximately 4 km (Figs. 9b–d,h–j,n–p, D).

Around 1800 LT, a downdraft E begins to form beneath the storm, located just over the eastern shoreline (Fig. 9o). Beneath the downdraft, a density current F forms and propagates toward the lake (Fig. 9i). Given that $\theta_e$ and $q$ directly below the storm do not change, it is likely that the density current corresponds to the formation of a land breeze, rather than cold pool outflow from the storm. Similar to the dry period, this density current forms ahead of the cooler air to the east, but the two flows merge by 2200 LT, when the southeasterly winds accelerate (Figs. 9c,d,i,j).

Southeasterly winds prevail throughout the atmospheric column (i.e., there is low shear) at 2200 LT, such that the leading edge of the storm propagates along with the density current (Figs. 9d,j,p). Convergence occurs at the leading edge of the density current (G, ~70 km west of the eastern shore) due to deceleration as the eastern land-breeze front runs into the rear end of the lake breeze across the western shore (Fig. 9d). A new updraft M forms at the rear, over the moist supply of air above the center of the lake (Fig. 9i). As such, a strong land breeze D forms over a large region of the eastern shore (Figs. 9b–d,h–j,n–p, D).

The storm C continues to grow in height and horizontal extent throughout the evening (Fig. 9q). At 0200 LT, a land breeze I forms across the western shore and converges with the easterlies at the leading edge of the storm (composed of the prevailing winds and eastern land breeze and strengthened by the downdraft outflow) (Figs. 9e,k,q). The convergence strengthens the updraft at the storm’s leading edge, increasing the transport of moist lake BL air into the storm (Fig. 9k). High CAPE and low CIN over the lake (Figs. 8,k) encourage storm growth, such that the top of the storm extends to a height of over 15 km MSL (Fig. 9q). Rainfall rates are greatest at the leading edge of the storm, which is situated ~150 km from the eastern shore, and along which an arcus cloud J forms (Fig. 9q). To the rear of the storm, inflow is reduced further as a large region of downdraft K forms ~100 km behind the leading edge (Fig. 9a).

As the storm continues to propagate westward, the land breeze from the west retreats (Fig. 9i). By 0900 LT, the storm loses organization and its cloud-top height is greatly reduced, as are the size and strength of its updrafts (Figs. 3r and 9r). Behind the large arcus cloud centered at ~350 km on the horizontal scale, there is a large downdraft L extending across almost 200 km, (Fig. 9r). The downdraft forms a cold pool, shown by the low $\theta_c$ air and reduced specific humidity below the storm (Fig. 9l). Although the storm is dissipating, a new updraft M forms at the rear, over the moist supply of air above the center of the lake (Figs. 9l,r). However, the updraft weakens during the late morning as divergence occurs over the lake due to the formation of lake breezes across both shores (not shown).

d. Case study: Dry season storm

During this case study, the mean 10 m wind field over the lake differs to the previous two cases, with northwesterly winds (as opposed to southeasterly) prevailing over the northwest of the basin and the lake itself (cf. Fig. 5c to Figs. 5a,b). However, to the south and east of the lake, the large-scale circulation pattern is similar to the previous cases. The near-surface moisture during the DS storm case is similar to the dry period case (although there is increased specific humidity to the north of the lake in the former case). This similarity is to be expected since both cases are taken from the same time of year.

In this case study, a storm initiates over the center of the lake during the early morning. During the preceding evening, lake breezes A occur over the northwestern and eastern shores, advecting moisture on the land (Figs. 10a,g). Convection occurs along the lake-breeze fronts, where there is high CAPE and low CIN (Figs. 4k and 8c,f). Note that the large storm to the east (over the highlands, Fig. 4k) is not captured within the transect in Fig. 10. However, some small convective cells B do occur within the transect (Figs. 4k and 10m). The moisture for these is provided by the lake breeze, since the air to the east of the lake (at $> +150$ km) is very dry (Fig. 10g).

During the preceding evening, a large storm also occurs in the northeast of the Democratic Republic of Congo (not captured in the transect), a region which is generally very moist as it is under the influence of the Congo air mass (not shown). The storm deposits particular cool (and therefore low $\theta_c$) air C in this region (Fig. 10h). As such, a strong land breeze D forms over a depth of ~1 km across the western shore at 2200 LT (Figs. 10b,h). The land breeze advects the moist air from the Congo region toward the lake.

The northwesterly land breeze is opposed by weaker offshore flow across the eastern shore E, consisting of the easterly land breeze embedded within the prevailing southeasterlies (Fig. 10b). At 2200 LT, a moist bulge F begins to form at the convergence between the two land breezes, close to the eastern shore (Figs. 10b,h). As the
FIG. 10. As in Fig. 9, but during the DS storm case study. Labels A–I are described in the text.
easterly flow strengthens between 2200 and 0200 LT, the convergence moves to approximately 50 km west of the eastern shore, as does the center of the moist bulge (Figs. 10c,i). This region of convergence remains stationary, and the bulge deepens, between 0200 and 0900 LT. (Figs. 10c–e,i–k). The strength of the western land breeze prevents westward propagation of the convergence, despite the southeasterly prevailing winds.

At 0600 LT, there is strong vertical motion G associated with the moist bulge F (Figs. 10j,p). High CAPE and low CIN over the lake (Figs. 8i,l) allow deep convection H to be triggered above the bulge between 0600 and 0900 LT (Figs. 10k,q).

The land breeze from the west weakens during the late morning, as the temperature gradient between the lake and the land reverses (Figs. 10f,l). The convergence line at the surface is pushed back toward the eastern shoreline by the development of a lake breeze I (Figs. 10f,I). However, the storm does not follow the low-level convergence due to the wind shear caused by the persisting southeasterlies at upper levels (Figs. 10k,l,r). As a result, the storm loses its moist air supply and the storm dissipates.

e. Case study comparison

Some differences between the case studies may be explained by the differing mean specific humidity profiles of the atmosphere during each period (Fig. 11a). Climatologically, \( q \) is increased throughout the atmospheric column during May relative to July (black and gray lines respectively in Fig. 11a). The difference is greatest at the surface, where \( q \) is increased by \( >2 \) g kg\(^{-1}\) in May. This difference is symptomatic of the former lying in the MAM long rains season and the latter during the JJAS dry season. The moisture profile for the May case study compared to the July case studies reflects these climatological differences (cf. blue line to red and green lines). However, \( q \) at the surface is \( >1 \) g kg\(^{-1}\) greater than the May mean during the LR case (cf. blue and black lines) and \( >1.5 \) g kg\(^{-1}\) greater than the July mean during the DS storm case (cf. green and gray lines), demonstrating the importance of additional moisture for storm initiation.

In general, the climatological zonal and meridional winds show little change between May and July, although the midlevel zonal component is almost zero during July (Figs. 11b,c, compare black and gray lines). Below 4 km, the wind direction is predominantly southeasterly across the region (Figs. 11b,c). The case study profiles are similar to the climatologies at midlevels and below, apart from the DS storm. During this case, zonal winds below 5 km are predominantly from the west and, over the lake, winds in the lowest \( \sim 700 \) m
have a component from the north. At upper levels, the
wind profiles during the case studies vary significantly
from one another and from the monthly climatologies,
suggesting high day-to-day variability. There is almost
no shear across the atmosphere during the LR storm,
but high shear during the DS storm (cf. blue and green
lines). The lack of shear in the former was shown to
propagate the storm with the low-level convergence,
increasing its longevity. In the latter case, the shear de-
coupled the convergence and storm, causing the storm
to dissipate.

Differences between the cases are also highlighted in
Hovmöller plots along the transect defined in Fig. 1b
(Figs. 12 and 13). The along-transect 10 m wind shows
many similarities between the dry period and LR case
studies (Figs. 12a,b). Lake breezes A initiate across the
eastern shore around 1200 LT and propagate ∼80 km
onto the land (green shading to the right of the 0 km
dashed line), advancing at ∼3 m s⁻¹ (although the
speed is more variable in time during the dry period).
Preceding the DS storm, the eastern lake breeze A
forms at a similar time, but propagates 160 km farther
inland and at a greater, but more variable, speed
(∼4.5–6.5 m s⁻¹), as it is reinforced by anomalously
strong wind B across the lake from the northwest
(Figs. 12c and 13c).

Lake breezes C also form across the western shore,
just before 1200 LT, and propagate ∼240 km to the west
in the dry period and LR storm case studies (Figs. 12a,b).
The anomalously low θᵥ air to the northwest D prece-
ding the DS storm delays, weakens, and reduces the ex-
tent of the western lake breeze C (Figs. 12c and 13c).

The lake breezes (A, C) advect moist (thick black
contours), low θᵥ (green/blue shading) air away from the
lake surface and onto the land (Fig. 13). In the dry pe-
riod and DS storm case studies, the air over land is much
drier than over the lake, creating a sharp gradient in
moisture along the lake-breeze fronts (Figs. 13a,c). Air
over land is already moist in the LR case study, so the
gradient is weaker (Fig. 13b). There are no strong gra-
dients in θᵥ, since the cooler lake air warms as it prop-
gagates over land, eroding the front of the density current
(Fig. 13).

In all three cases, the lake breeze across the eastern
shore converges with the prevailing southeasterly
winds, which are particularly strong on the slopes of
the Kenyan Highlands E (Fig. 12). Upward motion occurs along the convergence (orange contour between 0 and \(\sim 100 \text{ km}\), Fig. 12). In the two storm cases, the upward motion results in deep convection (low OLR, shown by blue/white contours between 0 and \(\sim 100 \text{ km}\), Figs. 12b,c and 13b,c). The LR storm is labeled F and the land storm during the DS storm case study is labeled G. Whereas the air is already fairly moist over land during the LR storm, the moisture source for the storm over land in the dry season is air advected from the lake by the lake breeze (Figs. 13b,c).

After sunset, air over the land begins to cool, but air over the lake continues to warm in all cases, as the lake retains its heat for longer (Fig. 13). Although the timing differs slightly between cases, a land breeze H begins to form close to the eastern shoreline around 1900–2000 LT (Fig. 12). Consequently, the leading edge I of the lake breeze detaches from the main body (Fig. 12). Flow becomes offshore at 2100 LT during the dry period and DS storm and just after 1900 LT during the LR storm. In all cases, the prevailing southeasterlies surge westward and merge with the land breeze.

Driven by the southeasterly flow, the convergence and associated upward motion propagate across the lake during the dry period and LR storm case studies (Figs. 12a,b,J). In the latter case, the leading edge of the storm propagates along with the convergence. The propagation speeds across the lake are \(\sim 10 \text{ m s}^{-1}\) in the dry period and \(\sim 6.5 \text{ m s}^{-1}\) during the LR storm (note this is also the storm propagation speed). Behind the convergence in the dry period, the wind speed rapidly increases to greater than \(8 \text{ m s}^{-1}\), despite a lack of storm. The storm G over land during the DS storm case dissipates and does not propagate over the lake. The propagation of convergence J is blocked \(\sim 40 \text{ km}\) offshore by the strong westerlies K across the lake (Fig. 12c), which occur due to the low \(\theta_v\) air to west L (Fig. 13c). A new storm M forms along this land–breeze convergence over the lake around 0800 LT (Figs. 12c and 13c). In addition to the lake moisture source, additional moisture N is advected onto the lake from the land overnight to further fuel this storm (Fig. 13c).

During the dry period, the leading edge of the offshore flow advects the moist, high \(\theta_v\) air accumulated on the Kenyan Highlands E (Fig. 12). Upward motion occurs along the convergence (orange contour between 0 and \(\sim 100 \text{ km}\), Fig. 12). In the two storm cases, the upward motion results in deep convection (low OLR, shown by blue/white contours between 0 and \(\sim 100 \text{ km}\), Figs. 12b,c and 13b,c). The LR storm is labeled F and the land storm during the DS storm case study is labeled G. Whereas the air is already fairly moist over land during the LR storm, the moisture source for the storm over land in the dry season is air advected from the lake by the lake breeze (Figs. 13b,c).

After sunset, air over the land begins to cool, but air over the lake continues to warm in all cases, as the lake retains its heat for longer (Fig. 13). Although the timing differs slightly between cases, a land breeze H begins to form close to the eastern shoreline around 1900–2000 LT (Fig. 12). Consequently, the leading edge I of the lake breeze detaches from the main body (Fig. 12). Flow becomes offshore at 2100 LT during the dry period and DS storm and just after 1900 LT during the LR storm. In all cases, the prevailing southeasterlies surge westward and merge with the land breeze.

Driven by the southeasterly flow, the convergence and associated upward motion propagate across the lake during the dry period and LR storm case studies (Figs. 12a,b,J). In the latter case, the leading edge of the storm propagates along with the convergence. The propagation speeds across the lake are \(\sim 10 \text{ m s}^{-1}\) in the dry period and \(\sim 6.5 \text{ m s}^{-1}\) during the LR storm (note this is also the storm propagation speed). Behind the convergence in the dry period, the wind speed rapidly increases to greater than \(8 \text{ m s}^{-1}\), despite a lack of storm. The storm G over land during the DS storm case dissipates and does not propagate over the lake. The propagation of convergence J is blocked \(\sim 40 \text{ km}\) offshore by the strong westerlies K across the lake (Fig. 12c), which occur due to the low \(\theta_v\) air to west L (Fig. 13c). A new storm M forms along this land–breeze convergence over the lake around 0800 LT (Figs. 12c and 13c). In addition to the lake moisture source, additional moisture N is advected onto the lake from the land overnight to further fuel this storm (Fig. 13c).

During the dry period, the leading edge of the offshore flow advects the moist, high \(\theta_v\) air accumulated on
the eastern shore back across the lake. To the east of the moisture and \( \theta_e \), maximum O, which marks the center of the moist bulge described in section 3b, \( q \) and \( \theta_e \) decrease as cool, dry air from the east is advected onto the lake by the land-breeze density current. However, there is no sharp decrease in these variables because the air moistens and warms as it moves across the lake. Over time, the horizontal extent of the moist bulge increases as the moisture gradient between the land and the lake weakens further, shown by the increased spacing of the specific humidity contours with time in Fig. 13a.

The LR storm F propagates continuously onto the lake from over land, although there is a temporary reduction in intensity as it crosses the eastern shore of the lake (narrowing of OLR contours across the 0 km dashed line in Figs. 12b and 13b). Once over the lake, the rear of the storm remains almost stationary and the storm grows at its leading edge. In contrast, the storms over the land and lake (G and M respectively) in the DS case arise from separate initiations (distinct minima in OLR contours over land and lake in Figs. 12c and 13c). The storm which forms over the lake during the morning shows little propagation, as the land breeze from the east is prevented from propagating across the lake by the anomalously strong land breeze K from the west (Fig. 12c).

4. Summary

Two case studies of storms over the Lake Victoria basin, and a further case of a dry period, were simulated using a convection-permitting configuration of the MetUM with 1.5 km horizontal grid spacing. This is the first time that the role—and interaction of—the large-scale conditions, lake–land-breeze circulation, and mountain flow in convergence and convection initiation/propagation over the Lake Victoria basin have been described and analyzed in such detail.

Key characteristics of each case study and their differences are summarized in Table 2 and the schematics in Fig. 14 (dry period) and Fig. 15 (LR and DS storms). In general, the large-scale circulation patterns are very similar between all three cases, as shown in Fig. 5; southeasterlies prevail across the region, except across Lake Victoria and to the northwest during the DS storm. The mean wind speed over the lowest 5 km does not vary much between cases, but is smallest during the dry period (5.1 m s\(^{-1}\), compared with 5.7 and 5.5 m s\(^{-1}\) in the LR and DS storms respectively, first column, Table 2). However, the wind speed is actually greatest at the surface during the dry period (not shown). While the large-scale circulation is very similar between cases, Fig. 5 clearly shows large-scale differences in near-surface moisture between the cases. Mean specific humidity in the lowest 5 km over the region is \( \sim 3 \) g kg\(^{-1}\) greater during the LR case study than the dry period case (fifth column, Table 2). Climatologically this is expected, as the mean monthly \( q \) is 1.1 g kg\(^{-1}\) higher in May compared to July (fourth column, Table 2). Specific humidity is greater during the DS storm case than the dry period case, since additional moisture is advected into the region from the Congo basin by the anomalously northwesterly wind. Table 2 (second and third columns) shows that mean potential temperature over the lowest 5 km does not change much between cases. However, the temperature in the DS storm case is lower than the dry period, likely because of the cold air associated with the storm to the northwest of the lake.

The LR storm initiates over land off the eastern shore of the lake during the afternoon, persists for \( \sim 21 \) h and has a lower mean OLR, whereas the DS storm initiates in the early morning over the lake itself, persists for about half as long and has a lower amount of cold, high cloud tops (8th, 9th, 10th, and 16th columns, Table 2). Mean accumulated rainfall over the storms’ lifetime is much larger in the LR storm, when accumulations are averaged over the whole lake or just over the storm area (14th and 15th columns, Table 2). This is due to a combination of a larger storm area, longer storm duration and more intense rainfall rates.

Figures 14a,d and 15a,d show the strong similarities in the eastern lake breeze (blue arrows) and its evening convergence with the easterly prevailing winds, which are strengthened as they flow down the slopes of the Kenyan Highlands (red arrows), in the dry period and LR storm case studies. The reason that a storm forms along the convergence in the latter case is the moisture-laden air and high CAPE over land to the east of Lake Victoria, which allows deep convection to be triggered. Initiation is prevented in the dry period case by high CIN over the region. In both case studies, there is also subsequent overnight propagation of the convergence line over the lake as the easterly winds (including a land breeze and katabatic component) accelerate. The LR storm propagates along with the convergence line (Figs. 14b,c,e,f and 15b,c,e,f).

In the DS storm case, the surface winds across the lake are dominated by an anomalously strong land breeze from the northwest (Figs. 15g–l, purple arrows). This breeze originates from a region of particularly cool, moist air to the northwest of the lake (purple ellipses), remnants of an intense storm on the preceding day. Consequently, the overnight temperature gradient between the lake and land is strengthened in the northwest, forming a strong land breeze from this direction. The northwesterly land breeze converges with...
Table 2. A comparison of various dynamic and thermodynamic variables and descriptive factors for the three case studies. Wind speeds, $u$, and $q$ are averaged over the lowest 5 km of the atmosphere above the region in Fig. 1b, and over a 24 h period from 1200 LT 10 Jul 2015, 6 May 2015, and 28 Jul 2016 for the dry period, LR storm, and DS storm, respectively. Where a monthly mean is shown, this is given by the ERA-Interim mean between 1997 and 2016. CAPE and CIN are the mean values from the region and times in Fig. 8, computed over lake/land grid points as indicated. CIN is only calculated where CAPE $> 400 \text{ J kg}^{-1}$. Accumulated rainfall and mean OLR for the duration of the storm are computed over a box containing Lake Victoria and mean rainfall is also computed only over the storm area (where rainfall exceeds 0.1 mm h$^{-1}$). Other relevant factors are also noted.

<table>
<thead>
<tr>
<th>Case</th>
<th>(1) Wind speed (m s$^{-1}$)</th>
<th>(2) $\theta$ (K) (ERA-Interim monthly mean)</th>
<th>(3) $\theta$ (model 24 h mean)</th>
<th>(4) $q$ (g kg$^{-1}$) (ERA-Interim monthly mean)</th>
<th>(5) $q$ (g kg$^{-1}$) (model 24 h mean)</th>
<th>(6) CAPE/CIN over land at 1800 LT (J kg$^{-1}$)</th>
<th>(7) CAPE/CIN over lake at 0600 LT (J kg$^{-1}$)</th>
<th>(8) Location of storm initiation (LT)</th>
<th>(9) Time of storm initiation (LT)</th>
<th>(10) Storm duration</th>
<th>(11) Reason for low-level convergence</th>
<th>(12) Moisture source</th>
<th>(13) Mountain flow</th>
<th>(14) Accumulated rainfall over storm area over storm life (mm)</th>
<th>(15) Accumulated rainfall over storm area over storm life (mm)</th>
<th>(16) Mean OLR over storm life (W m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry period</td>
<td>5.1 (SE)</td>
<td>314.5</td>
<td>316.0</td>
<td>5.9</td>
<td>4.9</td>
<td>CAPE: 140 CIN: 111</td>
<td>CAPE: 163 CIN: 21</td>
<td>Eastern shore of lake</td>
<td>—</td>
<td>—</td>
<td>Convergence between lake breeze and easterly prevailing winds</td>
<td>—</td>
<td>Downslope</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LR storm</td>
<td>5.7 (SE)</td>
<td>315.6</td>
<td>315.8</td>
<td>7.0</td>
<td>7.8</td>
<td>CAPE: 318 CIN: 53</td>
<td>CAPE: 642 CIN: 18</td>
<td>Eastern shore of lake</td>
<td>1530</td>
<td>21</td>
<td>Convergence between lake breeze and easterly prevailing winds</td>
<td>Land initially, lake once storm is over lake</td>
<td>Downslope</td>
<td>14.3</td>
<td>95.5</td>
<td>21.7</td>
</tr>
<tr>
<td>DS storm</td>
<td>5.5 (SE, NW over lake)</td>
<td>314.5</td>
<td>314.9</td>
<td>5.9</td>
<td>6.1</td>
<td>CAPE: 326 CIN: 50</td>
<td>CAPE: 1651 CIN: 39</td>
<td>Center of lake</td>
<td>0830</td>
<td>10</td>
<td>Convergence between east and west land breezes. A particularly strong land breeze from the west is caused by cold air to the NW associated with convection from previous day</td>
<td>Lake and northwest</td>
<td>Downslope</td>
<td>1.17</td>
<td>41.3</td>
<td>251.1</td>
</tr>
</tbody>
</table>
the offshore flow from the east (red arrows) over the center of the lake at 0600 LT and causes a bulge of moist air over the center of the lake (Figs. 15h,k). High CAPE over the lake results in deep convection. Westward propagation of the convergence line (and storm) across the lake is blocked by the strong northwesterlies.

The moisture to initiate the LR storm originates mainly over land, but the moisture source changes to lake BL air once the storm propagates over the lake (black arrows, purple contours, Figs. 15d–f). In contrast, moist lake BL air is predominantly responsible for the initiation of the DS storm, with the advection of additional moisture onto the lake from the northwest (purple arrows and contours, Figs. 15k,l). In contrast, moist lake BL air is predominantly responsible for the initiation of the DS storm, with the advection of additional moisture onto the lake from the northwest (purple arrows and contours, Figs. 15k,l).

5. Discussion and conclusions

The lake–land-breeze circulation was shown to be the major control on the initiation location, timing and propagation of convection over the Lake Victoria basin, affirming its importance for forecasting convection in this region. Many aspects of the case studies—in particular the diurnal cycle in convergence and divergence over Lake Victoria—agree with the mean picture described by Mukabana and Pickle (1996), Ba and Nicholson (1998), Song et al. (2004), Anyah et al. (2006), Thiery et al. (2015), and Camberlin et al. (2018). However, the differences between the cases demonstrate the importance of daily to seasonal variability in local winds and large-scale moisture availability in storm initiation and propagation, and show that individual storms cannot be understood using the mean diurnal cycle alone.

The lake–land-breeze circulations were remarkably similar during the dry period and LR case study. A moist and high-CAPE/low-CIN atmosphere was shown to be the important factor for triggering a storm in the LR case. The additional moisture was shown to be, at least in part, a seasonal effect. However, moisture content may also vary locally on subseasonal time scales.

The LR storm forms over land to the east of Lake Victoria and subsequently propagates onto the lake. Camberlin et al. (2018) used a mean diurnal cycle of satellite observations to suggest that such a propagation may occur. However, their study was not conclusive as to whether the mean rainfall over the land and lake result from the same storms, due to a discontinuity in propagation speeds over the Kenyan Highlands (slower) and lake (faster). The LR case shows that continuous propagation from land to lake may indeed occur with a discontinuity between phase speeds over the different surfaces; the evening convection to the east of the lake is
effectively stalled until it moves onto the lake overnight, after which its propagation speed increases.

The DS storm demonstrates the importance of convection from the previous day in altering the local atmosphere—in this case a long-lived cold pool to the northwest of the lake strengthening the land breeze from the west—and creating an environment conducive to storms over the lake. This result supports a study by Thiery et al. (2016), which noted a strong correlation between intense storms over land during the afternoon and intense nocturnal storms over Lake Victoria, and in part attributed this to long-lived cold

FIG. 15. Schematics showing maps and cross sections of the low-level wind, convergence, and moisture over Lake Victoria during the LR and DS storm case studies. Symbols as in Fig. 14. Green arrows represent storm outflow and purple arrows represent the anomalously strong land breeze from the northwest. Purple ellipses represent regions of cool, moist air. The smoothed precipitation field is also plotted on the maps.
pools. Thiery et al. (2017) used this correlation in a statistical storm predictor [Lake Victoria Intense Early Warning System (VIEWS)] for short-range forecasting. For longer-range forecasts, skill could be enhanced by improving cold pool simulation in dynamical models.

Analysis of the two dry season cases has highlighted the formation of a bulge of moist air above the convergence at the surface of Lake Victoria. Such a feature has not been described in previous literature on collisions of density currents, partly because few studies focus on collisions over a water body, and partly because humidity is neglected in such studies. In the DS storm case, CAPE is high and CIN is low, so a storm is initiated above the moist bulge. There is no clear moist bulge during the LR storm, likely because there is less contrast in specific humidity between air near the surface over the lake and land and because strong circulations associated with the storms may disrupt its development.

Birch and Reeder (2013) and Birch et al. (2014) showed that the collision of offshore flow with a sea breeze can result in waves being excited and traveling upstream. Studies of density current collisions over land also show the excitation of waves (Kingsmill and Crook 2003; Goler and Reeder 2004). While no such waves were diagnosed in this study (the model data hourly time resolution was insufficient), it should not be ruled out that such waves may exist and may be responsible for upstream triggering of convection in some conditions.

During the dry period, sudden strong winds were associated with density current propagation from the east, despite the lack of storm. This suggests that the lake could pose a hazard to fishermen, even on a dry day. In general, the westward offshore propagation requires further study to elucidate the relative strengths of the land breeze, downslope flow and prevailing winds, to better understand the moisture bulge and assess potential hazards.

It is acknowledged that the conclusions drawn in this study are based solely on model simulations. This is due to the lack of high-resolution observations, in particular of low-level wind and moisture fields in this region. Moreover, the case studies presented here show just two examples of storms which occurred over the Lake Victoria basin, and their representativeness is unknown. In particular, it is acknowledged that the large-scale circulation pattern does not differ much between cases, and so its effect cannot be investigated in this study.

Given the very different characteristics of the two storms—and their correspondingly different triggers—it is very likely that other storm types and triggers also exist. It would be a natural extension of this work to classify storms over the lake—for example based on their time and location of initiation—and identify corresponding triggers in the local- and large-scale atmosphere. That the storms analyzed in this study occurred in different seasons raises the question as to whether certain storm types and triggers are more likely in a given season.

Understanding the key processes involved in storm formation and propagation is necessary to assess their representation in forecast models, and therefore understand model behavior and make improvements where necessary. Ultimately, improved forecasts will lead to increased safety and reduced deaths on the lake.
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Erratum

Page numbers refer to the page numbers of the published paper (shown on the top outer corner).

- Note that the shallow cumulus where ‘the lake breeze front penetrates almost 200 km onshore in the west’ which are referred to on p3372, col 2, are not visible as black contours (enclosing cloud liquid water and ice content exceeding 0.1 g kg\(^{-1}\)) in Fig. 3.7h because they occur further west than shown in the figure.

- Dynamical triggering refers to processes which mechanically lift air, such as upward motion at convergence (e.g. large-scale convergence lines, sea/lake/land breezes, density currents) and orographic lift (p3377, col 1).
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Abstract

The lake–land breeze circulation over Lake Victoria was observed in unprecedented detail using the FAAM BAe-146 aircraft during the HyVic pilot flight campaign. Observations were collected at various heights along a transect over the lake and dropsondes were used to profile the lower troposphere. An evening and morning flight were carried out to observe the lake and land breezes respectively. The lake breeze front was observed to have a horizontal extent of ~5 km, suggesting that low-resolution models would struggle to represent this feature. At least one region of elevated moisture, coincident with cloud and increased turbulence, was observed over the lake surface during the early morning, but the mechanism for its formation was unclear. Small-scale variability in wind and moisture was observed across the lake surface, which may have important consequences for the initiation of deep convection. Motivation is provided for a larger field campaign in the future.
1. Introduction

Storms and high winds over Lake Victoria are estimated to contribute to 5,000 fatalities on the lake every year (Cannon et al. 2014). An estimated 3.5 million people rely on the lake for their livelihoods, including 200,000 fishermen (Semazzi 2011). The lake also supports transport and trade routes, as well as hydroelectric power. However, forecasting severe weather in East Africa remains a great challenge for numerical weather prediction (NWP) models and operational meteorologists alike. This is despite the relatively recent introduction of convection-permitting (CP) forecast models over East Africa by the UK Met Office (Chamberlain et al. 2014; Woodhams et al. 2018).

The lake–land breeze circulation has long been understood to play a key role in modulating and enhancing convection over the Lake Victoria basin. Flohn and Fraedrich (1966) first noted the existence of a diurnal circulation system, driven by temperature and moisture gradients between the lake and land. Their study linked the early morning maximum of rainfall over the lake to convergence produced by the nocturnal land breeze. Conversely, a divergent lake breeze forms during the day, suppressing convection over the lake, but enhancing convection along the lake breeze front over land (Datta 1981; Ba and Nicholson 1998). The lake and land breezes are also reinforced by anabatic and katabatic flows respectively, especially on the steep slopes of the Kenyan Highlands to the east (Lumb 1970; Okeyo 1986; Mukabana and Pielke 1996; Anyah et al. 2006; Thiery et al. 2015).

Previous studies of Lake Victoria have tended to focus on the mean diurnal cycle, thereby neglecting the impact of daily variability, and smoothing out small-scale details. For the first time, Woodhams et al. (2019) looked at individual case studies of lake–land breeze circulation and storm events over Lake Victoria, using a CP version of the Met Office Unified Model (MetUM) with 1.5 km horizontal grid-spacing. This study noted that afternoon convergence over land to the east of the lake (at the lake breeze front) is pushed back over the lake at night as the lake breeze weakens and the land breeze develops (reinforced by the prevailing easterlies and likely a katabatic component). In other words, the daytime land convergence and nocturnal lake convergence are not two separate features, but caused by a persisting line of convergence which propagates from land to lake. This propagation was also shown to be responsible for the lakeward propagation of a storm which formed to the east of the lake. Woodhams et al. (2019) also noted the formation of a bulge of moisture over the lake, formed along the convergence line as it propagated westward, but reinforced later as a land breeze also formed across the western shore. It was suggested that the properties of this moisture
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bulge could determine whether or not a storm formed.

It should be noted that the processes and features described in Woodhams et al. (2019) were based almost entirely on model simulations, given the lack of in-situ observations in the region. Existing in-situ observations of the lake–land breeze circulation have been obtained from weather stations with fixed locations (e.g., Lumb 1970; Datta 1981), with which it is difficult to build a full picture of the circulation. Data from such stations is generally recorded with a maximum frequency of 15 minutes, too low to fully capture the passage of the lake or land breeze fronts. In addition, such stations can only sample the circulation at the surface. Upper-air observations are particularly lacking in the region, and observations over the lake itself present an exceptional challenge. As such, the altitudinal structure of the lake–land breeze and moisture bulge have not been observed. An additional challenge is that many weather stations in the region are owned by private companies or the national meteorological services, and data is not easily accessible to researchers.

For forecasting severe weather over the region, Woodhams et al. (2018) showed that a CP version of the MetUM does add value to a global (parametrised) model forecast, in particular on sub-daily timescales, although skill remains limited. A substantial amount of storms over Lake Victoria are not forecast and false alarm rates are also high. A likely reason for poor model skill in such configurations (likely over the tropics as a whole) is a lack of observations, especially upper air, both for data assimilation and model verification and development.

In January 2019, the HyVic pilot flight campaign took place, using the Facility for Airborne Atmospheric Measurements (FAAM) BAe-146 aircraft to observe the lake–land breeze circulation over Lake Victoria. The campaign consisted of an evening and morning flight, both with a duration of approximately 4 hrs, to sample the lake and land breeze components of the circulation respectively. In particular, these flights aimed to investigate some of the features simulated in Woodhams et al. (2019), such as the moisture bulge; characterise the lake and land breeze fronts; and collect observations to be used for model verification. In this paper, the two flights will be introduced and a detailed description of the observations from the lake and land breeze regimes will be presented. High-resolution CP MetUM simulations were run for the HyVic period and model output is presented alongside the observations.

This short campaign was designed as an add-on to the MOYA campaign based in Entebbe, Uganda (measuring methane over tropical Africa, Tollefson 2019) and to be a pilot for a potential extended campaign in the future. Given the high seasonal and
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sub-seasonal variability in moisture availability and circulation in the region (e.g. Yang et al. 2015; Woodhams et al. 2019), it is noted that the two flights presented in this paper cannot be used to draw robust conclusions about the lake–land breeze circulation on all days. However, this novel set of observations can still provide a snapshot of the lake–land breeze circulation in unprecedented detail, and can be used to evaluate high-resolution simulations and inform future field campaigns.

2. Methods

2.a. Flights

This study was performed using the FAAM BAe-146 aircraft, operating out of Entebbe (white star, Figs. 4.1a,e). The campaign consisted of two flights: one in the evening to observe the lake breeze, and one the following morning to observe the land breeze. It was important that the morning flight directly followed the evening flight; Woodhams et al. (2019) showed that onshore convergence to the east of the lake during the evening propagates across the lake overnight, therefore the same ‘system’ could be sampled in both flights. The flights were timed to sample the mature lake and land breezes, whilst also taking into account constraints on aircraft and crew turnaround between flights, and the minimum safe altitude when flying in the dark. Details of the flights are summarised in Table 4.1.

Table 4.1.: A summary of the flights performed as part of the HyVic pilot field campaign.

<table>
<thead>
<tr>
<th>Flight</th>
<th>Date</th>
<th>Take Off 1/2</th>
<th>Landing 1/2</th>
<th>Entebbe Sunset/Sunrise</th>
</tr>
</thead>
<tbody>
<tr>
<td>C130</td>
<td>26 Jan 2019</td>
<td>1234 UTC/1534 LT</td>
<td>1615 UTC/1915 LT</td>
<td>1606 UTC/1906 LT</td>
</tr>
<tr>
<td>C131</td>
<td>27 Jan 2019</td>
<td>0208 UTC/0508 LT</td>
<td>0637 UTC/0937 LT</td>
<td>0359 UTC/0659 LT</td>
</tr>
</tbody>
</table>

Both flights were based around flying an approximately northwest to southeast transect between Entebbe (on the northwest shore of the lake) and approximately 130 km onshore from the eastern shore in Tanzania (Fig. 4.1). This transect was flown at several altitudes in order to observe the lake and land breezes in two dimensions. During both flights, six sondes were dropped from the highest leg of the transect, to obtain full profiles throughout the lower troposphere. The transect was chosen to be similar
Figure 4.1.: (a, e) Map view of flight track showing terrain (shading) and mean simulated wind (vectors) during the flight time and (b, f) cross-section view of the flight track for flight C130 (evening) C131 (morning). Colours along the flight track show the time of day. (c, d, g, h) METEOSAT brightness temperatures closest to the times of the sonde drops/runs. Yellow and green dashed lines mark transect along which model cross-sections are computed for flight runs and sonde transects respectively. Pink crosses show where the sondes were dropped, with the time of the first and last drop labelled.
to the transect analysed in Woodhams et al. (2019), whilst also choosing a navigable path over terrain to the east of the lake. Note that the lake sits at 1,135 m above mean sea level (MSL).

2.a.1. C130: Evening flight

A map view and along-transect vertical cross-section view of the evening flight are shown in Figs. 4.1a and b respectively. The flight began with a terrain-following leg at \( \sim 300 \text{ m AGL} \) (\( \sim 1450 \text{ m MSL} \) over the lake) which passed from the lake onto the land, to sample the lake breeze near to the surface. Note that this leg was briefly interrupted over the lake whilst awaiting air traffic control clearance. The low-level leg was followed by a return leg at \( \sim 6000 \text{ m MSL} \) to sample the mid-level return flow. Between these along-transect legs, two legs were flown approximately perpendicular to the transect (parallel to the lake breeze front) at the lower and upper altitudes, but these are not included in the analysis. The aircraft then ascended to \( \sim 8500 \text{ m MSL} \) and dropped six sondes from east to west, including two over land and four over the lake (Figs. 4.1b,d).

2.a.2. C131: Morning flight

The morning flight track is shown in Figs. 4.1e,f. This flight began with the highest leg (\( \sim 7500 \text{ m MSL} \)), along which six sondes were dropped from west to east, the first five over the lake and the final sonde just on the shoreline (Figs. 4.1f,g). In this case, the highest leg was completed first given altitude restrictions in the dark. The aircraft then performed two further legs at \( \sim 4000 \text{ m} \) and \( \sim 2000 \text{ m MSL} \). As the latter leg reached the shoreline, the aircraft descended to \( \sim 300 \text{ m AGL} \) (\( \sim 1450 \text{ m MSL} \) over the lake), until turning 180° \( \sim 75 \text{ km} \) inland and continuing back toward the lake, following the terrain at this height. Once over the lake, the aircraft descended to 150 m AGL (\( \sim 1300 \text{ m MSL} \)) to complete the return leg. From the sonde drops, an approximate location of a moisture bulge was identified and this was then sampled at various heights between 30 and 500 m AGL (\( 1165-1635 \text{ m MSL} \)) and with two profiles. Profiles were also performed over the centre of the lake, to compare profiles inside and outside the bulge. A transect perpendicular to the main transect was also flown at \( \sim 250 \text{ m AGL} \) (\( \sim 1400 \text{ m MSL} \)), before recovery to Entebbe.
2.b. Aircraft data

Table 4.2.: Aircraft observations used in this paper.

<table>
<thead>
<tr>
<th>Measured variable</th>
<th>Instrument</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>pressure</td>
<td>aircraft RVSM system</td>
<td>(Reduced Vertical Separation Minima)</td>
</tr>
<tr>
<td></td>
<td>non-deiced Rosemount loom temperature sensor</td>
<td>Loom instrument known for drift (personal communication, FAAM). Deiced temperature unavailable at time of submission for comparison.</td>
</tr>
<tr>
<td>humidity</td>
<td>Water Vapour Sensing System II (WVSS-II) (Fleming and May 2004), flush inlet</td>
<td>Near-IR tunable diode laser absorption spectrometer. Fast response compared to chilled mirror hygrometers e.g. Buck CR-2 (Vance et al. 2015). WVSS-II is not calibrated, but data were compared to the calibrated Buck and showed good agreement. Flush inlet used due to issues with Rosemount-fed WVSS-II. Although flush inlet samples air from within aircraft boundary layer, Vance et al. (2015) note faster response time and no susceptibility to liquid water or ice with flush inlet compared to Rosemount.</td>
</tr>
<tr>
<td>winds</td>
<td>GPS Inertial Navigation (GIN) unit and turbulence probe</td>
<td>Comparisons between wind measurements from different probes show signatures of offset issue with turbulence probe. Issue was raised with FAAM, but not resolved at time of submission. Along-heading winds show better agreement between different probes, so are used in main body of analysis. Wind data processed from the GIN and turbulence probe still useable and very unlikely to change conclusions of study, but will be updated in future.</td>
</tr>
</tbody>
</table>

Pressure, humidity, temperature and wind measurements were collected on the aircraft itself. Details of the instruments used are presented in Table 4.2. Note that all measurements from the aircraft were sampled at a frequency of 1 Hz. The plane takes measurements at an indicated air speed (IAS) of 200 kts (~100 ms\(^{-1}\)). Although the true air speed varies with altitude, the sampling frequency corresponds to a measurement approximately every 100 m. In addition, the same variables were measured by
Vaisala RD94 dropsondes with a frequency of 2 Hz and transmitted to the Airborne Vertical Atmospheric Profiling System (AVAPS) receiver on board the aircraft. The fall speed of the sonde varied from $\sim 10 - 15 \text{ ms}^{-1}$, therefore measurements were taken every $\sim 5 - 8 \text{ m}$.

2.c. MetUM simulations

Figure 4.2.: Full domain, red line and blue line correspond to 4.4 km, 1.5 km and 300 m nests respectively for CP MetUM runs during the HyVic period. Elevation data are from the Global Land One-kilometer Base Elevation (GLOBE) Digital Elevation Model (Hastings and Dunbar 1999).

CP MetUM simulations were run for the campaign period. The model setup was in general the same as that described in Woodhams et al. (2019) (chapter 3), except with the new Regional Atmosphere 1 for the Tropics (RA1T) (Bush et al. 2019) configuration. Simulations were triply one-way nested, with horizontal grid-spacings of 4.4 km, 1.5 km and 300 m (Fig. 4.2). The 4.4 km nest was driven by boundary conditions from the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System (IFS) model. Runs initialised at 2019/01/25 0000 UTC and 2019/01/25 1200 UTC were used to compare to aircraft data from the evening and morning flights respectively.
3. Results

3.a. General conditions

In the weeks leading up to the campaign, the Lake Victoria basin received high rainfall totals. Note that periods of convection are not unusual in the dry season, and this enhancement of rainfall was likely due to an active MJO in phases 3 and 4 (Pohl and Camberlin 2006a,b; Hogan et al. 2015) between 14 Jan and 21 Jan, as well as a Kelvin wave passage across the region (Fig. 4.3a). By the time of the campaign, the MJO had moved into phase 6, causing suppression of rainfall activity. However, with high CAPE values over the region, isolated convective events continued to occur over the lake. In particular, significant storms occurred on the three nights preceding the first flight.

During the campaign itself (26–27 Jan), a ridge extended from the Arabian Peninsula across Ethiopia and Somalia (Fig. 4.3b), associated with anomalously strong northeast-erly winds at 700 hPa (Figs. 4.3d). These 700 hPa winds were dry (Fig. 4.3f), causing a dry anomaly over much of the Lake Victoria basin (Fig. 4.3g). At the surface, winds were generally north-easterly across the basin, typical of the time of year. At 200 hPa, there was a clockwise upper-level vortex over the Somali coast (Fig. 4.3e), associated with an upper-level ridge (not shown). Over the Lake Victoria basin, 200 hPa winds were generally as expected from the climatology, but there were anomalously strong westerly jets north of 3°N and south of 20°S.

3.b. Lake breeze

Figures 4.4 and 4.6 show data along the transects defined in Figs. 4.1c,d,g,h, which are approximately from the northwest to southeast. For the remainder of the paper, ‘northwesterly’ and ‘southeasterly’ will be used to describe along-transect winds, but the reader should bear in mind that these descriptions are approximate (the bearing of the transect is ∼120°). Figures 4.4a-d show that the lake breeze front at ∼300 m AGL (∼2000 m MSL) was located close to 45 km inland from the eastern shore at approximately 1300 UTC in both the observations and model (this is the closest model output time to the transect flight time). In the observations, the along-transect wind reverses direction across the front, changing from approximately +3 ms⁻¹ (northwest-erly) to -5 ms⁻¹ (southeasterly) across ∼5 km (Fig. 4.4h). Over the same distance, specific humidity decreases by ∼5 g kg⁻¹ (Fig. 4.4b). The specific humidity continues to decrease at a lower rate ahead of the front, in total falling 7 g kg⁻¹ over ∼20 km.
Figure 4.3.: General conditions during HyVic flights. (a) Hovmoller of OLR anomalies and tropical waves approximately two months either side of HyVic, produced by Schreck (n.d.) [https://ncics.org/portfolio/monitor/mjo/]. Mean (b) sea level pressure, (c) surface wind, (d) 700 hPa wind, (e) 200 hPa wind, (f) 700 hPa specific humidity and (g) 700 hPa specific humidity anomaly from NCEP/NCAR reanalysis [Kalnay et al. 1996] across 26–27 Jan 2019. Images in (b-g) provided by the NOAA/ESRL Physical Sciences Division, Boulder Colorado from their website at [http://www.esrl.noaa.gov/psd/](http://www.esrl.noaa.gov/psd/)
Figure 4.4.: Aircraft observations (black) of (a) along-transect wind and (b) specific humidity along a ∼300 m AGL (∼1400 m MSL when above the lake) run moving from the lake (northwest) to land (southeast). Simulated variables from CP MetUM with three different resolutions are also plotted (colours), obtained from a virtual fly-through of the model along the aircraft track. (c) Orography from the three model resolutions. Cross-sections of (d)-(f) along-transect wind and (e)-(g) specific humidity from the (d-e) aircraft and (f-g) sonde observations. The simulated variables (from the 300 m model) from the closest model output time to the observations are plotted underneath. All plots share the same x-axis (longitude) but the distance in km from the eastern shore of the lake (red numbers) differ between (a-e) and (f-g) due to slightly different flight tracks.
The location of the front in the 300 m simulation at 1300 UTC is \( \sim 3 \) km further inland than the observations. Given that the aircraft actually crossed the front at 1327 UTC, this suggests that the rate of inland propagation of the front is too high in the model. The greater inland propagation may be explained by the weaker southeasterly prevailing winds ahead of the lake breeze front in the model (Fig. 4.4d), which offer less opposition to the advancement of the lake breeze (Estoque 1962; Simpson et al. 1977; Arritt 1993).

All three model resolutions capture the wind reversal and moisture decrease across the front, but the rate of change across the front is too low in the 4.4 km model, which shows a more gradual change over \( \sim 30 \) km (Fig. 4.4a). Milton et al. (2017) suggest that only features with a horizontal extent greater than 7 grid-points can be fully resolved in a model. Given the observed width of the lake breeze front, it is not expected that the 4.4 km could accurately simulate this feature. The representation of orography at different model resolutions may also play a role in the gradient across the front. Figure 4.4c shows how the orographic peak approximately 50 km inland is over 200 m higher in the model with 300 m grid-spacing compared to the model with 4.4 km grid-spacing, and occurs \( \sim 5 \) km further inland. The representation of the orography of the Lake Victoria basin has been shown to affect circulation and precipitation over the region (e.g. Mukabana and Pielke 1996; Song et al. 2004; Anyah et al. 2006; Finney et al. 2019), therefore it is suggested that differences in the location, gradient and height of the orography in the model may also be responsible for differences between model resolutions.

Approximately 15 km offshore, the aircraft observations show another sharp front in both wind and moisture. In the direction of the shoreline, specific humidity increases by \( \sim 5 \) g kg\(^{-1}\), and the wind increases from nearly stagnant to \( \sim +4 \) ms\(^{-1}\) (northwesterly). The cause of this front remains unclear, but one suggestion is that the aircraft passed into a region where the lake breeze was deeper. A deeper lake breeze further inland may be the result of the transport of near-surface moisture by turbulent eddies in the convective boundary layer over land (Reible et al. 1993). Deepening may also occur if the air in the lake breeze is decelerated at lower levels due to increased surface friction (as the flow moves onshore), or if the flow is blocked by the orography, causing it to pile up. However, since the model does not capture the apparent front, it is difficult to comment on the mechanism of its formation. Instead of a jump in magnitude, the simulated along-transect winds become gradually stronger between \( \sim 100 \) km offshore and the lake breeze front, such that their magnitude is similar to observed at the front (Figs. 4.4a,c). Simulated specific humidity is variable across the lake, but is not
enhanced over the leading ∼60 km of the lake breeze as observed (Figs. 4.4,e). Figures 4.4,g and Fig. 4.5 (solid lines) show that the depth of the lake breeze (consisting of cooler, moister air and northwesterly winds) at 1600 UTC is ∼100–200 m greater in
the models compared to the profiles measured by the dropsondes over both lake and
land. In addition, specific humidity within the lake breeze layer is lower in the model
than the observations (Figs. 4.5,f), despite the model being warmer (Figs. 4.5,a,e).
This suggests that the lake breeze is too dilute in the model as a result of its greater
vertical extent. The model is also generally drier than observed immediately above
the lake breeze layer (∼1600–2200 m MSL, Figs. 4.5,b,f), therefore the height of the
lake breeze layer in the model may be caused by excessive entrainment drying at the
upper boundary, also contributing to the reduced moisture compared to observations.
Given that the near-surface potential temperature is ∼2 K warmer in the model than
observed over the lake (Fig. 4.5a), another contributing factor may be that surface heat
fluxes are too large, causing excessive deepening through turbulent eddies. Note that
the observed and modeled surface temperatures are very similar between the model
and observations over land (Fig. 4.5e), suggesting inadequacies in the representation of
the lake surface temperature or the interaction of the lake surface with the atmosphere
in the model. It is known that stably stratified boundary layers (BLs) are difficult
to simulate in numerical models, related to the parametrisation of turbulent diffusion
(e.g. Sandu et al. 2013 Holtslag et al. 2013 Fiedler et al. 2013), but further analysis is
required to fully address this issue.

At 1300 and 1600 UTC, the 300 m model shows southeasterlies above the lake breeze,
which are particularly strong above 5000 m MSL (Fig. 4.4,f) and corresponds to the
lake breeze return flow (Thiery et al. 2015 Woodhams et al. 2019). This is also
confirmed in the sonde profiles at 1600 UTC (Fig. 4.4). At 1300 UTC, the 300 m model
shows that the region of enhanced southeasterlies extends between the lake breeze front
and the shoreline (Figs. 4.4). Figure 4.4 shows enhanced specific humidity in this
region, where the return flow advects moisture from the lake breeze, that has been
mixed upwards over land, back over the lake. At 1600 UTC, the lake breeze front has
moved further onshore and the return flow has extended further back over the lake,
increasing the horizontal extent of the return flow region (Figs. 4.4,g). The return flow
is clearly visible in sondes A and B over land, where there are strong southeasterlies
and high specific humidity above ∼1500 m MSL (Figs. 4.4,g). Sondes C and D (15
and 35 km offshore respectively) also show enhanced specific humidity up to ∼4500 m
MSL (compared to E and F), but the south easterlies are reduced compared to A and
B, in agreement with the model.
Figure 4.5.: Profiles of observed (black, from dropsondes) and simulated (colours, from the 300 m model) (a),(e) potential temperature, (b),(f) specific humidity, (c),(g) virtual potential temperature and (d),(h) along-transect wind (positive winds correspond to northwesterlies) over (a-d) Lake Victoria and (e-h) land to the east of the lake. The location of the sonde drops are shown for (i) the evening flight and (j) the morning flight by the black lines. Given that the sonde over land during the morning flight was very close to the lake shore, the simulated profile is computed further inland on the purple line in (j). In (i),(j) the distance in km from the eastern shore of the lake is given by the red numbers and the letters correspond to the sonde labels in Figs. 4.4 and 4.6.
The effect of the lake breeze return flow on the vertical profile is shown more clearly in the vertical profiles of sondes B and E in Fig. 4.5 (solid black lines). Figures 4.5h shows southeasterlies above 1500 m MSL (∼350 m AGL) over the lake (E) and 1750 m MSL (∼425 m AGL) over the land (B). Over land, observations show that the effect of the return flow is strongest in a distinct layer of air between ∼1500–2200 m MSL (∼350–1050 m AGL), just above the lake breeze), which is drier and warmer than the lake breeze below, but cooler and more moist than the air above (Figs. 4.5a,b). Even in sonde E (75 km offshore), there is evidence of this layer with increased moisture between 1600–2200 m MSL (∼350–950 m AGL) (Fig. 4.5f).

At all three model resolutions, the prevailing southeasterly along-transect winds in the 50 km ahead of the lake breeze are too weak compared to the observations (Figs. 4.4a,d). This could be related to the temperature difference between the lake and the land [Simpson 1994], or the ability of the model to reproduce mountain flows. Goler [2004] showed that sea breezes are deeper when not opposed by environmental winds, so the weaker winds ahead of the lake breeze front may explain some of the increased lake breeze depth in the models.

The 300 m model shows a pronounced ‘head’ (∼10 km wide) at the leading edge of the lake breeze, which is approximately double the depth of the flow behind (Figs. 4.4e). According to density current theory, a head forms at the leading edge of a density current and is approximately 2× deeper than the following flow [Simpson 1982]. Waves can also form and break at the top of the head [Simpson 1982]. Figures 4.4a,b, show oscillations in observed along-transect wind and specific humidity at approximately -25 and -35 km, which could correspond to waves. However, it is more likely that these oscillations correspond to turbulent eddies in the convective BL over land [Reible et al. 1993], which are responsible for the deepening of the lake breeze over land relative to the lake (Figs. 4.4d,e).

Along the 300 m AGL transect, cumulus congestus were visible from the aircraft, close to where the lake breeze front was observed over land. Low clouds just onshore of the eastern shore are also visible in the satellite image at 1315 UTC (Fig. 4.1d). By 1345 UTC, the congestus in the vicinity of the lake breeze front had developed into deep convection, likely triggered by convergence at the front. This convection lasted ∼1.5 hours, remaining as a small isolated cumulonimbus, before decaying shortly before sunset. Relatively cold cloud is shown close to the flight track in the satellite image at 1545 UTC, likely remnants of the observed storm (Fig. 4.1d).
3.c. Land breeze

The along-transect winds, specific humidity and virtual potential temperature $\theta_v$ measured from the sonde curtain during the morning flight (between 0227-0245 UTC) are shown in Figs. 4.6a-c. Only one sonde F was dropped over land, very close to the eastern shoreline. Compared to the sondes over the lake, the profile observed by sonde F is much drier, especially near the surface (Figs. 4.6b). In the lowest 200 m, the virtual potential temperature of the air is low, and there are strong southeasterly winds between 1300 and 1500 m MSL (150-350 m AGL), suggesting a shallow land breeze across the eastern shoreline (Figs. 4.6a,c and and brown lines in Fig. 4.7). However, this land breeze does not penetrate far offshore (<30 km), shown by the high moisture and increase in $\theta_v$ near the surface in sonde E (Figs. 4.6b,c, c.f. brown and purple lines in Fig. 4.7a). There is also no signal of the band of strong southeasterlies between 1300 and 1500 m MSL in sonde E (Fig. 4.6a, c.f. brown and purple lines in Fig. 4.7b). The offshore extent of the lake breeze across the eastern shore in the model is consistent with the observations (Figs. 4.1d, e). Sondes D and E show a band of increased southeasterlies between $\sim$1600-2600 m MSL ($\sim$450–1450 m AGL), whereas sonde F shows decreased southeasterlies at this level (Fig. 4.6a and c.f. purple and red lines with brown line in Fig. 4.7b), which could signal a divergent return flow above the land breeze front. Such a return flow is seen in the model, centred at $\sim$30 km offshore (Fig. 4.4a).

Figure 4.1d shows that there was some relatively warm cloud (>260 K) above the region where sondes D and E were dropped. At this time, solid cloud cover was also reported beneath the aircraft, estimated at $\sim$6000 m MSL. A Skew-T produced by the sonde data (not shown) implies a cloud top of 5550 m MSL. According to the Global Precipitation Measurement (GPM) IMERG product (Huffman 2017; Huffman et al. 2018), there was no rainfall associated with this cloud. However, a precipitating cloud may explain the cooler, moister air near the lake surface in sonde D (Figs. 4.4b,c, red line in Fig. 4.7a).

Over the west of the lake, sonde A shows lower $\theta_v$ air near the surface compared to the sondes over the centre of the lake (Fig. 4.6c, c.f. blue line to orange and green lines in Fig. 4.7b). Low $\theta_v$ air could indicate a land breeze across the western shore, although this would have had to propagate over 70 km across the lake (against the prevailing wind). In addition, there are no northwesterlies near the surface in sonde A (Fig. 4.6a, blue line in Fig. 4.7b). Note that the model predicts a land breeze which extends only 10–15 km offshore from the west (Figs. 4.6a-c). There may have been a northwesterly
Figure 4.6.: Cross-sections of (a),(d) along-transect wind, (b),(e) specific humidity and (c),(f) virtual potential temperature from (a-c) sondes and (d-f) the aircraft. The simulated variables (from the 300 m model) from the closest model output time to the observations are plotted underneath the observations. All plots share the same x-axis (longitude) but the distance in km from the eastern shore of the lake (red numbers) differ between (a-c) and (d-f) due to slightly different flight tracks.
anomaly relative to the prevailing flow in the observations, but there is insufficient data coverage to support this.

Despite no northwesterlies in sonde A, weak northwesterlies were observed over the lowest $\sim$100 m of sonde B ($\sim$ 90 km from the western shore), the profile of which also has higher and deeper moisture than the two sondes either side (Figs. 4.6a,b, orange line in Fig. 4.7b). To the east, sonde C shows stronger southeasterlies at the surface than any other sonde over the lake (green line in Fig. 4.7b). Low-level northwesterlies in sonde B and southeasterlies in sonde C suggest low-level convergence between the two sondes. The increased and deeper moisture in sonde B supports the suggestion of convergence (Fig. 4.6b). However, it is unclear how this convergence originated given that the land breezes from the east and west coasts did not reach this part of the lake. In general, the sonde curtain suggests high variability on small spatial scales across the lake, which cannot be explained with the sparse data coverage, but which may be important for cloud formation and, in certain cases, initiation of deep convection.

Following the sonde drops, transects were also flown at $\sim$3000 m and $\sim$1000 m AGL ($\sim$4000 m and $\sim$2000 m MSL respectively). Along the 1000 m leg, clouds were observed along the track, in particular around 32.6°E (where the cloud base was observed approximately 50 m below, and the surface of the water beneath was ‘rippled’) and 33.5°E (where the aircraft entered cloud). Figure 4.1g also shows two regions of low
cloud over the lake (one to the west and one to the east) corresponding to the observed locations on the track.

Figures 4.6d-f show aircraft observations from low-level flying between approximately 0400 and 0600 UTC. Along the transect ~300 m AGL (~1450 m MSL), there are two regions of increased specific humidity (‘bulges’), where measurements of >17 g kg\(^{-1}\) were taken. These approximately correspond to the locations where clouds were observed on the mid-level legs (note there will be some difference given the time delay between the various legs). Given time constrictions on the flight, the eastern bulge was only sampled at one height. The western bulge was chosen to be sampled in detail because, according to the operational forecasts, this was the expected location of the moisture bulge shown in Figs. 7j-l and 14d-f in Woodhams et al. (2019). This region was sampled at four heights and along two profiles, between ~30–500 m AGL and between 32.6–32.9\(^\circ\)E. Over this region, specific humidity exceeding 17 g kg\(^{-1}\) extended to a depth of at least 500 m AGL (~1650 m MSL). At the same height at 33.25\(^\circ\)E (~60 km east), specific humidity was only 8-10 g kg\(^{-1}\). The along-transect horizontal extent of the high moisture decreases with height, suggesting a dome shape. Inside the bulge, (marked by higher specific humidity, Figs. 4.8-k) the air was generally more turbulent (marked by greater fluctuations in vertical motion, Figs. 4.8-n-o), which likely explains the ‘rippled’ surface of the water observed from the aircraft. On the leg closest to the lake surface (~30 m AGL, Figs. 4.8-e,i,m) the standard deviation of the vertical velocity was 0.17 ms\(^{-1}\) inside the bulge and 0.13 ms\(^{-1}\) outside the bulge. At ~240 m AGL (Figs. 4.8-g,k,o), the standard deviation in vertical velocity was 0.20 and 0.10 ms\(^{-1}\) inside and outside the bulge respectively.

At the time of these transects, large-scale convergence was anticipated near the surface of the lake, between southeasterly flow (consisting of prevailing wind, land breeze and katabatic flow) and a land breeze from the northwest. However, northwesterlies were generally observed to the east of the western bulge, and southeasterlies were observed inside the bulge, resulting in large-scale divergence across the lake surface (Figs. 4.6-l, and 4.8-h). Although a divergent return flow would be expected above the convergent land breeze, large-scale divergence was observed at just 30 m AGL (Fig. 4.8-e), suggesting that the aircraft was not sampling the return flow. It is unclear whether there was still a land breeze across the eastern shore at this time, since the aircraft could not get low enough to sample this region, but no land breeze was detected 30 km offshore at 150 m AGL (Figs. 4.6-l,f).

Given the lack of large-scale convergence, the mechanism for bulge formation is unclear.
Figure 4.8.: (e-h) Along-transect wind, (i-l) specific humidity and (m-p) vertical velocity along over-lake transects plotted in orange in (a-d) during the morning flight. Regions of negative gradient of the lines in (e-h) correspond to along-transect convergence. The ‘bulge’ of moist air identified in Fig. 4.6e lies approximately to the west of 32.9°E. The numbers in (m) and (o) refer to the standard deviation of the vertical wind speed within the marked regions (inside and outside the bulge).
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One possibility is that the observed divergence shows the formation of the lake breeze very early in the day, with the signal of elevated moisture—produced by overnight convergence—persisting into the morning. Note that sunrise was at 0359 UTC, so the lake breeze would have had to form almost immediately after surface warming began. In addition, Datta (1981) showed that the land breeze tends to be strongest between 0300 and 0600 UTC, however this is likely to vary based on prevailing winds and other synoptic conditions. In the model, the divergent lake breeze does not begin to form until 1000 UTC (not shown). A possible explanation for the longer-term maintenance of the bulge (without continued convergence) is that it exhibits wave-like characteristics, such that it may have propagated away from its source region. If the wave were propagating westward, then divergence would be expected in its wake.

Another suggestion is that the bulge formed from a region of very small-scale convergence. Figures 4.8-h show along-transect wind measured along the runs over the lake. Sections of the runs with a negative gradient of along-transect wind show wind decelerating toward the northwest, therefore convergence along the transect. In several of the transects, convergence occurs over a horizontal extent of \( \sim 10 \) km slightly to the east of the bulge (the eastern edge of which is located around 32.9\(^\circ\)E, identified in specific humidity, Figs. 4.8-i-l). Further analysis is required to determine whether this small region of convergence could be responsible for the observed bulge. The small scale of this convergent region again suggests that small-scale perturbations occur over the lake, for which the processes responsible are unknown, but which may be important for cloud and convection formation.

Note that the model also simulates two bulges of enhanced moisture (between 32.3–32.5\(^\circ\)E and between 33.0–33.1\(^\circ\)E), within the lake BL. However, it is unclear whether these correspond to the observed bulges given the very different winds in the model and observations.

The moist layer above the lake in the model is approximately double the depth of the observations (differences of \( \sim 1000 \) m) and has a less well-defined boundary at the top (Figs. 4.6-b,e, 4.5-h-c). Given the depth of the BL in the model, the air inside is more dilute, especially above 1600 m MSL (\( \sim 500 \) m AGL) (Figs. 4.6-b,e and 4.5-b). Fig. 4.5b shows that the potential temperature in the model is slightly warmer (\(< 1 \) K) than the observations at the surface, suggesting increased surface heat fluxes may be responsible for the deeper BL likely attributed to a warmer lake surface. However, issues with the parametrisation of sub-grid mixing in the model may also play a role.
4. Discussion and conclusions

A pilot field campaign using the FAAM BAe-146 aircraft to sample the lake–land breeze circulation over Lake Victoria successfully carried out two flights, observing the lake and land breezes at their respective times in the diurnal cycle. High-resolution CP MetUM simulations were performed over the HyVic period. Some preliminary model evaluation was performed and, where appropriate, the simulations were used to fill gaps in the aircraft data.

During the evening flight, the lake breeze front across the eastern shore was sampled at $\sim 300$ m AGL and exhibited a wind reversal in which the velocity changed by $\sim 8$ ms$^{-1}$ and specific humidity decreased by 5 g kg$^{-1}$ over just 5 km. Model verification was performed showing that, for CP MetUM, a horizontal grid-spacing of at least 1.5 km is required to simulate the strong gradient in wind and moisture across the lake breeze front. At a horizontal grid-spacing of 4.4 km, this gradient is too weak, spread over $\sim 30$ km instead of $\sim 5$ km. Given that the current operational CP MetUM model over tropical Africa has a grid-spacing of 4.4 km, it is important to understand how this gradient may affect convective initiation. This could be achieved by performing idealised simulations with different horizontal grid-spacings, or by artificially imposing synoptic conditions or lake–land contrasts to change the strength of the lake breeze front. The position and gradient of the lake breeze front may also be sensitive to orography. An isolated cumulonimbus was observed to form around 1400 UTC in the region of the lake breeze front, with an estimated life cycle of $\sim 1.5$ hours.

During the early morning flight, a land breeze was observed across the eastern shore at 0245 UTC. It is unclear how long this land breeze persisted. Between 0400 and 0600 UTC, large-scale divergence was observed close to the surface of the lake, when convergence was expected. However, two moist bulges—with some similarities to the bulge feature described in Woodhams et al. (2019)—were observed. Whereas the bulge in Woodhams et al. (2019) was formed and maintained by large-scale convergence over the lake, the mechanism for bulge formation in this case is unclear. It is suggested that very small-scale ($\sim 10$ km) localised convergence near the lake surface may be responsible, or that the bulge persisted from convergence earlier in the night. Idealised modelling of the collision of land breezes over a water body is required to investigate whether the propagation of the bulge feature is controlled by density current or wave dynamics, in addition to collecting observational evidence. Turbulence was shown to increase inside the bulge and there were visible disturbances to the surface of the lake, which may pose a danger to small boats.
Sonde drops over the lake during the early morning showed high variability in wind, moisture and temperature between adjacent sondes, despite the drops being spaced only 25–50 km apart. The details and causes of this variability cannot be deduced given the limited data coverage. Fairly large differences between the model and observations during this time mean that it is unclear whether high resolution [CP MetUM](#) is able to capture the variability. A larger and denser number of observations is required to understand whether these small-scale features are common over Lake Victoria. Modelling studies are required to investigate whether the inability of even the 300 m horizontal grid-spacing model to simulate these features is a robust bias. In addition, Large Eddy Simulation (LES) models could be used to determine whether this small-scale variability is sufficient to initiate deep convection.

The observations have also shown that, at 300 m horizontal grid-spacing, the depth of the simulated lake breeze is too great and its moisture content over land is too low in [CP MetUM](#). Similarly, the simulated depth of the BL over the lake during the morning flight is too deep and specific humidity close to the surface is too low. It is suggested that sub-grid turbulent mixing may be too strong in the models. Inaccurate lake surface temperatures may also play a role. An investigation into the effect of lake surface temperatures on the strength and timing of lake and land breezes in the models is required, which may be achieved by artificially changing the input temperatures from the OSTIA analysis used to define the water temperatures in the model ([Fiedler et al., 2014](#)). The lake surface temperatures in the model are only updated once per day, so the effect of applying a (realistic) diurnally varying temperature perturbation should be investigated. A more thorough model evaluation is planned with the observations; given the limited number of radiosonde releases across Africa, the upper-air observations provide a rare opportunity to look at how well [CP MetUM](#) simulates the atmospheric column.

Although it is difficult to draw robust conclusions from just two flights, the HyVic pilot flight campaign has provided direction and motivation for a future extended aircraft campaign over the region. Such a campaign should include increased sampling near the surface and a higher density of sonde drops to observe and understand small-scale variability over the lake. Aircraft can sample at many levels, but the atmosphere may quickly evolve between different legs, which makes it difficult to attribute differences to time or location. Accordingly, ground observations—including automatic weather stations (AWSs), wind profilers, doppler lidars and radiometers—are required in conjunction with the aircraft. An ideal tool—both for scientific study and operational forecasting—would be radar, which can complete a 3D scan within a relatively small
time window, such that multiple scans can be used to study the 3D evolution of the circulations or storm structure.

Given the devastating impacts of storm occurrence over the lake, improving understanding of the processes responsible for storm initiation is key to improving safety on the lake. HyVic has provided observations of the baseline lake–land breeze circulation in unprecedented detail, but an extended campaign is necessary to fully observe the system. In particular, it remains unclear how properties of the lake breeze front and nocturnal moisture bulge may vary on seasonal and synoptic timescales, and how such variations may lead to deep convection, therefore observations are required throughout the year.
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Chapter 5.

Conclusions

1. Overview

The purpose of this thesis was to improve the understanding and forecasting of severe weather over East Africa, in particular the Lake Victoria basin, through model verification and detailed study of storm processes and local circulations. This work is vital for improving safety on the lake, where thousands of fatalities are attributed to storms and their associated high winds and waves (Cannon et al. 2014). East Africa also has a high socio-economic dependence on Lake Victoria; an estimated 3.5 million inhabitants of its surrounding shores are dependent on the lake for their livelihoods (Semazzi 2011), including fishermen and farmers. In addition, the lake is an important trade and transport link between countries. Water levels in the lake are strongly tied to precipitation over the lake (e.g. Flohn and Burkhardt 1985; Piper et al. 1986; Yin and Nicholson 1998; Vanderkelen et al. 2018), of which around half may be attributed to convective rainfall (Flohn 1983).

This thesis considered current state-of-the-art operational numerical weather prediction (NWP) in East Africa by performing a detailed verification of the (then) operational convection-permitting (CP) East Africa model run by the Met Office (chapter 2). Over the last couple of decades, CP NWP has provided a step-change in the capability of meteorological services to forecast convection (Clark et al. 2016). In recent years, CP models have become operational across tropical domains, with the East Africa model one of the first of its kind. Although much work has been done to evaluate the skill of CP NWP in the mid-latitudes (e.g. Lean et al. 2008; Baldauf et al. 2011; Seity et al. 2011), verification over the tropics is lacking.
The ability of the East Africa model to forecast the most severe rainfall events was investigated and compared to global (parametrised) Met Office Unified Model (MetUM). This study was the first assessment over an extended period (two years) of CP MetUM in the tropics. Results from this work can be used to provide more guidance to local forecasters on how to use the model. Although the model had existed since 2012, personal communication with forecasters made it apparent that its benefits relative to the global model were not well understood. As a result, the model was not being used optimally.

A new variant of the Fractions Skill Score (FSS) (Roberts and Lean 2008) was introduced in chapter 2, termed the Localised Fractions Skill Score (LFSS). This metric reflects model skill at each grid-point, rather than at each timestep, as in the traditional FSS. By determining how skill varies within the model domain, knowledge of the geography of the region can provide insight into reasons behind good or bad model performance.

In general, the CP model showed greater skill for the prediction of severe rainfall compared to the global model. In particular, the model had superior performance on sub-daily timescales, especially between 1500–2100 LT. The difference in skill for 24 hour rainfall accumulations (most often used by forecasters) was minimal. The improved skill in the CP model likely reflects the improved diurnal cycle of rainfall. The CP model showed the best performance over land, especially around mountains and near the coast. Improved performance in these regions likely demonstrates the ability of the CP model to represent processes such as sea/lake breeze circulations and orographic flows, and respond to the resulting local-scale convergence (Birch et al. 2014, 2015). Over Lake Victoria, the model showed an improved hit rate for storm prediction compared to the global model, but more false alarms were recorded. Using the FSS a ‘skilful’ scale was identified at greater than 350 km for the top 1.5% of rainfall events. Similar results were found for CP MetUM in South Africa by Stein et al. (2019). This large scale demonstrates that further improvement of the model is required, and that forecasters must be made aware of the model limitations in order to use it successfully. Model improvements should focus on reducing biases in the timing and amount of rainfall, as well as developing CP ensembles to capture forecast uncertainty. The skill of the forecast showed a greater dependence on time of day than on forecast lead time, unlike in a midlatitude study by Roberts (2008), suggesting that adjacent model initialisations could be used as a lagged ensemble.

Looking ahead to the future of CP NWP in the tropics, work is underway in the
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Global Challenges Research Fund (GCRF) African Science for Weather Information and Forecasting Techniques (SWIFT) project to run and evaluate CP ensembles with 4.4 km horizontal grid-spacing over tropical Africa. A number of CP ensembles have already been run in the mid-latitudes (e.g. Gebhardt et al. 2008; Clark et al. 2011). It is anticipated that an ensemble approach could help forecasters address the large spatial uncertainty that remains in deterministic CP models. Clark et al. (2016) also suggest that CP ensembles are useful tools for investigating biases in CP models. However, biases which are passed down to CP scales from driving models persist, and require either an improvement to parametrisation in global models, or sufficient computing resources to run a global CP model, as suggested by Bauer et al. (2015). CP models are also increasingly being used for climate projections (e.g. Prein et al. 2015; Stratton et al. 2018), therefore it is very important that their limitations in predicting the current climate are well-understood.

Results from chapter 2 demonstrated that the CP model does show improved performance over the parametrised global model, but still leaves much room for improvement. Where a forecast model is unreliable in predicting rainfall, a good understanding of the local- and large-scale conditions for severe storm formation is essential. In this case, observations and other model fields (if trusted) can be used to inform a forecast. Improved physical understanding of processes that the model must accurately represent for a successful forecast, can inform a targeted approach to model development. The aim of chapters 3 and 4 was therefore to enhance fundamental understanding of controls on severe weather in the region, through high-resolution modelling studies and observations, respectively. Chapters 3 and 4 focused only on the Lake Victoria basin, given its importance in the region.

Studies of rainfall over Lake Victoria, in particular its link to the lake–land breeze circulation, date back to Flohn and Fraedrich (1966). However, many previous studies were performed with coarse climate models and analysed only the mean diurnal cycle (e.g. Song et al. 2004; Williams et al. 2015; Thiery et al. 2015). Such approaches neglect details on small spatial scales (and model errors are likely large) and obscure processes which arise from day-to-day variability. The work presented here took advantage of state-of-the-art CP MetUM down to a horizontal grid-spacing of just 300 m in chapter 4. A horizontal grid-spacing of 1.5 km was used in chapter 3 to investigate two occurrences of storms (one in the long rains and one in the dry season), and one occurrence of the lake–land breeze circulation without a storm, to identify the important controlling factors in each case.
The importance of the land breeze in the initiation (dry season storm) and propagation and sustenance (long rains storm) of convection over the lake itself was affirmed in chapter 3. It was shown that convergence over land to the east of the lake (between the lake breeze and the prevailing easterlies) propagated back across the lake overnight as the land breeze formed and prevailing easterlies strengthened. This process was responsible for the westward propagation of the long rains storm—which initiated over land to the east of the lake—across the lake. The lake–land breeze circulation alone is not enough to trigger a storm; there must also be high environmental moisture (the likelihood of which is increased during the rainy seasons, but may vary on daily timescales) and high CAPE/low CIN. The daily variability of these variables, and the thresholds needed for a storm to occur, require further investigation. In the dry season storm case, convection to the north west of the lake on the previous day was shown to alter the environment—air in the vicinity of the convection was cooler and more moist due to cold pool formation—such that the land breeze from the north west was strengthened by an increase in temperature gradient between the lake and land. Such a process has also been noted by Thiery et al. (2016). The strength of the westerly land breeze matched the strength of the easterly land breeze (combined with prevailing easterlies), creating a stationary line of convergence over the lake, above which a storm initiated.

Chapter 3 demonstrated the importance of the lake–land breeze circulation for storm initiation using only high-resolution CP simulations. Observations of this circulation, especially in the vertical, are sorely lacking. The HyVic pilot flight campaign took place over Lake Victoria using the FAAM aircraft in January 2019. Results from chapter 3 were used to inform flight plans. Two flights took place, to observe the lake and land breezes during the evening and morning respectively. Observations from this campaign were presented in chapter 4, alongside model runs with 300 m horizontal grid-spacing. In some instances, the model was used to aid the interpretation of the observations (since the aircraft data coverage was limited) but, in other instances, the observations illustrated model limitations.

Around 1330 UTC, the lake breeze front was observed ∼45 km inland, with an approximate horizontal extent of 5 km. Across the front, the wind reversed direction, with a change of magnitude of ∼8 ms⁻¹, and specific humidity reduced by ∼5 g kg⁻¹. A model resolution of 4.4 km could not capture the abruptness of this change, but a sharp gradient was simulated at 1.5 km and 300 m horizontal grid-spacing. Given that models can only accurately represent features with a horizontal extent greater than 7× the horizontal grid-spacing, it is unsurprising that the 4.4 km could not simulate
this feature. However, this is a concern given that the operational Met Office Tropical Africa model has a resolution of 4.4 km. During the morning flight, small-scale variability in wind, moisture and temperature—currently unexplained due to the limited data coverage—was observed over the lake surface. How important these small-scale perturbations are for the initiation of deep convection, and how well they are represented in models, requires further investigation. Comparison of the observations to CP MetUM showed that the lake breeze over land during the evening, and the boundary layer over the lake during the morning, were too deep in the model, likely due to the issues with surface fluxes or sub-grid mixing.

The dry season simulations in chapter 3 showed that a bulge of moisture formed over the lake at the easterly land breeze front, and was reinforced when the westerly land breeze formed. During the HyVic campaign, two bulges were likely observed near the eastern and western shores, and were associated with cloud and more turbulent conditions. Chapter 3 showed that strong winds, and abrupt changes in wind, may be associated with the bulge. These winds and turbulence may pose a hazard to users of the lake, even if no storm forms. The convergence responsible for these bulges was unclear from the observations. It is anticipated that the properties and behaviour of such moisture bulges may determine whether or not a storm will initiate over the lake. Therefore, further work is required to understand the mechanisms behind their formation and propagation.

2. Wider impact of the work

Model verification in chapter 2 could be adapted for use in training materials for forecasters in East Africa. CP NWP as a tool for forecasting is still fairly novel in Africa. Local forecasters require training and time to familiarise themselves with strengths and weaknesses of a new model. The long period over which the model evaluation was performed (two years) should give increased confidence to forecasters that its outcomes are robust. Work from this thesis will also be incorporated into the East Africa forecaster’s handbook, which is currently in development, led by the SWIFT project.

Some results from the model verification are likely applicable to CP NWP across the whole tropics. As CP NWP becomes more routine in the tropics, some of the verification techniques in chapter 2 could be replicated across different domains. The LFSS is already being used in a paper in preparation by the Met Office to evaluate the new Tropical Africa model. A standardised comparison between different domains will allow
more robust conclusions to be drawn about the effect of CP models on forecast skill. Such a comparison may also highlight where poor skill is a regional effect, due to biases in the global driving model, and therefore cannot be improved by CP modelling. In addition, it is important to monitor how model skill changes as configurations are updated.

All three results chapters can be used as evidence to push for increased and improved observations across East Africa. Chapter 2 highlights the need for more observations for data assimilation in NWP which could likely have a large impact on model performance. Increased observations would also allow a more thorough evaluation of the forecast model. Chapter 3 relied on high-resolution modelling to study processes responsible for severe weather, but it can be argued that observations are required to substantiate the findings. As a result, chapter 4 presented novel observations of the lake–land breeze circulation from an aircraft campaign. However, there is a clear need for a more intensive observational period to capture the variability and small-scale structures responsible for severe weather.

An improved understanding of processes responsible for convection, and their representation in CP models, can also provide insight into the results of climate predictions over the region, in particular by the CP4 dataset described in Stratton et al. (2018).

3. Limitations of the work

One of the major limitations on the work was the lack of observations. Generally, the available observations were limited to satellite products. Satellite products benefit from being available over large regions, and can be interpolated onto regular grids. However, products may involve large biases as a result of the measurements being indirect and remotely-sensed. In particular, issues can arise around complex orography (Tang et al. 2016; Kim et al. 2017; Xu et al. 2017; Sungmin and Kirstetter 2018). The GPM IMERG product was the primary satellite product used in this study, and its limitations are discussed in detail in chapter 2, section 2.b.

The limited availability of observations ultimately restricted the possible verification performed for the CP model in chapter 2. Only the ability of the model to predict precipitation was chosen to be verified. Fortunately, this variable is particularly important since it is widely used by forecasters. Another hazard in the region, especially over Lake Victoria, is high winds. Given the lack of observational data, especially over the centre
of the lake, the ability of the model to predict this hazard was not investigated. Although some surface satellite wind data does exist (for example, National Oceanic and Atmospheric Administration (NOAA) synthetic aperture radar (SAR) derived high-resolution wind products, which use backscattered microwave radar returns from the surface of the water to infer wind speed and direction (Pichel et al. 2015)), the spatial and temporal coverage is often low.

A lack of observations also impeded the ability to study and understand the processes controlling storms over the Lake Victoria basin. As a result, chapter 3 relied almost exclusively on model simulations, even though CP models have known biases and are not able to represent many small-scale processes (Clark et al. 2016). Although satellite observations were used to ensure that the simulations were reproducing rainfall and outgoing longwave radiation (OLR) sufficiently similar to the observations, the results of this study should still be treated with some caution.

Across East Africa, there do exist a significant number of automatic weather stations (AWSs) either owned by the national meteorological services or by private companies. To the detriment of research, this data is not widely shared, and in many cases is not even uploaded to the Global Telecommunications System (GTS). Although one hindrance in the sharing of data may be a lack of appropriate infrastructure, an increased awareness of the value of sharing observations is required in the region.

The CP model verification conducted in chapter 2 primarily considered the most intense (top 1.5%) precipitation events. Although these are likely the events with the greatest impact, this method is unable to consider events where moderate rainfall may occur over a long period. In addition, the verification in chapter 2 is performed within an Eulerian framework, whereby only rainfall at a fixed point is considered. To fully evaluate the ability of a model to simulate realistic convection and rainfall, a Lagrangian approach should also be applied. This could be achieved using storm tracking to follow a storm throughout its lifetime, comparing its properties, such as size, structure, lifetime and track, between the model and observations. However, given that the East Africa model only ran out to T+48 h, storm-tracking statistics may be affected if storms began before initialisation, or dissipated after the end of the run.

The limited number of case studies used in chapter 3 (to identify important controls on storms) does impact on the robustness of the results. Two storms with clearly different characteristics (one large storm forming over land and propagating onto the lake, and one smaller storm initiating over the lake itself) were chosen to capture a variety of processes, but do not provide a complete picture. The choice to focus on
a few, highly-detailed, case studies was based on the lack of detailed individual case studies of convection over Lake Victoria in the literature, along with computational constraints. It is acknowledged that results from chapter 3 should be scaled up and investigated in a statistical framework.

There were also various limitations associated with the field campaign presented in chapter 4, although this was to be expected given that the campaign was designed as a pilot. As with chapter 3, representativeness is an issue; two flights are far from sufficient to sample the wide range of conditions over Lake Victoria. The great size of Lake Victoria also makes it difficult to obtain good coverage of the lake within the limits of the flight time. More than 1 hour could pass between the beginning and end of a leg of the transect, by which time the atmosphere may have evolved.

4. Recommendations for future work

4.a. Evaluation of convection-permitting models

Since the publication of the second chapter of this thesis, the East Africa CP model has been retired and replaced with the Tropical Africa model. The Tropical Africa model includes an updated science configuration Regional Atmosphere 1 for the Tropics (RA1T) (Bush et al. 2019) and also spans West Africa. The horizontal grid-spacing (4.4 km) remains the same as the East Africa model. It is important that there is continued monitoring of CP models in the region, to ensure that upgrades are indeed improving the quality of forecasts. Accordingly, ongoing weaknesses should be fed back to model developers. Ongoing changes to models (for example, it is likely that RA2T will become operational in the near future), and the corresponding changes in performance, must be monitored. As forecasters become more familiar with models, they learn their strengths, weaknesses and biases. If any of these change, forecasters must be kept informed, since they may need to adapt the way in which they use the model.

Chapter 2 provided a quantitative verification of various aspects of precipitation forecasts from the East Africa model, providing guidance about model performance for forecasters. Although some reasons for limitations in predictability were suggested, these were not examined in detail or at a process level. Such analysis is difficult given the lack of observations, especially upper-air observations. Recently, the new Aeolus satellite has been launched and will provide profiles of wind.
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which could be used to investigate whether the model is correctly simulating circulation patterns. Although radiosonde launches are very infrequent in East Africa, those that do exist could be collated and used for model evaluation, especially given the current focus of the Met Office on understanding pre-convective environments in CP models. There are also more radiosonde launches in West Africa, which could be used to evaluate the Tropical Africa model in that region.

The importance of initial conditions in the skill of a forecast is well known (e.g. Guichard et al. 2010; Vié et al. 2011; Melhauser and Zhang 2012; Birch et al. 2013; Schumacher et al. 2013; Luo and Chen 2015). Neither the East Africa nor Tropical Africa model include data assimilation (other than in the driving global model). Additional data assimilation is applied to CP models at various operational centres around the world (Gustafsson et al. 2018), including the Meteorological Service Singapore (MSS) which runs a CP version of the MetUM (Huang et al. 2019). MSS assimilate surface observations, radiosondes and data from aircraft, as well as radiances, derived upper-air and surface winds and cloud fraction information from satellites. Huang et al. (2019) showed that data assimilation does improve model performance over the Singapore domain, with the greatest improvement coming from assimilation of surface observations and satellite radiances. Barring computing resource issues, assimilation of satellite data could be implemented over Africa in a similar way. Surface observations are relatively scarce over the region, although it is known that many exist which are not reported to the GTS. Improving infrastructure to report the data from these stations should be a priority in order for them to be incorporated into data assimilation.

4.b. Controls on storms over the Lake Victoria basin

Chapter 3 identified some key factors responsible for storm initiation and propagation over Lake Victoria using three case studies. As discussed in chapter 3, the representativeness of these cases is unknown. However, the findings provide a starting point to investigate the processes responsible for storms in more detail. There is now a need to scale up and look at a larger number of cases, to investigate how important and frequent various triggering mechanisms and local- and large-scale atmospheric conditions are for storm initiation. One method could be to use storm tracking to obtain statistics on where and when storms form, including information about their lifetime and propagation. Using these dimensions, a machine learning algorithm—such as K-means clustering (Lloyd 1982)—could be used to define ‘types’ of storm. Reanalysis data could then be used to build composites of these different types. It would also be
interesting to examine how the frequency of each storm type varies by season, since
seasonal shifts in circulation and moisture availability are likely responsible for much of
the variability in storm formation (chapter 3). In particular, it would be interesting to
look in more detail at storms which initiate over the lake itself; such storms are likely
more dangerous to users of the lake than those which propagate from land onto the
lake, as there may be no visible prior warning.

Improved understanding of the local- and large-scale conditions and important triggers
for each storm type would be of great use to forecasters, possibly providing ‘rules
of thumb’ for predicting convection in the region. An additional step would be to
investigate how predictable each storm ‘type’ is in models (in particular CP models)
and whether this predictability is related to the ability of the model to correctly predict,
and respond to, the local- or large-scale features. Such a predictability study could be
performed using convective-scale ensemble simulations.

4.c. Idealised modelling of land breezes

In the scientific literature, much focus has been given to studies of sea or lake breezes,
whereas land breezes have generally been neglected. In particular, there are no idealised
studies of land breezes. Simulations in chapter 3 showed the importance of the land
breeze in storm formation over Lake Victoria, as well as the formation of a moisture
bulge. The properties of the moisture bulge, also identified in observations in chapter
4, are anticipated to be important in determining whether a storm forms, but have not
been investigated in detail. For example, it remains unclear whether this bulge exhibits
any wave-like properties which may affect convection downstream.

A study by Goler and Reeder (2004) investigated the collision of two sea breezes over
an idealised Cape York Peninsula. A similar study is suggested, where the collision
of two land breezes over an idealised Lake Victoria is simulated. Importantly, this
simulation should include moist processes, which the Goler and Reeder study did not.
A Large Eddy Simulation (LES) could be used for this purpose, but would need to
include orography. Such a study should produce simulations of lake breeze collisions
under different environmental conditions, such as environmental humidity, prevailing
wind (which affects the strength/asymmetry of land breezes) and land–lake temperature
contrasts. These simulations could be used to understand the conditions in which the
bulge of moisture contributes to storm formation over Lake Victoria. In addition, the
winds at the leading edge of the bulge, and the potential hazard which they pose, could
be investigated using the idealised model.

4.d. Lake surface temperatures

Comparison of temperature and moisture profiles near the lake surface in the models and observations in chapter 4 suggest that there may be issues with the representation of the lake surface. To what extent lake surface temperatures (LSTs) may be responsible for poor model performance in chapter 2 remains unclear. Incorrect LSTs could affect storm formation in two ways: firstly, by changing the strength of the lake–land breeze circulation by changing the temperature gradient between the lake and land; secondly, by altering the sensible and latent heat fluxes at the surface. In Met Office models, the most recently observed LSTs are prescribed at the start of a run, are not updated, and have no diurnal variation (Fiedler et al. 2014). A first step would be to find or collect observations which show how much daily and sub-daily variation there is in lake surface temperatures. If there is significant variation, then sensitivity tests must be performed using either an idealised model or full CP MetUM, for example by imposing a diurnally varying perturbation on LSTs based on the observations.

If there is large day-to-day variability in LSTs (for example, wind and temperature changes accompanying storms could affect the lake surface), a lake model coupled to the atmospheric model may be required. Previous studies (e.g. Song et al. 2004, Anyah et al. 2006, Sun et al. 2014) have suggested that a coupled 3D lake model is required in order to correctly predict convection over Lake Victoria. Such studies were performed on seasonal timescales, and a 3D lake model is likely unnecessary for NWP timescales. However, it is suggested that some sensitivity tests could be performed with an East African CP MetUM domain coupled to a 1D lake model—such as the Freshwater lake (FLake) model—to investigate whether any additional skill is gained on NWP timescales. FLake has been used by Thiery et al. (2014) over other African Great Lakes and was found to acceptably predict LSTs. Rooney and Bornemann (2013) previously coupled FLake to the MetUM UKV configuration over the UK, and showed some modification of local weather.

4.e. Extended field campaign

Chapter 4 provided a novel dataset of observations of the lake–land breeze circulation in unprecedented detail. However, just two flights and aircraft observations alone can-
not be used to provide a robust description of the dynamics and thermodynamics of the circulation. In particular, data coverage was inadequate to explain the small-scale variability in winds and moisture near the lake surface during the early morning. Although a moisture bulge was identified, the mechanism of its formation was unclear from the observations.

An extended observations field campaign, ideally over several seasons to observe different conditions and variability, would be of great value. Such a campaign could exist of an intense period of radiosonde launches, or an extended aircraft campaign. Multiple aircraft or newer technologies, such as unmanned aerial vehicles (UAVs), could be deployed to achieve greater data coverage. On the ground, wind profilers, doppler lidars and radiometers (for temperature and moisture profiles) would increase data coverage. A priority would also be obtaining observations over the lake itself, which could be achieved by fitting boats or buoys with meteorological equipment. Radar data would also be invaluable and provide observations over the lake. Data from this campaign could be used to build on the understanding of the lake–land breeze circulation and storm formation in chapters 3 and 4. In addition, the observations could be used to build on the model verification in chapter 2, by allowing a process-based evaluation of the dynamics and thermodynamics over the basin. Such an evaluation would help to elucidate reasons for model performance—good and bad—and provide more insight into aspects of the model which should be improved by model developers.

5. Summary

The work presented in this thesis contributes to the advancement of forecasting severe weather over East Africa, in particular over the Lake Victoria basin. This was achieved through verification of a current convection-permitting forecast model, and through modelling and observational studies to improve the fundamental understanding of severe weather occurrence.

Convection-permitting modelling was key to this thesis, with an assessment of its ability to predict intense precipitation over the region, and its use as a tool to study storm processes over Lake Victoria in the absence of suitable observations. The CP MetUM was shown to be generally more skilful than the global parametrised MetUM, but large uncertainties in the location of convection remain, and a better understanding of correct usage of the model is also required amongst forecasters. Results from this study are likely applicable to CP models throughout the tropics. This is particularly important
as their operational use becomes more routine, CP ensembles are developed, and CP models are used for future climate predictions.

Detailed studies of individual storm cases studies over the Lake Victoria basin, using CP modelling, revealed some key factors important for storm formation; in particular, the behaviour of the convergence associated with the lake–land breeze circulation, moisture availability on daily and seasonal timescales, and the effect of convection on the preceding day. Given the lack of observations in the region, an aircraft campaign was designed and conducted to provide a new observational dataset of the lake–land breeze circulation. A very sharp lake-breeze front was observed during the evening. In the early morning, some unexplained small-scale variability was observed above the lake surface, which may be important for understanding storm initiation. The small-scale processes and features identified in chapters 3 and 4 may provide some insight into why NWP, including the models in chapter 2, lack skill in the region. Observations in chapter 4 support some of the conclusions made in chapter 3, but there is a clear need for a higher density of observations (to build a more complete picture) and a longer observational period (to sample different conditions).
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