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1. Abstract 

Our current reliance on fossil fuels is not sustainable in the long term and the need for 

renewable energy grows ever larger. It is with this in mind that we look towards harnessing 

the power of sunlight. Whilst devices currently exist that work by capturing solar energy, 

polymer based photovoltaics have limited efficiency and stability whereas by studying the 

light-harvesting mechanisms of plants and bacteria, we may be able to design better 

performing solar cells which have the additional benefit of being made from renewable 

materials. The photosynthetic apparatus of plants, bacteria and algae is an abundant source of 

inspiration; a full understanding of these mechanisms may enable the design of more efficient 

photovoltaic devices. These species have evolved their own specialized methods of 

harvesting light and rapid energy transfer and these mechanisms and their potential to be 

exploited and adapted in solar energy capture for human purposes are the focus of this 

project. 

 In order to fully explore the photosynthetic process, synthetic systems will need to be 

designed in order to replicate the light-harvesting environment. Photosynthesis in plants and 

bacteria utilises light harvesting antenna complexes, whose structure are difficult to 

manipulate. The goal of this project is to build synthetic structures that incorporate elements 

of these antenna complexes, e.g. pigment complexes, so that the relationship between 

structure and function can be explored directly. In the first instance our focus is on membrane 

components but not on the reconstruction of the membrane. Lithographic techniques will be 

employed to pattern surfaces incorporating light-harvesting molecules in order to test 

hypotheses about energy transport within two dimensions. Of particular interest is the 

relationship between bacterial light harvesting and the spatial organisation of components in 

antenna complexes.  
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2. Introduction 

2.1. Photosynthesis 

The process of photosynthesis begins with the absorption of light energy and its 

transformation into an electronic excited state followed by a charge separated state and 

subsequent conversion to a proton gradient across a membrane.1 Plants and bacteria have 

evolved in different mechanisms to best maximise their light-harvesting efficiency, yet have 

retained the same basic components: a reaction centre (RC) which is situated at the centre of 

the unit and antenna complexes which surround it and feed energy into the reaction centre 

and there will be many of these within each cell. The light harvesting unit of the purple 

bacteria is simpler compared to its evolutionary competitors in cyanobacteria, algae and 

plants. Whilst plants and bacteria both use redox process, plants have evolved more complex 

methods to feed photoexcited electrons directly into cellular processes via splitting water and 

synthesising sugar.1 The antenna within bacteria tend to be structurally simpler than plants2 

and therefore provide an easier route to replication and by studying one of the least complex 

light harvesting units known in nature, that of purple bacteria Rhodobacter (Rba.) 

Sphaeroides, we give ourselves the best chance of being able to identify the role the quantum 

coherence plays within light-harvesting and how, if at all, it should be utilised in the 

manufacture of solar cells. 

2.1.1. The photosynthetic unit of purple bacteria 

2.1.1.1. The reaction centre 

The overall structure of the RC of Rba. Sphaeroides consists of a scaffold of three 

polypeptide chains and ten cofactors.3 The three polypeptides are labelled as the H-, L- and 

M- chains and they act to hold the cofactors in the required positions for efficient light-

harvesting. The L- and M-polypeptide consist of five alpha helices each that span the 
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membrane and have particular importance in holding the cofactors in the correct position, 

whilst the H-polypeptide has a single membrane spanning alpha helix and a domain that caps 

the cytoplasmic side of the L- and M-polypeptides.3 

 

 

Figure 1. (A) Representation of the three polypeptides that make up the scaffold of the 

reaction centre of Rba. Sphaeroides; H-polypeptide (purple), L-polypeptide (teal) and M-

polypeptide (light pink). (B) Representation of the ten cofactors held within the three 

polypeptides. This figure was constructed using PDB file 1PCR4 and Python Molecule 

Viewer.5   

 

The cofactors consist of four bacteriochlorophyll (BChl), two bacteriopheophytin 

(BPhe) which is similar to BChl, but with the magnesium ion removed and replaced with two 

hydrogen atoms, two ubiquinone-10 molecules, a ferrous non-haem iron atom and a 

carotenoid. Two of the BChl cofactors form a dimer which is often referred to as the special 

(A) (B) 
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pair (P) and on either side of these are the remaining two BChl, the two BPhe and the two 

quinones further out still, as shown in figure 2. One of the ubiquinones is not fixed in place 

within the core of the reaction centre as its movement is necessary in the facilitation of charge 

transfer through the membrane. The remaining nine cofactors are held in location by the 

proteins, with the iron atom also appearing to provide structural support.3 

 

 

Figure 2. Representation of nine cofactors that make up the photosynthetic unit of Rba. 

Sphaeroides; two BChl which form the special pair dimer (yellow and grey), two accessory 

BChl (green), two BPhe (bright pink), two ubiquinone-10 (orange) and an iron atom (brown). 

Hydrocarbon tails have been removed for clarity. This figure was constructed using PDB file 

1PCR4 and Python Molecule Viewer.5  
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Within the RC, light energy is absorbed by the six BChl and BPhe and is funnelled to 

the two BChl which form a dimer, where the process of charge separation begins in earnest. 

This then leads to the formation of the first singlet excited state of the BChl special pair 

which is able to donate an electron to one of the BChls, forming a negatively charged dimer 

and positively charged BChl state. The electron is subsequently transferred from the BChl to 

the nearest BPhe followed by transfer to the stationary quinone and this process occurs on the 

picosecond timescale. On the microsecond timescale the electron is transferred from the 

stationary quinone to the mobile quinone. Following the reduction of the special pair this 

process can occur again coupled with proton uptake by the negatively charged quinone so 

that a quinol molecule is formed which can be transported across the membrane, to a 

transmembrane protein pump known as cytochrome bc1 which removes the protons and 

electrons, thus creating a proton gradient which drives ATP synthase. The cycle is completed 

by binding of a new quinone and the utilisation of other cytochromes, including cytochrome 

c2 which is responsible for the transfer of electrons across the membrane back to the special 

pair to reduce it from P+ to P.6 

2.1.1.2. The antenna complexes 

The process that occurs in the reaction centre requires two electronic excitations of the 

special pair in order to produce the quinol and it is therefore of great importance that the 

reaction centre is able to operate at a high photoexcitation rate in order to prevent charge 

recombination and the loss of stored energy.7 Whilst the four BChl and two BPhe within the 

reaction centre can absorb light directly and create the first excited state of the special pair, 

bacteria have developed a series of additional antenna complexes in order to capture light and 

transfer the energy to the reaction centre. This is necessary as bacteria often dwell in places 

with very low solar irradiance and so increasing the light-harvesting cross section is vital for 

photosynthesis to occur; for example a medium sized leaf on a windowsill is hit by 1016 



 

6 

photons per second compared to a single green bacterium found at a depth of eighty metres 

under water which receives only 300 photons per second, but has developed an incredibly 

efficient light-harvesting system in order to thrive in these conditions.7 

 Rba. Sphaeroides utilises a light-harvesting structure called light-harvesting complex 

one (LH1) which consists of a ring of thirty two BChls (often noted as B875 because of its 

main absorption peak at 875 nm and similar notation is used for other bacteriochlorophyll 

throughout) and sixteen carotenoid molecules, spheroidene, arranged as close as possible 

around the RC.8 These molecules are held in a circular structure by thirty two membrane 

spanning α-helical scaffold proteins of which sixteen are located between the RC and the ring 

(α- peptides) and the other sixteen are located outside the ring (β- peptides) with the ultimate 

effect being that a pair of α- and β- peptides hold two BChls and one carotenoid in place.8 

Such is the synergy and close proximity of the reaction centre and the light-harvesting 

complex one that they are often described as one term RC-LH1. 

 In order to provide the perfect balance where each reaction centre receives the same 

amount of light energy as it turns over, Rba. Sphaeroides employs further antenna complexes 

in close proximity which feed energy into LH1 called light-harvesting complex two (LH2).a 

Each LH2 consists of a tight ring of eighteen B850 bacteriochlorophyll molecules and nine 

carotenoids sandwiched between nine α- peptides and nine β- peptides.1 In addition LH2 also 

contains another ring of nine BChls, with a major absorption at 800 nm, positioned slightly 

above and perpendicular to the B850 ring and are more loosely packed.1 When fully 

 
a Throughout, light-harvesting complex two shall be abbreviated to LH2, which should not be 

confused with the light-harvesting complex two which is found within plants and certain 

green algae which is abbreviated to LHCII within the literature. 



 

7 

assembled, each chromatophore vesicle contains ten to twenty RC-LH1 complexes and a 

further fifty to one hundred LH2 units as shown in figure 3.1 

 

Figure 3. A model of the chromatophore unit of Rba. Sphaeroides; RC-LH1 units (blue and 

red), LH2 units (green), cytochrome bc1 (purple) and adenosine triphosphate (ATP) synthase 

(orange). Figure adapted from Cartron et al.9  

 

2.1.2. The energy transfer process 

Fluorescence resonance energy transfer (RET or FRET), also known as Förster energy 

transfer after Theodor Förster who published two papers describing the effect,10, 11 is a key 

component in energy transfer between molecules within antennae complexes and also from 

antennae complexes to the RC.12 It is this theory which explains the transfer of energy to the 

B850 ring from the B800 ring within the LH2 complex. Mutants of the LH2 motif which 

have absorption bands at different wavelengths but no noticeable changes to the arrangement 
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of the complexes have been used as a means of proving that this energy transfer behaves in 

the way that Förster theory would predict.13 The changes in the absorption band result in 

increased spectral overlap of the two rings within LH2 which in turn leads to an increase in 

the energy transfer rate and this behaviour is fully expected according to Förster theory.13 

Förster theory predicts that when a light-harvesting molecule is irradiated with light of the 

correct wavelength an electron is excited from the ground state to the excited state, at which 

point an exciton is formed and this excited state is transferred between molecules via a 

hopping mechanism. 

Early in the study of light-harvesting antennae complexes it was noted that Förster 

theory alone can not fully explain how light energy is transferred between molecules.14, 15 For 

example it was found that the transfer of energy from the B800 ring to the B850 is faster than 

that predicted by Förster theory.14, 15 The hopping mechanism, as described in Förster RET, 

only holds true when there is weak interpigment coupling and the dominant coupling is 

between the chromophores and their environment.2 In systems such as LH2, we know there to 

be strong interpigment coupling and therefore Förster theory becomes a poor description of 

energy transfer as it does not take into account the delocalization of excitons across the 

BChls.12, 16 This delocalization of the excitonic state is referred to as electronic coherence. 

Förster theory predicts a temperature dependence of energy transfer from the B800 ring to the 

B850 ring via vibronic states only, yet experimental evidence suggests that at room 

temperature the speed of transfer is in fact much faster than predicted. This led to the belief 

that the electronic coherence within the B850 ring plays a role in providing an alternative 

pathway.15 

 It has been found that within the reaction centre that the BPhes and the BChls share 

energy, but with longer than expected lifetimes for the excited states and it is suggested that 

quantum coherence plays a role.17, 18 The excited state lifetime predicted using Förster theory 
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is eclipsed by measurements taken using a two-colour electronic coherence photon echo 

experiment. The experiment uses a laser pulse at 750 nm to specifically excite the BPhes 

followed by a second pulse at 800 nm to excite the BChls and finally a third pulse is fired 

which only generates a photon echo signal if the excited states of both the BChls and BPhes 

are mixed. The results are shown in figure 4. 

 

Figure 4. Integrated echo signals from a two-colour electronic coherence photon echo 

experiment with a Rba. Sphaeroides  sample, as a function of time delays between laser 

pulses at (A) 77 K and (B) 180 K. The data shows that after 75 fs there are few strong signals 

for the excited state of the BPhe, across the x-axis, but that the excited state of the mixed 

BPhe/BChl system, the y-axis, exhibits signals showing a lifetime that gives out strong signals 

at 275 fs and weaker signals still for longer periods of time. Figure adapted from Lee et al.17  

 

The oscillating nature of the coherent state is of interest because it was normally 

assumed that such coherent oscillations are destroyed very rapidly and that relaxation of the 
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excited state occurs via their destruction. With lifetimes extending well into the region of 660 

fs, these oscillations are suggested to be the result of a quantum coherent superposition of 

excited states, referred to as quantum beats, a wavelike transfer of energy rather than the 

hopping mechanism as described by the classical Förster theory.18 

 As previously mentioned, there is a large discrepancy between the predicted timescale 

of energy transfer from the B800 ring to the B850 ring in LH2 between Förster theory and 

experimental results.14, 19 This increase in transfer speed is largely believed to be due to the 

behaviour of the B850 ring as an acceptor for excitation.20 The coupling between the B800 

BChl pigments is weak, due to their relatively large separation distance, of approximately 22 

Å,21 and as a result they behave as normal donors in relation to Förster theory. On the other 

hand distance between BChls in the B850 ring is small, at approximately 9 Å,21 which gives 

rise to interpigment coupling to a greater extent. This coupling changes the way they act as 

acceptors in the standard spectral overlap interpretation of energy transfer. If the B850 ring 

can share energy between BChls via electronic coupling to yield delocalised excitons we 

should consider that state as intrinsically multichromophoric, meaning that the spectral 

overlap is an average of the ensemble with a density of states based on electronic coupling 

factors.20 The role that disorder within the B850 ring, which can be considered as the 

interaction with its environment, plays is of importance because it broadens the density of 

states within the ring and thus increase the spectral overlap and reduce the energy transfer 

time, yet vibrational motions also cause dephasing of neighbouring pigments.20 

 There is still no clear answer to the question, “what is the role of coherence within 

light harvesting?” Whilst it is has been known for a long time that electronic coherence exists 

within certain antennae complexes22, 23 and is almost certainly involved in the process of 

light-harvesting and energy transfer, the role of quantum coherence has only recently been 

investigated thoroughly. This is due to the relatively modern development of two-
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dimensional electronic spectroscopy (2DES) as a method of preserving and probing 

coherences.24–26 It is also known that the environment plays a role in the longevity of excited 

states but a key question that it is hoped will be addressed is how fundamental this role is, as 

well as the spatial and distance dependence of the arrangement of the pigments within the 

light harvesting antennae. The replication of light-harvesting environments on a two-

dimensional surface is one of the ways in which these questions can be investigated. 

Synthetic biomimetic assemblies of components from antenna complexes may enable us to 

examine phenomenon systematically, e.g. as a function of separation, in a way that is not 

possible in the naturally occurring proteins. 
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2.2. Surface Plasmon Resonance 

When a material has free surface electrons, those electrons will oscillate. When the frequency 

of incident electromagnetic radiation matches that of the plasma frequency of the electrons in 

the material, resonance occurs.27 Upon changing the angle of the incident beam, keeping the 

wavelength fixed, or vice versa, a minimum transmission, or reflection if the material is not 

transparent to the wavelength being used, will be found, at which point the incident will be in 

resonance with the oscillating electrons.28 Oscillating electrons will propagate across the 

surface of the material, most commonly gold, and are known as surface plasmons (SP). When 

they are resonating with an electromagnetic wave, it is known as surface plasmon resonance 

(SPR).27, 28 

 This phenomenon is acutely related the texture and dielectric constant of the material, 

but also the dielectric properties of the medium surrounding it.27 Changes to the latter will 

change the wavelength of the SPR peak, which is the basis of many applications. For 

example, if a protein binds to the surface, the SPR peak will change. Should the protein 

subsequently interact with another molecule, an additional change to the SPR peak will 

occur. This is the premise upon which SPR sensing is based.29–31 SPR can also be coupled 

with FRET in order to carry out distance dependence studies of biological molecules. 

However, the interaction between FRET acceptors and donors is only useable up to 10 nm, 

but a layer of metal can be placed in contact with the donor and acceptor and couple with 

both such that when light it absorbed by the donor, the energy is transferred to the acceptor 

over a distance of up to 120 nm via surface plasmons with high efficiency.32, 33 

 For nanostructures, i.e. smaller than the wavelength of the incident light, localised 

surface plasmon resonance (LSPR) may occur. In this case, the electric field of the 

electromagnetic wave can be considered constant, leading to electrodynamics governing the 



 

13 

interaction rather than electrostatics.34 In this situation the plasmons are not said to propagate 

and are instead limited, or localised, to the nanostructures. The number, intensity and location 

of these LSPR bands are not only linked to the dielectric properties of the medium34, 35, but 

also to the shape and size of the nanostructures.35–37 To this extent, if the spacing between 

nanostructures is too small, then the spectra will appear no different to a continuous film.38 

As with propagating resonance, this localised plasmonic behaviour is also subject to changes 

in the local media and can be used in sensing applications.28, 31, 39–41 Nanoparticles can be 

used as so called plasmon rulers, whereby two nanoparticles can undergo plasmon coupling 

with each other and the resulting plasmon wavelength is known to red-shift as the 

interparticle distance decreases.42 This phenomenon can be used such that particles can have 

biological molecules bound to their surface and the distance dependence of any interactions 

can be monitored by the shift in the coupled plasmon wavelength or alternatively, an 

interaction that will lead to a distance change can be monitored against time by measuring the 

change in peak position.43 

In addition, it has been discovered that when certain light harvesting particles are 

attached to gold nanoparticles which exhibit a LSPR, an unusual change occurs. Rather than 

the plasmon peak shifting slightly as a result of a difference in the local refractive index, the 

shape of the absorption curve changes entirely. This suggests that a different phenomenon is 

occurring regarding the transfer of energy between the light harvesting molecules and the 

nanostructure, and the link between size of the nanoparticle and the density of the light 

harvesting structures can be investigated. In order to investigate this fully, systems in which 

full control of the surface and its chemistry need to be employed and methods of creating 

such systems are explored below. 
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2.3. Self-assembled monolayers 

In the early 20th Century, some of  the first highly reproducible monolayers were 

produced using what are today known as Langmuir-Blodgett techniques,44, 45 which involve 

the formation of thin films at an air-water interface and their transfer onto a solid surface 

through the use of ‘troughs.’ This technique is arduous, however, and limiting in terms of the 

types of molecules that can be adsorbed to a surface. Further experimentation was carried out 

into alternative methods for the adsorption of molecules and subsequently the properties of 

monolayers adsorbed onto metal were first published during the 1940s.46 The films produced 

in this manner were hydrophobic and oleophobic in nature i.e. water and oils would not wet 

the surface, which initially led to a relatively limited scope of study for their use, to 

applications such as friction reduction. 

Over the subsequent thirty or so years of continued experimentation and exploration, 

these monolayers systems attracted growing interest for modelling and studying surfaces and 

surface processes. They were used in areas such as replicating biological membranes,47, 48 

photochemical reactions,49 catalytic behaviour,50, 51 electrochemistry52 and electrical 

conduction.53 On the back of this work much effort was put into characterising monolayer 

assemblies, and even more so when there was evidence to suggest that the monolayers could 

form spontaneously with a high degree of control.54, 55 

Momentum was gained in the field in the 1980s and continues to this day since work 

by Allara56 and Sagiv57 documented the adsorption of sulfides onto gold and trichlorosilanes 

onto silicon, both with a varying range of functional groups on the resulting surface allowing 

a wide range of applications to be explored. It was at this time that the term self-assembled 

monolayer was coined and become commonplace for describing such systems. 
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Self-assembly is a technique that has gained popularity due to its use in the fabrication 

of surfaces with multiple functionalities onto a multitude of substrates. Films formed have 

recently been shown to be susceptible to micro- and nanopatterning through various 

lithographic processes and can be subsequently reacted to, to create further stepwise 

modifications to the surface, examples of which will be detailed further in this chapter. With 

these features in mind, there is a great scope to create, replicate and study biological 

interfaces and well as design and fabricate features that can be used in electronics and 

devices. 

2.3.1. Formation of self-assembled monolayers 

The basic components of self-assembling molecules are the head, chain and tail of each 

moiety; each contributing in a different way to the properties of the monolayer.  The head 

group is part of the molecule that reacts with the substrate to create a chemical bond, i.e. 

chemisorption, the strength of which correlates to the stability of the monolayer. The tail of 

the molecule is most frequently on the surface of the monolayer and controls the functionality 

of the layer depending on the nature of its functional group. The tail therefore determines the 

chemical routes of reaction available as well as physical properties such as 

hydrophobicity/hydrophilicity. The chain is merely a linker between the head and tail groups, 

and though the least important part of the molecule it can influence monolayer formation. For 

example in a solution of competing molecules which have differing chain lengths but 

otherwise identical head and tail groups, it is the chain length which is shown to determine 

which molecule dominates the resulting monolayer.58 The chain can also contribute to steric 

effects that dictate tilt angle of the monolayer and that prevent the most efficient and compact 

packing of the molecules on the surface. When an imperfect or ‘patchy’ monolayer is formed, 

the tail group is liable to collapse and may become buried in the monolayer and thus remove 
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the desired functionality. The ability to produce and control highly ordered monolayers is 

therefore highly desirable.  

 

 

Figure 5. (A) A diagram showing how individual molecules can arrange to form a monolayer. 

The head group is shown in red, the chain is shown in green, the tail is shown in blue and 

the substrate is shown in grey. (B) An example of an imperfect monolayer, for example 

caused when a combination of short and long chains are present during adsorption and the 

tail groups of the longer chains can become buried in the monolayer. 

 

(A) 

(B) 
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2.3.1.1. Thiolate systems 

In contrast to Langmuir-Blodgett films, which are formed by the compression of a molecular 

film at the air-water interface to drive a liquid-solid transition in two-dimensions, self-

assembled monolayers (SAMs) form spontaneously following immersion of a surface in a 

solution and provide greater versatility in terms of the type of monolayer that can be created. 

One system in particular that received focus was that of disulfides (RSSR) and sulfides (RSR) 

adsorbed onto gold films. These were of particular interest because of the previously held 

belief that gold was inert to chemisorption and that only weak physisorption occurred at its 

surface; this enables SAMs to be formed on gold surfaces in ambient conditions as any 

contaminants on the surface are only weakly held there. Sulfides and disulfides are also 

compatible with many functional groups as they will nearly always bind preferentially to the 

gold via the sulfur atom over bonding via the functional group.59 Some of the first work that 

identified this behaviour and exposed the potential of the system56 led to further study58–63 

and subsequently the routine use of thiol (RSH) monolayer formation on gold as a way of 

making cheap and easily reproducible functionalised surfaces. The mechanisms behind the 

chemisorption of disulfide, sulfide and thiol moieties and the subsequent spontaneous 

arrangement into ordered monolayers are still not known with full certainty, however, the 

most documented and widely believed are mentioned below.  

It has been shown that it is a gold thiolate, an Au-S bond, that links the monolayer to 

the surface, which has been shown using x-ray photoemission spectroscopy (XPS) studies.64 

There is a strong preference for the chemisorption of thiols over disulfides from mixed 

solution even though the end monolayer is almost chemically identical,43, 46 yet disulfides will 

readily adsorb when carried out in ultrahigh vacuum (UHV) conditions when thiols will not.65 

Thiols that are chemisorbed from solution proceed to thiolates via the scission of the S-H 
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bond and early infrared66 and Raman spectroscopy67 studies proved that no S-H bonds were 

present on the surface of the substrate. 

 

 

Figure 6. A diagram showing how two precursor molecules, an alkanethiol (A) and a 

disulfide (B) when adsorbed from separate solutions will result in the same thiolate type 

self-assembled monolayer (C). 

 

Whether the scission proceeds after adsorption of the thiol molecule via transfer to the 

gold surface and subsequent release as H2 or otherwise is harder to determine. Hydrogen 

released from thiols has been shown to reduce nitro groups in the monolayer, a situation not 

observed when the equivalent disulfides are adsorbed, due to their lack of S-H bonds required 

to produce hyrdogen.68 On the other hand, for alkanethiols deposited in UHV conditions, only 

physisorption takes place, which is supported by evidence of an S-H bond remaining for a 

much greater period of time than if the monolayer was deposited in atmospheric conditions, 

caused by the absence of an oxidant and a different kinetic regime existing in UHV.64 

The adsorption of disulfides proceeds via an oxidative addition to the surface, the 

dissociation of the S-S bond, in both ultrahigh vacuum conditions65 and from solution.60 XPS 
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studies of the sulfur region have shown there to be no S-S peak which proves that intact 

disulfide molecule are not  bound to the surface.60, 64, 65 The preference for thiol adsorption 

over disulfides when present in a mixed solution could arise from steric hindrance of the 

bulkier disulfide and the fact that two adjacent coordination sites must be available.64, 65 

Though adsorption onto gold is the most widely studied, adsorption onto a variety of 

metal films can be achieved using a range of disulfide, sulfide and thiol solutions, with 

concentrations as low as 0.01 to 0.001 molar. Monolayers will spontaneously form from a 

range of adsorbates with varying alkyl chain lengths and terminal functional groups as well as 

from a variety of solvents and the differing kinetics and stability of these films are well 

understood.59 Monolayer adsorption itself takes only a few minutes to achieve approximately 

90% surface coverage60 and a few hours for full coverage with the resultant chains bound to 

the surface being close packed, stable and oriented,59, 69 though the extent of which varies and 

the surface of the monolayer may exhibit different lattice properties compared to that of the 

base where the sulfur atoms bind to the gold,70, 71 which can go some way to explaining the 

differing structural properties depending on chain length and head group. 

Multicomponent monolayers can also be produced by placing the adsorbent in a solution 

of competing adsorbates.58, 63 Through changing the length of the chain and the functionality 

of the terminal end of the thiol, a large range of potential applications are available, for 

example, the incorporation of a molecule into the monolayer that allows it to function as a 

sensor.72–76 Other applications include catalysis77–79, fabrication of electronic systems80, 81 and 

as etch resists.82  

As touched upon, other metals can be used as the foundation of a thiolate monolayer, 

though thiols on gold remain the standard for reasons summarised in a review piece from the 

Whitesides group.69  The review states five main reasons for gold’s continued use which are 
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summarised as follows. Firstly, gold is easy to obtain as a thin film and a colloid. It can easily 

be prepared as thin films by physical vapor deposition, sputtering, or electrodeposition. 

Secondly, gold can be patterned by a combination of lithographic tools and chemical etchants 

with ease. Thirdly, gold is a relatively inert metal that does not oxidize at temperatures below 

its melting point or react with atmospheric O2. In fact, the almost exclusively high affinity for 

binding between thiols and gold is such that they can displace unwanted materials from the 

surface, not undergo any side reactions and can be handled in atmospheric conditions rather 

than under ultra-high vacuum. Fourth, thin films of gold are commonly used for several 

existing applications, including surface plasmon resonance spectroscopy, quartz crystal 

microbalances and ellipsometry. Fifth, the adherence and functionality of cells on gold 

surfaces are not compromised by toxicity of the substrate, a phenomenon that is witness when 

silver is used.83 In addition, cell studies of SAMs formed from thiols on gold can be carried 

out over a period of days to weeks without a decline in performance. 

2.3.1.2. Silane systems 

At the start of the 1980s a different type of self-assembled monolayer was being explored. 

The system in question is that of highly ordered and well packed silane monolayers.54, 57, 84 

Figure 7 shows the form that silane monolayers take when chemisorbed to a surface. In 

contrast to SAMs of alkylthiolates on gold, which exhibit high degrees of order, films of 

silanes are more disordered and heterogeneous. The recorded O-Si-O distance is smaller than 

the van der Waal diameters of the adjacent tail group carbons, thus not leaving enough space 

for the alkyl chains to stand upright and form a well ordered monolayer.85 It is believed that 

of the three bonds that silicon can make, the three X groups in figure 7A, only one or two are 

formed, either to another silane or to the surface and the remainder are left as –OHs which 

can hydrogen bond to the substrate or another silane resulting in a monolayer that is in a state 
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of equilibrium, such that O-Si bonds are constantly breaking and reforming in order to 

maintain the best coverage across the surface.86 

 

 

 

Figure 7. A diagram showing the process that occurs when a silane bonds to a surface and 

forms a monolayer. (A) Show the general formula of a silane, R-Si-(X)3 where X is usually a 

chlorine, ethoxy or methoxy group and R can be one of many functional groups. A hydrolysis 

reaction will convert the silane into the form shown in (B) after which it will be able to 

hydrogen bond to a hydroxyl surface and intermolecularly. (C) shows the result of the 

condensation reaction that yields the final silane monolayer that has covalently bound to 

the surface and undergone planar polymerisation.  

 

The concentration of water in solution has been shown to very important in the 

attachment of silanes to the surface. Figure 7 shows that water is required for the hydrolysis 

reaction in order to create the active species, yet if there is too much water present then there 

will be a greater number of silanes hydrolysed than there are hydroxyl sites on the surface 

(A) (B) (C) 
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leading to potential polymerisation in solution and globular deposits on the surface that could 

lead to defects if they incorporated. If no water is present then the silanes may react with 

hydroxyl groups at the surface, but the remaining X groups can not be converted and so a 

patchy monolayer will be formed.87 Whilst the two systems discussed here share these three 

key features notable difference is that where thiols are usually adsorbed onto a metal film, 

silane monolayers tend to be formed on silicon or its oxide.88 

2.3.2. Characterisation of self-assembled monolayers 

2.3.2.1. Contact angle analysis 

Using a goniometer to measure a contact angle of a surface is a quick way of collecting a 

qualitative assessment of a monolayer almost immediately after it has been formed. The 

wettability of a surface is not overly affected by the type or roughness of the surface it is 

adsorbed onto, being nearly wholly dependent on the monolayer,59 which makes the 

technique so useful for characterisation. Two liquids are commonly used in the production of 

contact angles, and provide different analysis; water provides information about the polarity 

of the surface and hexadecane provides information about the polarizability of the surface.59 

For example, for methyl terminated alkanethiol monolayers with a carbon chain length of 

eight or greater, the contact angle of water remains relatively constant at 111-114°, but below 

these chain lengths the contact angle drops away rapidly.59 For carboxylic acid terminated 

thiol monolayers though, no such chain length dependence is observed and the surface is 

wetted, with contact angles in the region below 10°.59 It stands therefore, that contact angle 

study measurements can be used to prove the production of a patterned monolayer, for 

example the photooxidation of methyl tail groups to carboxylic acids. A study of contact 

angles against time of exposure for example would show the contact angle of the surface 

decreasing, towards only a few degrees, as the exposure time increases towards full 
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oxidation. Taking advancing and receding contact angles of multicomponent systems can also 

be used to determine whether separate domains have been formed.63 

Many functional groups have had their contact angle documented, accounting for 

differing chain lengths, the solvent it was deposited from and the substrate it was adsorbed 

onto. The contact angle can vary based on the tilt of the monolayer from the surface, in order 

to achieve the densest packing, and this is partly based on the grain size the metal film, for 

example the tilt angle for gold is approximately 30°,66 yet the smaller grain size of silver 

results in tilt angle of approximately 13°.89 This change in tilt angle between different 

substrates means that identical monolayers on differing metals will have a different contact 

angle. Using these previously determined measurements, contact angle studies can be a very 

quick and useful way of establishing whether a desired monolayer or pattern has been 

formed. 

2.3.2.2. X-ray photoelectron spectroscopy 

XPS is a quantitative technique that is widely used in the abstraction of information regarding 

the chemical composition of a material. The sample is placed in a vacuum and is irradiated 

with photons of energies in the region corresponding to x-rays. This energy is transferred to 

core level electrons that, if they have enough energy, are emitted from the surface. These 

electrons are analysed as a function of their kinetic energies. These are related to the binding 

energies of the orbitals from which they are ejcted:90 

𝐾𝐸 = ℎ𝜈 − 𝐸𝐵 −  Ф 

where KE is the kinetic energy of the emitted electron, hν is the energy of the exciting 

radiation, EB is the binding energy and Ф is the work function of the surface. Because hν and 

Ф are dependent on the sampling machine and known, the equation can be simplified to a 

direct link between the kinetic energy of the emitted electron, which is measured, and the 
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chemical state of the electrons source, the quantitative information we are looking for. This 

relationship is dependent on the emission process being elastic.91 

 

 

Figure 8. A schematic of the XPS emission process for an oxygen 1s electron. (A) An X-ray 

(black wavy line) irradiates an oxygen atom and the X-ray photon transfers energy to a core 

electron. (B) The electron has energy enough to be emitted into the vacuum chamber to be 

collected and analysed. 

  

XPS is a powerful technique for analysing surfaces because only electrons from 

within the 2-3 nm of material can escape from the surface, due to the rate at which the 

electrons are lost through scattering. Electrons formed at greater depths than 10 nm are 

inelastically scattered before they can escape.92 Therefore, despite the irradiated photons 

having enough energy to travel far through the material, it is exclusively the surface that is 
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characterised. This depth resolution is machine dependent and can be altered by changing the 

energy of the incoming photons and the take-off angle amongst other things.93 

 Regardless of the intensity of the illumination, no emission of electrons will take 

place unless the frequency of the X-ray is greater than or equal to the threshold level for each 

element. Once that threshold has been met, the number of photoelectrons emitted is 

proportional to the intensity of the illumination and any excess energy from using X-rays 

with a frequency higher than necessary, is emitted with the electron as extra kinetic energy.90 

The binding energy is, to a first approximation, the ionisation potential, however, its 

magnitude is influenced by the bonding environment of the element of interest. The 

electron’s binding energy correlates to its distance from the nucleus and the charge of the 

nucleus itself. Each element specific peak in turn can be shifted a small amount by changes to 

the local chemical environment, for example, a difference in oxidation state, molecular 

environment or lattice site.91 These shifts are usually only detected in high resolution scans. 

 XPS must be carried out in UHV conditions so that emitted electrons can be collected 

with minimal chance of having collided with gas molecules, which would reduce the signal, 

and so that the surface can remain free from contamination during the experiment. The X-ray 

source is often magnesium or aluminium and is made to emit fluorescent X-rays after a high 

energy electron beam has impacted upon it, and it is these X-rays that are directed towards 

the sample, though often indirectly through a thin piece of foil and a monochromator in order 

to prevent weaker X-rays from hitting the surface creating satellite peaks and to block high 

energy electrons and heat from hitting and altering the surface.90 XPS systems also need to 

contain an analyser and detector, the job of which is to measure the energy distribution of the 

electrons emitted.94 Also required is a collection lens which brings the kinetic energy of the 

photoelectron down to a constant in line with the range of the energy analyser, the pass 
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energy, which allows the resolution of the spectra to be controlled. High resolution spectra 

are usually collected at pass energies of 5-25 eV and wider survey scans at 100-200 eV.90 

2.3.2.3. Secondary ion mass spectrometry 

Secondary ion mass spectrometry (SIMS) is a technique used to acquire the mass spectra of 

surfaces. The process involves the sample, usually a solid surface, being bombarded with 

primary particles which cause the emission of secondary particles. These particles are then 

detected and analysed to yield a mass spectrum. In imaging mode, mass spectral data are 

mapped across the sample surface.  

SIMS is different to conventional mass spectrometry as the ionisation source doesn’t 

ionise the sample directly, but rather a primary particle which in turn ionises molecules at the 

surface of the sample. The technique can be generalised into two categories; ‘static’ SIMS 

and ‘dynamic’ SIMS. Static SIMS is so named due the low flux density of the primary beam 

resulting in only 1% of the surface being bombarded by a primary ion, making a second 

impact in the same place statistically highly unlikely.95 Early primary sources used for static 

SIMS used an electron bombardment source. The brightness of such sources are only 

moderate and as such can produce spot diameters of <5 μm.96 

This has since been largely replaced by using field ionisation sources due to their 

greater brightness; the brightness of a liquid metal ion gun (LMIG) can be up to nine orders 

of magnitudes greater than those generated by an electron ionisation source.97 An LMIG 

source consists of a tip (<10 μm), often tungsten, covered in a film of liquid metal, often 

gallium, indium or bismuth, which is placed in the region of a high extraction field and 

primary ions are then stripped from the resulting Taylor cone, either in the liquid or vapour 

phase, and accelerated towards the surface of the sample.96 The brightness of such sources 

has routinely led to spatial resolutions (see later) of 150 nm and as low as 20 nm.98 
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Figure 9. A diagram showing the collision cascade that occurs when a primary ion (dark 

green) is fired at the surface of a material (orange). The primary ion can travel further into 

the bulk of the material (light blue) up to a depth of about 10 nm (shown by the dark green 

arrows). As the primary ion collides with atoms of the target material, energy is transferred 

(light green arrows) and some of these collisions make their way back to the surface of the 

material where can be emitted as secondary ions to be collected and analysed. 

 

Should the flux density be high, areas of the surface may be hit by a primary particle 

more than once and if so, the fragment generated by the second particle will be from below 

the original surface and therefore not provide true characterisation of the surface. The result 

is a mass spectrum of a changing surface and hence the term used to describe this 

phenomenon as ‘dynamic’ SIMS. This was the first type of SIMS analysis to be carried out 

and it was not until almost two decades later that Benninghoven’s group developed the 
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technique of static SIMS by reducing the primary ion flux density.99 Since its discovery in the 

1950’s this approach has been honed for use in depth profiling and surface ionisation sources 

are used. 

As the high energy primary particle hits the surface it deposits its kinetic energy deep 

in the sample, causing a cascade of collisions. As the collision cascade spreads out through 

the sample, the energy density is reduced. Eventually some of the energy returns to the 

surface where it causes atoms and molecules to be ejected. A small fraction of the sputtered 

particles are ionised. Emission occurs when the particle’s kinetic energy is greater than the 

binding energy to the substrate. This emission is up to a maximum depth of approximately 30 

atomic layers; 95% of all secondary particles originate from the topmost two layers of the 

sample.98 SIMS has a significant advantage over electron impact mass spectrometry in that 

negative ion fragments can be detected using SIMS. The negative spectra do not contain 

hydrocarbon ions and thus can provide a different kind of information.98 

The majority of secondary particles are neutral but it is the ionised secondary particles 

which go on to form the mass spectrum; however, the fraction of desorbed ions is only 10-1 to 

10-6.100 A key process in the optimisation of SIMS as a technique comes from improving the 

number of secondary ions that are both emitted and detected. Traditionally only one m/z 

channel could be detected at a time, meaning all ions not of that channel are not detected. 

One solution to this is to use a time of flight SIMS (ToF-SIMS) setup, which can detect all 

ions that are generated within the detection range of the instrument 

 simultaneously. The formation of the secondary ion itself is still not a fully 

understood phenomenon and many different explanations were put forward in the early days 

of SIMS101, 102 and even in recent years questions and uncertainty are still being raised against 

popular models of ionization.103, 104 
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Polyatomic primary ions such as Bi3
+, Au3

+ and C60
+ produce increased yields of 

molecular fragments due to the fact they have a smaller sputtering depth and therefore more 

energy is present at the surface which leads to sputtering of larger fragments and more 

sputtering overall. When C60
+ is used the yield of secondary ions was as close to 10% and 

favoured high mass ions. This high yield is a combination of the fact that there is more 

energy at the surface due to shallow depth penetration of the primary ion and that there is 

minimal cross sectional damage at the surface which means that higher doses than normal can 

be used and still maintain the static limit.105 

In attempts to cause sputtering of larger still fragments, massive cluster primary ions 

were designed. Such a cluster which can produce ions with masses in excess of 80,000 Da is 

the Au400
+ ion. When compared to monoatomic gold and small gold clusters (Au3/5/9

+) the 

massive cluster caused greater secondary ion yield, enhanced signal-to-noise ratio, reduced 

fragmentation and less damage to the surface.106 

SIMS can be used to form chemical images of materials. A spectrum is recorded at 

every pixel, allowing the retrospective analysis of the sample by mapping the distribution of 

specific ions.100 This technique has been referred to as scanning SIMS and microprobe SIMS 

as well as SIMS imaging. 

The key factor in the quality of the image is the lateral resolution or spatial resolution; 

the closest distance at which two objects may be distinguished as separate entities; this is 

commonly referred to as the size of the pixel. The pixel size is highly dependent on the spot 

size of the primary ionization beam, which in turn is dependent on the type of ion source and 

the focussing optics.95 As mentioned above the brightness of LMIG sources is very high and 

so the resolution of these sources is routinely the smallest available, even more so when a 

polyatomic LMIG source is used. The limiting factor in most cases is not the size of the spot 
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but the intensity of the signal for each pixel. If the pixel becomes too small that very few ions 

are able to be generated within it then the intensity will be too low throughout the sample to 

derive any contrast within the image to tell one pixel from the next.95 It is for this reason that 

attempts to increase the yield of secondary ions per primary ion impact are sought.  

In the same way that dynamic conditions can allow for depth profiling, scanning 

SIMS can be utilised to provide a three-dimensional image of the solid being analysed. The 

surface is scanned and an image is acquired as described above, however unlike standard 

imaging, dynamic conditions are employed to erode away some of the solid after which 

another image is captured and the corrode-image cycle is repeated to a desired depth. The 

captured images are then arranged as slices on top of each other to provide a three-

dimensional image of the solid. The technique does rely on the assumption that erosion is 

uniform across the sample otherwise distortion will appear in the final three-dimensional 

image.107 

2.3.2.4. Atomic Force Microscopy 

Atomic force microscopy (AFM) is technique that uses a force sensing tip to interact with a 

surface. A range of interaction forces, including electrostatic and magnetic, can be used to 

map of the surface in a variety of ways, including its topographical and frictional variances. 

AFM is a development of scanning tunnelling microscopy (STM), a technique in which 

electron density is mapped across the surface of a material. It was noticed that when the 

tunnelling current hit a certain threshold, physical interaction between tip and surface 

occurred. These physical interactions were studied and subsequently AFM was developed,108 

which has proven to be an extremely popular method of microscopy as it is capable of high 

resolution images and can be carried out on both insulating and conducting samples in both 

air and liquid.109 
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Figure 10. A diagram of the process in which a tip on the end of a cantilever is brought into 

contact with a surface. The cantilever’s position is tracked relative to the interaction forces 

between the surface and tip and any deviation from normal is relayed through the AFM to 

produce an image of the surface. (Tip and probe not to scale)  

 

The force acting on the tip can be measured in a variety of ways. Commonly, the tip is 

attached to a cantilever which acts as a Hookean spring: 

𝐹 =  −𝑘𝑥 

where F is equal to the force, k is the spring constant and x is the deflection. The deflection of 

the cantilever is measured by observing a change in the deflection of a laser beam reflected 

off the back of the cantilever, a schematic of which is shown in figure 10. 

The calibration process for this is a simple one in which the spring constant for the 

cantilever is such that any cantilever deflection can be assumed to move the piezo sensor the 
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same distance. The known distance can be related back to change in the photodetector’s 

received signal to produce quantifiable date.109 

The nature of AFM is force based and as such the natural first quantitative application 

is a force-distance measurement. In this process, the tip is positioned above the surface and 

then lowered towards the sample. Once in contact it is pressed further into the material and 

then retracted until the tip is no longer touching the surface. This allows the deflection of the 

cantilever perpendicular to the surface plane to be measured. This process illustrated in figure 

11. The tip can be functionalised in a variety of ways, enabling the interaction forces between 

specific functional groups to be measured.109 

 The Lennard-Jones potential describes the interaction between atoms. At distances 

greater than their equilibrium separation, attractive forces dominate, while at distances less 

than the equilibrium separation, the dominant forces are repulsive in nature. The attractive 

energy varies with 1 𝑟6⁄  where r is the atomic separation. For a macroscopic object such as an 

AFM probe, the interation energy must be integrated across the tip surface, leading to an 

expression in which the interaction energy is proportional to 1 𝐷⁄  where D is the separation. 

Two widely used contact mechanics models have been developed to describe tip-sample 

mechanical contacts. Short range, strong adhesive interactions and longer range, weak 

interaction are encompassed within the Johnson-Kendall-Roberts (JKR) model and the 

Deraguin-Muller-Toporov (DMT) model respectively.109 The study and modelling of 

interactions between the tip and the surface are of vital importance and as such the field of 

contact mechanics exists to explore this area and further reading is abundant.110–112 

  



 

33 

 

 

Figure 11. A schematic of a force curve. (A) The cantilever starts above and approaches the 

surface. (B)  At a certain point an attractive force will cause the tip will ‘snap’ into contact 

and be touching the surface. (C) The piezo scanner will continue to push the tip into the 

sample generating repulsive forces. (D) The tip will start retracting. (E) If the tip adheres to 

the sample then the tip will not come out of contact at the same Z position as it did in the 

approach phase. As the tip is retracted further, but continues to adhere, it will cause the 

cantilever to bend and pull on the surface, producing an attractive force. (F) At a specific 

point a large enough force, called the pull-off force, is present to cause the tip to ‘snap’ out 

of contact. This difference between the out of contact force and the pull-off force is the 

force of adhesion, Fadh. 
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In addition to force-distance measurements, a variety of other modes exist which 

generate an image of the surface being investigated. In contact mode, the tip of the probe is 

brought into mechanical contact with the surface, and remains in contact in order to track the 

surface. The resolution is limited by the dimensions of the tip and the mechanical properties 

of the tip-sample contact. If a surface feature is smaller than the area of contact between the 

tip and the sample, it will not be resolved; therefore, in general, the sharper the tip the better. 

However, as the tip radius decreases, the contact area decreases and, for a fixed load, the 

pressure increases, causing an increased risk of damage to the surface and deformation of the 

tip.109 

A feedback mechanism is required to control the motion of the tip relative to the 

surface. Precise control of the tip-sample distance is achieved using a piezoelectric crystal. 

Depending on the system being used that could be by moving either the stage the sample is 

mounted upon or the crystal itself. The z axis can be controlled in such a way that the 

cantilever can be held at a constant height, and any deflections caused by a rough surface are 

represented by a deflection of the cantilever. The cantilever can also be held at constant force, 

where the distance between the surface and the tip is maintained and adjustments to the 

cantilever’s height are made in order to preserve the set force between the tip and sample.109 

When the tip is in constant mechanical contact with the surface, it is liable to damage it. 

An alternative mode of operation was thus developed in which the tip oscillates at a high 

frequency close to the surface, striking it intermittently,  up to once per oscillation cycle. This 

approach has become known as tapping mode and is useful for providing topographical 

information on the surface of softer materials such as polymers and cells. Tapping mode is 

not inherently a non-destructive technique, for if the amplitude of oscillation during tapping 

is significantly less than the amplitude of free oscillation then more energy will be dissipated 
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to the surface, potentially causing damage. However, the resolution is often increased for soft 

materials when compared to contact mode images.109 

Tapping mode not only provides topographical images, but also phase images. When 

the tip is brought into contact with the sample, energy will be dissipated, but if the collision is 

near to elastic then the amount of energy dissipated will be small and there will be a small lag 

between the driving oscillation and the cantilever response. If the collision results in a large 

dissipation of energy, then there will be a large lag in the response of the cantilever to the 

driving oscillation. Thus by measuring changes in the phase lag it is possible to create an 

image of variations in the mechanical properties of the sample surface.109 

A further mode of operation is frictional force microscopy (FFM), also known as lateral 

force microscopy (LFM). This is a type of measurement made in contact mode. The 

deflection of the cantilever is measured parallel to the plane of the surface, rather than 

perpendicular to it. Most modern instruments are capable of acquiring both components 

simultaneously. Topographical features may cause variations in the lateral deflection of the 

cantilever, in addition to those caused by variations in surface friction. However, in contrast 

to friction forces, which always act in opposition to the motion of the probe, these 

topographical contributions to the lateral deflections are independent of the direction of 

motion of the probe. To determine the true frictional component, the trace must be subtracted 

from the retrace and the resulting image will be free from topographical contributions to the 

lateral force, displaying only the surface friction.113 Qualitative data can be obtained when a 

polar tip, for example a standard silicon nitride probe, is dragged across a sample which 

consists of both polar and non-polar regions, for example an alternating pattern of methyl- 

and carboxylic acid terminated regions. As the tip moves across the methyl terminated region 

there is limited attraction, so the frictional force is low. When the tip is moved across the 

highly polar carboxylic acid terminated region, there is are strong interactive forces resulting 
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in the tip dragging along the area in question resulting in a large dissipation of energy and a 

high frictional force.109 
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2.4. Patterning of self-assembled monolayers 

There has been a great deal of interest in the use of patterned SAMs in a variety of 

applications. For example it has been found that long chain thiols, such as hexadecane thiol, 

act as suitable resists for some common gold etching solutions.114 Alternatively, selective 

removal of thiols, e.g. by photo oxidation, allows for their replacement in a spatially selective 

fashion, allowing for modification of surface.115 Similarly, spatially localised modification of 

silane films is also possible. 

The techniques described below are a selection of ways in which monolayers can be 

produced such that selective etching or the formation of patterned multi-component thiol  

and/or silane monolayers can be manufactured. 

2.4.1. Microcontact printing 

Microcontact printing is procedurally very simple and utilises a stamp, usually made from 

polydimethylsiloxane (PDMS), that has been ‘inked’ in a layer of thiol,116 silane117 or 

protein118 to transfer a molecular pattern to a surface. The stamp is brought into contact with 

the surface causing material transfer. PDMS is used because it is durable, so that multiple 

reuse is possible, and elastomeric, so that it easily conforms to the surface of the substrate it 

is being pressed against.119 After pattern formation, the surface can then be exposed to an 

etching solution that will remove gold that is not protected by a thiol monolayer to create 

microstructures.120 An alternative to etching is to instead deposit a material which selectively 

binds to the exposed metal, for example a protein resistant thiol,121 or one which binds with 

the entire surface, but not strongly with the printed thiol and can thus be washed off, for 

example titanium oxide.122 



 

38 

 

 

Figure 12. Diagram showing the stages of microcontact printing. (A) A stamp is “inked” with 

a thiol which is then placed against the metal film layer on the substrate. (B) The stamp is 

removed, and the “ink” is deposited on the metal to form areas of SAMs. The patterned 

surface can then be (C) etched with an appropriate etching solution to remove the exposed, 

unprotected metal surface or (D) a second material may be deposited in the gaps between 

the existing thiol regions.  

 

Advantages of microcontact printing include: the mould can be cast from different 

master casts allowing for a number of complex patterns to be created, it is based on self-

assembly which leads to fewer surface defects, it is relatively inexpensive and simple and can 
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be used by a range of scientists from different disciplines. Non-planar substrates can be 

patterned and there is no diffraction limit as experienced by light based techniques and 

resolutions of sub-micrometre can be routinely obtained.119, 123 However, there are 

disadvantages associated with microcontact printing, for example deformation of the stamp 

will occur over time, defects are higher than in photolithography,119 it has a limited range of 

reagents that can be applied to the substrate124 and PDMS is a known surface contaminant.  

2.4.2. Dip pen nanolithography 

When an atomic force microscope tip is brought into contact with a surface, a capillary forms 

between the tip and the surface depending on relative humidity and surface wetting 

properties.125 By coating the AFM tip with molecules that chemisorb to the surface and 

tuning the conditions so that capillary flow occurs from the tip to the surface, patterns of 

these molecules can be written in manner similar to the deposition of ink onto a paper from a 

dip pen nib, hence the name dip pen nanolithography (DPN).126 The first molecules that were 

used as the ink were alkanethiols126, 127 with line widths of 15 nm being achieved on 

atomically flat gold substrates. Since then, multiple different types of molecules have been 

used as the ink including; trichlorosilanes,128 conducting polymers,129 oligonucleotides130 and 

metal ions.131–134 

 DPN has no need for resists or stamps and can therefore produce patterns in a user 

designed shape and unlike some other fabrication techniques that rely on the removal or 

changing of an existing monolayer, DPN directly attaches the desired feature to the surface. 

DPN can also deposit a series of compounds in sequence exactly where required,127, 135 

however successful DPN is dependent on an ultra flat surface. 
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2.4.3. Photolithography 

Irradiation by light can lead to a chemical change in the monolayer, such as the breaking of a 

photocleavable bond136 or the weakening of the bond between the monolayer and the 

substrate.137 In this latter situation, the SAM is said to act as a positive-tone resist. This can 

enable the formation of a pattern, for example, in the case of monolayers of alkylthiolates 

adsorbed on gold, exposure to ultraviolet (UV) light causes photooxidation of the Au-S bond. 

The weakened bond can be displaced when the substrate is exposed to a solution of a 

contrasting thiol. This can be exploited by using a photomask to protect parts of the original 

thiol SAM, irradiating with light and then replacing the molecules in the photoexposed 

region.138, 139 

Examples where bonds are cleaved upon irradiation with light are often based around the 

incorporation of a photolabile group to the surface of the monolayer bound directly to a 

functional group that can couple easily with other molecules, which could themselves 

incorporate a photolabile group and thus lead to multiple additions to the original 

monolayer140 and an example of such a process is shown in figure 13.  

The photolabile group can also be used to perform additional functions, such as act as 

a protein resist where upon exposure to light of the right wavelength, the photoexposed 

region is now no longer protein resistant and a pattern is created of protein adsorbed regions 

and the original monolayer.141 Additionally arylthiolates can be used as the original SAM and 

act as a negative-tone resist, meaning that they become bound more strongly, because upon 

irradiation by light crosslinking between the aromatic groups occurs creating connections 

between molecules in the monolayer.142  

Photolithography has many advantages including that the resolution is determined by 

the size of the beam and is not related to the molecules which make up the SAM or the ink in 



 

41 

the case of microcontact printing.69 A feature of photolithography is that the dose can be 

easily controlled by the user by simply changing the time and intensity of exposure, which is 

not something that can be done as easily, if at all, in contact processes.123 Disadvantages 

however include the fact that initial set up costs are high,69 the technique is not one that is 

simple to use by all scientific disciplines143 and that traditional techniques are restricted to a 

resolution which obeys the Rayleigh limit of λ/2, where λ is the wavelength of the incident 

light.144  

New methods of using light to pattern surfaces have been developed that can achieve 

resolutions greater than that of the Rayleigh limit and examples include scanning near-field 

photolithography, interference lithography (IL) and extreme ultraviolet (EUV) 

photolithography. The need for such improvements is because the majority of components 

used in semi-conductor fabrication are produced using photolithography and, in accordance 

with Moore’s law,145 the demand is for these components to become smaller and smaller still. 
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Figure 13. A diagram showing how a sequence of photo cleaving and binding can lead to a 

patterned monolayer. (A) Light, with the required energy, is shone at the surface, through a 

mask, facilitating the cleavage of the bond to the photolabile group, shown as X, in the 

photoexposed areas which results in (B), the reactive functional group becoming part of the 

surface. A different molecule with a photocleavable group, shown as X-A, can be exposed to 

the surface, the product of which, (C), is now a patterned monolayer. (D) In addition, the 

(A) (B) 

(D) (C) 

(E) (F) 

(G) 
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original mask can be moved so that the previously unexposed areas will be exposed to the 

light, causing the removal of the photocleavable group. This resulting surface, (E), can then 

be exposed to yet another molecule with a photolabile group, shown as X-B, producing a 

more complex patterned surface (F). This process of removing the photolabile groups and 

extending the monolayer can be repeated many times resulting in the formation of thicker 

and potentially very intricate monolayers (G).  

 

2.4.3.1. Scanning near-field photolithography 

Propagating electromagnetic radiation is subject to diffraction. When light passes through a 

subwavelength aperture, an Airy disc pattern is the result, imposing a limit on the resolution 

of: 

0.61 ∙ 𝜆

𝑁𝐴
 

where λ is the wavelength of the light and NA is the numerical aperture. However, in addition 

to the propagating wave, an evanescent, non-propagating field is formed, a near-field, which 

is not subject to diffraction, leading to technique with a theoretically unlimited resolution.144 

In a scanning near-field optical microscope (SNOM) the near-field is used to form an image 

of a sample.146 In this setup an optical probe is attached to a tuning fork with and adjacent 

detector to collect light reflecting off the surface. The tuning fork is kept close to the surface 

using a piezoelectric, in order to ensure that light from the probe interacts with the surface in 

the near-field region.  

This technique can be taken and directly applied to photolithography, though the first 

reports claimed resolutions of 60 nm, larger than that of the aperture in the optical fibre.147 
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Whilst near-field microscopy has problems associated with it that have deterred scientists 

from using it as a visualisation technique, such problems do not transfer to the technique 

when it is used for lithography and features of a size of 20 nm can be produced 

consistently148 and at best 9 nm structures have been produced.149 These feature sizes bring 

scanning near-field photolithography onto the same length scale as electron beam 

lithography. A disadvantage of scanning near-field photolithography is that it cannot produce 

features over larger areas in the way that microcontact printing can, as most setups allow only 

one feature to be produced at any one time, often at a slow speed.144 However, it is possible 

to combine multiple probes to work in parallel in order to generate a larger scale pattern.150 

2.4.3.2. Extreme ultraviolet photolithography 

As has been previously mentioned the limit of resolution of a conventional optical technique 

can be approximated to λ/2; therefore in order to further decrease the possible feature size, it 

is necessary to reduce the wavelength of the incident light. Currently there is interest in the 

use of extreme UV lithography as a means to achieve better resolution than is feasible using 

current industry standard excimer lasers, λ = 193 nm. 

 Whereas conventional photolithography used light with wavelength in the visible 

region and then moved towards the deep ultraviolet  region, λ = 248 - 193 nm, EUV 

photolithography uses light with a wavelength between 5 and 50 nm, most commonly 13.5 

nm.151 This can theoretically lead to production of features with a half-pitch of only 10 nm. 

However, the advent of immersion techniques when using 193 nm photolithography enabled 

conventional methods to achieve nodes of 45 nm in size. Initially this was a set back for work 

on EUV.152 However, interest has renewed because of the importance of the 32 nm and 

smaller nodes. 
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Although theoretically EUV lithography can produce very small feature sizes, there are a 

number of major problems that have slowed its translation into manufacturing. In order to 

access these low nanometre wavelengths efficiently there is a challenge in developing a 

source with high conversion efficiency. Conversion efficiency is how efficiently the energy 

from a laser pulse, which is fired at a droplet, usually of tin, to generate plasmas that radiate 

EUV photons that are then directed onto the sample. This technique is known as laser 

produced plasma, though discharge produced plasma has also been considered as a possible 

source for the generation of EUV.151 In addition to a high conversion efficiency, the source 

must also be high enough in power and yet not damage the collector optics, especially for 

high volume manufacturing.151, 153 There is also work going into generating even lower 

wavelengths through generating plasmas from different elements such as terbium and 

gadolinium, though optimisation is not yet complete.154 

Changes need also to be made to the type of resist used, because traditional resists are not 

practical for EUV photolithography. This is because as feature size decreases the resist layer 

is more prone to collapse as the ratio of width : height decreases for the individual areas of 

resist. This critical ratio can be predicted using knowledge of mechanical properties of the 

resist and the size of the feature.155 There is also a sharp increase in the incident energy that 

must be absorbed by the resist as the move from 193 nm to 13.5 nm light is made, often 

resulting in incoming photons not being selectively absorbed by the appropriate part of the 

molecule, but by the entirety of the molecule, which is especially problematic when 

chemically amplified resists are used.156 It has also been found that as feature size is reduced, 

the line edge roughness, the amount of deviation from a straight line along the edge of a 

feature, becomes proportionally larger than the line edge roughness of features created using 

193 nm immersion lithography.157 This is currently the largest problem in terms of obtaining 

the best possible resolution using EUV. 
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2.4.3.3. Interference lithography 

Rather than using very expensive mask sets or EUV sources, sub-50 nm patterns can be 

created using interference patterns caused by coherent laser beams. The pitch of the pattern is 

based upon the wavelength of the light, the refractive index of the resist and the angle 

between the interfering beams, shown in figure 14B.158 The substrates, resists and 

development processes used in traditional photolithography all are still usable in conjunction 

with interference lithography (IL), except that there is no need for a photomask.158 

 Interference lithography is performed using an interferometer, which may utilise two 

or more beams, generated using multiple lasers or by using a beam splitter. An alternative 

approach is to use a Lloyd’s mirror interferometer, shown in figure 14A, which generates the 

interference pattern by reflecting part of the original beam off a mirror onto the sample.  

Multiple exposure schemes enable the fabrication of complex patterns. If the resist is 

exposed to one dose of the interfering laser beams, then a line structure will be produced.159 

The line width and period are determined by the angle as shown in figure 14B. However, a 

double exposure process can be conducted by rotating the sample between exposures to 

facilitate the fabrication of nanostructures of varying shapes and sizes.38, 160  

An important advantage of IL is that it facilitates the fabrication of patterns on the square 

centimetre scale in a single exposure, which is particularly useful, for example, when 

producing arrays of biofunctional sensors.161 
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Figure 14. (A) An illustration of a typical Lloyd’s mirror set up, where a laser is shone at the 

sample and at the same time a mirror, which reflects onto the sample. Light reflected off 

the mirror interferes with light coming directly from the laser to create the interference 

pattern. The stage can rotate at the joint in order to change the angle at which the two 

beams come together. (B) The equation which determines the size of the period of the 

pattern, d, based upon the wavelength of the incoming light, λ, the refractive index of the 

resist material, n, and the angle at which the two coherent laser beams interfere, θ.  

 

2.4.4. Electron beam lithography 

Development of electron beam lithography (EBL) began in the late 1960s162 and became 

more widespread once poly-(methylmethacrylate) had been discovered as an electron resist 
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that showed a large number of traits desired in a photoresist to be used for high resolution 

patterning.163 EBL systems are very similar in design to scanning electron microscopes, in 

fact, EBL devices can be bought from modified scanning electron microscopes, though their 

performance is not good as machines designed specifically for lithographic purposes.164 EBL 

devices are made up of a chamber, an electron gun, and a column. The electron optical 

components are housed with the column, and are needed to create the electron beam, to 

accelerate and focus it and to deflect it in order for the pattern to be written.164 EBL differs 

significantly from scanning electron microscopy in that the electrons can be accelerated to a 

significantly higher voltage in the former.164 The electron beam is then scanned across the 

substrate in order to create the desired pattern. 

 The much smaller wavelengths of electrons mean that in principle electron beam 

lithography is subject to a smaller resolution limit than photolithography. The effective 

resolution limit of EBL is not defined by the diffraction limit but by the ‘spread’ of excitation 

in the plane of the modified material that expands beyond the electron beam spot.  When 

EBL is used to directly write on the surface and is followed by an etching process, can 

produce features of 10 nm165 and even smaller.166 However, despite this high resolution 

capability, the electron beam can only pattern one pixel at a time, which results in a very slow 

throughput which is not practical for the production of semiconductor components on 

mass.167 

 An issue that has needed to be addressed when using EBL is that of the proximity 

effect. Due to the high energy nature of the electrons, some of them may penetrate through 

the resist and into the substrate. Subsequently, the electrons may be scattered back towards 

the resist, but in an area that was not meant to be exposed, therefore causing potential 

unwanted patterning. More significantly, these electrons may also result in high energy 

secondary electrons that can travel up to 100s of nanometres away from the original area, 
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causing a large amount of unwanted resist exposure.168 There are numerous models detailing 

corrections that take the proximity effect but there is debate about the relative merits and 

accuracies of such models.169–171 Even taking the proximity effect into account, EBL is still 

the most widely used fabrication method used for creating high resolution features. 
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2.5. Conclusion 

With the size of features continuing to decrease due to fabrication techniques being created 

and improved on a frequent basis, the possibilities available for the manufacture and testing 

of light harvesting behaviour are numerous. Self-assembled monolayers can be used to attach 

light harvesting molecules to a surface and incorporate photocleavable groups within the 

systems. Photolithography can be used to vary the densities of light harvesting molecules 

over such surfaces and their spectroscopic behaviour subsequently monitored. Additionally 

IL can be used to create metal nanostructures with fixed sizes and shapes and light harvesting 

molecules can be attached to these nanostructures to see how their behaviour is affected by 

confinement to a certain space. 

Therefore through use of the techniques listed above, the understanding of how light 

harvesting molecules can obtain, retain and move energy so efficiently can be explored. 

Eventually, great control can be exerted over the manufacture of sub-100 nm light harvesting 

systems which, ultimately, is what we should be striving to obtain, because the light 

harvesting vesicle of Rba. Sphaeroides as shown in figure 3 has only a 60 nm diameter and a 

near unity conversion of light to usable energy. 

It is the aim of this project to explore the production of nano-structures of light 

harvesting molecules, using top-down and bottom-up fabrication methodology including 

commonly used techniques, but also some that are not widely used, if at all, and identifying 

their potential for creating smaller feature sizes than the above techniques. Experimental 

conditions and variables of these new techniques shall be explored such that any desired 

feature size can be produced. This range of feature sizes will then be applied to protein 

resistant monolayers, modifying them in such a way that light harvesting proteins and other 

molecules can be adsorbed and confined within a certain spatial configuration; the effect this 
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confinement has on the light harvesting properties of these molecules can then be 

investigated. 
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3. Tip induced electro-oxidative lithography of silane 

monolayers 

3.1. Introduction 

AFM probes have been used to successfully oxidise silicon and other semi-conductor 

surfaces by applying a potential difference across the tip and the surface and bringing the tip 

into contact with the surface, creating well defined patterns on the nanoscale.172–176 Similarly, 

application of bias induced surface patterning techniques have been shown to promote the 

oxidation of methyl tail groups of certain silane monolayers to carboxylic acid groups.177 It 

should follow on that the technique of applying a bias between an AFM tip and a highly 

ordered silane monolayer will therefore lead to the formation of nanostructures within a 

monolayer. 

 The oxidation process is facilitated by oxidising species (either OH- or O-) found in 

the water film that lies atop the surface of the monolayer and also the water meniscus that 

forms between the tip and surface. This meniscus also provides a bridge for electrical field 

required to induce oxidation and controlling the width of the meniscus grants effective 

control of the width of the features produced.175 The role of these oxidising species and 

oxidising process can not be described as a purely electrochemical as no current flow has 

been detected during the reaction.173 By varying a range of possible parameters such as the 

voltage, relative humidity and tip velocity the linewidths of the nanopatterns produced can be 

expected to vary and therefore optimised to produce features as small as possible. 

Experiments would be carried out to with the aim of oxidising methyl terminated 

silanes such as octadecyltrimethoxy silane (ODTMS) and octadecyltrichloro silane (ODTS), 

as oxidation of methyl tail groups have been shown before177, 178 and the monolayers are easy 

to make and tests to prove experimental success are simple and quick. Once tip induced 
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electro-oxidation of methyl terminated silanes had been established, work would be advanced 

onto other systems such as poly(ethylene glycol) (PEG) terminated silanes. 

The protein resistance of ethylene glycol groups is well established,179 and 

incorporating the functional group into a monolayer through use of a silane is a viable route 

to manufacturing a protein resistant pattern on the nanoscale.141 PEG and oligo(ethylene 

glycol) (OEG) can be easily attached to a surface via a silane self-assembled monolayer and 

oxidised to lose their protein resistance.180, 181 The aim of this chapter is to use tip induced 

electro-oxidation to facilitate constructive nanolithography to create nanoscale patterns of 

light harvesting proteins a few units wide that can be imaged at a high resolution.  
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3.2. Experimental 

Silicon wafers were cut to size and cleaned and placed in individual sample vials and 

submerged in a solution of soap and deionised water and sonicated for ten minutes, the slides 

were subsequently rinsed with acetone and then rinsed again three times with deionised 

water. Piranha cleaning solution was then used and the slides were rinsed seven times with 

deionised water. These slides were subjected to further cleaning by using the Radio 

Corporation of America standard clean one (RCA I) method and rinsed in deionised water 

seven times before being placed in an oven set to 120 °C to dry. 

 The sample vials were taken out of the oven, sealed with a suba seal and flushed with 

nitrogen. Dry toluene was then added to the vial and ODTS monolayers were created by 

adding 0.3 mL of octadecyltrichlorosilane to create an approximate 1 % volume : volume 

solution of silane to solvent. The slides were left in solution for times of between 60-120 

minutes, after which they were washed and annealed. Contact angle measurements were 

taken to test the quality of the monolayer. 

OEG monolayers were created by taking sample vials out of the oven, sealing with a 

suba seal and flushing with nitrogen. Dry toluene was then added to the vial and 0.3 mL of 2-

[methoxy (polyethyleneoxy) propyl]-trichlorosilane added to create an approximate 1 % 

volume : volume solution of silane to solvent. The slides were left in solution for times of 

between 20-30 minutes, after which they were washed and annealed. Contact angle 

measurements were taken to test the quality of the monolayer. 

 The silane films were then placed on the AFM and a potential difference was placed 

across the tip and sample where the equipment was set-up so that either the sample or the tip 

could be negative. To oxidise the sample a variety of variables are changed to produce 

thinner/thicker or more solid/broken features, including tip velocity, the force of the tip onto 
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the sample, the voltage and the relative humidity. The types of tips used were either tapping 

mode or contact mode and the electrochemical oxidation process was carried in the contact 

regime. The tips were either metal coated or bare silicon. Following patterning, samples were 

rinsed with ethanol and dried with nitrogen gas. 

Refunctionalised ODTS bilayers were created by placing patterned ODTS 

functionalised silicon slides in a piranha and RCA 1 cleaned sample vial which is then 

flushed with nitrogen. Dry toluene was then added to the vial and 0.3 mL of 

octadecyltrichlorosilane added to create an approximate 1 % volume : volume solution of 

silane to solvent. The slides were left in solution for times of between 60-120 minutes, after 

which they were washed and annealed. 

Refunctionalised OEG bilayers were created by placing the patterned OEG 

functionalised silicon slides in a piranha and RCA 1 cleaned sample vial which is then 

flushed with nitrogen. Dry toluene was then added to the vial and 0.3 mL of 2-[methoxy 

(polyethyleneoxy) propyl]-trichlorosilane added to create an approximate 1 % volume : 

volume solution of silane to solvent. The slides were left in solution for times of between 20-

30 minutes, after which they were washed and annealed. 
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3.3. Results and discussion 

3.3.1. Surface characterisation of ODTS films 

ODTS monolayers on silicon were formed and characterised using contact angle 

measurements and XPS. The contact angles were found to be 112 ± 3° and are in a similar 

range as those in the literature57, 182 and show a high degree of hydrophobicity which is 

expected for a highly ordered methyl terminated surface. 

 

Figure 15. O 1s (left) and C 1s (middle) and Si 2p (right) photoelectron spectra of ODTS 

monolayers on silicon.  

 

Figure 15 shows the O 1s, C 1s and Si 2p spectra of the ODTS monolayers. The O 1s 

spectrum displays one peak at 532.0 eV which represents the oxygen in the surface oxide 

layer of the substrate. In the Si 2p spectrum region a peak is observed at 103.2 eV 

corresponding to oxidised silicon.183 The silicon 2p spectrum exhibits a doublet at 98.9 eV 

and 99.4 eV attributed to the Si 2p3
2⁄
 and 2p1

2⁄
 respectively. There was no evidence of 
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chlorine in the XPS spectra confirming that hydrolysis of unreacted Si-Cl bonds has occurred 

during the formation of the monolayer. The C 1s spectrum exhibits a single peak at 285.0 eV 

which corresponds to the CH2 / CH3 units of the alkyl chain. 

3.3.2. Nanopatterning of ODTS films 

3.3.2.1. Effect of voltage 

Nanopatterning was carried out by tip induced electro-oxidation, in which a potential 

difference is applied across an AFM tip and an ODTS monolayer. A series of patterns at a 

range of speeds were drawn and for each, the voltage was varied from -1 V being applied to 

the tip, decreasing by integers to -10 V. The linewidth of the resulting features would be 

expected to increase as more negative voltages are applied to the tip, for if the potential 

difference is greater, the ability to carry out and electro-oxidation reaction is increased also. It 

is also predicted that there will be a critical voltage, below which no change in the surface 

will be detected.  

Figure 16 shows AFM images of an ODTS monolayer on silicon when voltages of -1 

V through to -10 V are applied to a tip travelling at a velocity of 0.45 µm s-1. At all speeds, 

when lower voltages are applied, there is no evidence obtained from AFM imaging that any 

tip induced electro-oxidation has taken place, whereas for higher voltages there are signs that 

oxidation has taken place. When imaging the methyl terminated sample post electro-

oxidation, in both tapping mode and contact mode, there were visible changes in phase and 

force images respectively where the tip had been traced across the sample. This suggests that 

the methyl groups had been oxidised, as a change from a methyl group to an alcohol or 

aldehyde would result in a significant change in how the surface interacts with the AFM tip. 

The modified surface contains an increased degree of disorder due to oxidation during the 
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lithographic step, with the result that more energy is dissipated as the probe slides across the 

surface giving rise to a change in phase and friction forces. 

 

  

Figure 16. (A) A lateral force AFM image in the forward direction taken in contact mode 

showing the area where tip induced electro-oxidation has been carried out. The potential 

difference across the tip for each line increases in integers from left to right from -1 V to -10 

V. Only the lines where the voltage was -7 V, -8 V, -9V and -10 V are clearly visible. (B) A 

cross section taken from the yellow line in figure 16A. (C) A topography AFM image taken in 

tapping mode showing the same area as figure 16A. (D) A cross section taken from the 

yellow line in figure 16C.  

 

It can be seen that although there is a clear change in the lateral force in the areas 

where the voltage was applied to the tip and surface, there is also a corresponding height 

change as shown by the topographical image in figure 16C and D. This change in height 

increases as the potential difference increases and can be seen in figure 17. Theoretically, 

(A) 

(B) 

(C) 

(D) 
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such a height change should not be seen as a simple transformation of the tail group as that 

would lead to a minimal difference in the length of the silane, therefore it is possible that in 

addition to the surface of the monolayer, the silicon oxide substrate below is being induced to 

grow. This would lead to changes in topography and make the area of the monolayer above it 

appear higher.  

 

Voltage on tip / V Height / nm 
Full Width at 

Half Maximum 
/ nm 

Lateral Force Intensity / pA 

-7 1.04 50 18.85 

-8 1.69 75 21.25 

-9 1.98 93 21.60 

-10 2.35 90 19.95 

Figure 17.  A table showing the heights, full widths at half maximum (FWHM) of the lines 

and lateral force intensities of the lines shown in figure 16. All values are calculated as an 

average of 10 points taken on each line. Height and FWHM values were calculated from 

tapping mode images and lateral force intensity is an absolute value calculated from contact 

mode.  

 

Figure 17 shows that as the voltage is increased for a constant tip velocity the width of 

the feature increases. This suggests that in order to create the smallest possible features, there 

is an optimal value for the potential difference such that oxidation of the surface can take 

place but not to such an extent that line broadening occurs. A long term goal is to establish 

this ideal voltage by optimising tip velocity, set point and voltage. 
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Figure 18 shows a plot of feature width against the potential difference for a series of 

lines written for a range of constant voltages, where the AFM scanner speed was varied from 

between 0.15 µm s-1 and 4.00 µm s-1. The results show the relationship between feature 

FWHM and probe voltage for each of the chosen speeds. For each speed it can be seen that 

the feature width decreases with increasing potential difference, agreeing with the data in 

figure 17. 

 

 

Figure 18. A graph showing how ODTS monolayer feature FWHMs vary with voltage, carried 

out over a range of speeds. The values for FWHMs are an average of the FWHM of ten 

points on each line. 
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3.3.2.2. Effect of tip velocity 

A series of lines were written where for a given scanner speed, the voltage was varied. Figure 

19 shows the feature width as a function of tip velocity and there does not appear to be a 

correlation.  

It would be expected that as the speed of the scanner is increased, the tip will be in 

contact with each point on the line for less time and therefore there will be less time for 

oxidation to take place and shorter, narrower features should result. As scanner speed 

increases, it is also possible that the water meniscus between the tip and the surface can not 

establish and so the medium for the electro-oxidation to occur is removed, preventing a 

nanopattern from being drawn. However, such a trend is not observed implying that the tip 

velocity does not have as strong effect on the feature width as voltage. 

 

 

Figure 19. A graph showing feature FWHM in relation to the tip velocity across an ODTS 

monolayer. 
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3.3.2.3. Refunctionalisation of patterned ODTS regions 

By immersing the sample in a silane solution after the writing process, the extent of oxidation 

could be tested, for if methyl groups have been oxidised to contain oxygen in some form, 

then a silane should grow on these areas, which would lead to a significant change in the 

topography of the surface, and if the original silane was used, any previous change in force 

and phase would be effectively negated. Figure 20 shows images taken after the sample that 

has been exposed to tip induced electro-oxidation, is then placed in a solution of ODTS. 

 

 

Voltage on tip / V Height / nm Lateral Force Intensity / pA 

      

-7 1.91 8.35 

-8 2.27 3.95 

-9 2.60 4.25 

-10 3.18 4.45 

 

Figure 20. (A) A lateral force AFM image in the forward direction taken in contact mode 

showing part of the area where tip induced electro-oxidation has been carried out in figure 

16 and the placed in a solution of ODTS. Only the lines where the voltage was -7 V, -8 V, -9V 

(A) 

(B) 

(C) 

(D) 

(E) 
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and -10 V are clearly visible. (B) A cross section taken from the yellow line in figure 20A. (C) 

A topography AFM image taken in tapping mode showing the same area as figure 20A. From 

left to right the lines visible are -5 V, -6 V, -7V, -8V -9 V and -10V. (D) A cross section taken 

from the yellow line in figure 20C. (E) A table showing the heights and lateral force 

intensities of the lines in figure 20A-D. All values are calculated as an average of 10 points 

taken on each line. Height and FWHM values were calculated from tapping mode images 

and lateral force intensity is an absolute value calculated from contact mode. 

 

If the data in figure 17 and figure 20 is compared it can be seen that after the sample has 

been submerged in ODTS for a second time an increase in height and a reduction in the 

absolute lateral force intensities can be observed. The values for the lateral force have 

dropped, implying that any oxygen containing groups that were on the surface post-oxidation 

have successfully reacted with a silane molecule to create a bilayer. Figure 20 shows the 

change in lateral force is towards zero, suggesting that the oxidised areas have changed to 

something with a similar nature to that of the rest of the surface, implying the successful 

creation of a bilayer. 

Figure 20 shows that the oxidised areas undergo a height change and whilst this is to be 

expected if the oxidation of the ODTS was successful, the magnitude of the changes was not. 

The literature values for the length of ODTS is between 2.26 and 2.90 nm182, 184, 185 and the 

changes of height after the second silanisation process range from between 0.58 to 0.87 nm 

which are significantly less than this value. The changes in height for all speeds are displayed 

in figure 21 and only the lines drawn at 4.00 µm s-1 have a height increase in this range, 

which is contrary to prediction, as faster tip travel across the surface should hinder tip 

induced electrochemical oxidation of the monolayer and thus the size of any bilayer grown in 
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that area. Whilst there is an increase in height in all the areas, there is no discernible trend 

relating this increase to voltage and tip velocity. This is an area for further investigation as it 

would appear that the relationship between the independent variables is not as clear cut as it 

would seem in theory.  

 

 

Figure 21. Table showing the changes in height in nm of the oxidised areas after a second 

submersion in ODTS for all speeds carried out.  

 

3.3.3. Surface characterisation of OEG functionalised silane films 

The technique of tip induced electrochemical oxidation has been reproduced successfully and 

then applied to OEG films, in particular 2-[methoxy (polyethyleneoxy) propyl]-

trichlorosilane. These OEG films are of particular interest because they are protein resistant, 

however, upon oxidation they become receptive to the binding of proteins115 which opens up 

the potential of creating lines of, for example LH2, that are 100s and possibly 10s of 

nanometres wide. Films of 2-[methoxy (polyethyleneoxy) propyl]-trichlorosilane were 

prepared and characterised by contact angle analysis and XPS. The contact angles of the 

films were 45 ± 3° which are within the range of values for ethylene glycol terminated silanes 

quoted in the literature.141 

 Tip Velocity / µm s-1 

Voltage on Tip / V 0.15 0.30 0.45 0.60 0.75 1.50 2.25 3.00 4.00 

-7   +0.87 1+.62 +0.03  +1.32   

-8 +0.76 +0.92 +0.58 +1.01 +0.68 +0.55 +2.70 +0.83 +2.44 

-9 +1.16 +0.87 +0.62 +0.90 +0.86 +1.29 +1.78 +1.15 +2.23 

-10 +1.12 +0.96 +0.83 +1.11 +0.43 +1.01 +1.20 +1.57 +2.88 
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Figure 22. O 1s (left) and C 1s (middle) and Si 2p (right) photoelectron spectra of 2-[methoxy 

(polyethyleneoxy) propyl]-trichlorosilane monolayers on silicon. 

 

The O 1s and Si 2p XPS spectra in figure 22 are very similar to those in figure 15 as 

they represent the bulk silicon and oxide layer of the substrate. However the C 1s spectrum is 

markedly different. Two prominent peaks are observed at 287.0 eV and 285.0 eV, where the 

former corresponds to the carbon environment adjacent to electron withdrawing carbon with 

the ethylene glycol group, while the latter corresponds to emission from carbon atoms in the 

hydrocarbon tether linking the OEG group to the substrate. 

3.3.4. Nanopatterning of OEG functionalised silane films 

The same controls that were applied when performing tip induced electrochemical oxidation 

on ODTS were maintained for tip induced electro-oxidation of 2-[methoxy (polyethyleneoxy) 
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propyl]-trichlorosilane i.e. tip velocity and voltage applied to the tip, in addition to this, 

experiments were performed where the force applied to the tip was varied.  

3.3.4.1. Effect of voltage 

For a given speed and force applied to the tip, a range of voltages were applied and the tip 

moved across a monolayer of 2-[methoxy (polyethyleneoxy) propyl]-trichlorosilane. There 

were similarities between the ODTS and OEG system when the potential difference across 

the tip was changed, such as that no evidence of oxidation was present when a voltage of -6 

V inclusive and greater (i.e. towards 0 V) was applied and evidence for oxidation was visible 

for voltages less than or equal to -7V. As for the ODTS system, when the most negative 

voltages were applied to the tip the features that were produced yielded the widest line width, 

as shown in figure 23. 

The feature width appears to level off between -7 V and -8 V which suggest that the 

relationship between voltage and feature width is not necessarily linear. Future work is to 

study more in depth this range of voltages in order to determine the voltages at which feature 

width starts to significantly increase and also at which voltage evidence of oxidation becomes 

apparent in order to determine the optimum voltage for producing the narrowest lines. 
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Figure 23. The feature full width at half maximum as determined from topographic AFM 

data (blue diamonds) and frictional AFM data (red crosses) for varying potential differences 

for a 2-[methoxy (polyethyleneoxy) propyl]-trichlorosilane monolayer on silicon. Tip velocity 

was 2.0 µm s-1 and the force applied to the tip was 50 nN. 

 

3.3.4.2. Effect of tip velocity 

When the velocity of the tip is varied with a constant voltage and force applied, no obvious 

trend is observed as shown in figure 24. The FWHMs of the oxidised features are between 

166 nm and 239 nm and similarly to the ODTS system shown in figure 19, the apparent 

widths of the features do not decrease as the velocity of the tip increases. Once an “ideal” 

voltage to apply to the tip has been determined, varying the tip velocity, including those 
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greater than 11 µm s-1, for this voltage may yield results more in keeping with those 

expected. 

 

 

Figure 24. Feature full width at half maximum of oxidised 2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane monolayer on silicon as determined by topographical AFM against 

varying tip velocities. A voltage of -12 V and a force of 50 nN was applied to the tip. 

 

3.3.4.3. Effect of force 

A series of lines were written in which the voltage and tip velocity were constant and the 

force applied to the tip is varied. Figure 25 shows that for forces between 1 – 100 nN the 

FWHM does not vary significantly, however from 500 nN and greater the FWHM begins to 

trail off and narrow. When a greater force is applied to the tip, theoretically this should lead 

to the capillary of water between the tip and sample becoming wider and thus the lines 
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created by the oxidative process should become wider. Figure 25 however shows that upon 

inspection this is not the case. 

 

 

Figure 25. Feature full width at half maximum of oxidised 2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane monolayer on silicon as determined by topographical AFM against 

varying forces applied to the tip. A voltage of -12 V and a speed of 2 µm s-1 was applied to 

the tip. 

 

At low forces the feature width become wider as the force increases, however beyond 

approximately 50 nN as the force increases the feature widths decrease. This is possibly a 

result of a physical deformation of the tip when large loads are applied, though more likely is 

that at a certain threshold the tip will penetrate the silane monolayer and start slicing through 

it. This will have the effect of narrowing the meniscus between probe and sample, if not 
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completely removing it causing oxidation of the molecules in direct contact with the tip and 

the immediate surrounding area. 

3.3.4.4. Effect of deformation of the tip 

In addition to the factors mentioned above that can affect the quality and size of any features 

produced by tip induced electro-oxidative lithography, physical changes to the tip used in the 

writing process may have an effect on the feature size. An additional experiment was carried 

out to determine whether the AFM tip used in the writing process undergoes oxidation itself, 

resulting in silicon oxide growth. In order to test this, a new tip was used to carry out tip 

induced electro-oxidation of 2-[methoxy (polyethyleneoxy) propyl]-trichlorosilane with a tip 

velocity of 0.1 µm s-1 for an extended time period of approximately 50 minutes. The results 

are displayed in figure 26. 

It can be seen from figure 26 that as time elapses, the FWHM increases. A reason for 

this is that as a potential difference is applied to the silicon tip, the oxide layer grows and thus 

the tip diameter will increase, leading to widening feature widths. However, growth of silicon 

oxide would result in the tip becoming less conductive and therefore would be less able to 

oxidise the sample. Another possibility is that over long periods of time the tip loses it 

sharpness and blunts. A future experiment will be to perform the same experiment at a higher 

voltage. If the line broadening occurs at a slower rate, the effect can be attributed to growth 

of the oxide layer, if however, broadening occurs at the same rate as the more negative 

voltage, then the feature widening can be attributed to the tip becoming blunted over time. 

Regardless of the precise nature of why the lines widen over time, the effect should be 

carefully considered when optimising parameters, as using an old tip may result in wider 

lines than a fresh tip, which may be incorrectly attributed to a change in a control variable.  
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Figure 26. (A) A topographical AFM image of oxidised 2-[methoxy (polyethyleneoxy) propyl]-

trichlorosilane. The pattern was written from left to right, where the tip was new for the 

feature labelled 1. (B) The FWHM of the lines corresponding to the labels shown in (A). 
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 The process of degrading 2-[methoxy (polyethyleneoxy) propyl]-trichlorosilane 

should result in a loss of height, however the topographical image in figure 26 A provides 

evidence that the silicon oxide layer is thickening during the writing process, as it can be 

clearly be seen that there is a height increase in the oxidised area. 

3.3.4.5. Refunctionalisation of patterned OEG regions 

A test was done in order to prove that oxidation of the 2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane had occurred and that the features were not solely of growth of the 

native oxide of the substrate. The sample shown in figure 26 A was placed in a solution of 

ODTS and worked up as before. The resulting height difference between the bilayer and 

monolayer is displayed in figure 27. 

A height increase would suggest that the OEG groups had been cleaved from the 

surface to leave the bare silicon oxide and that ODTS had bound to the substrate. If there is 

no change in height after being immersed in ODTS solution, then it is probable that the OEG 

groups had been degraded to aldehydes and thus no sites for ODTS to bind to were available 

in the monolayer.  

The data shows that the greatest height difference was only 0.43 nm and there were 

some areas where the height appeared to decrease a small amount. Should the OEG groups at 

the surface of the monolayer have been oxidised then the ODTS will not bind to the resulting 

aldehyde groups and a bilayer will not be formed. If the silane had been cleaved from the 

surface, then ODTS will easily bind to the exposed silicon oxide resulting in a height change. 

If a bilayer was formed then there would have been a height increase corresponding to the 

length of an ODTS molecule of  between 2.26 and 2.90 nm.182, 184, 185 As there was no height 

change of this scale, this would suggest that tip induced electro-oxidation resulted in the 

degradation of the OEG groups and the formation of aldehyde terminated features.  
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Figure 27. The height difference when the height of the 2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane monolayer is subtracted from the 2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane/ODTS bilayer. The line numbers correspond to the labels on figure 26 

A. 

 

It is possible that an ODTS bilayer did not form because the native 2-[methoxy 

(polyethyleneoxy) propyl]-trichlorosilane had not been oxidised at all and that only growth of 

the silicon oxide had occurred. Data from figure 26’s corresponding friction AFM image 

suggests that there is a chemical change at the surface in the exposed areas which suggest that 

this is not the case. An additional experiment can be carried out to prove that a chemical 

change has occurred on the surface of the monolayer. This would involve exposing a sample 

that has undergone tip induced electro-oxidation to a protein marker such as green fluorescent 

protein. The marker would only be able to bind to the areas that had been oxidised and thus 

lost their protein resistivity and could be easily detected and imaged due to their fluorescent 
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properties. If no degradation has occurred then a protein marker would be unable to bind to 

the original monolayer and thus no fluorescence would be detected. 
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3.4. Conclusions  

It can be concluded that varying the voltage has the greatest effect on the line widths as 

making the voltage more negative by approximately a factor of two results in a widening of 

features by approximately a factor of three. However, when the load applied to the tip is 

increased by over three orders of magnitude, the FWHM is reduced by a factor of 

approximately only two, and the variation of the tip velocity results in a negligible change to 

the feature size. In order to create the smallest features, optimisation of the parameters should 

therefore focus on determining the best voltage that should be applied to the tip. The 

significance of the role that voltage applied to the tip has is further highlighted in the data that 

was used to produce figure 23. This shows that no oxidation occurs at a voltage of -6 V or 

above, suggesting the process of oxidising the 2-[methoxy (polyethyleneoxy) propyl]-

trichlorosilane is driven by electric field effects and is not a not tribochemical process or 

force driven as a minimum voltage is required to form the liquid bridge between the tip and 

the surface. 
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3.5. Future work 

Aldehydes produced after the degradation of OEG groups can then react with an amine 

containing nitrilotriacetic acids via an imine bond formation, which in turn can react with 

nickel. This Ni terminated feature is then able to bind to a histidine (His) tagged protein 

creating an alternative route to protein specific adsorption.181 

The oxidation of OEG groups is a simple degradation process and to further test the 

potential of this technique for chemical modification, tip induced electro-oxidation on 

molecules that undergo a site specific chemical reaction should be carried out. One such 

molecule is [4-(Chloromethyl)phenyl]trichlorosilane (CMPTS) which reacts to exposure of 

UV light to produce a carboxylic acid terminated layer, see figure 28, and such a surface has 

the potential to bind to biological moieties.186 If tip induced electro-oxidation of a CMPTS 

monolayer resulted in a carboxylic acid terminated features then it would be proof that the 

technique is capable of carrying out specific chemical reactions which opens many routes of 

creating protein patterns on the nanoscale. 

 

 

Figure 28. The sequence of steps that results in 4-chloromethylphenylsiloxane SAMs being 

carboxylic acid terminated.  
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In addition to oxidising CMPTS, there are many other methods of producing 

nanopatterns in protein resistant surfaces that utilise ultraviolet light that could be explored 

such as nitrophenylethyoxycarbonyl-protected aminopropyl- triethoxysilanes. In this case, the 

nitrophenylethyoxycarbonyl group protects the amine found in the aminosilane, until the 

molecule is exposed to light of 325 nm wavelength or lower and the protecting group is 

removed and a free amine is exposed enabling further chemistry to be carried out at these 

sites.141 If tip induced electro-oxidation could be used to perform a specific deprotection it 

opens up yet another route of allowing proteins to bind to a surface they would otherwise be 

unable to. 

The long term goal for this chapter is to be able to produce nanostructures with 

linewidths as small as 10s of nanometres and selectively attach light harvesting compounds 

such as LH2 to these nanolines and investigate their behaviour. 
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4. Tribochemical modification of OEG-NPEOC-APTES 

4.1. Introduction 

With the desire to expand upon and improve the existing capabilities of nanotechnology 

comes an increased demand for changes to nanofabrication techniques. Within this chapter 

both top-down and bottom-up fabrication techniques based around the molecule 

oligo(ethylene glycol) nitrophenylethoxycarbonyl protected aminopropyltriethoxysilane 

(OEG-NPEOC-APTES) shall be explored as a potential means to create protein patterns of 

only 10s of nanometres in size. 

OEG-NPEOC-APTES can roughly be described as being made up of three 

components, each of which perform a function that when combined produce a molecule of 

great interest.  

 

 

Figure 29. The structure of OEG-NPEOC-APTES. The red part of the structure is the APTES 

unit. This silane unit allows the OEG-NPEOC-APTES to self-assemble and form a compact 

monolayer. The green part of the structure corresponds to an NPEOC protecting group, 

which can be removed to expose the amine of the APTES group for further reaction. The 

blue part of the structure is a heptaethylene glycol adduct, which primarily adds protein 

resistivity to the moiety. 
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Because of its resistivity to biological fouling and its photocleavable protecting group, 

OEG-NPEOC-APTES has been used as a means of producing nanopatterns of proteins.141, 187, 

188 This is done by irradiating the molecule with UV light in order to remove the protecting 

group, and simultaneously the ethylene glycol units, thus exposing free amines on the 

surface. These amines can be further reacted in such a way that a protein pattern is generated 

by utilising the widely used system of binding nitrilotriacetic acid (NTA) to a His-tagged 

protein.189, 190 Feature sizes in the region of 100’s of nanometres can be produced when a 

SNOM is used to generate these patterns.141, 187, 188 

 When used for nanopatterning, SNOM as a technique for lithography can be 

expensive, time consuming and challenging, as it requires specialist probes to be produced to 

carry a laser light to the surface, which must in turn be coupled with a feedback loop to keep 

the end of the probe an appropriate distance from the surface. With these probes costing 

many hundreds of pounds per item, and from previous experience that the probes are liable to 

be damaged easily despite great care being given in their use, an alternative method for 

deprotection of OEG-NPEOC-APTES on the nanoscale has been sought. 

 It shall be explored, whether using an AFM probe to impart mechanical energy into 

the surface of an OEG-NPEOC-APTES monolayer can replicate the conditions by which a 

photochemical reaction occurs when a photon is adsorbed by the molecule leading to its 

deprotection. Mechanochemistry has already been demonstrated on thiols on gold,191, 192 

however the process that occurred in such experiments is believed to be a lateral 

displacement of the molecule, rather than its complete removal. Further adding to the 

complexity of the tribochemical lithographic process proposed is that the desired effect is not 

that of removal of the whole molecule from the substrate, but rather the breaking of a specific 

bond within the molecule, a schematic for which is shown in figure 30. 
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Figure 30. (A) A schematic of the selective deprotection of OEG-NPEOC-APTES through force 

applied through an AFM tip, leaving the amine from the APTES part of the moiety free on 

the surface to undergo further reaction. (B) The structure of OEG-NPEOC-APTES before and 

after the removal of the protecting group. 
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By carrying out nanofabrication in this way, the process becomes much more 

accessible, as only an AFM and probes are needed. This removes the need to have specialised 

pieces of equipment in order to carry out the lithography, such as a SNOM or other 

photolithographic set-up. Instead, a large quantity of variables can be changed by changing 

the probes used in the lithographic process as they can vary in a range of sharpness, stiffness 

and functionality. 

Polymer brushes are also an area of high interest because they can be designed in such 

a way that they are also resistant to biological fouling, similar to OEG-NPEOC-APTES.193, 194 

Through careful control and simple photolithographic processes, nano- and microscale 

patterns of polymer brushes can also be designed in such a way that they can be used to 

support lipid bilayers such that they can be monitored in situ, a task that is otherwise 

problematic.195, 196 Exploration of membrane and lipid behaviour can facilitate exploration of 

many biological processes, including that of bacterial photosynthesis.9, 197 Poly(cysteine 

methacrylate) is of particular interest as it is zwitterionic and based on its pH, can be resistant 

to fouling or not,194 and its growth can be controlled readily using atom transfer radical 

polymerisation (ATRP), a technique that has proved widely popular for growing polymers 

from the surface upwards.198 

These processes however often require exposure to UV light to pattern an initiator, but 

if one such step could be replaced with a tribochemical lithography step, then it opens the 

possibility of having smaller regions of polymer brush or even areas of three or more 

different polymer brushes. It has been shown that a molecule containing a photoprotecting 

group that is remarkably similar to the one present in OEG-NPEOC-APTES can be modified 

by UV light and from the resulting amine, a polymer brush grown.195 This suggests therefore 

that it would be possible to replicate these results using OEG-NPEOC-APTES and grow 

polymer brushes from tribochemically modified surfaces.  
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4.2. Experimental 

Silicon wafers were cut to size and cleaned and placed in individual sample vials and 

submerged in a solution of soap and deionised water and sonicated for ten minutes, the slides 

were subsequently rinsed with acetone and then rinsed again three times with deionised 

water. Piranha cleaning solution was used, and the slides were rinsed seven times with 

deionised water. These slides were subjected to further cleaning by using the RCA I method 

and rinsed in deionised water seven times before being placed in an oven set to 120 °C to dry. 

 OEG-NPEOC-APTES monolayers were created by adding dry toluene to a vial taken 

from the oven and 0.03 mL of OEG-NPEOC-APTES added to create an approximate 0.1 % 

volume : volume solution of silane to solvent. The vials were then sealed and nitrogen gas 

bubbled through for 5 minutes. The slides were then place in dark conditions and left in 

solution for times of between 24-48 hours, after which they were washed and annealed. 

Contact angle measurements were taken to test the quality of the monolayer. 

 The nanomechanical modification of the OEG-NPEOC-APTES surfaces was done by 

bringing a tapping mode tip into contact with the surface. Tapping mode tips were used as 

they are stiffer than contact mode tips which was found to provide better results. A desired 

load was applied to the tip after which scanning started. Following the lithographic process, 

the samples were washed in phosphate buffered saline solution (PBS) which made up 

according manufacturers specifications by dissolving tablets in water such that a pH 7.4 

solution was produced. Samples were then dried with nitrogen gas. 

 Attachment of proteins to modified OEG-NPEOC-APTES is as follows. The free 

amines were reacted with a 25% volume : volume glutaraldehyde (GA) in water solution for 1 

hour at pH 5 in order to derivatise the modified areas with an aldehyde terminated surface. 

An aqueous solution of 10 mM (S)-N-(5-Amino-1-carboxypentyl)iminodiacetic acid 
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(ABNTA) adjusted to pH 5.1 was made up and the aldehyde functionalised surfaces immersed 

for approximately 16 hours in order to produce a NTA terminated region. The NTA surfaces 

were then immersed in an aqueous 500 mM solution of NiCl2 for 2 hours. A His-tagged green 

fluorescent protein (GFP) in PBS solution, pH 7.4, was created and the samples covered in 

protein solution and then placed in a fridge overnight. Prior to fluorescence microscopy, the 

samples were rinse with fresh PBS, then a gentle rinse with deionised water before being 

dried with nitrogen gas. 

 OEG-NPEOC-APTES selectively bound to finder grid patterns were created as 

follows. Slides were taken from the oven and placed in the thin film evaporator with finder 

grids placed between the evaporation source and the slides. Approximately 20 nm of 

chromium was evaporated through the grids onto the slides, followed by 40 nm of gold. The 

slides were then placed in a 10 mM solution of dodecanethiol in degassed ethanol for 18 

hours. The slides were then washed and placed in clean sample vials from the oven and then 

immersed in a 0.1 % volume : volume solution of silane to solvent of OEG-NPEOC-APTES 

in toluene, before being flushed with nitrogen gas for 5 mins. The sample vials were then 

wrapped in foil and left for 48 hours. The slides were then washed and placed in the vacuum 

oven. 

APTES monolayers were produced as follows. Sample vials were taken out of the oven, 

sealed with a suba seal and flushed with nitrogen. Dry toluene was then added to the vial and 

0.3 mL of (3-aminopropyl)triethoxysilane added to create an approximate 1 % volume : 

volume solution of silane to solvent. The slides were left in solution for 2 hours, after which 

they were washed and annealed. Contact angle measurements were taken to test the quality of 

the monolayer. 
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The growth of PCysMA from amine terminated surfaces was carried out as follows. 

Firstly the amines need to be derivatised with the polymerisation initiator molecule. A 0.1 M 

solution of α-bromoisobutyryl bromide (BiBB) in dichloromethane (DCM) was made up with 

1 : 0.95 : 0.2 molar equivalents of BiBB : triethylamine (TEA): water. Alternative initiators in 

the form of 2-bromoisobutanoic acid N-hydroxysuccinimide ester (BiBNHS) and 2-

bromoisobutyric anhydride (BiBAn) can also be used and in such cases are made up as 0.1 M 

solutions in DCM with 1 : 0.95 molar equivalents of BiBNHS/BiBAn : TEA. The polymer 

solution was made as follows. 0.75 g of cysteine methacrylate monomer was ground into a 

fine powder then dissolved in 4 mL of deionised water. 100 mg of ascorbic acid was 

dissolved in 10 mL of deionised water, of which 0.18 mL was added to the monomer 

solution. A further solution consisting of 5 mL of deionised water, 5 mL ethanol, 14.6 mg of 

copper(II) chloride and 38.8 mg of 2,2’-bipyridyl (BIPY) was made, of which 0.35 mL was 

added to the monomer solution. After 5 mins the monomer solution was ready for use and the 

samples were immersed for times from 30 seconds – 2 hours. 
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4.3. Results and discussion 

4.3.1. Surface characterisation of OEG-NPEOC-APTES  

OEG-NPEOC-APTES films were made and contact angle measurements were carried out. 

Contact angles were found to be on average 44 ± 3° which was in agreement with literature 

values.141 XPS characterisation was also carried out.  

Figure 31 shows two regions in the N 1s high resolution spectrum, a peak at 400.09 

eV and a peak at 406.18 eV which correspond to the amine group and the nitro group 

respectively. Though the regions should be equal in size, they are not, this is however 

consistent throughout every repeat measurement taken.  

The C 1s spectrum yields three peaks. The largest peak is the one at 286.7 eV 

corresponding to the ether carbon atoms in the OEG-functionalized protecting group. A 

smaller hydrocarbon peak is observed at 285.0 eV, which corresponds to carbon atoms in the 

aromatic ring and in the propyl linker. The smallest peak at 289.55 eV corresponds to the 

carbamate carbon, which is double bonded to oxygen and single bonded to both oxygen and 

nitrogen. 

SIMS spectra was also collected figure 32 show the negative ion spectra for the m/z 

range of 0-800. Present are some of the key ion fragments that can be used to identify OEG-

NPEOC-APTES, such as the NO2
- fragment at 46 m/z from the photoprotecting group, CN- at 

26 m/z which is from the carbamate and C-NO2 bond. Figure 33 shows the positive ion 

spectra for the same range was also collected. Present are key peaks such as the carbamate 

fragment, COONH+ at 59 m/z, the end of the OEG chain, CH2OCH+ at 45m/z, as well as 

regular repeating units for ethylene glycol chain that vary by 16 and 28 m/z, which 

correspond to O+ and C2H2/CO respectively, within the range of 200-400 m/z. 
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Figure 31. Top, the N 1s photoelectron spectrum and bottom, the C 1s photoelectron 

spectrum for a native OEG-NPEOC-APTES monolayer on silicon.  
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Figure 32. Negative ion SIMS spectra of OEG-NPEOC-APTES on silicon.  
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Figure 33. Positive ion SIMS spectra of OEG-NPEOC-APTES on silicon.  
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4.3.2. Tribochemical modification of OEG-NPEOC-APTES 

By applying a load to the surface through an AFM tip and moving the tip across the surface 

of a film it is possible to modify the surface in such a way that it is visible via the use of AFM 

imaging. Due to the nature of the modification, a change in topography is visible, as is a 

change in the frictional force. This is to be expected as a large portion of the molecule is 

being removed and the chemistry of the functional group at the surface of the molecule 

between modified and unmodified areas is markedly different enough to show up in FFM. 

 The image in figure 34 was produced when a load of a 750 nN was applied to the tip 

and moved across the surface at a constant speed of 10 µm s-1. The line in figure 34 (B) has 

an average FWHM of 29.17 nm and an average depth of 0.48 nm. Samples needed to be 

rinsed following tribochemical modification as a phenomenon known as plowing occurs 

leading to a build-up of debris at the side of the feasture.199 Figure 35 shows a typical image 

of sample immediately after modification. The line section in figure 35 (B) is taken from the 

line in the main image that has the least debris visible and yet a noticeable ploughing effect 

can be seen. Following a rinse with PBS, any part of the original monolayer that was 

removed during the lithographic process was subsequently washed away and clean images 

like those in figure 34 are standard. 
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Figure 34. (A) A tapping mode AFM topography image of a tribochemically modified OEG-

NPEOC-APTES film. (B) A higher magnification image of the section in (A) that is indicated by 

the red overlay and (C) a line profile for the area in (B). 
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Figure 35. (A) A tapping mode AFM topography image of a tribochemically modified OEG-

NPEOC-APTES film showing the build-up of debris following tribochemical modification. (B) 

A line profile for the area in (A) highlighted by the red overlay.  
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The effect of the load applied to the surface to the feature width and FWHM was 

investigated. Loads from 300 nN to 10,000 nN were applied. Loads no lower than 300 nN 

were selected because no detectable modification was observed for such values. In figure 37, 

data points are not included for lines drawn using loads of 300 and 400 nN, as though they 

did yield lines of modified OEG-NPEOC-APTES detectable via AFM, there were not enough 

recorded examples (N>10) to make the results statistically significant. 10,000 nN was chosen 

as the upper limit as a control was carried out on an APTES film to see what load is required 

to fully cleave the silane from the substrate. Tests showed that noticeable changes to the 

APTES surface first occurred when loads of in the region of 10,000 nN was applied. Though 

loads nearing 15,000-20,000 nN were required to remove the APTES fully, loads of 10,000 

nN and lower were used in this study to increase confidence that any changes to the OEG-

NPEOC-APTES surface that were seen were due to the protecting group being cleaved, as in 

figure 30, and not due to molecule being removed from the surface in its entirety. 

 When larger loads are used, the increase in FWHM is noticeably larger, and though 

harder to spot without using software to analyse the AFM image, the depth of the feature size 

increases also. The image in figure 36 was produced when a load of a 5,000 nN was applied 

to the tip and moved across the surface at a constant speed of 10 µm s-1. The line in figure 36 

(B) has an average FWHM of 60.68 nm and an average depth of 0.78 nm. Figure 37 shows 

the relationship between applied load and feature FWHM and the applied load and feature 

depth. For these load experiments the AFM tip was brought into contact with the surface and 

performed 16 scans across a 60 x 60 µm2 area at a constant speed of 10 µm s-1. Multiple lines 

from each experiment were analysed and each experiment was repeated a number of times 

(N>5). It can be seen that an increase in FWHM and depth occurs. This would suggest that 

there is not an immediate change from an intact molecule to a cleaved molecule, but rather 

that varying degrees of partial deprotection occur, increasing with load. 
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This would seem to align with photodeprotection studies that indicate that a threshold 

dosage of UV light is required for complete deprotection and partial deprotection occurs up to 

the point where the threshold dosage is met.188 Rather than this gradual change to FWHM and 

depth occurring from a point of zero load, a minimum threshold for any deprotection needs to 

be met. This can be explained by presuming that below a certain pressure, the tip only acts to 

sit upon the surface and when a high enough load is applied, the tip breaks through the 

surface.200 
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Figure 36. (A) A tapping mode AFM topography image of a tribochemically modified OEG-

NPEOC-APTES film. (B) A higher magnification image and (C) a line profile for the area in (B).  
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Figure 37. A graph showing the effects of load applied to an AFM tip vs. (A) feature FWHM, 

and (B) feature depth, of tribochemically modified OEG-NPEOC-APTES. 
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applied load. The faster writing speeds had more statistical variance, possibly as result of the 

feedback loop in the AFM not being able to track the surface as accurately. Conversely, 

slower writing speeds had less statistical variance. However, the slowest writing speeds were 

impracticably slow and as such are not worth the compromise of slightly smaller feature 

sizes. 

 

 

 

Figure 38. A graph showing the effects of the writing speed of an AFM tip vs. (A) feature 

FWHM, and (B) feature depth, of tribochemically modified OEG-NPEOC-APTES. 

 

0

10

20

30

40

0.0 0.1 1.0 10.0 100.0

Fe
at

u
re

 F
W

H
M

 /
 n

m

Writing Speed / μm s-1

0.0

0.1

0.2

0.3

0.4

0.5

0.0 0.1 1.0 10.0 100.0

Fe
at

u
re

 D
ep

th
 /

 n
m

Writing Speed / μm s-1

(A) 

(B) 



 

97 

4.3.3. Attachment of GFP to tribochemically modified OEG-NPEOC-APTES 

Proteins can be attached to modified OEG-NPEOC-APTES via a series of steps. These 

reactions only occur at the modified regions of OEG-NPEOC-APTES as the unmodified 

monolayer retains its natural antifouling and is relatively inert. One such method first 

involves generating an aldehyde functionalised surface, which can be done by reacting the 

free amine with glutaraldehyde. An NTA surface was then generated by reacting ABNTA 

with the surface. The NTA functional group is a well-known chelating group that can bind 

strongly to Ni in such a way that a His-tagged protein can then subsequently bind to the Ni.201 

This process provides a complete chemical link from OEG-NPEOC-APTES to GFP and is 

shown schematically in figure 39.  
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Figure 39. A schematic showing the derivatisation involved in the attachment of GFP to 

tribochemically modified regions of OEG-NPEOC-APTES. 

 

An extra step must be taken in order to enable any lines drawn in the OEG-NPEOC-

APTES monolayer to be visualised using a confocal microscope. Metal was evaporated 

through a finder grid in order to create easily identifiable structures on the macroscale. The 
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process works as follows: gold is evaporated through a finder grid which is pressed against 

the silicon/glass slides resulting in areas of gold and clean glass. Following this stage, a 

dodecanethiol monolayer is put down. Thiols are known to bind strongly to gold, but will not 

adsorb onto silicon/glass, resulting in a patterned slide of dodecanethiol and clean glass. This 

sample is then immersed in OEG-NPEOC-APTES, which will adsorb onto the silicon/glass, 

but will not displace the thiol layer from the gold. The OEG-NPEOC-APTES areas can then 

scratched as outline above, a schematic for which is found in figure 41. 

 

 

Figure 40. A fluorescence image of a finder grid pattern fabricated using the method in 

figure 41. The dark areas were covered by the finder grid during the evaporation step and so 

are protein resistant OEG-NPEOC-APTES whereas the green areas are fluorescing GFP 

adsorbed onto dodecanethiol which is in turn bound to a gold layer on the substrate. 
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When the sample is tribochemically modified and subjected to the GFP attachment steps 

outlined in figure 39 and figure 41, the unmodified OEG-NPEOC-APTES will resist the 

adsorption of GFP, the modified regions of OEG-NPEOC-APTES will bind to GFP, and the 

dodecanethiol regions will non-specifically adsorb GFP. An example of such a surface is 

given in figure 40. There is good contrast between the black and green areas of the image, 

indicating that the protein resistant properties of OEG-NPEOC-APTES have not been 

compromised by the additional steps and modifications to the substrate surface. 

However, upon inspection of a higher resolution image of the area of interest where 

scratching was carried out was taken, no evidence of a scratching pattern was visible. A 

possible reason for this could be that due the presence of large amounts fluorescing molecules 

on the surface, a signal of a fluorescing line which is only 10s of nanometres wide could be 

effectively drowned out and not detected, though this is unlikely as fluorescence images have 

been captured at this scale before. It is also possible that the steps leading up the attachment 

of GFP had failed. If this were the case, then GFP would still be able to freely adsorb to the 

dodecanethiol but would not specifically bind to the modified OEG-NPEOC-APTES as 

desired.  

A control experiment was designed such that the GFP attachment steps were carried out 

on an unmodified APTES surface. APTES was chosen as it is identical to the proposed 

product of tribochemical modification of OEG-NPEOC-APTES. Fluorescence microscopy 

showed complete surface coverage of GFP and its subsequent removal using imidazole, a 

well-known competitive inhibitor of His-tagged proteins.202 This suggests that the attachment 

process was not the problem, though not ruling it out entirely as the reaction with native 

APTES was occurring on the macro scale without any spatial or steric confinement issues.  
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Figure 41. A schematic showing a dodecanethiol protecting layer in order to create areas of 

fluorescent contrast to identify regions of interest under a confocal microscope.  
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4.3.4. Growth of PCysMA from tribochemically modified OEG-NPEOC-APTES 

Growing polymer brushes from tribochemically modified OEG-NPEOC-APTES surfaces 

was investigated. A control was designed to grow PCysMA from APTES monolayers on 

silicon, as APTES is significantly cheaper than OEG-NPEOC-APTES and as for the 

attachment of GFP control experiment above, APTES is the expected product of the 

modification process and therefore is a comparable starting point for the polymerisation 

process. Growth of PCysMA through ARGET-ATRP is a fast process with polymer growth 

being apparent after only 30 seconds immersion time, however, the degree of polymerisation 

is not controlled when compared to other polymerisation techniques leading to discrepancies 

between repeat measurements and large statistical variances in the growth profile displayed in 

figure 42. It is apparent from the growth profile that the rate polymerisation appears to tail off 

after 40 mins and from observation, the polymerisation solution for the conditions we used 

was no longer active after 2 hours. 

 

 

Figure 42. A growth profile for PCysMA on silicon. Thicknesses were measured using an 

ellipsometer.  
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 When PCysMA was grown from tribochemically modified OEG-NPEOC-APTES the 

polymer was not contained to the modified regions, but instead was apparent all over the 

surface. This is shown in figure 43, which is the same sample as figure 34 after it has been 

reacted with an initiator and then immersed in PCysMA solution. The well defined lines that 

were generated after the lithography stages are no longer visible and instead the surface 

appears to be much rougher, suggesting complete coverage of polymer rather than polymer 

growth in the desired areas only. Possible reasons for this are adsorption of polymer to native 

the native OEG-NPEOC-APTES film or initiator binding to unmodified regions. 

 

 

Figure 43. An AFM tapping mode topography image of a tribochemically modified OEG-

NPEOC-APTES surface after being immersed in polymerisation solution. 
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 To examine these possible causes of uncontrolled polymerisation, OEG-NPEOC-

APTES films were exposed to UV light (λ=244 nm) and reacted with initiator and then 

reacted with polymer and each step monitored. 

 First OEG-NPEOC-APTES was exposed to a range of dosages of UV light and its 

deprotection was monitored by XPS and SIMS. In figure 44, the largest contribution of the 

C1s spectra of the native film is the peak that corresponds to the carbons in the OEG units 

(~286.7 eV) but as the molecule becomes further deprotected and the OEG units are 

removed, the contribution from the aromatic and propyl carbons becomes greater. Figure 45 

shows how the nitro group peak (~406 eV) decreases as the amount of photodeprotection 

increases, to the point that the amine group peak (~400 eV) is the only contribution. Figure 

46 shows the nitro group being removed after an 8 J cm-2 dose, as the peak at m/z 46 that 

correlates to the NO2
- ion fragment can be seen to be almost entirely removed. 

  



 

105 

 

 

Figure 44. The C 1s spectra for OEG-NPEOC-APTES. The red line shows the native film and 

the lines below (reading down from the top line) correspond to an OEG-NPEOC-APTES film 

that has been exposed to dosages of 0.5, 1, 2, 4, 8 J cm-2.  
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Figure 45. The N 1s spectra for OEG-NPEOC-APTES. The red line shows the native film and 

the lines below (reading down from the top line) correspond to an OEG-NPEOC-APTES film 

that has been exposed to dosages of 0.5, 1, 2, 4, 8 J cm-2.  
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Figure 46. The negative ion SIMS spectra for m/z range 0-50 for (top) a native OEG-NPEOC-

APTES film and (bottom) an OEG-NPEOC-APTES film that has been exposed to 8 J cm-2.  
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sulfur groups were examined, as sulfur is unique to CysMA monomer units in these reaction 

conditions, and they were found to be present across the entire surface.  

 

 

Figure 47. Negative ion images of an OEG-NPEOC-APTES film photodeprotected through a 

mask. Ion density image for (A) m/z 46.00, (B) m/z 78.91 and (C) the overlay of the 

contributions of both m/z 46.00 and 78.91. 
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 Samples were imaged via AFM and showed evidence of selective polymer growth in 

the area that were exposed to UV light, contrary to that evidenced by SIMS. However, upon 

inspection the height difference between the exposed and protected areas did not match up 

with the thickness expected from ellipsometry studies. The height of the polymer growth 

appeared markedly smaller than the expected thickness, an example of which is shown in 

figure 48. This sample was immersed in polymer solution for 10 mins, though the difference 

between the height of the squares and the lower areas in between was approximately only 4.5 

nm. This is a much smaller height than expected according to figure 42. 

 

 

Figure 48. A tapping mode topography AFM image of an OEG-NPEOC-APTES film 

photodeprotected through a mask. The sample was then exposed to PCysMA solution. 
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 This would evidence that bromine is taken up by the surface in the unexposed areas, 

though less densely than at the exposed areas. Due to the catalytic nature of the 

polymerisation process, only small amounts of bromine need to be available at the surface in 

order to start the growth of a long polymer chain. XPS studies show this to be the case as 

evidenced in figure 49. The fully deprotected OEG-NPEOC-APTES shows a large increase 

in the bromine 3d peak, whilst the OEG-NPEOC-APTES that has not been exposed to any 

UV light shows a small peak. This would explain why polymer covers the entirety of a 

photopatterned surface and why the difference in polymer density is different between the 

exposed and protected areas. 

 

Figure 49. The Br 3d spectra of (top) an OEG-NPEOC-APTES film that has been exposed to a 

dose of 16 J cm-2 then reacted with BiBB, (middle) an OEG-NPEOC-APTES film that has been 

reacted with BiBB and (bottom) an native OEG-NPEOC-APTES surface. 
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 It is most likely that a side reaction is occurring between the carbamate group of 

OEG-NPEOC-APTES and the initiator molecule outlined in figure 50. Though normally a 

poor nucleophile, the nitrogen in the carbamate can act as one when exposed to BiBB. This is 

because the acyl bromide is a very good leaving group. Alternative initiator molecules have 

been proposed that have poorer leaving groups such that the carbamate can not act as a 

nucleophile upon them, but the amine as a result of OEG-NPEOC-APTES deprotection can. 

 

 

Figure 50. A proposed reaction that accounts for the presence of bromine initiator in 

unmodified regions of OEG-NPEOC-APTES. 

 

 Such alternative molecules are BiBNHS and BiBAn. Investigation of the reactivity of 

these molecules and their propensity for acting as an ATRP initiator have yet to be fully 

explored however initial experiments suggest that polymer growth is not as fast when 

BiBNHS and BiBAn are used compared to BiBB. A control was set up such that the same 

concentration of each of the three initiator molecules were exposed to an APTES surface. 

XPS was carried out to examine the amount of bromine present. Figure 51 shows clearly that 

the amount of bromine present on the surface is much greater for BiBB than BiBNHS and 
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BiBAn. This would provide a possible explanation for why not as much polymer growth is 

observed when the latter two initiator molecules are used, though further study is required. 

 

 

Figure 51. The Br 3d XPS spectra for an APTES monolayer on silicon when reacted with (red) 

BiBB, (blue) BiBAn and (green) BiBNHS. 
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4.4. Conclusions 

Tribochemical modification of OEG-NPEOC-APTES was demonstrated by moving an AFM 

tip in contact with the surface across a film of OEG-NPEOC-APTES. This is a new technique 

and a new approach to nanolithography that provides a way to produce features of only 10s of 

nanometres using only an AFM. When coupled with OEG-NPEOC-APTES, this technique 

has shown the potential to produce nanolines of proteins, potentially only one unit thick. 

A threshold load was required in order to penetrate the surface of the monolayer, 

which was found to be 300 nN. Consistently reproducible results required a load of 500 nN. 

Feature widths and depths increased with increasing loads above this threshold, suggesting 

that partial deprotection occurs. Loads of greater than 10,000 nN were found to cleave the 

silane from the substrate. Whilst an increase in load has a large effect on feature sizes, a 

change in writing speed has an almost negligible effect. Depending on the load and writing 

speed, features could be produced with high reproducibility with widths of between 25 and 

120 nm and depths between 0.1 and 0.7 nm. 

 Loads less than those required to fully cleave the silane were used, and a build-up of 

material at the edges of the features was observed suggesting that a physical deformation of 

the monolayer has occurred. Subsequent reactions show an identical likeness to those carried 

out on photodeprotected OEG-NPEOC-APTES, in turn suggesting that the location of the 

mechanochemical reaction to occur in the same place as the photodeprotection, though the 

nature of the exact mechanism is not yet known. 
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4.5. Future work 

Though highly reproducible features were fabricated using tribochemical approach described 

in this chapter, attachment of proteins proved to be much more difficult. The aim must be to 

determine why the GFP attachment process has so far failed to prove effective or to find an 

alternative that doesn’t rely on specific chemical binding schemes but rather on most 

protein’s tendency to adsorb to most surfaces and on OEG-NPEOC-APTES’s natural anti-

fouling. The latter approach could produce simple protein patterns, but as the features are 

often much shallower and narrower than most protein moieties, the protein may be prevented 

from reaching the deprotected areas by surrounding OEG-NPEOC-APTES. 

 The growth of polymer brushes from nanolines also remains a key objective. As 

mentioned in section 4.3.4, alternative approaches to derivatising the modified OEG-

NPEOC-APTES exist and can be explored further. 

 Should either of the above problems be addressed, the technique of tribochemical 

modification can be utilised to produce patterns of greater complexity than discussed here. 

The technique can be combined with photolithographic processes to produce multiple protein 

patterns and the use of a scriptwriting programme can allow for specific patterns to be drawn 

onto the surface which can be done sequentially between derivatisation steps to create closed 

systems on a scale close to that seen in photosynthetic bacteria. 
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5. Experimental 

5.1. Procedures 

AFM In order to calculate the load applied to the surface through the 

tip, the signal generated by the photodetector must be converted 

into a force. This can be calculated from the following equation: 

𝐹 = 𝐾 × 𝐷𝑆 × 𝑉𝑑𝑖𝑓𝑓  

 Where F is the force applied (nN), K is the spring constant of 

the cantilever (nN nm-1), DS is the deflection sensitivity of the 

photodetector (nm V-1) and Vdiff is the difference between the in 

photodetector setpoint reading on the AFM when clear of the 

surface and when in contact (V). For the Vdiff value to have 

meaning, it must be known how much the piezo actually moves 

for a given reading difference. This is the deflection sensitivity 

(DS). In order to calculate the DS, the cantilever is pressed into 

a mica surface, so chosen because the stiffness of mica is much 

greater than that of the cantilever, therefore any movement in 

the piezo can only correspond to deflection in cantilever. A 

force-distance measurement is taken, and the reciprocal of the 

gradient is the DS value used. This gradient is equivalent to that 

of the straight line in section C of figure 11, but instead the y-

axis is the reading of the photodetector. 

   The spring constant was obtained by using the thermal 

noise calibration technique.203 Individual cantilever values were 
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calculated by using software built into the Nanoscope software 

used to operate the AFM. 

   All tip induced electro-oxidative lithography and 

tribochemical lithography was performed in the contact mode 

regime. Data collection and lithography was carried out in air, 

under ambient pressure unless otherwise stated. 

ATRP The ATRP reactions that were undergone did not follow the 

usual methodology. Instead of the reaction being carried out in 

a carefully maintained oxygen free environment, they were 

instead performed in a system that contains air but also 

importantly a reducing agent that regenerates the oxidised 

catalyst that readily forms from radical termination reactions. 

As a result of the continually regenerating catalyst, much less 

needs to be present in the system than would be required for 

regular ATRP. This process is referred to as activators 

regenerated by electron transfer (ARGET) ATRP.204–206 

Contact angles Contact angle measurements were taken on a goniometer. A 

sessile drop of water was placed on the surface of the sample 

and the syringe removed from the drop and the contact angle is 

taken once the drop has stabilised, normally after about three 

seconds. Where possible, five contact angles are taken per 

sample and an average determined. 

Fluorescence microscopy Fluorescence images were collected using an Olympus FV1200 

confocal microscope. The excitation source was a 488 nm argon 
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laser and emission was collected in the range of 500-515 nm. 

Images were analysed and processed using FiJi software. 

Piranha solution A mixture of hydrogen peroxide and sulfuric acid is made with 

ratios of 3 : 7 respectively, with the hydrogen peroxide being 

added first. The resulting reaction is exothermic and reaches 

temperatures of 100 °C within a time frame of minutes and 

explodes when brought into contact with organics,207 thus great 

care should be exercised when using piranha solution. Slides are 

left in the cleaning solution for times between thirty minutes 

and one hour. 

RCA I A mixture of deionised water, hydrogen peroxide and ammonia 

is made with ratios of 5 : 1 : 1 respectively and heated to 80 °C 

on a hot plate.208 Once boiling the slides are left for thirty 

minutes before being taken off the heat. 

Silane monolayer formation Once the silane has been added to the solution, the sample vials 

were sonicated for two minutes, after which the slides are left 

for a set period of time for the monolayer to establish as 

described in the relevant experimental section. Unless otherwise 

stated, the following procedure takes place. The slides are 

rinsed first with toluene, second with a 1 : 1 mix of ethanol and 

toluene, before finally being rinsed with ethanol. The sample 

vials are then wrapped in aluminium foil and then placed in a 

vacuum oven set to a temperature of approximately 110 °C for 
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twenty minutes to anneal the silane and drive off any remaining 

solvent. 

SIMS A time of flight secondary ion mass spectrometer was used to 

analyse the sample, with a Bi3
++ cluster to interrogate the 

surface. The instrument was set up for optimum spatial 

resolution (burst alignment mode, using manufacturer defined 

default settings) or optimum mass resolution (high current 

bunched mode, using manufacturer defined default settings). 

For optimum mass resolution the pulse width is adjusted to 

achieve a target current of 0.1 nA. For optimum spatial 

resolution the beam is more tightly focused with a lower 

current. The beam is not pulsed. Mass range and area analysed 

are user specific. The base operating pressure was 1 x 10-9 Torr. 

Thiol monolayer formation Once the thiol had been added to the solution, the sample vials 

were sonicated for two minutes, after which the slides are left 

for a set period of time for the monolayer to establish as 

described in the relevant experimental section. Unless otherwise 

stated, the following procedure takes place. The slides are 

rinsed with degassed ethanol and dried with nitrogen gas. If not 

used immediately at this point, the slides are submerged in fresh 

degassed ethanol until use, upon which point they are rinsed 

again with fresh degassed ethanol and dried with nitrogen gas. 

Thin film evaporation Slides were mounted above the metal sources for evaporation 

within a glass bell jar. A diffusion pump was used to generate a 
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vacuum of 5 x 10-6 mbar before evaporation could take place. In 

the case of multiple evaporations, the system was allowed to 

cool for approximately 15 minutes after each previous 

evaporation in order to allow the vacuum to re-establish. The 

system was allowed to cool entirely before the bell jar was 

vented to atmosphere. 

XPS The area analysed for a large area scan is 700 µm by 300 µm. 

Charge neutralisation is used for insulating samples, being low 

energy electrons emitted from a tungsten filament. 

Monochromated aluminium radiation was used to collect XPS 

survey scans (wide scans) with a 160 eV pass energy and 1 eV 

intervals. High-resolution XPS spectra was collected at 20 eV 

pass energy, and 0.1 eV intervals. The base operating pressure 

was 1 x 10-9 Torr. The anode was run at 12 kV and 10 mA. 

CASA XPS software was used to analyse and curve-fit 

the spectra. The raw data collected is corrected by a 

transmission function characteristic of the instrument, 

determined using software from the National Physics 

Laboratory. The adjusted data is then be quantified using the 

theoretically derived Scofield relative sensitivity factors that 

have been corrected for the geometry of the instrument. Charge 

correction typically carried out by making the main C 1s peak at 

285.0 eV. 
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5.2. Chemicals and materials 

2-[methoxy (polyethyleneoxy) 

propyl]-trichlorosilane 
– From Fluorochem 

[4-(Chloromethyl) phenyl]-

trichlorosilane 
– 97 % from Alfa Aesar  

Acetone – ≥99.8% from Sigma Aldrich 

AFM tips (writing/tapping 

mode imaging) 
– Model: OTESPA-R3 from Bruker 

AFM tips (contact mode 

imaging) 
– Model: DNP-10 from Bruker 

(S)-N-(5-Amino-1-

carboxypentyl)iminodiacetic 

acid 

– >97% from Sigma Aldrich 

Ammonia – 32% from VWR 

(3-

Aminopropyl)triethoxysilane 
– 99% from Sigma Aldrich 

L-Ascorbic acid – Reagent grade from Sigma Aldrich 

2,2′-Bipyridyl – ≥99% from Sigma Aldrich 

2-Bromoisobutanoic acid N-

hydroxysuccinimide ester 
– 98% from Sigma Aldrich 

2-Bromoisobutyric anhydride – 95% from Sigma Aldrich 

α-Bromoisobutyryl bromide – 98% from Sigma Aldrich 

Chromium chips – 99.5% from Sigma Aldrich 

Copper(II) chloride – 99% from Sigma Aldrich 

Cysteine methacrylate  – Custom synthesised 
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Dichloromethane – 100% from VWR 

Dodecanethiol – ≥98% from Sigma Aldrich 

Ethanol – ≥99.7% from VWR 

Finder grids –  Type HF15 from Agar Scientific  

Glass slides – 
D 263 M borosilicate, thickness 1.5 from Menzel-

Gläser 

Glutaraldehyde – Grade II, 25% in H2O from Sigma Aldrich 

Gold wire – 
0.5 mm diameter, 99.99% trace metal basis from 

Goodfellow  

Green fluorescent protein – Custom synthesised 

Hydrogen peroxide – 30% from VWR 

Nickel(II) chloride – 98% from Sigma Aldrich 

Octadecyltrichlorosilane – 95 % from Fluorochem 

OEG-NPEOC-APTES  – Custom synthesised 

Phosphate buffered saline – Tablet form, from Sigma Aldrich 

Silicon wafers – 
Boron doped, (1,0,0), 1-10 Ω.cm, test grade from 

PI-KEM 

Sulfuric acid – 95% from VWR 

Triethylamine – 99% from Fluorochem 

Toluene – 99.9% from Sigma Aldrich 
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Toluene (dry) – 
Dry solvent system, department of chemistry, 

University of Sheffield 

Water – 15 MΩ.cm, from an Elga Purelab Option 
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5.3. Equipment 

AFM – 
Digital Instruments Multimode with NanoScope 

IIIa controller 

Confocal microscope – 
Olympus FV1200 confocal. The Wolfson Light 

Microscope Facility, Sheffield, UK 

Goniometer – Ramé-Hart 100-00-230 

SIMS – 
IONTOF TOF.SIMS 5. Sheffield Surface 

Analysis Centre, Sheffield, UK 

Thin film evaporator – Edwards Auto 306 

Vacuum oven – Technico TEC-240-010S 

XPS – 
Kratos Axis Ultra DLD. Sheffield Surface 

Analysis Centre, Sheffield, UK 
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6. Acronyms and frequently used abbreviations 

2DES  –  Two-dimensional electronic spectroscopy 

ABNTA –  (S)-N-(5-Amino-1-carboxypentyl)iminodiacetic acid 

AFM  –  Atomic force microscope 

APTES –  (3-Aminopropyl)triethoxysilane 

ATP  –  Adenosine triphosphate 

ARGET –  Activators regenerated by electron transfer 

ATRP  –  Atom transfer radical polymerisation 

BChl  –   Bacteriochlorophyll 

BiBAn  –  2-Bromoisobutyric anhydride 

BiBB  –  α-Bromoisobutyryl bromide 

BiBNHS –  2-Bromoisobutanoic acid N-hydroxysuccinimide ester 

BIPY  –  2,2′-Bipyridyl 

BPhe  –   Bacteriopheophytin 

CMPTS –  [4-(Chloromethyl) phenyl]-trichlorosilane 

DCM  –  Dichloromethane 

DMT  –  Deraguin-Muller-Toporov 

DPN  –   Dip pen nanolithography 
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DS  –  Deflection sensitivity 

EUV  –   Extreme ultraviolet 

FFM  –  Frictional force microscopy  

FRET  –  Fluorescence resonance energy transfer 

FWHM –  Full width at half maximum 

GA  –  Glutaraldehyde 

GFP  –  Green fluorescent protein 

His  –  Histidine 

IL  –   Interference lithography 

JKR   –  Johnson-Kendall-Roberts 

LFM   –  Lateral force microscopy 

LH1  –   Light-harvesting complex one 

LH2  –   Light-harvesting complex two 

LSPR  –   Localised surface plasmon resonance 

NPEOC  –  2-Nitrophenylethoxycarbonyl 

NTA  –  Nitrilotriacetic acid 

OEG  –  Oligo(ethylene glycol) 
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OEG-NPEOC-APTES 

– Oligo(ethylene glycol) nitrophenylethoxycarbonyl protected 

aminopropyltriethoxysilane 

ODTMS –  Octadecyltrimethoxysilane 

ODTS  –  Octadecyltrichlorosilane 

P  –   Special pair 

PBS  –  Phosphate-buffered saline 

PCysMA –   Poly(cysteine methacrylate) 

PDB  –   Protein data bank 

PDMS  –  Polydimethylsiloxane 

PEG  –  Poly(ethylene glycol)  

Rba  –   Rhodobacter 

RC  –  Reaction centre 

RCA I  –  Radio corporation of America standard clean one 

RET  –   Resonance energy transfer 

SAM  –  Self-assembled monolayer 

SIMS  –  Secondary ion mass spectrometry 

SNOM  –   Scanning near-field microscope 

SP  –   Surface plasmon 



 

127 

SPR  –   Surface plasmon resonance 

STM  –    Scanning tunnelling microscopy 

TEA  –  Triethylamine 

ToF  –  Time of flight 

UHV  –  Ultrahigh vacuum 

UV  –   Ultraviolet 

XPS  –  X-ray photoemission spectroscopy 

λ  –   Wavelength 
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