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Abstract 

Quorum sensing is a biological phenomenon in which both stimuli and response are directly linked to 

population density. This process of collective behaviour is used by bacteria to regulate gene expression 

within bacterial colonies. This is achieved by the production and release and detection of signalling 

molecules known as autoinducers. Until very recently synthetic quorum sensing has been achieved by 

either; the ‘splicing’ of the quorum sensing machinery from one bacterial host to another; or 

chemically through derivatives of the oscillating Belousov-Zhabotinsky reaction. More recently there 

has been a shift to developing collective behaviour through the immobilisation of enzymes within 

polymer hydrogels. 

This thesis is focused upon the development of a truly synthetic quorum sensing system. This is 

achieved by replicating the component technologies of biological quorum sensing with synthetic 

equivalents. A truly synthetic quorum sensing system requires; (i) the autonomous aggregation of 

particles; (ii) the generation of a signal by the particles; (iii) the detection of the signal; (iv) a response 

by the particles which only occurs when the population of the aggregate is above a threshold level. 

In order to observe signal detection and response ratiometric imaging microscopy is retooled and used 

for the first time to observe continuous diffusion of a signal from its host.To meet the requirement of 

signal generation the enzyme glucose oxidase is used. This enzyme converts glucose to gluconic acid 

which results in the lowering of pH. To ascertain its suitability the action of glucose oxidase in solution 

was probed. Hydrogel particles of alginate were loaded with glucose oxidase and magnetite. The 

magnetite enables spontaneous aggregation to occur when the particles are placed within a magnetic 

field. The resulting signal generation and response of particle clusters of differing populations was 

observed with a ratiometric imaging setup. This results in the demonstration of a robust synthetic 

quorum sensing system. 
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Innovations and Contributions 

• Synthesis of quorum sensing bacteria inspired magnetite and glucose oxidase loaded alginate 

hydrogels, which exhibit autonomous aggregation and generate a shift in local pH. 

 

• Setting up and calibration of an intricate ratiometric imaging microscopy unit, retooled for 

probing collective behaviour of hydrogels. 

 

• Characterisation of signal molecule generation and diffusion, demonstrating an autocatalytic 

response, determination of diffusion parameters and demonstration of diffusive fickian 

behaviour. 

 

• Demonstration of a dynamic quorum sensing response in clusters of glucose oxidase loaded 

alginate particles. 
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Abbreviations and nomenclature 

A Lewis base 

AH Lewis acid 

AHL acyl-homoserine lactone 

AI autoinducing signal molecule 

AIP autoinducing peptide 

AMP 2-amino-2-methylpropan-1-ol  

APMA N-(3-aminopropyl) methacrylamide 

APS ammonium persulfate 

B Buffer strength 

BA N, N’-methylenebisacrylamide  

BNC Bayonet Neill-Concelman 

BSA bovine serum albumin  

BZ Belousov-Zhabotinsky 

Ci corrected image 

CMT critical micelle temperature (˚C) 

CSTR continuous flow stirred tank reactor 

D Diffusion coefficient (mm2 s-1) 

DD degree of deacylation (%) 

DEAP 3 diethylaminopropyl 

Di darkfield image 

DOX doxorubicin 

DTT dithiothreitol 

DVB divinyl benzene 

ED external diameter (mm) 

EDTA ethylenediaminetetraacetic acid  

Fi flat field image 

G α-L-guluronate 

GCS glycol chitosan 

GDL glucono-δ-lactone 

Gi gain image 

GOx glucose oxidase 

GST glutaraldehyde saturated toluene 
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Ia/Ib emission intensity ratio of acidic and basic species of carboxy-SNARF-4F 
(excitation 640 nm) 

ID internal diameter (mm) 

IEP isoelectric point 

IS interstitial site 

M β-D-mannuronate  

m image averaged value 

MAA methacrylic acid 

Mw Molecular weight (kDa) 

N Number of particles 

NADP+ 
nicotinamide adenosine dinucleotide phosphate 

NIPAAM N-isopropylacrylamide 

O/W oil in water 

PAA poly(acrylic acid) 

PCOC palladium catalysed oscillatory carbonylation 

PDMA poly[(2-dimethylaminoethyl) methacrylate]  

PDMAEMA poly(dimethylaminoethyl methacrylate) 

PEC polyelectrolyte complex 

PEGA monoalkyne-terminated poly(ethylene glycol)  

PISA polymerisation-induced self-assembly 

PMAA poly(methacrylic acid) 

QS quorum sensing 

R ratio of emission intensities 

r radius (m) 

RAFT reversible addition-fragmentation chain transfer 

Rh hydrodynamic radius (nm) 

Ri Raw image 

ROI Region of interest 

SA Surface area (m2) 

SECOAS Self-Organising Collegiate Sensors 

SNARF seminaphthorhodafluor 

TEGDMA tetraethylene glycol dimethacrylate 

TEMED N,N,N’,N’-tetramethylenediamine 

Tg glass transition temperature (˚C) 

Tris tris-(hydroxymethyl)-aminomethane 
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V Volume (cm3) 

Va/Vb volumetric ratio of acid to base 

W/O water in oil 

WANET wireless ad-hoc networks 

ZBKE Zhabotinsky-Buchholtz-Kiyatkin-Epstein 

αn concentration fraction of n-protic species 

λ wavelength (nm) 

τc fluorescence decay (ns) 
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Aims and Objectives 

Quroum sensing is a stimuli-response mechanism utilised by bacteria and social insects such as bees 

and ants to instigate population wide responses based on population density. The long reaching goal 

is to create a wholly synthetic quorum sensing system, allowing individual particles to act en masse 

and enabling the spontaneous delivery of a chemical payload. To date most chemotherapy agents 

cannot differentiate between non-cancerous and cancerous cells. As such the methods of site-specific 

drug delivery have been developed where the drug is entrapped within a particle that is drawn to a 

cancerous site. The drug then leaches out of the particle and destroys some of the cells it encounters. 

The drawback of current techniques is that they rely on the drug leaching from the particle. This is a 

relatively slow process resulting in a low concentration of the drug being present for a long period of 

time.  

Synthetic quorum sensing has the potential to revolutionise the delivery of the therapeutic agents in 

cancer therapy, since the particles that carry the agent can determine their population density. When 

the particles are drawn to a tumour the population density increases. Upon reaching a threshold 

density a response is triggered resulting in a burst release of the therapeutic agent from the particles. 

A burst release means that a much higher concentration of the therapeutic agent is present to destroy 

the cancerous cells. This high concentration release is achievable since the therapeutic agent is 

delivered in unison by the carrier particles directly at a target site. This would not only increase the 

efficacy of the drug, but also lower the dosage required to obtain a therapeutic effect. As such the use 

of a synthetic quorum sensing drug delivery system would also decrease the side effects experienced 

with some therapeutic agents, in particular current chemotherapy agents for cancer treatment which 

attack both cancerous and healthy tissue. 

Although it would be ideal to create a complete in vivo system, it is beyond the scope of this thesis, 

instead what is focused upon here is the in vitro recreation of the component technologies found in 

biological quorum sensing systems. However, the in vivo potential does guide this work in choices of 

chemicals and routes chosen as highlighted throughout the thesis. The component technologies of 

biological quorum sensing direct the aims of each chapter as they are addressed. These components 

are; (i) the autonomous aggregation of particles; (ii) chemical communication between aggregated 

particles enabling them to count their population; (iii) a triggered response by the particles upon the 

population reaching a threshold density, resulting in the coordinated release of a chemical cargo. 

To date no quorum sensing experiments have demonstrated quorum sensing by locally changing the 

population density, rather they rely on a global change. With the concentration of particles being 

increased throughout the reaction vessel. However, a drug delivery system would require oral or 
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intravenous administration and then aggregation at a specific site. Therefore, making localised 

changes in population density far more important. 

 

Figure 0-1-1 Scheme of work showing the proposed bringing together of component technologies to demonstrate quorum 

sensing.  A) an understanding of autocatalytic feedback loops in enzymes that produce acid/base in bulk aqueous phases; B) 

Compartmentalisation of the autocatalytic reaction through the synthesis of enzyme loaded particles; C) Use ratiometric 

imaging to observe particle response; D) characterisation of the collective behaviour and the response demonstrated.  
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Most synthetic quorum sensing analogues utilise a colour change in the particle to observe a response. 

This is then used to model the concentration flux in the autocatalyst. By using a ratiometric imaging 

setup and H+ as the autocatalyst it will be possible for more in-depth discussion to occur over theory 

and practice. Furthermore, it would be possible to probe dynamics of individual particles as well as 

clustered groups. 

Currently synthetic quorum sensing has utilised inorganic reactions such as the Belousov-Zhabotinsky 

reactions or genetic splicing of quorum sensing genes into a new host. Recently enzyme loaded 

alginate particles have been used to exhibit a bistable switch in single particles. It is thought that using 

this emerging technology it is possible to gain further insights into quorum sensing. 

Chapter one, provides the background theory and literature reviews required to fully comprehend the 

project. 

Chapter two, contains all the experimental and analytical methods that were used in this body of work. 

Chapter three, presents the results of generating a chemical signal through the use of glucose oxidase 

(GOx). By studying GOx in the bulk phase it is possible to understand its autocatalytic behaviour, whilst 

exposing it to environmental stresses (Figure 0-1 A)). 

Chapter four, addresses the current void in understanding of calibration of ratiometric imaging set-

ups and is a continuation/expansion of chapter two (Figure 0-1 C)). 

Chapter five, sets about the creation of a ‘host’ particle (Figure 0-1 B)) to contain the component 

technologies, several synthesis techniques and materials are explored before introducing ferrous 

magnetite enabling the particles to aggregate in the presence of an external magnetic source. 

Chapter six, presents the behaviour of GOx loaded particles, addressing single particle and aggregated 

group dynamics (Figure 0-1 B) and D) respectively). 

Chapter seven, draws together the conclusions made in previous chapters and highlights possible 

directions for future work. 
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1. Introduction 
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1.1 Overview 

This thesis sets out to quantitively investigate synthetic quorum sensing in a system using glucose 

oxidased loaded alginate particles. Here in this chapter the fundamental information is laid out to 

inform the reader, not only of the principles explained in the process, but also to provide literature 

that have informed the decisions made throughout this thesis. 

1.2 Quorum Sensing 

Quorum sensing is the ability of a single organism to detect and respond to variations in its population, 

by exhibiting a response. Since each individual’s measure of the threshold is approximately the same 

the entire population will demonstrate the response en masse.  Since quorum sensing describes a 

form of communication enabling self-organisation of individuals within a population it falls under the 

umbrella term of collective behaviour. Collective behaviour also covers synchronisation and the 

formation of chimera states. Of these the synchronisation of oscillations in organisms to display a 

rhythmical production of chemicals is the simplest and most common example. Chimera state is the 

simultaneous existence of both coherent and incoherent states and is relevant to understanding 

activity in neural pathways, and disorders that arise from their disruption such as epilepsy, Parkinson’s 

and Schizophrenia.1 The emergence of collective behaviour can be observed at a whole organism level, 

for example fireflies exhibit periodic flashing2, or at a cellular level, such as the production of light by 

alvibrio fischeri when above a threshold population density.3  

1.2.1 Quorum Sensing in Nature 

Quorum sensing (QS) is a stimuli-response process that is correlated to population density. QS is 

utilised in decision making of a decentralised system. In which individuals can assess the number of 

other components they interact with, and have a standard response when a threshold number of 

components is detected. As such quorum sensing is utilised; in computing;4–6 by social insects such as 

ants7 , honey bees8; and by bacterial colonies.9  

Bacteria use quorum sensing (QS) to regulate the expression of specific genes, so that they are only 

expressed at high cell densities allowing the resulting phenotypes to occur only when most beneficial 

to the bacterial colony. Quorum sensing was first observed in the regulation of bioluminescence within 

Alivibrio fischeri and Vibrio harveyi colonies.3 QS has since been shown to regulate nitrogen fixation10, 

sporulation11, biofilm formation12, virulence factor expression13,14 and motility14 in both gram-positive 

and gram-negative bacteria.9 
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Figure 1-1 quorum sensing in bacteria is a population density dependent process. Bacteria continually produce an 

autoinducing signal molecule (AI). But it is only at high population density when the [AI] is above a threshold that a 

response occurs. 

QS in bacteria occurs through the secretion of an autoinducing signal molecule, the concentration of 

which varies as a function of population density (Figure 1-1). Upon detection of this signalling 

molecule gene transcription occurs as a direct response. This Mechanism of QS is highly dependent 

upon the diffusion of the autoinducer (AI) molecule. The AI molecule is produced and secreted at 

low concentrations by individual bacteria. When the population density of the bacteria is low the AI 

just diffuses away. However, at high population density the local concentration of AI can exceed a 

threshold level, thereby triggering a change in gene expression. 

Social insects are in essence the definition of a decentralised system, since no single individual is 

responsible for the decision making within the colony. Honey bees (Apis mellifera) exhibit QS decision 

making when looking for new nesting sites during a swarm.8 When a Queen leaves the nest to start a 

new colony she takes a small proportion of worker bees with her and leaves the remaining worker 

bees to congregate around the old nest as a swarm. A small proportion of workers then leave this 

swarm in search of a new nesting site, they do this individually. After assessing the quality of possible 

site, the worker returns and recruits other workers to come see the possible site with a ‘waggle dance’. 

The number of repetitions the bee repeats of the dance directly corresponds to the quality the site. 

Once a quorum number of bees have visited the site they return to the swarm and begin a new method 

of recruitment known as ‘piping’.8 

Rock ants (Temnothorax albipennis) also utilise QS during the decision-making process when looking 

for a new nesting site. When a nesting site is destroyed, a small portion of the ants leave the nest to 

search for a new site. On returning to the colony the ant waits for a short period to recruit other 

workers to follow them to the potential new site through a process known as ‘tandem running’. The 

waiting period is inversely proportional to the quality of the potential site. The newly recruited ants 

that visit the potential site make their own assessment on its quality and the number of ants that visit 
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the site increases. During this process any single ant may visit several different potential sites. 

However, due to the difference in waiting times, it is the best potential site that has fastest increases 

in number of ants visiting it. Eventually the ants sense that the rate at which they are visiting the best 

site has exceeded a threshold, indicating the quorum number has been reached.7 Upon sensing a 

quorum has been reached the ants destroy the old nest transferring all materials and eggs to the new 

nest site.  

Both the honey bee and the rock ant utilise quorum sensing to determine the location of a new nesting 

site. In both instances a single individual never visits all of the available sites, enabling rapid decision 

making for the benefit of the whole colony. One example of QS in computing is self-organising 

networks like the SECOAS’s (Self-Organising Collegiate Sensors) within environmental monitoring 

systems. Which have an inbuilt QS function that enables individual nodes to sense that there is a 

population of other nodes with similar data to report. The population then nominates a single node 

to report the data for all nodes, this enables the system to decrease power usage when possible.5 

Peysakhov and Regli6 demonstrated how wireless ad-hoc networks (WANET) can utilise quorum 

sensing behaviour to find the optimal number of services required to achieve a desired effect whilst 

exhibiting emergent stability and resilience to possible disturbances.  This is achieved by mimicking 

the action of QS behaviour of rock ants, an artificial ant is generated to manage the number of services 

that are deployed within the WANET. The ‘ant’ is preprogramed to randomly visit a number of hosts 

within the network in a desired time interval, this time interval resets every time a service on a host 

is shutdown or restarted. As the ‘ant’ moves across the network it logs the elapsed time since last 

visiting host with an active service, if the time interval drops below a threshold the ‘ant’ restarts the 

service on its current host. However, if the ‘ant’ exceeds an upper threshold it will shut down the 

service on that host. 

1.3 Belousov-Zhabotinski Reaction 

The BZ reaction was developed by its namesakes as a inorganic analogue of the Krebs cycle, this 

involves the metal ion catalysed oxidation of an organic species by acidified bromate in aqueous 

media.15,16 The reaction can be monitored either electrochemically or optically, since oscillations are 

accompanied by a change in the oxidation state and colour of the metal catalyst (red to blue as the 

iron catalyst goes from its reduced (III) to oxidised (II) state). The BZ reaction can exhibit a wealth of 

behaviour, from chemical patterns and waves to chaos behaviour. A key advantage of the BZ reaction 

over many biological oscillators is its simplicity to model, often only two or three variables are required 

to reproduce most experimental feature. Such facile modelling makes the BZ reaction the most 

studied chemical oscillator if not the most studied chemical reaction.17 
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In a typical BZ reaction potassium bromate, sulphuric acid and potassium bromide are mixed in a 

stoichiometric ratio of 6:6:1. This instantaneously produces an orange solution due to the production 

of bromine (see Eq 1.1). An excess of an organic acid such as malonic acid is then added to the solution 

and it is mixed until the reaction mixture becomes colourless. Finally the metal catalyst such as ferroin 

is is added to the solution (typically molar ratio 1:20 ferroin:potassium bromide). The resulting 

oscillatory reaction can then proceed for several hours. 

From the Field, Körös and Noyes reaction mechanism18 the BZ reaction has two key intermediate 

species: the inhibitor Br- and the auto catalyst HBrO2. The inhibitor is removed in process A: 

 
 

(1.1) 

The production of the autocatalyst is accompanied by the oxidation of the metal catalyst (M) in 

process B: 

 
 

(1.2) 

 The bromine from process A brominates the malonic acid. The effect of autocatalysis from process B 

diminishes as disproportionation of HBrO2. Finally, the inhibitor Br- is regenerated in tandem with the 

reduction of the metal ion complex, in process C: 

 
 

(1.3) 

Where f is a stoichiometric factor, dependent upon the initial concentrations of bromate and malonic 

acid. The size of f dictates which process dominates. When f is high (typically > 18 × 10−6[𝐵𝑟𝑂3
−])18 

the reduced form of the metal complex is favoured. The oxidised form of the metal complex is 

favoured when f is low (< 5 × 10−6[𝐵𝑟𝑂3
−])18 since process B dominates. When the stoichiometric 

factor is at an intermediate sweet spot, oscillations between these two-states occur via process C.  

1.3.1 Synthetic Collective Behaviour Utilising the Belousov-Zhabotinsky Reaction 

Initial forays into synchronised behaviour using the BZ reaction were carried out by Stuchl and Marek 

in 1975.19 This was achieved by connecting two continuous flow stirred tank reactors (CSTRs) with a 

perforated plate. As a result, each reactor was shown to be capable of displaying its own oscillatory 

dynamics. These dynamics were dictated by the inflow rate of the reactants and the temperature. The 

perforated disk enabled mass transfer to occur between the two reactors, under certain conditions 

synchronisation of the reactors occurred whilst under other conditions more complex behaviours 

could also be observed, such as rhythm splitting. The CSTRs have also been used to couple redox 

oscillations using electrical perturbation rather than mass flow. 
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Mimicry of collective behaviour through the utilisation of the multiple CSTRs is not only expensive but 

spatially impractical. To overcome this spatial issue one of two methods of miniaturisation can be 

used. The first is to create a water in oil emulsion so that only the organic reagent and product can 

partition into the oil phase.20 The second method immobilises the catalyst onto ion exchange beads 

which are then suspended in an aqueous media which contains the remaining BZ reagents. Of the two 

methods it is the latter system which has been utilised most frequently on investigations into collective 

behaviour in chemical oscillators.21,22 This is in part due to increased complexity of the reaction kinetics 

for the emulsified system, due to malonic acids hydrophobic-lipophilic balance being pH dependent. 

Furthermore, the catalytic bead method allows multiple coupling methods to be explored, since the 

reaction mixture can be stirred or not. Without fear of coalescence of the micro-reactors. 

A stirred reaction medium, results in rapid dissolution of the key intermediates HBrO2 and Br-. This 

allows the surrounding solution to be considered spatially uniform throughout and only dependent 

upon the contribution of all the ‘micro-reactors’. This is referred to as global or all-to-all coupling. The 

strength of global coupling is affected by the transfer rate of the key intermediate species, which in 

part is related to the stir-rate. 

Whereas, in static reaction mixtures the rate of transfer between a micro-reactor, the bulk solution 

and other reactors is diffusion limited. Since both key intermediates can also decay in the surrounding 

solution through process A and disproportionation, the strength of coupling is dependent on the 

distance between the micro-reactors and their relative size compared to the reaction timescale.23,24 

This form of coupling is known as ‘nearest neighbour’ or ‘local coupling’, since only adjacent beads 

can influence one another. 

More complex non-local coupling behaviour can be achieved by using a light sensitive catalyst like 

ruthenium bipyridyl (Ru(bipy)3
2+ which only becomes catalytically active when irradiated with light 

corresponding to a wavelength of 450 nm.25 By increasing the intensity of the light on a specific 

microreactor the catalytic activity and coupling strength can be increased, this allows certain micro-

reactors ‘signals’ to be felt further away than just its neighbours. 

1.3.1.1 Catalytic Beads 

The metal ion catalyst typically ferroin (iron phenathroline) is loaded on to sulfonated polymer beads 

(40 µm – 1.2 mm) to produce the catalytic beads. Loading is typically around the order of 1 x 10-5 moles 

of catalyst per gram of beads.26 The beads are then immersed in a solution of the remaining BZ 

reagents: bromate along with malonic and sulphuric acids (typically [0.1 M]). Since the uncatalyzed 

reaction is relatively slow and large volumes are used the pool chemical approximation stands. When 

the beads are sufficiently small enough compared to the reaction diffusion length scale, each 
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individual bead can be considered a uniform micro-reactor, whose intermediate concentrations vary 

as a function of both the reaction kinetics and the rate of transfer to the surrounding solution.27 

 

Figure 1-2 (a) Experimental image of ferroin-loaded catalytic beads in catalyst free BZ solution. The field of view is 

approximately 1 mm x 1 mm. The reduced catalyst is red (low intensity) and the oxidised catalyst is blue (high intensity). (b) 

Light intensity-time plot obtained from a series of images of a bead. (c) Sketch of peak to peak oscillation in concentration 

and corresponding phase of the cycle. Dotted line shows the oscillation after a phase shift in response to a signal. (d) Phase 

response curve constructed from simulations of the ZBKE model of the BZ reaction28 showing the phase shift after 

perturbations in HBrO2 or Br- at different phases of the cycle. Figure replicated with permission from reference29  

The oscillatory state of the reaction between the oxidised and reduced states for the catalysed beads 

can last for hours with the beads exhibiting hundreds of oscillations before either the bromate or the 

malonic acid becomes depleted. The frequency of oscillations is typically in the order of minutes. 

However, this is dependent upon several factors including the reaction temperature, initial reactant 

concentrations, catalyst loading on the bead and the rate of intermediate species transfer between 

the beads surface and the bulk solution (Figure 1-2 (a)). Yoshikawa et al.30 showed that using smaller 

beads resulted in faster loss of intermediate species from the bead than larger beads. When the 

temperature is kept constant a slight increase in the oscillatory frequency can be observed as the 

reaction proceeds, however, for most instances this is considered negligible.  

The amplitude, period and phase of the oscillations can simply be determined from time-intensity 

plots which can be obtained from images of the beads. Low transmitted light intensity correlated to 

the reduced form of the metal catalyst, when process B (discussed earlier equation (1.2)) dominates 
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a rapid increase in the light intensity occurs to coincide with the shift from reduced to oxidised metal 

complex.  The intensity then gradually decreases as process C takes place. The reaction’s 

concentration-time profile of Br- is like the metal catalysts. Meanwhile, the production of H2BrO 

typically spikes through the time frame that is attributed to process B. 

The method used to determine the period and phase of the reaction depends on the complexity of 

the time series.31 Alternatively the phase can also be defined by linearly scaling the time between 

sequential peaks from 0 to 2π. 

The BZ micro-reactors (catalytic beads) can be considered coupled when they interact with one 

another, resulting in the oscillations to shift in amplitude, period and/or phase. This is driven by a 

change in the rate of production of the key intermediate species. This interaction is often 

characterised through the resulting phase shift. A phase advance is deemed to have occurred when 

there is a positive phase shift resulting in the oscillation to jump to a later point in the cycle (as shown 

in Figure 1-2 (c)), thereby reducing the period of the oscillation. A phase delay results in the oscillator 

returning to a previous point in the phase cycle, increasing the period of the oscillation. Figure 1-2 (d) 

is simulated using the Zhabotinsky–Buchholtz–Kiyatkin– Epstein (ZBKE) model of the BZ reaction.32 It 

shows the phase shift following an increase in either Br- or HBrO2 during a single cycle. Initially there 

is little variation and the reaction is deemed to be refractory. However, when the phase of the cycle 

is greater than pi an increase in the inhibitor concentration leads to a phase delay, whereas, an 

increase in the autocatalyst predominately leads to a phase advance. 

1.3.1.2 Modes of Collective Behaviour Demonstrated by the BZ Reaction 

1.3.1.2.1 Synchronisation 

Cellular Biological systems utilise the synchronisation of chemical oscillations in a variety of ways, for 

example pacemaker cells in the sinoatrial node dictate the electrochemical rhythm of cardiac cells to 

give a uniform contract of the heart.33 A loss of synchronisation in pacemaker cells can lead to 

arrhythmias or tachycardia. The loss of synchronisation can occur through defects or heterogeneities, 

leading to spirals (supraventricular tachycardia) or complete loss of coordinated action. 

Slime moulds like Dictyostelium discoideum utilise propagating reaction-diffusion waves of cAMP to 

trigger chemotactic aggregation of starving cells, with the cells move toward sources of cAMP. Lee, 

Cox and Goldstein34 noted the mould cells produces that both target waves and spiral waves, the latter 

occurring at high cell density.  Furthermore, modelling carried out by Lauzeral et al.35 suggest that 

spirals occur through slow variation in the cells dynamics, with cells switching between excitable and 

spontaneous oscillatory states before returning to an excitable state. 
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In 1972 Winfree36 demonstrated how the diffusion of the autocatalyst HBrO2 in thin layers of the BZ 

solution resulted in target waves, with the highest frequency source entraining the solution to a single 

common rhythm. Moreover, introduction of a defect, by the dragging of a pipette through the solution 

lead to the formation of spirals. 

The Showalter group37–39 utilised the BZ catalytic beads to investigate the synchronisation of locally 

coupled oscillators, both pre and post coupling. They showed that synchronisation is dependent upon 

the initial bromate concentration, which dictates the natural period of the beads. When the initial 

bromate concentration is low (0.3-0.42 M), a uniform layer of beads can be synchronised to a 

pacemakers oscillatory rhythm which is faster than the other beads natural frequency. Likewise, a 

spiral source entrains the bead’s oscillations to have the same period. As the reaction waves move out 

from the core neighbouring beads remain phase locked, with a fixed phase difference. Increasing the 

bromate concentration (> 0.42 M) results in multiple spiral sources forming within the layer. These 

compete with one another to give an irregular wave pattern; such behaviour is referred to as spiral 

overcrowding. Furthermore, regions that are permanently unexcitable can play a role in this 

behaviour.40 The group showed that uncoupled beads that were exposed to increasing bromate 

concentration exhibited more frequent oscillations. Such oscillations increased the likelihood of 

refracting the propagating wave and causing spirals to form.39 

A stirred reaction medium can be used to probe how population density can affect cellular dynamics, 

as demonstrated by Taylor et al.26,41  In a typical reaction the oxidation state of beads (1-10 x 104 cm-3) 

was monitored by image processing of the stirred solution. The intermediate species concentration in 

the bulk solution phase was obtained electrochemically using a platinum electrode. 

As the density of the beads increased the amplitude of the ‘signalling’ intermediate species 

proportionally increased. However, varying the stir rate of the reaction mixture resulted in two 

different transitions, the first is discussed here, for the second see section 1.3.1.2.2 page 10. At low 

stir rates (300 rpm) the electrochemical signal exhibited a large amount of noise when the particle 

density was low (< 0.01 g cm-3). However, increasing the particle density resulted a gradual growth in 

the amplitude of the electrochemical oscillation. Image processing of the reaction media allowed the 

fraction of blue, oxidised beads to be determined as a function of time. Upon exceeding a threshold 

density, regular oscillations were observed. With the fraction of oxidised beads increasing from 20 % 

to 80 % as the density increased from 0.01 to 0.035 g cm-3. Experimental data and simulations of the 

reaction indicate that the increasing amplitude in of the oscillations at low stir rates occur through 

gradual synchronisation of the chemical oscillators as opposed to a change in the individual dynamics. 

When the reaction mixture is experiencing low shear a bead’s autocatalyst concentration [HBrO2] is 
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dependent on both the reaction kinetics and the rate of exchange between the bead and surrounding 

solution. 

In a typical low stir rate reaction increasing the concentration of the autocatalyst in the solution results 

in an increase in the production of the auto catalyst by the bead. When a group of beads become 

oxidised at the same time a spike in the concentration of the autocatalyst in the solution occurs, this 

phase advances several other responsive beads. By increasing the particle density the magnitude of 

the autocatalytic spike increases causing more oscillators to synchronise. 

In the 1960s Winfree developed a phase model of globally coupled oscillators.42 For such a model to 

work a critical coupling strength (Kc) for the emergence of synchronisation was added by Kuramoto,43 

Kc depends on the heterogeneity of the population, i.e., the distribution of natural frequencies of the 

population. In low stir rate BZ bead reactions, increasing the number density results in increased global 

coupling strength. The gradual synchronisation of beads is due to the beads having a wide range of 

natural frequencies. As such, synchronisation in this manner occurs through an internal force 

generated by the beads. Only the timing of a beads oscillation changes. 

1.3.1.2.2 Dynamic Quorum Sensing 

Quorum Sensing (QS) in bacteria is a population-wide activity that occurs in response to an increase 

in their density above a threshold.9 Changes in the cells density affects the gene regulation of the 

bacteria, resulting in phenotypic expression such as chemiluminescence and biofilm formation. 

Bacteria that demonstrate QS behaviour produce autocatalytic ‘autoinducers’ into the surrounding 

solution, this provides a means of chemical communication between cells. The parallel increase in cell 

density and autoinducer concentration is thought to coordinate activity across the population. This 

action of chemical communication by a chemical agent is analogous to the catalytic bead BZ reaction. 

In large cultures of starving yeast cells oscillations of glycolytic intermediates have been observed, 

these oscillations have a period of minutes.44 Cell cultures below a threshold population exhibit no 

such behaviour. However, mixing of the two, or of two out of phase populations results in the gradual 

reappearance of a global rhythm. This suggests that the cells synchronise their behaviour through 

intercellular communication.45 This communication is believed to occur through acetaldehyde which 

acts as an autoinducer.  

Taylor et al.26  showed by increasing the stir rate (600 RPM) in their catalytic bead system (described 

previously) a similar behaviour could be observed in individual catalytic bead dynamics as their 

number density was increased. At low number densities the electrochemical signal corresponding to 

the concentration of the key intermediates was virtually flat. However, on crossing a threshold 
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density, large amplitude oscillations were observed. Furthermore, image analysis when the density 

was below the threshold showed none of the beads to became oxidised (blue), but when the density 

was above this critical limit almost all of the beads became oxidised and oscillations were observed.  

The key to this behaviour in such a system is the increased stir-rate since this increases the shear of 

the solution, increasing the transfer rate of the intermediate species from the beads to the bulk 

solution. When the density is low the HBrO2 (autocatalyst) is stripped from the beads surface before 

the ferroin can catalyse the reaction. As such the ferroin remains in its reduced (red) state. As the 

beads density is increased above the threshold the concentration of the autocatalyst in the 

surrounding solution becomes high enough to trigger oscillations en masse.  

In a second experiment the Showalter group39 showed how dynamic quorum sensing overcomes 

population diversity. The local kinetics of each particle can vary according to how much ferroin is 

loaded onto it, this results in a distribution. The threshold density for oscillations to occur is governed 

by this distribution. Mixing batches of beads with degrees of catalysts loading demonstrated that the  

distribution of oscillatory frequency could be varied. In such instances the threshold at which the 

beads became oscillatory corresponded to the mean of the distribution. As such an en masse 

transition was observed, irrespective of each bead’s individual dynamics. 

Work primarily done by Tinsley of the Showalter group demonstrated how dynamic quorum sensing 

can be observed using catalytic beads in non-stirred systems where the beads are spatially 

distributed.38,39 For such phenomena to be observed the loading of the beads with the iron catalyst 

has to be sufficiently low that an individual beads or even small clusters of beads in solution exhibits 

no oscillatory behaviour. However, the probability of an oscillation occurring increased as the number 

of adjacent neighbours increased and upon reaching a threshold a target or spiral wave source 

occurred. A bead was as an adjacent neighbour when it was within 200 µm (average diameter of the 

beads) of the edge of another bead.46 Typically, this threshold was when a bead had six adjacent 

neighbours and was in a quasi-circular cluster of 100 beads, loaded with 1.7 x 10-5 mol/g of ferroin. 

Furthermore, modelling of the reaction suggests that the emergence of such activity was due to steric 

crowding of the cluster which reduces the diffusion of the autocatlyst (HBrO2) from the beads into the 

solution, rather than the concentration of the autocatalyst increasing beyond a threshold 

concentration in the surrounding solution. 

1.3.1.2.3 Other Modes of Collective Behaviour 

This section talks briefly about multi-stability within clusters, oscillator death and chimera states. They 

are included for completeness however a detailed description is considered beyond the scope of this 

thesis, for further reading the author suggests the review article by Taylor, Tinsley and Showalter.29 
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Multi-stability of globally coupled oscillators is the formation of two or more synchronised groups of 

particles that are separated by a phase difference despite being surrounded by the same solution. An 

analogy is the Ying and Yang symbol from Chinese philosophy, where the entire circle is the solution, 

but the dark and light portions describe the phase in that region. Such behaviour was initially modelled 

by Hansel et al.47,48 before being experimentally demonstrated using a gas phase variation of the BZ 

reaction and CO-Pt systems.49,50 Furthermore, simulations of the BZ reaction using the ruthenium 

catalyst show that coupling occurs through the inhibiting bromide ion rather than the autocatalyst. 

Oscillator death is associated with the apparent disappearance of oscillation through the coupling of 

oscillatory reactors.51,52 However, this behaviour is not expected to be observed with catalyst loaded 

beads since models suggest that for such a phenomena to occur the metal catalyst would have to 

move from one bead to another.  

Chimera states describes two co-existing groups within a population one that is synchronised and 

another that is not. For such states to exist oscillators must be nonlocally coupled. To demonstrate 

this Tinsley et al nonlocally coupled beads loaded with catalytic ruthenium via light.53,54 this resulted 

in a portion of the beads synchronising with the remainder being asynchronous. 

1.3.2 ‘Self-Oscillating’ Gels 

In this section work carried out by the Yoshida group into self-oscillating polymer gels is discussed. 

Such gels can be used; to create function fluids that undergo a viscosity oscillation; in autonomous 

mass transport systems, through the use of polymer brushes and tubular structured gels; as 

biomimetic actuators that demonstrate self-propelled motion. However, herein particular attention 

paid to ‘self-oscillating’ crosslinked particles and micelles since these have the ability to be used to 

demonstrate collective behaviour that results in a volumetric transition. For a complete review of all 

functions demonstrated by ‘self-oscillating’ polymer systems reader should read ‘Evolution of self-

oscillating polymer gels as autonomous polymer systems’ by Yoshida and Ueki.55 

Initially pH-responsive gels were coupled with a pH-oscillating reaction by soaking the gel in the self-

oscillating reaction media and placing it in a CSTR.56 The oscillating reaction was the oxidation of 

hydrogen sulphite by hydrogen peroxide in the presence of ferrocyanide. The pH would oscillate 

between pH 4.7 and 6.9. When coupled with the pH responsive poly(N-isopropylacrylamide-co-acrylic 

acid-co-butyl methacrylate) gel autonomous, periodic swelling and deswelling occured.57,58 Such a 

system only demonstrates that the volumetric state of the gel only follows the oscillation in pH of the 

bulk media, which is controlled by the CSTR. Therefore, to develop a truly self-oscillating polymer gel 

Yoshida et al. incorporated an oscillating reaction into polymer system.59 This was achieved by 

incorporating the BZ catalyst [Ru(bipy)3]2+ into a responsive polymer backbone like poly(NIPAAm) (N-
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isopropylacrylamide) by copolymerisation to create poly(NIPAAm-co-Ru(bipy)3). When immersed in a 

solution that contains the remaining BZ reagents (malonic acid, sodium bromate and nitric acid) the 

pendent catalytic groups can undergo redox changes from reduced Ru(II) to oxidised Ru(III). This shift 

in redox state changes the temperature at which a volumetric transition occurs, through judicious 

selection of the reaction temperature the swelling ratio can also shift as a function of redox state. This 

is due to the ruthenium complex increasing the hydrophobicity of the polymer chain as it oxidises from 

Ru(II) to Ru(III).59 

In 2000 Yoshida et al.60 demonstrated fine control of their ‘self-oscillating’ poly(NIPAAm-co-Ru(bipy)3) 

gel. Through changes in the initial concentration of non-catalytic BZ reagents and the reaction 

temperature. As previously mentioned decreasing the initial reagent concentration of BZ reagents 

increases the period of the oscillation, slowing the frequency. However, the frequency of the 

oscillation can be increased by raising the temperature of the reaction. Reaction temperature also 

affects the amplitude of the volumetric transition. Moreover, it was demonstrated that a reduction in 

oscillation frequency resulted in a larger volumetric transition due to a greater portion of the catalyst 

becoming oxidised, thereby increasing the hydrophobicity of the gel. 

As previously mentioned the utilisation of ‘self-oscillation’ in microgels is of the greatest relevance to 

this thesis since it demonstrates an en masse volumetric response to a shift in the concentration of an 

autocatalytic signal. Work carried out by Suzuki and Yoshida61–64 demonstrated how microgels of 

poly(NIPAAm-co-Ru(bipy)3) prepared by surfactant free aqueous precipitation polymerisation, could 

be used to demonstrate colloidal stability at low temperatures during which oscillations resulted in a 

change in the optical transmittance. However, when the temperature was raised to within a few 

degrees of the volumetric transition temperature (31 ˚C) of the reduced (Ru(II)) microgel,  a shift in 

redox state of the ruthenium complex caused flocculation (reduced) or dispersion (oxidised) to occur. 

Further work on microgels published in 2012 crosslinked microgels oscillating microgels, to replicate 

the hierarchical structure of muscles that generates macroscopic displacement through microscopic 

cellular movement.65 This was achieved by the crosslinking (using glutaric dialdehyde) of microgel ‘self 

oscillators’ fabricated by the copolymerisation of APMA (N-(3-aminopropyl) methacrylamide 

hydrochloride), NIPAAm and Ru(bipy)3. This resulted in a covalently crosslinked porous 

macrostructure that exhibits large volumetric displacements through the oscillations initiated by the 

change in redox state of the ruthenium complex. 

In 2013 Ueki and Yoshida demonstrated how BZ oscillations could reversibly control the self-assembly 

of miscelles from unimers.66 This was achieved by creating a block copolymer consisting of 

permanently hydrophilic polyethylene oxide and a self-oscillating block of NIPAAm randomly 
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polymerised with the BZ catalyst Ru(bipy)3. To generate this copolymer the group employed reversible 

addition-fragmentation chain-transfer (RAFT) polymerisation; a living radical polymermisation 

technique that enables fine control over the end polymers chain length. For a full explanation of RAFT 

polymerisation see Moad et al. Polymer 2005.67 In brief the coblock polymers were formed by 

randomly copolymerising NIPAAm with vinyl Ru(bipy)3 in the presence of a polyethylene oxide based 

macro-chain transfer agent. The catalytic ruthenium groups resulting from block copolymer were then 

reduced [Ru(bipy)3]2+ or oxidised [Ru(bipy)3]3+ under constant ionic strength and the aggregation 

behaviour was probed by dynamic light scattering at constant temperature. Below 25.6 ˚C both the 

reduced and oxidised polymer chain solutions were stable as unimers exhibiting a hydrodynamic 

radius (Rh) of 7-10 nm. Above 28.1 ˚C both redox forms of the coblock polymer were above the critical 

micelle temperature (CMT), resulting micelle formation due to the NIPAAm-Ru(bipy)3 block becoming 

hydrophobic this results in the Rh increasing upto 100 nm. When between 25.6 ˚C and 28.1 ˚C only the 

reduced Ru2+ form of the polymer is above the CMT, the oxidised polymer remains in dissolution.  

Furthermore, the group went on to show that this reversible micelle formation in the presence of the 

BZ reaction. By adding the remaining BZ reagents (NaBrO3, HNO3 and malic acid) to a solution of the 

block copolymer (0.5 % w/w block copolymer, 26 ˚C) it is possible to observe the micelle formation 

through time-resolved dynamic light scattering. As the BZ reaction proceeds oscillations are observed 

in colour, the Tyndal effect (light scattering due to colloid formation) and Rh.  When the Ru(bipy)3 

catalyst is reduced (Ru(II)) the solution is orange in colour and the degree of light scattering from the 

incidence laser is high. Therefore, the block copolymer is forming micelles. However, when the catalyst 

is oxidised (Ru(III)) the solution turns green and the degree of light scattering decreases, implying the 

polymer chains are in dissolution.   

1.3.3 Conclusions on BZ oscillations 

Work on utilising BZ microreactors such as that carried out by Showalter, Taylor and Tinsley 

demonstrate how collective behaviour can be replicated utilising the immobilisation of the metal 

catalyst onto microbeads.26 Furthermore, work by Yoshida shows how the BZ reaction can be coupled 

with smart polymers to demonstrate volumetric ‘self-oscillations’.55 However, to date no one has 

demonstrated collective behaviour with a ‘self oscillating’ gel. This could be due to the two 

technologies being incompatible with one another. Since Tinsley demonstrated that to obtain 

collective behaviour beyond that of synchronisation the loading of catalyst had to be reduced so that 

below a threshold population density either process A or B predominates, and the beads are kinetically 

locked to one redox state. While Yoshida showed that to achieve a ‘self oscillating’ gel, its composition 

requires a minimum concentration of catalyst for its redox state to alter the hydrophobicity of the gel. 
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It is noteworthy that this concentration could be reduced if the period of the oscillation is sufficiently 

long enough.  

The spontaneous reversible micelle formation block copolymer created by Ueki and Yoshida 

demonstrates the action in which a hydrophobic cargo may be encapsulated within a micelle 

transported to a target site and be released. Finally, it should be noted that the reagents of the BZ 

reaction are not readily available in vivo, as such it is not a viable oscillatory system to drive collective 

behaviour in a drug delivery system. 

1.4 Palladium Catalysed Oscillatory Carbonylation 

Another oscillatory reaction that is of growing interest is palladium catalysed oscillatory carbonylation 

(PCOC). Very Recent developments in polymeric substrate68 and catalyst support69 have highlighted it 

as an alternative oscillatory system to probe collective behaviour. PCOC occurs through the PdI2/KI 

catalysed carbonylation of an alkyne (originally phenylacetylene) to a range of products when in the 

presence of CO was first described by the Temkin group.70,71  The reactions demonstrates oscillations 

in both redox potential and pH over a wide temperature range (0-40 ˚C).  

 

Figure 1-3 reaction scheme for palladium catalysed oscillatory carbonylation of acetylated poly(ethylene glycol). 

In 2014 Donlon and Novakovic reported that monoalkyne-terminated poly(ethylene glycol) (PEGA) 

could be used as the alkyne substrate.68 Figure 1-3 shows the cycling of active Pd(II) to its initial 

complexed form, through a multistep process of carbonylation of PEGA to ‘PEGP’ alongside depletion 

of the catalyst to insoluble Pd (0) and acid (HI). The oxidation of HI synthesises molecular iodine which 

reacts with the spent Pd (0) to reactivate the catalyst. This reactivation step can occur by itself, 

however, the rate constant is 14 orders of magnitude faster when catalysed by the Pd(II) product.68 
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Furthermore, it was reported that pH oscillations were accompanied with an increase in turbidity due 

to the Pd (0) dropping out of solution. The major advantage of using PEGA is oscillatory behaviour is 

exhibited using a 100-fold decrease in both alkyne substrate (2.0 mmol dm-3) and palladium catalyst 

(40 µmol dm-3). 

In 2018 the Novakovic group reported the immobilisation of the Pd catalyst onto a chitosan hydrogel.72 

two methods of immobilisation were employed, the first bound the palladium catalyst to the polymer 

as a crosslinker joining two chitosan chain together. The second method reacted proline with the 

pendent amine groups of chitosan to form an imine. This provided a binding site for a portion of the 

palladium, with the remainder crosslinking the chitosan as before. The resulting hydrogels were then 

used in PCOC reactions with dialkyne functionalised poly(ethylene glycol). Although both hydrogels 

initially demonstrated oscillatory behaviour only the proline functionalised hydrogels were reuseable 

generating oscillations in multiple reactions.72 

The palladium catalyst was also immobilised onto an imine functionalised chitosan backbone 

cross-linked with genipen.69 The resulting macrogels were then used to catalytic carbonylation 

reactions, when the bulk phase was neat ethanol, oscillatory behaviour was observed. However, when 

a 1:1 volumetric ratio of water:methanol was used a step wise increase in pH was observed. Although 

direct volumetric transition was observed in the gel (due to its size) the oscillatory and stepwise pH 

shifts were accompanied by pulsatile releases of a fluorescein dye that had also been included in the 

macrogel. 

Due to these being very recent developments PCOC wasn’t considered as an alternative system to 

probe collective behaviour at the outset of this body of work. However, it has been included for 

completeness. 

1.5 Enzyme loaded alginate particles 

Urease (see section 1.6) has the potential to be utilised as a source of signal generation since it 

catalyses the production of ammonia from urea. As such, there has been recent interest in urease 

loaded alginate particles and their ability to demonstrate collective behaviour.73 Experimental work 

by the Bon group has demonstrated synchronisation of particles and ‘programmable’ responses. Such 

responses include colour change74, particle disintegration75 and enzymatic activity inhibition76 have 

been demonstrated. Meanwhile, Taylor and Bánsági73,77 have modelled and experimentally shown 

alginate particles containing urease to exhibit bistability and quorum sensing behaviour. In this section 

we review the recent advancements in the demonstration of collective behaviour using urease loaded 

alginate particles. 
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1.5.1 Particle synthesis 

Both Taylor and Bon groups use physical methods of bioconjugation to generate urease loaded 

alginate particles. However, Taylor et al achieve this by absorption whereas Bon et al use a single step 

entrapment process.  

In brief the method of absorption77 is as follows, a homogenous aqueous solution containing sodium 

alginate (2.5 % w/v) and cresol red indicator (10 mg dm-3) is extruded through an 18G needle into a 

crosslinking solution of calcium chloride (6 % w/v). The resulting particles are approximately 3 mm in 

diameter. These are filtered and washed in DI water, then placed in an aqueous solution of urease (20 

units cm-3). The particles are kept in the enzyme solution overnight at 5 ˚C, this allows absorption to 

take place whilst reducing the loss of enzyme activity. The enzyme loaded particles undergo an 

immersion in a cross-linking bath of CaCl2 for 10 mins at room temperature, finally being separated by 

filtration and washed with DI water before use in further experiments. The second crosslinking is used 

to reduce leaching of both the indicator and the enzyme from the particles. It has been show that 

reducing the time the loaded particles spend in the crosslinking solution increases there activity but 

reduces enzyme retention within the particle.78,79 

Gel particle beads with entrapped urease74,76 can be synthesised by the simple mixing of an aqueous 

sodium alginate solution (typically 1-4 % w/w) with an indicator bromothymol blue (2 mg cm-3) and 

urease (0.008-10 g dm-3; activity 100,000 units/g). The solution is then extruded through a syringe, the 

resulting droplets fell into a gelation bath of calcium chloride (0.1 mol dm-3) for 10 minutes before 

separation by filtration and washing with DI water. 

Jaggers and Bon have used stereolithography laser printing to create more complex shapes with 

regions of specific enzyme concentration.75 Furthermore, the group have also utilised microfluidic 

devices for the fabrication of core-shell type particles and ‘strings’.74 

1.5.2 Programmed responses with enzyme loaded particles 

Both Taylor73,77 and Bon74 groups have used pH responsive dyes loaded into alginate particle to 

demonstrate hydrogels switching between ‘off’ and ‘on’ states as the pH increases.  Jaggers and Bon74 

used bromothymol blue (pKa 6.5) and urease in alginate beads (5  % w/w) to demonstrate 

synchronisation of between locally coupled beads. In their experiment an ‘on’ (indicated its blue 

colour) particle with high urease concentration (1000 units cm-3) was placed adjacent to an ‘off’ 

particle of lower urease concentration (0.8 units cm-3; pH 3.5) for 240 s before being removed. This 

temporary contact accelerated the clock time of the lower concentration particle from 900 to 725 s 

(pH 3.5-6.5). This acceleration of clock time is analogous with, how target waves in thin layer BZ 

solutions emanate from the highest frequency source as previously discussed in section 1.3.36 
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Figure 1-4 Graphical representation of clock times as a function of enzyme loading in alginate fibres. Showing how 

decreasing enzyme loading increases the clock time of both ‘dormancy’ (Grey; increasing the pH from 3.5 to 6.3) and fibre 

disintegration(red). Data from reference74 

Jaggers and Bon achieved ‘programmable’ alginate disintegration74,75 using 

ethylenediaminetetraacetic acid (EDTA) a pH responsive Ca2+
 chelator which transitions into its 

protonated chelating form as the pH increase above 7.5. When at pH 3.5 calcium-alginate structures 

can exist in a 0.1 mol dm-3 EDTA solution for up to 5 days.74 However, when fibres of urease loaded 

Ca-alginate (measuring approximately 112 x 4 mm; loading 400-1000 units cm-3) are exposed to both 

EDTA and urea (0.1 and 0.45 mol dm-3 respectively) at pH 3.5, the urease hydrolyses the urea 

increasing the pH, protonating the EDTA and enabling fibre disintegration. It was shown that clock 

time for complete fibre disintegration from pH 3.5 had near linear dependence on urease loading, 

decreasing from 1061 s (400 units cm-3) to 72 s (1000 unit cm-3; see Figure 1-4). However, the clock 

time for increasing the pH from 3.5 to 6.3 and the onset of fibre disintegration was shown rapidly 

decrease between 400 and 600 units cm-3 (from 651 to 215 s) at which point clock time plateaus only 

decreasing to 61 s when loading is 1000 units cm-3. 

Further disintegration studies by the Bon group75 used large (cm length scale) structures that had been 

made by stereolithographic laser printing and increasing the enzyme loading to between 2500 and 

10000 units cm-3. In this instance the clock times from pH 3.5 to both the onset of and complete 
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disintegration showed non-linear dependence in enzyme loading. However, it should be noted that 

the clock times were significantly slower than that of the fibres. This could be due to several reasons 

including; increased activity of urease resulting in competition of urea; urea diffusion is inhibited due 

the larger structures having a smaller surface-to-volume ratio; enzyme denaturation due to the laser 

printing process exposing the enzyme to external stresses such as increases in temperature or ionic 

strength. 

 

Figure 1-5 Modelled regions of bistability with as a function of enzyme activity (E) per unit volume of the gel and substrate 

concentration (S) in the surrounding solution for different enzyme-loaded beads with different diameter. The upper region 

of bistability is defined as between pH 5 and 9.  Graph reproduced with permission from the supplementary information 

provided by Muzika et al.77 

The Taylor group77 used a dye (cresol red; pKa 8.3) was entrapped in the particles in order to observe 

a switch in state as the particle went from a low pH (‘off’; yellow) to high pH (‘on’; red). Particles (3 mm 

diameter) were loaded with urease by absorption as such accurate loading difficult to determine. The 

group showed that the clock time (pH 4.7-8.3) to have an inverse relationship with the initial urea 

concentration, increasing from 420 s (0.01 mol dm-3) to 1038 s (0.004 mol dm-3) to 1542 s 

(0.003 mol dm-3). Further reducing the urea concentration to 1 x 10-4 mol dm-3 resulted in no transition 

in colour, as expected from their modelled simulations (see Figure 1-5). Moreover, the model Figure 

1-5 shows how decreasing the size of alginate particles increases the degree of urease loading required 

to obtain a region of bistability. The region of bistability is defined as the region in which a particle 

may either be ‘on’ or ‘off’ the upper and lower bounds of which are defined by pH (9.0 and 5.0 

respectively). Below this region of bistability the particle remains ‘off’ and above the region the 

particle is remains ‘on’. 
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Further modelling by Bánsági and Taylor73 looked at quorum sensing within three-dimension clusters 

of hexagonal close packed 100 µm diameter alginate particles. They showed that it is theoretically 

possible for these particles to undergo a switch and even oscillate. Upon reaching a threshold 

population the cluster would undergo a rapid pH shift from 4 to 9 and then under certain conditions 

oscillate between the two. 

Jaggers and Bon76 set out the frame work of a second oscillatory system using silver cations to inhibit 

urease activity. These cations could then be sequestered by dithiothreitol (DTT) re-activating the 

urease. At present the sequestration of silver ions by DTT is irreversible, however, if reversibility were 

achieved through flow-cycling to remove excess inhibitors oscillation of dye and urease loaded 

alginate beads may be achieved. 

1.6 Enzymes 

Enzymes are globular proteins, which act as biological catalysts. They have a high degree of regio- and 

stereoselectivity.80 This selectivity is due to their three-dimensional globular structure.81 However, 

enzymes do not have to be large to have a three dimensional structure, the smallest is just 62 amino 

acid residues long,82 but they can also be in excess of 2500 residues.83 Enzymes act just like catalysts 

by providing an alternative low energy route for the conversion of subtrate(s) to one or more products. 

Naturally occurring enzymes are around three orders of magnitude faster rates of reaction than there 

artificial counterparts.84 Additionally, enzymes relatively easily produced through the manipulation of 

bacteria. Whereas the synthesis of artificial enzymes and in particular catalysts often require an 

oxygen and water free environment with high purity reagents making them expensive and hard to 

produce. As such naturally occurring enzymes still have many applications from the everyday (washing 

detergents, diary and brewing) through to the medicinal85 (drug delivery, patient monitoring) and onto 

niche and emerging industries like biofuel cells and logic gates in microfluidic reactors.86,87 

Enzymes can be split into six distinct classes that are defined by the type of chemical reaction they 

catalyse. Those classes are; oxidoreductase, transfrerase, hydrolase, lyase, isomerase and ligase.88 

Oxidoreductase type enzymes like glucose oxidase catalyse the oxidation or reduction of the 

substrate. Transferase (e.g. acetate kinase) provide a pathway for the movement of a functional group 

from one molecule to another. Urease, lipase and beta-galactosidase are all hydrolase type enzymes 

that facilitate the addition of water to urea, lipids and lactose respectively. The hydrolysis of urea by 

urease is utilised by Helicobacter pylori to generate ammonia which raises the local pH allowing the 

bacteria to survive in acidic conditions. To aid the transfer of fat through the gut wall lipase hydrolise 

the ester bonds of triglycerides this results in diglycerides and fatty acids which are more water soluble 
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allowing them to pass through the gut wall. People who suffer from lactose intolerance can take 

supplements that contain beta-galactosidase which catalyses the hydrolysis of the disaccharide 

lactose to its constituent monosaccharides galactose and glucose. Lyase is the term given to enzymes 

like isocitrate lyase which enable the elimination of small molecule or atoms without hydrolysis 

occurring. Isomerase catalyse structural rearrangement of a molecule. Ligase help generate new 

bonds between two large molecules (often nucleic acids). This process often requires the breakdown 

of adenosine triphosphate to generate the energy required in bond formation. 

 

Figure 1-6 Typical intracellular mammalian enzymatic activity profiles as a function of A) pH which exhibiting Gaussian 

behaviour and B) temperature which exhibits Gaussian behaviour with a strong negative skew.89 

Enzymes often have a finite tolerance to changes in pH90 and temperature91 (Figure 1-6). Activity as a 

function of pH and temperature exhibit Gaussian behaviour. The reversible reduction in enzymatic 

active at low temperature is due to the enzyme becoming inactive. The rapid and irreversible loss in 

activity above an enzymes maximum activity is due to the denaturation of the enzyme. Besides 

temperature and pH, enzymes are affected by stresses like salts, solvents and poisons. These stresses 

are exacerbated when an enzyme is in it native hydrated state as such enzymes are often stored as 

solids at low temperatures. 

Perhaps counterintuitively there are enzymes whose products can cause a change in a systems pH. 

Such enzymes are of great interest, since pH can change an enzymes activity. Therefore, it can be 

utilised as an autocatalytic feedback loop (Figure 1-7 A)).92,93 this is due to the Gaussian behaviour of 

enzymatic activity with pH. Enzymes like glucose oxidase, urease and lipase catalyse acid/base 

production thereby generating a feedback loop when in non/weakly-buffered enviroments.92 
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Figure 1-7 A) the autocatalytic feedback loop which changes enzymatic activity the shows how the rate of substrate ([S]) 

utilisation is dependent upon the [S], [enzyme] and [H+]. The latter is generated by the product (P). B) A table of enzymes 

which have the potential to generate an autocatalytic feedback loop, their substrates and products.*glucono-δ-lactone 

undergoes rapid ester hydrolysis to gluconic acid. 

Enzyme’s whose products can induce a shift in pH include lipase, urease and glucose oxidase and 

gluconolactonase. Lipase enzymes are a subclass of esterases, responsible for catalysing lipid 

hydrolysis.94 Lipases can be found in the small intestine where they catalyse the conversion of 

triacylglycerols into diacylglycerols and carboxylic acids which can be absorbed through the intestinal 

wall. Lipases have commercial applications in biological washing powders,95 cheese production95 and 

more recently in the production of biofuels.96,97 

Urease is found in Helicobacter pylori a bacteria linked to gastric ulcers. These bacteria utilise the 

urease to convert urea to ammonia and carbon dioxide. The former elevates the local pH protecting 

the bacterium from the stomachs acidic conditions.98 

Glucose oxidase is a well-documented enzyme whose ability to alter a systems pH is secondary to its 

primary use in nature.99,100 Glucose oxidase catalyses the reduction of glucose to glucono-D-lacotone 

and hydrogen peroxide, the latter is used by fungi, insects and bees in antibacterial and antimicrobial 

applications.101 It is the subsequent rapid hydrolysis of glucono-D-lactone to gluconic acid that induces 

a shift in pH.100 Glucose oxidase and the formation of gluconic acid has medical applications in the 

monitoring of blood sugar levels.100 
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Figure 1-8 A) The mechanism for reversible acid catalysed ester hydrolysis, equilibrium lies to the right hand side, assuming 

there is an excess of water. B) the mechanism of base catlysed ester hydrolysis. C) log(rate) as a function of pH for ester 

hydrolysis, showhing how the rate slows as the pH tends toward neutral conditions. 

One of the more unusual enzymes that has the potential to exhibit autocatalytic behaviour is 

gluconolactonase, which catalyses the hydrolysis of glucono-δ-lactone to gluconic acid. A process that 

is also catalysed by acidic and basic conditions yet exhibits a minimum in rate in neutral conditions 

(Figure 1-8). This is due to such conditions having tiny concentrations of hydroxide or protons, 

available to catalyse the reaction. Gluconolactonase has the potential to accelerate the hydrolysis of 

glucono-δ-lactone at such pH ranges, especially in buffered solutions. However, due to two, possibly 

three mechanisms occurring for at once the reaction dynamics of a system involving gluconolactonase 

could be hard to follow. 
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Of the enzymes discussed urease and glucose oxidase seem the most facile to incorporate into a 

synthetic quorum sensing system. Both convert a substrate that is commonly found in living 

organisms. Neither having complex reaction dynamics with the substrate being used in other pH 

dependent reactions like gluconolactonase. Furthermore, the substrates are hydrophilic. This allows 

them to diffuse throughout an aqueous system. Whereas a system that utilises triacylglycerol as a 

substrate would be heterogenous. Therefore, the enzymatic action only occurs at the interface, 

between the substrate oil phase and hydrogel loaded enzymes. 

Ultimately glucose oxidase is the enzyme that is used in this study, due to urease exhibiting a relatively 

short reactive lifetime. However, very recent work by Jaggers and Bon has utilised urease loaded 

alginate particles and chelation agents to show time dependent and population dependent 

behaviour.74–76 This is close to giving a complete synthetic quorum sensing system. 

1.7 Glucose oxidase 

There are four enzymes that oxidise glucose; glucose dehydrogenase; quinoprotein glucose 

dehydrogenase; glucose-1-oxidase; and glucose-2-oxidase (also known as pyranose oxidase). All 

convert glucose to glucono-δ-lactone apart from glucose-2-oxidase which converts it to glucosone. 

Both the dehydrogenases are specific to β-D-glucose with a high turnover, however, glucose 

dehydrogenase102,103 requires NADP+ (nicotinamide adenosine dinucleotide phosphate) as a cofactor 

to be present in the reaction mixture and quinoprotein glucose dehydrogenase104,105 is relatively 

unstable. Both forms of glucose oxidase utilise molecular oxygen (O2) in the oxidation of glucose and 

produce hydrogen peroxide as a byproduct. Glucose-2-oxidase106,107 is less substrate specific oxidising 

xylose and gluconolactone. Herein only glucose-1-oxidase (GOx) is discussed. 

1.7.1 Sources 

Glucose oxidase can be isolated from several sources including red algae, citrus fruits and insects. Bees 

utilise GOx to produce hydrogen peroxidase as a bactericide to increase the lifetime of their honey. 

The most prevalent source of GOx is its isolation from bacteria and mould, the most common of which 

are Aspegillus niger and Penicillium notatum.  

1.7.2 Applications 

GOx is one of the more commercially viable enzymes, since it has applications in the medicinal sciences 

and biotechnology as well as the food and beverage industries. GOx’s most notable use is as an 

analytical reagent in the determination of blood glucose concentration as used by diabetic to monitor 

their blood glucose level. GOx is also used in the food and beverage industry as a preservative and 

colour stabiliser, the use of GOx has prevailed due to its relative low cost and good stability. Glucose 
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oxidase is often paired with horseradish peroxidase or catalase either in solution or immobilized onto 

a matrix, this improves stability, and the use of solid or gel matrix enables reuse of the enzyme as well 

as the possibility of continuous chemical processing.108 

Diabetics can monitor their blood glucose levels to detect fluctuations in glucose minimising the risk 

of hyper/hypoglycaemia. The most prevalent method of monitoring is achieved by using a finger-prick 

blood sample and a portable glucose monitor. The blood sample is placed on a test strip which 

contains GOx. The enzyme produces hydrogen peroxide which along with other components in the 

strip produces ferrocyanide. This enables a current to pass through the strip, the strength of which is 

directly proportional the glucose level in the sample.109  

The application of GOx in biosensors is an area of ongoing scientific interest. These biosensors can be 

colourmetric110,111 or electrometric.112,113 Colourmetric sensors utilise the intrinsic fluorescence of 

GOx99 Electrometric measurements occur through the immobilisation of GOx to an electrode and 

measuring the resultant charge. Glucose oxidase has been utilised in biosensor design for the 

monitoring of glucose in both the food111,114 and medical industries.110,112,113,115 Furthermore, GOx’s 

optical properties lend itself to inline monitoring. 114 

As with Bees, the food and beverage industry use GOx to generate hydrogen peroxide as a bactericide. 

Resulting in a longer product shelf live. Moreover, GOx is used to remove residual glucose and oxygen 

from products thereby preventing colour and flavour loss.116 GOx is often used in conjunction with 

catalase, the latter converts’ hydrogen peroxide to oxygen and water. Egg white and egg powder often 

have these two enzymes added to remove glucose, not only to improve the shelf life but also the 

aesthetics of the product.117 Furthermore, the addition of GOx and catalase is thought to improve the 

crumb properties in breads and pastries.116,118 Rheological studies on the effect of GOx addition to 

bread dough show a strengthening in the dough and an improvement in bread quality. However, 

excessive amounts of GOx can have adverse effect in the proving process since it competes with yeast 

for the glucose.119 

This competition over the oxidative substrate between GOx and yeast has been highlighted as a 

potential application to produce low alcohol wine, since a portion of the glucose is converted to 

glucono-δ-lactone. It has been shown that not only does this reduce the alcohol content by around 

2 % but the addition of GOx inhibits the growth of both lactic and acetic acid bacteria which can spoil 

wine during the fermentation process.120 The alcohol level has been shown to be lowered further by 

combining the use of GOx and catalase with a base like calcium carbonate, which is used to raise the 

pH to increase the enzymatic lifetime of GOx.121 
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GOx remains the primary synthetic route to gluconic acid, which is rapidly produced by the hydrolysis 

of glucono-δ-lactone. Gluconic acid (pKa 3.86122,123) is used within the food industry as an acidity 

regulator as well as in bleaching and sterilisation agent. The low toxicity, of gluconic acid and its 

conjugate bases see them used in pharmaceutical formulations, it is commonly found in mouthwash 

as a counter ion to the antiseptic agent chlorhexidiene.124 Furthermore, gluconic acid and its salts are 

used in therapeutic solutions that contain proteins to increase their shelf life by contributing to ionic 

strength and pH that the proteins experience in vivo.116,124–126 

Gluconate salts also has uses in civil engineering as an additive to cement. Gluconate salts are added 

to Portland cement mixtures that are being used in large construction projects since gluconates retard 

the setting of the cement. This retardation stops the formation of cold joints and discontinuities which 

can allow water to penetrate the structure and damage it through freeze thaw action.127 The addition 

of gluconates to cements also reduces the amount of water required to set the cement.128 

Additionally, both GOx and gluconic acid have rolls to play in the textile industry, gluconic acid as an 

acidulant used in tanneries. Whilst GOx is often immobilised onto alumina or silica supports and the 

hydrogen peroxide that GOx produces is used as a bleaching agent.129 The immobilisation of GOx onto 

such substrates makes for facile processing also the gluconic acid produced in this process acts as a 

stabilising agent.130 

1.7.3 Structure and Physical Characteristics 

GOx is a dimeric globular protein, formed of two identical sub-units. A study into GOx isolated from A. 

niger showed the protein to have a slightly elongated shape with an axial ratio of 2.5:1131 and an 

average diameter of 8 nm.132 Molecular mass for GOx varies depending on its source but is typically 

determined to be 155 ± 5 kDa133 but can be as large as 186 kDa.134 

1.7.4 Stability 

Lyophilised GOx is an extremely stable enzyme and exhibits little to no loss when stored at room 

temperature for up to 3 days. Lowering the storage temperature to 0 °C increases the lifetime to 2 

years, and at -15 °C lyophilised GOx can be stored for 8 years with insignificant loss to its activity.135 

When in solution GOx rapidly denatures when exposed to temperatures in excess of 40 °C, complete 

denaturation of the protein moiety occurs at 72.5 °C. This lack of thermal stability is due to GOx having 

a relatively low enthalpy of denaturation (450 kcal mol-1).131 

pH also effects the stability of GOx, it is most stable at around pH 5, which corresponds well with the 

slightly acidic nature of glucose (5 % w/w solution pH 5.5-6.5). Catalytic activity of GOx is lost when 

exposed to alkali conditions in excess of pH 8 and strongly acidic conditions (below pH 2).136 Keilin and 
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Hartree137showed that if GOx, is stored in a solution at pH 8.1 that within 10 minutes only a tenth of 

its activity was retained. However, the addition of glucose to the solution was shown to perturb 

activity loss. This is thought to be due to gluconolactone undergoing rapid ester hydrolysis to gluconic 

acid which effectively lowers the pH around the active site of the enzyme. 

This relatively low tolerance for alkaline conditions is thought to be due to GOx containing a protein-

bound orthophosphate close to the surface of the protein.138 Under basic conditions hydrolysis can 

occur removing the phosphate group from the enzyme thereby changing its structure. 138 

The presence of surfactants can also inhibit GOx catalytic activity. A study by Jones, Manley and 

Wilkinson139 showed anionic enzymes such as sodium dodecyl sulphate to increasingly inhibit activity 

at lower pH ranges, whilst cationic surfactants like hexdecyltrimethylammonium bromide deactivate 

GOx at high pH. On the other hand, non-ionic surfactants (span and tween) have no effect of enzymatic 

activity. 

GOx has an isoelectric point between 3.9 and 4.3.140 As such in most solutions GOx is extremely 

anionic. Therefore, polyamines like putrescine have been shown to alter the ionic environment of the 

amino acids within the active site thereby inhibiting activity.141 Bently135 showed that millimolar 

quantities of other nitrogen rich amines and azines such as hydroxylamine and phenylhydrazine 

partially inhibits GOx activity. it is noteworthy that, some sugars like D-arabinose142and 2-deoxy-D-

glucose143 have also been shown to perturb enzymatic activity by competing with β-D-glucose to 

occupy GOx’s active site.  

GOx activity can be inhibited by ions when exposed to certain conditions. More specifically, halides 

only inhibit GOx activity when in the solution is sufficiently acidic.144 Weibel and Bright145 showed that 

GOx become completely inactive when exposed to a 0.1 mol dm-3 potassium chloride solution at pH 3. 

1.7.5 Mechanism 

The reaction mechanism of glucose oxidase (GOx) is cyclical and can be split into two distinct processes 

(Figure 1-9). Firstly the GOx is reduced to GOx-H2 in the in the oxidation of glucose, this is followed by 

the reforming of the active GOx by the oxidation with an oxidising agent (typically oxygen or 

quinones146). In the subsequent two sections the catalytic cycle is discussed with attention given to 

the effect of changing reducing and oxidising substrates.  
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Figure 1-9 Reaction scheme for the action of glucose oxidase (GOx) showing the catalytic oxidation of glucose to 

glucono-δ-lactone by GOx reducing to GOx-H2, glucono-δ-lactone undergoes subsequent ester hydrolyisis to form gluconic 

acid. The inactive GOx-H2 is oxidised back to its active GOx form by an oxidising substrate such as molecular oxygen resulting 

in the side product of hydrogen peroxide. 

1.7.5.1 Reducing substrate (glucose) 

 

 

Figure 1-10 The different forms of glucose present in a solution that has been allowed to reach equilibrium at 25 °C, 

reproduced with permission from reference 99  
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Glucose in solution exists in 2 cyclic states either as a 5 membered furanose ring or 6 membered 

pyranose ring (Figure 1-10).  Formation of the cyclic state makes C1 chiral, with four bonds leading to 

a –H, -OH, -C2 and the ring bound oxygen. As such S and R conformers exist and are referred to as α 

and β forms respectively. All 4 ring structures can convert to one another by the intermediate 

aldehyde form of glucose in a process known as mutarotation as shown in Figure 1-10. This process of 

mutarotation can be accelerated by presence of mutarotase, an epimerase which catalyses the 

conversion from α- to β-D-glucopyranose.147 

Under standard atmospheric conditions the pyranose form of glucose is significantly more stable than 

furanose form. Of the pyranose isomers the β isomer with its equatorial hydroxyl group at the C1 

position is the more stable despite the anomeric effect. Unsurprisingly GOx has the greatest selectivity 

and activity for β-D-glucopyranose.142,148,149 Keilin and Hartree148 found that GOx can also oxidise α-D-

glucopyranose but at a significantly slower rate (1:625 α:β molar ratio). As a considerable amount of 

the α form will undergo mutarotation to the β form. A study by Stults, Wade and Crouch150 showed 

that phosphate anions and buffers which contain them can also accelerate mutarotation. Allowing the 

equilibrium state to be reached in a few hours rather than days. 

Although GOx is highly selective toward D-glucose it is capable of oxidising other aldohexoses,148 as 

well as a variety of other compounds.151 In particular α-hydroxy compounds such as glyceraldehyde 

and furoin152 have been shown to undergo oxidation in the presence of GOx, nitroalkanes can also act 

as the reducing substrate for flavoprotein base oxidases.153–155 

1.7.5.2 Oxidising substrates 

GOx in nature tends to rely upon molecular oxygen (O2) or quinones to act as their oxidising 

substrate.146 Quinones are produced by the biodegradation of lignin. This is a reversible process. Since 

the quinones may re-polymerise if they are not reduced to hydroquinone.146,156 oxygen acts as an 

oxidising agent resulting in the production of hydrogen peroxide. This is utilised by P. notatum  to act 

as a bactericide.136 The production of hydrogen peroxide was thought to be GOx’s primary function.157 

However, numerous studies in the 1960’s and 1980’s108,158,159 show that hydrogen peroxide 

deactivates GOx especially when in its oxidised form.159 This susceptibility to inactivation when in the 

oxidised form is thought to be due to GOx undergoing a conformational change as it switches from 

one state to another, this change in conformation exposes different amino acid residues some of 

which (e.g. methionine)  are sensitive to oxidation by the hydrogen peroxide.92 For processes where 

hydrogen peroxide is a by-product it may be advantageous to remove it with catalase, however, this 

can cause competition for O2 and could as much as halve the rate of conversion of glucose to GdL by 
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GOx. A study by Keilin and Hartree160 showed that catalase preferentially utilises ethanol over O2 as 

an oxidising substrate.  

As well O2, GOx can be oxidised by a large number of electron acceptors.161,162 These fall into 4 distinct 

groups that are based on pH dependent rate curves as shown in Figure 1-11. 
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Figure 1-11 Plot of rate as a function of pH for the oxidation of glucose by GOx with; A) molecular oxygen as the electron 

acceptor in the presence of 0.1 M citrate, and phosphate; B) methylene blue as the electron acceptor in the presence of 0.1 

M citrate, phosphate and carbonate; C) potassium ferricyanide as the electron acceptor; D) dichlorophenolindophenol (DCPIP) 

as the electron acceptor. Data from ref. 99 

The first type of oxidising substrate has a pH dependent rate profile that is Gaussian and uniform with 

a maxima at 5.6 in a citrate buffer, (Figure 1-11 A)) such substrates include O2 and quinones. The 

second type of oxidising agent (Figure 1-11 B)) also exhibits Gaussian behaviour, however, the region 

of maximum activity is much more narrow (maximum at pH 7.6). The profile often has a slight negative 

skew. These substrates are based around either an amine/azine adjacent to an aromatic centre or an 

aromatic heterocycle, where the hetero atom is nitrogen. Examples include methylene blue (as shown 

above), wurster’s blue, ferrocenes and benzylviologen. The third category of oxidizing substrates are 

those with high charge density such as ferricyanide (Figure 1-11 C)) these require strong to mild acidic 

conditions and exhibit very little/no activity above pH 5. The final form of oxidising substrate is those 
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with a low charge density like the indophenol dichlorophenolindophenol (DCPIP) (Figure 1-11 D)) again 

these require acidic conditions to function as an oxidising substrate for GOx. 

1.8 Aliginate 

In this section we focus on the polymeric matrix that will make up the bulk of our particle. Keeping in 

mind that in the long term we would like to develop this system into a route of drug delivery the 

polymer needs to be non-toxic. Since the polymer matrix is going to entrap the enzyme the gelation 

method needs to be relatively mild. Which will minimise the risk of denaturing the enzyme during the 

gelation process. The gelation needs occur relatively quickly, again to minimise the risk of denaturing 

the rehydrated enzyme. The polymer also needs to be able to generate a response to pH or be simply 

modified to exhibit pH responsive behaviour. These parameters rapidly narrow the available polymers. 

One of which is alginate, a naturally occurring polymer that has many applications across a wide range 

of industries varying from the molecular gastronomy163 of the food industry to wound dressings164 for 

trauma units, whilst remaining relevant and widely used in scientific research.74,75,77 

1.8.1 Sources 

Alignate is commonly harvested form three species of brown seaweed: Laminaria hyperborean, 

Ascophyllum nodosum and Macrocystis pyrifera, where it exists as a mixed salt containing Mg2+, Sr2+ 

Ba2+ and Na+ which the seaweed absorbs from the sea. Seaweed is the most common source of 

alginate as it makes up around 40 % of the seaweeds dry weight.165,166 Alginate can also be isolated 

from various bacteria including Azotobacter vinelandii and several Pseudomonas species.167 

1.8.2 Chemical structure 

Alginate is an anionic water soluble linear polysaccharide formed of 1-4 linked linked β-D-

mannuronate (M) and α-L-guluronate (G) residues that can be found in blocks as well as alternating 

structures across the polymer.168 The physical properties of alginate are dictated by its composition, 

molecular weight and extent of sequencing. The ability of alginate chains to bind comes from the 

geometry and modes of linking along the polymer. The M-block regions exhibit an extended ribbon 

type structure (Figure 1-12 (below)) whilst the G-block regions have a buckled structure. When G-

block regions of two alginate chains overlap a diamond shape hole that is negatively charged is 

formed. The dimensions of this void lends itself cooperative binding of divalent cations. Due to the 

size of the cavity affinity and binding characteristics of the alkali earth metals increases as you go from 

Mg2+ to Ba2+. 
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Figure 1-12 A) The chemical structure of  the subunits β-D-mannuronate (M) and α-L-guluronate (G) that form the anionic 

polysaccharide alginate. B) Chair-conformers of M and G. C) alginates structure showing how the sub-unit order imparts 

structure on the polymer, both M-M and M-G regions result in an extended polymer chain where as G-G regions result in a 

buckled structure. D) crosslinking mechanism of alginate with a divalent cation to acting as an ‘egg’ to fill alginate G-block’s 

’box’.169 
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1.8.3 Gelation 

Gelation of alginate is a facile affair utilising the anionic cavity formed by aligned G-blocks and alkali 

earth metals affinity for the cavity. As such gelation occurs under extremely mild conditions using non-

toxic reagents. Alginate beads and colloids are often prepared by the extrusion of a solution of sodium 

alginate solution into a solution of divalent cations (commonly from calcium chloride; 5-10 % w/v). 

The sodium alginate solution (typically 1-2 % w/v) can be mixed with any components that are to be 

incorporated into the gel can be added. Common additives include pigments170 and dyes, 

magnetite,171 vaccines,172,173 or biological material such as proteins174,175 and enzymes.74–77,176  

The crosslinking occurs through the ionic exchange of Na+ for the divalent cation with along the 

G-block. The stacking of multiple alginate groups on top of one another forms a characteristic egg box 

structure with the divalent cations acting as eggs, sitting in the cavity.177 Typically a single chain 

requires a G-block formed of 20 monomeric units in order to form a cooperative unit.166 

The resultant gel typically consists of 99-99.5 % water, which can pass in and out of the polymer matrix 

via its pores. These pores typically vary in size from 5 to 200 nm.178 Furthermore the surface of the gel 

particle is thought to have narrower pores than the core due to gelation occurring from the outside 

toward the centre and alginate having a high affinity for divalent cations.179 

1.8.4 Physical and Chemical Properties 

Both sodium alginate and alginate gels are used extensively in the food industry either as thixotropic 

agents or to form gels and membranes.163 Alginate biodegrades and is non-toxic when taken orally.180 

Furthermore sub-dermal alginate exhibit little to no immunoresponse by the host.181 However, 

intravenous use of alginate require purification, otherwise a foreign body reaction or fibrosis can occur 

in the patient.182–184 

Being an anionic polymer, alginate beads can collapse in sufficiently low pH media, however, alginates 

have a typical pKa between 1.5 and 3.5,185 as such only exhibit such a collapse in strongly acidic media 

such as gastric acid. Theoretically alginate can therefore, be used as a protective agent for an orally 

administered drug that is sensitive to low pH environments and needs to be released in the gut.186 An 

area of growing interest is the use of alginate gels with an agent like ethylenediaminetetraacetic acid 

(EDTA) which exhibit pH dependent chelation properties with divalent cations. Competition for the 

cations results in the alginate particles disintegrating as the pH is increased.76 This mechanism of 

particle disintegration could be utilised in a drug delivery system. Furthermore, the disintegration of 

the particle would ensure complete drug release and would aid metabolism and excretion of the 

alginate.  
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As previously mentioned enzymes and biological material can be entrapped within alginate particles. 

It is noted that positively charged proteins, enzymes and small drug molecules may compete with 

divalent cations for available COO- pendant groups off of the alginate’s backbone.187 Such actions can 

result in the loss of protein/enzymatic activity. However, by including additives such as poly(acrylic 

acid) in the hydrogel Sundan et al. prevented deactivation of their protein TGA-β1.180 the inclusion of 

the weak polyelectrolyte additive is thought to provide a preferential site for the TGA- β1 to bind 

within the gel and is able to cooperatively bind to any free cations that may lead to deactivation of 

the protein. Furthermore, Åsberg and Inganäs188 showed how the inclusion of bovine serum albumin 

(BSA) protected GOx from denaturation by poly(4-vinylpyridine). However, the mechanism of this 

protective action is unknown. 

Despite an alginate particle’s surface pores being of a smaller order than its internal unwanted 

diffusional release of material through the pores can occur.189–191 Such a release mechanism can be 

advantageous of implants and drug delivery, however, it is not ideal for the proposed  enzyme loaded 

particles since release of the enzyme from the particle would result in a reduction in the particles 

ability to shift pH. Fortunately, the diffusion process is not merely molecular weight dependent but is 

also influenced by the net charge of the material. Cargo that has a net positive charge interacts with 

the negatively charged alginate thereby inhibiting diffusion. On the other hand, negatively charged 

material can be released more rapidly from the matrix.  Loss through diffusional leaching is common 

during the gelation process.192,193 One method to overcome this is the use of aldehydes as crosslinking 

agents.194–196 

1.8.5  Alginate modification 

Alginate gels can be modified or combined with other polyelectrolytes to change a particles 

behaviour.197 alginate can be made amphiphilic by the addition of pendant alkyl chains that form 

esters with the carboxylic acid groups along the polymers backbone. The resulting hydrogels have 

been used to encapsulate urease.197 Another favoured method is the formation of polyelectrolyte 

complexes (PECs), these are formed by combining two polymers of opposite charge. This influences 

both the pore size and network complexity. Mixing of alginates with preformed polymer like 

eudragit,198,199 or natural polymers such as gum,198 pectin,193 and chitosan200 reduces the leaching of 

encapsulated material.  

The PEC of the greatest interest is that which combines chitosan and alginate since it retains pH 

responsive behaviour.201 Such complexes have been used in the controlled release of drugs and other 

substances.202–204 Properties of the alginate/chitosan capsules can be changed by not only the 
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molecular weight of the two polymers but also their composition. For alginate this is the ratio and 

ordering of G and M units whereas for chitosan it is the degree of deacylation.202–204 

1.9 Chitosan 

1.9.1 Sources 

Chitosan is derived from chitin the second most abundant naturally occurring polymer after cellulose. 

The primary source of chitin is from the exoskeleton of crustaceans. Common crustacean sources 

include crab and shrimp shells where it accounts for up to 70% of the organic material present. Chitin 

can also be obtained from molluscs, insects and fungi.  

 

Figure 1-13 Reaction scheme for the conversion of chitin to chitosan by high temperature alkaline hydrolysis. This process 

hydrolieses a portion amide groups to amines and carboxylates 

Chitin is separated from the shells by sequential alkali and acid treatment which demineralises and 

deproteinates the chitin. The resulting purified chitin is then deacylated by high temperature alkaline 

hydrolysis to form chitosan (Figure 1-13). 

1.9.2 Chemical Structure 

Chitosan is the term given to a series of linear copolymer polysaccharides. They are formed of β (1-4)-

linked D-glucosamine and N-acetyl-D-glucosamine (Figure 1-13). The composition of the copolymer is 

described by the average molecular weight (Mw; typically 10-1,000 kDa) of the polymer and it the 

degree of deacylation (DD; typically 70-95 %). The DD is proportion of the repeat units that contain 

primary amines, this is often given as a percentage.  

1.9.3 Gelation 

As with alginate (1.8.3) a chitosan hydrogel can be formed under relatively mild conditions, by the 

mixing of the polymer with an anionic crosslinking agent. Commonly a solution of chitosan (1-4 % w/v) 

is added dropwise to a crosslinking solution containing a polyanion such as tripolyphosphate.205 

Electrostatic interactions between chitosan and the polyanion result the formation of ionic cross-

linked networks. The formation of ionic cross-links is rapid and facile making it an attractive technique 

for the gelation of chitosan. However, the strength of the crosslinks formed is proportional to ionic 

strength of the polyanion.206,207 Tripolyphosphate’s pKa’s are 0.9, 1.9, 5.3 and 7.7207 therefore the ionic 
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strength of the crosslinker is proportional to the pH. As such an ionically crosslinked chitosan gel would 

be relatively weak in acidic conditions since the anion would be in a neutral protonated form. The gel 

strength would increase as the solution becomes more basic and the crosslinking agent becomes 

deprotonated. 

Alternatively, Chitosan can be covalently crosslinked.208 This produces a strong, stable gel since the 

crosslinks are permanent. However, common crosslinkers such as glutaraldehyde209–211 and 

glyoxal212,213 bind through the primary amines of chitosan to form an imine this can result in a 

reduction in the pH sensitivity of the gel particle since the new amide bond can be stabilised by 

resonance structures via a Schiff reaction.214 The formation of chitosan particles by covalent crosslinks 

with dialdehydes is relatively simple. The most commonly reported method is by water in oil (W/O) 

emulsion.215 The aqueous phase of which is typically made up of 1-4 % w/v chitosan in 1-4 % v/v acetic 

acid this is mixed with an oil phase containing a non-ionic surfactant to make a 10 % v/v W/O emulsion. 

The crosslinker can then be added either as a second water in oil emulsion or in a saturated oil 

solution.215 The cross-linking process is relatively fast only taking a couple of hours at room 

temperature. An alternative crosslinking agent is genipen.216 As with the dialdehydes, genipen 

crosslinks through the primary amine groups of chitosan. However, genipen is a less reactive 

crosslinking agent as such it takes longer for the crosslinks to form. Furthermore, genipen is 

biocompatible this makes gels crosslinked with genipen simpler to process for use in living cells than 

other crosslinking agents like dialdehydes which can bind to DNA making it unreadable.217 

1.9.4 Physical and Chemical Properties 

As a weak polyelectrolyte chitosan exhibits some pH sensitivity through high quantity of amino groups 

the chain. These amino groups (pKa 6.2)218 make chitosan soluble at pH’s lower than 6.5 due to the 

amines electrostatically repelling one another as they become charged through protonation.219 When 

the pH is greater than 6.5 chitosan chains deprotonate and collapse making it insoluble. The process 

of hydration is enthalpically driven by the electrostatic interaction. Whereas, the dissolution of the 

chains is entropically driven since the water molecules that hydrate the chain lose intermolecular 

structure as the amino groups are deprotonated. This hydration at low pH has lead chitosan to be a 

commonly used delivery agent for chemical drugs into the stomach.220 

Chitosan has been an approved food additive in Japan since 1986 and is commonly used in ‘over-the-

counter’ formulations for slimming and lowering cholesterol.221 Since it is believed that chitosan 

interacts binds to fats when in the intestine, due to their cationic nature and hydrophobicity at higher 

pH.221 Chitosan is also biocompatible as such can be used for biomedical applications such as 

implants.221 Additionally, implants formed of chitosan are biodegradable, since chitosan can be broken 
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down by human enzymes, in particular lysozyme. Which hydrolyses chitosan’s sugar backbone at the 

C1 and C4 positions, breaking it down into its monomeric units which can then be expelled from the 

body. 

Furthermore, commercially available chitosan has been shown to have good mucoadhesive 

properties.222 This has been demonstrated by the in vitro binding of chitosan coated particles to 

porcine gastric mucosa.223 This property of bioadhesion could be utilised to create a site-specific drug 

mechanism throughout the gastro-intestinal tract, from the stomach223,224 to the small 

intestine.222,224,225 Lehr et al222 have shown that swollen hydrogels form of chitosan can repeatedly 

bind with mucus with little loss in the adhesion strength. this suggests that adhesion occurs by the 

formation of hydrogen bonds between the positively charged chitosan and the negatively charged 

mucus, as well as ionic and electrostatic interactions.226,227 Work by He et al225 show that adhesion 

strength is greatest when the solution pH is either strongly or mildly acidic. Moreover, they showed 

that the number of adhering chitosan microparticles decreased as the crosslinking of chitosan 

increased. Schnürch et al228 showed a similar affect when decreasing the degree of deacylation of the 

chitosan. This suggests that the adhesion strength correlates with the number of free primary amine 

groups in the chitosan. 

Since the mid 1990’s chitosan has been seen as a potential absorption enhancer.229 Junginger et 

al.222,230,231 reported that chitosan can increase the absorption of peptide based drugs through mucosal 

epithelia by interacting with the cells tight junctions. It has been shown that this permeation 

enhancement occurs through the interaction of the positive charges along chitosan’s backbone 

interacting with the cell membrane results in structural reorganisation the tight junction’s proteins.232 

This permeation enhancement coupled with chitosan’s mucoadhesive-ness can increase drug 

absorption at a specific site when compared to using a low molecular weight enhancer.233 

1.9.5 Chitosan modification 

 

Figure 1-14 Reaction mechanism for the formation of N,O-carboxymethyl chitosan by a basic alkylation reaction. 

The primary amine groups of chitosan allow chemical modifications to the polymer through the 

formation of covalent bonds to be made very simply. The mucoadhesive properties of chitosan can be 
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improved by either the addition of thiol groups234 or the trimethylation235 of chitosan. However, of 

greater interest to the scope of this thesis is the formation of carboxymethyl chitosan (Figure 1-14), 

which exhibits enhanced pH responsive behaviour.236,237 By introducing -CH2OOH groups to hydroxyl 

groups along the polymer backbone chitosan becomes an amphoteric polyelectrolyte. Hydrogels of 

carboxymethyl chitosan have been formed and used to study the release characteristics of a model 

protein drug (BSA).236 Furthermore, it was shown that the particles were smallest when the pH was 

equal to the isoelectric point (IEP). The particles would then swell as the pH deviated from the IEP, 

with the degree of swelling proportionally increasing as the deviation increased. By increasing the 

degree of deacylation particles polyampholytic nature became more cationic. Conversely increasing 

the degree of substitution made the particles more anionic. Additionally, it has been reported that 

carboxymethyl chitosan is more susceptible to biodegradation than chitosan.186 

As with alginate, chitosan can be incorporated into PECs. The mixing of chitosan with alginate has 

been discussed previously (section 1.8.5). However, PECs can also be formed by mixing chitosan with 

pectin,238,239 carrageenan,240 and collagen.241 Complexes of chitosan and carrageenan are often used 

as a comparative drug delivery matrix to chitosan-alginate complexes.240 Since alginate and 

carrageenan are both high molecular weight, anionic polymers. However, the use of carrageenan 

resulted in a more rapid release of its diltiazem clorhydrate cargo due to carrageenan holding more 

water by weight than alginate.240 

1.10  pH Responsive Polymers 

pH responsive polymers exhibit a physical volumetric response to their environment. Commonly the 

polymers are polyelectrolytes based on poly acids/bases and their derivatives. All of these have 

ionisable pendent groups which accept and donate protons. The degree of ionisation is linked to the 

environmental pH dramatically shifting when the pH corresponds to the polymers pKa. This rapid 

change in net charge instigates a shift in the polymer chains’ hydrodynamic volume. Poly acids (Figure 

1-15 A)) act as proton acceptors at low pH, however, at neutral and high pH they donate the protons 

of their pendent groups, which become negatively charged and repel one another causing the polymer 

to swell.242  Whereas, polybases become charged and expand at low pH (Figure 1-16).243 

The collapsed state occurs when the polymers are in a non-ionised state. This is because the polymer 

hydrophobic making it interactions between it and the aqueous bulk of the solution unfavourable. The 

polymer remains in a hyper-coiled state to minimise the intrafacial energy between the polymer and 

the water. This entropically driven action is aided by attractive intramolecular forces of the polymer. 
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Figure 1-15 examples of poly acids (A) and poly bases (B) which are weak enough acids/bases respectively to be utilised in 

smart response systems.  

 

Figure 1-16 A) shows the reversible ionisation of poly(dimethyl aminoethylmethacrylate) with pH. An increase in the pH causes 

protonation of the tertary amine on the pendant group. Formation of these ions cause electrostatic repulsion which initiates 

volumetric changes of the polymer (A). 
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The collapsed state occurs when the polymers are in a non-ionised state. This is because the polymer 

is hydrophobic making its interactions between it and the aqueous bulk of the solution unfavourable. 

The polymer remains in a hyper-coiled state to minimise the intrafacial energy between the polymer 

and the water. This entropically driven action is aided by attractive intramolecular forces of the 

polymer. 

The polymer enters the expanded state when the polymers pendant groups become ionised. This 

leads to electrostatic repulsions along the polymer the polymer chain. Formation of such ions makes 

the polymer hydrophilic increasing the polymers compatibility with water thus allowing the polymer 

to expand. This expansion is enthalpically driven, in contrast the collapse is of a pH responsive polymer 

is entropically driven. This is due to swollen polymers ionically charged backbone imposing order on 

the hydrating water, whereas the collapsed particle is uncharged. Thereby, imparting no constraints 

the bulk aqueous phase. 

 

Figure 1-17 time resolve anisotropy measurements of poly(methacrylic acid) copolymerised with 1 % acenaphthylene results 

in the fluorescence decay (τc ) which is plotted against pH (data from soutar and swanson 244). 

When a weak acid is titrated with a strong base (or vice versa) the midpoint to equivalence (i.e. 

transition from protonated to ionised acid) occurs when the pH is equal to the pKa. The pKa of 

methacrylic acid (MAA) is 4.65 at 20 °C.245 Although the pKa of a monomer is a good indicator to its 

polymer, the actual pKa depends on several contributing factors including comonomers, counter ions 
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and polymer architecture, not only linear or branched but the degree of mixing of comonomers along 

the backbone (homopolymer < block < statistical < alternating).  

When the pendent groups of polyelectrolytes are uncharged the polymer is hydrophobic. Placed in 

water the polymer chain collapse in on itself to form a ‘pearl necklace’.246 This is where the polymers 

backbone forms globules (pearls) of polymer minimising the unfavourable interactions between the 

polymer and the solvent. These globules are connected by segments of coiled polymer chain (Figure 

1-17).247 Initially a theory, evidence from light scattering248 (radius of gyration of the coil), X-ray 

scattering (globule size)249, and NMR246 studies gives physical validity to this effect.  

Fluorescence studies by Soutar and Swanson244 on poly(methacrylic acid) (PMAA) labelled with 1% 

acenaphthylene in aqueous solutions, highlighted this anomalous behaviour of PMAA when titrated 

with base (Figure 1-17). For comparison poly(acrylic acid) (PAA) chains smoothly expand with 

increasing pH.250 The string of pearls that PMAA forms initially contracts (by hypercoiling), as the pH 

increases upto pH 3. Beyond which the degree of neutralisation reaches a critical point, at which the 

polymer undergoes rapid swelling due to the formation of anions along the polymer which repel one 

another. This expansion continues until the polymer is fully ionised. However, once this is achieved if 

pH continues to increase the hydrodynamic radius of the polymer decreases this is due to the 

increased concentration of cations in solution, which when in close proximity with the polymer chain 

screen the negative charge of the pendent groups from one another, thereby reducing the repulsion. 

Crosslinking of pH-sensitive polymers forms hydrogels. Such pH-sensitive polymeric hydrogels have 

been highlighted as a potential drug carrier since 1955.251 However, it was not until 1996 that a pH 

responsive nanogel was developed as a biomedical drug carrier.252 Typically pH-responsive hydrogels 

contain one or more of the following; poly(methacrylic acid) (PMAA), 

poly[(2-dimethylaminoethyl) methacrylate] PDMA, poly(acrylic acid) PAA, chitosan.  Peppas et al253, 

synthesised a nanoparticle hydrogel of poly(methacrylic acid-grafted-ethylene glycol) for oral delivery 

of the protein chemotherapeutic interferon alpha. By judiciously combining the a chemotherapeutic 

with a complementary hydrogel they were able to improve the agents permeation through model 

epithelium gastrointestinal cells.  

Islam, Tan, Kwok and Tam254 recently probed the hydrophobic drug release from pH responsive 

microgels with different glass transition temperatures (Tg). Using methacrylic acid (MAA) based 

hydrogels they determined that drug release was dependent upon both chain relaxation and diffusion. 

With increasing Tg drug release exhibited greater chain relaxation dependence. Furthermore, drug 

release was diffusion dominated in swollen low Tg microgels.  
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1.10.1 pH-Responsive Hydrogel Synthesis  

Hydrogels are polymer networks whose crosslinks allow the polymer to swell to a physical limit at 

which point they hold their 3-dimensional structure.255 In this way they differ from a gel which 

describes an equilibrium state of a polymer network that is entangled and swollen to an equilibrium. 

Exceeding the equilibrium causes dissolution as the entanglements break apart.256 The polymer chains 

of a hydrogel are commonly covalently crosslinked by co-polymerising the pH responsive polymer with 

a multifunctional monomer such as divinyl benzene (DVB)257, N, N’-methylenebisacrylamide (BA)258 or 

tetraethylene glycol dimethacrylate (TEGDMA).206 However, pre-formed polymer chains can also be 

used to form a hydrogel by either crosslinking the chains with low molecular weight crosslinking agents 

such as glutaraldehyde259, genipen260 and ethylenediaminetetraacetic acid (EDTA).228 Alternatively 

interpenetrating networks of complementary polymers can be formed by single or two step reactions. 

Dispersion, emulsion and precipitation257 polymerisations are typically employed in to synthesise 

hydrogels for drug delivery. Precipitation reactions typically result in a narrow distribution of particles 

< 10 µm diameter.257 This is due to the reaction mechanism, the monomers are soluble in the reaction 

solvent. However, as the polymer proceeds the propagating polymer chain becomes insoluble 

dropping out of solution. the upper size limit is dictated by the colloidal stability of the growing 

particles. Dispersion polymerisations are similar to precipitation polymerisations, the monomer is 

soluble and the polymer insoluble.261 However, in a dispersion the polymerisation predominantly 

occurs within the particle rather than the bulk solvent phase as it is with precipitation reactions.  

Emulsion polymerisation is the most commonly used method of hydrogel synthesis due to it flexibility 

in solvent, monomer and narrow particle size distribution.262,263 Typically oil soluble monomers are 

emulsified in water and the presence of a surfactant, however, the system can be inverted to form 

hydrophilic polymer particles in a continuous oil phase. Emulsion polymerisations utilise monomers 

that are immiscible with the bulk solvent, the resulting polymer is also insoluble in the bulk phase. The 

initiator freely partitions from one phase to another.  

Surfactants are also required in emulsion polymerisations to stabilise the droplets as the 

polymerisation proceeds, these can be anionic (sodium dodecyl sulphate)264, cationic (lauryl dimethyl 

amine oxide)261, zwitterionic261 or non-ionic such as polysorbates like tween™ or span™.265,266  All 

surfactants have water soluble portions formed of either an ionic head or hydrophilic group and an oil 

soluble portion often an alkyl chain. This causes the surfactant to sit at the water oil interface of the 

emulsion. Ionic surfactant’s charged head groups stabilise the interface through electrostatic 

interactions whereas non-ionic surfactants stabilise by sterically crowding the interface.261 
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Emulsion polymerisation is high yielding giving rise to long chained hydrogels in a relatively short time 

frame. Typical particle’s diameter vary between 150 nm and 100 µm depending on the degree of 

emulsification and amount of surfactant used.261  

Recent advances in polymerisation-induced self-assembly (PISA) using reversible addition 

fragmentation chain-transfer polymerisation (RAFT) has utilised pH responsive macro-RAFT agents 

formed from either acrylic acid or poly(dimethylaminoethyl methacrylate) (PDMAEMA) to act as a 

stabilising hydrophilic polymer in surfactant-free emulsion polymerisations.267 

1.10.2 Applications of pH responsive polymers 

The use of pH responsive polymers has been highlighted in the areas of biotechnology, 

nanotechnology, chromatography, membranes and coatings.268,269 In particular focus has been on 

gene delivery systems,270 controlled drug release,271 drug carriers,270–272 biosensors,270,272 stabilizers267 

and viscosity modifiers.267 With the exception of the gastro-intestinal tract physiological pH values of 

extracellular fluid around healthy tissues and blood is kept constant at pH 7.4 and the intracellular pH 

is maintained at 7.2.273,274 Moreover, the measured extracellular pH of most tumours is lower than 

that of healthy cells ranging between pH 6.5 and 7.2.275,276 This difference in pH has driven the 

development of responsive, targeted drug delivery.  

pH initiated drug release from pH responsive polymers occurs through one of two methods. Firstly, 

and most simply hydrogels that exhibit swelling/deswelling behaviour or degradation with shifting pH 

enable the leaching of their cargo. Alternatively a cargo can be immobilised onto a polymeric structure 

through pH-labile bonds. As the pH decreases the drug is cleaved form the backbone enabling the drug 

to diffuse out of the polymeric matrices. Polymeric structures can be covalently bound to its cargo 

through pH-labile bounds such as; hydrazine277,278, acetal/ketal279, cis-acotinyl280, imine281 and 

others.282 

pH-responsive micelles and hydrogels can be used to store and release of not only drug compounds 

but also; proteins, genes and enzymes. Furthermore, multiple compounds can be immobilised within 

a pH-responsive hydrogel. Hydrogels formed of pH responsive polymers have proven very promsing 

as a method of drug delivery since they have inherently high loading capacities, high stability and 

undergo a sharp transitional response to changes in environmental pH.283 The Kabanov group284 have 

reported loading of < 30 % w/w of a poly(ethylene glycol)-polyethyleneimine nanogel with antisense 

phosphorothioate oligonucleotides.  

A pH responsive nanogel of gycol chitosan (GCS) grafted with 3-diethylaminopropyl (DEAP), 

demonstrated pH dependent dissolution.285 At physiological pH (7.4) the hydrogel self-assembled to 



44 
 

give nano-structures with a hydrophobic DEAP core and hydrophilic GCS shell. These structures were 

loaded with the chemotherapeutic doxorubicin (DOX; 78 % w/w of polymer). When the environment 

pH was lowered to 6.8 the DEAP becomes partially ionised, causing a change in structure and enabling 

drug-release. Decreasing the pH further to 6.0 results in full ionisation of the polymer and dissolution 

of the polymer.  

Another novel, multifunctional nanoogel  was developed by Wu, Shen, Gai et al..286 A magnetic core 

of silver coated nickel had a shell of pH responsive poly(ethylene glycol-co-methacrylic acid) grafted 

to it. The silver coating enables fluorescent imaging of the nanoparticles. The swelling of the pH 

responsive grafts mediates the particles magnetic susceptibility of the gels. Furthermore, these 

hydrogels were loaded with the anticancer drug 5-fluorouracil to demonstrate pH responsive drug 

delivery. 
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2. Experimental Methods and 

Materials 



46 
 

2.1 Chemicals 

All chemicals were purchased from Sigma Aldrich (Gillingham, UK), were of analytical grade and used 

as received unless stated otherwise. 

Calibration buffers tablets, phthalate (pH 4.00), phosphate (pH 7.00) and borate (pH 9.20) purchased 

from Alfa Aesar (Heysham, UK). Acids, conjugate bases and salts used for titrations are listed below, 

phosphoric acid, trisodium phosphate, hydrochloric acid, ammonium hydroxide, glucono-δ-lactone, 

citric acid (Alfa Aesar, Heysham, UK) trisodium citrate, 2-amino-2-methylpropan-1-ol (AMP), sodium 

hydroxide (Alfa Aesar, Heysham, UK) and potassium chloride (Alfa Aesar, Heysham, UK). 

Further chemicals used solely in the synthesis of particles; sodium alginate, calcium chloride, ferrous 

magnetite (<5 µm diameter), N,N,N’,N’-tetramethylenediamine (TEMED), ammonium persulfate 

(APS), xylene, chitosan (medium molecular weight (190-310 kDa); 82 % deacylted), glutaraldehyde, 

ethanol and N,N’-methylenebisacrylamide (BA; Thermo Fischer Scientific, Loughborough, UK). Other 

chemicals for particle synthesis namely; methacrylic acid, petroleum ether 60/80 and span 80 were all 

purchased from Alfa Aesar (Heysham, UK). Signal generation utilised glucose oxidase from Aspergillus 

niger (GOx; activity 19290 units g-1) with glucose as the substrate. The ratiometric dye SNARF 4F 5-

(and 6-) carboxylic acid was purchased from Thermo Fischer Scientific (Loughborough, UK).  

2.2 Electrometric pH Measurements 

The electrometric pH measurements were made using a micro pH combination electrode (Sigma 

Aldrich, Gillingham, UK). When not in use the electrode was stored in a 3 M potassium chloride 

solution. The electrode was rinsed with deionised water prior to and after being in any solution. The 

probe was fitted with a BNC (Bayonet Neill-Concelman) connector and is connected to a NI-9025 

module in an NI cDAQ-9172 cradle (both purchased from National Instruments). Custom programs 

written in LabView enables pH measurements to be determined from the voltage. The LabView script 

written for aqueous acid base titrations allowed controlled addition of the titrant through automation 

of an Aladdin AL-2000 syringe pump in unision with pH measurement being taken. 

2.2.1 pH Electrode Calibration 

The electrode was placed in a buffer of known pH, upon reaching thermal equilibrium the voltage was 

logged 6 times a second for 60 seconds, from this an average and standard error could be determined. 

This procedure was repeated for three buffers all of know pH; phthalate (pH 4.0), phosphate (pH 7.0) 

and borate (pH 9.2). Plotting of the pH as a function of voltage enabled a calibration plot to be drawn. 

A calibration plot would be generated immediately preceding any titration. 
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2.2.2 Aqueous Acid Base Titrations 

Titrations were carried out on various acids and bases. In a typical titration 40 cm3 of the analyte 

(0.01 mol dm-3) was placed in a reaction vessel along with a magnetic flea and pH electrode. The 

analyte was stirred at 300 rpm and left for typically 1 minute to reach thermal equilibrium. The titrant 

(40 cm3; 0.02-0.04 mol dm-3) was added by syringe pump at a rate of 40 cm3 hr-1. pH measurements 

were logged every second starting 1 minute before the titration and continuing for 5 minutes after 

the syringe pump had ceased. 

2.2.3 Glucose oxidase in bulk phase titrations 

In a typical experiment an aqueous solution of glucose (9 cm3; 19.3-0.193 mmol) and base (typically 

sodium hydroxide (40 μmol)) were added to a reaction vessel fitted a pH electrode and magnetic flea. 

The reaction mixture was stirred at 300 RPM and left for one minute to reach thermal equilibrium. An 

aliquot of freshly made glucose oxidase solution (0.5-5 mg cm-3; in deionised water) was added to the 

reaction mixture and the change in pH was measured. pH measurements were logged every second 

starting one minute prior to the addition of the glucose oxidase solution and typically for 180-240 

minutes after addition. 

2.3 Particle Synthesis 

2.3.1 Alginate Particles 

Alginate particles were synthesised by the facile extrusion-dripping method. In a typical reaction a 

sodium alginate solution (3 % 𝑤/𝑤) was prepared from sodium alginate in demineralised water 

(15 𝛺 𝑐𝑚) and stirred for 24 hours at room temperature. the resulting solution could then be used 

immediately or stored at 5 °𝐶 for up to 30 days. A fresh glucose oxidase solution (2 𝑚𝑔 𝑐𝑚−3) was 

prepared by dissolving glucose oxidase demineralised water, a 0.375 cm3 aliquot was added to a 

portion of the sodium alginate solution (2.0 cm3) along with a ferrous magnetite solution (< 5 𝜇𝑚 

diameter; 0.03 % w/w; 0.625 cm3) and aqueous SNARF-4F (1 𝑚𝑔 𝑐𝑚−3; 0.081 𝑐𝑚3). The resulting pre-

gel solution mixed and loaded into 6, 1 ml syringes, the syringes were stored for up on month at 

−18 °𝐶. The syringes loaded with the pre-gel solution were allowed to warm up to room temperature 

for 20 minutes prior to gelation. 

A fresh solution of CaCl2 (10 % w/w) was prepared from calcium chloride dihydrate. The pre-gel 

solution was extruded from the syringe through a needle (32G) using a syringe pump (Aladdin AL1000; 

0.35 ml min-1). The pre-gel dripped from the syringe tip into the crosslinking CaCl2 solution, creating 

gel particles approximately 2 mm in diameter. The particles were gently mixed in the crosslinking 
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solution for 10 minutes to reduce the risk of enzyme leaching.78 The particles were separated by 

filtration and washed with demineralised water prior to immediate use. 

The pre-gel was altered for characterisation studies (non-ratiometric) of alginate particles, such as size 

measurements and determining the proportion of ferrous magnetite. The ratiometric dye carboxy-

SNARF 4F, and glucose oxidase was left out of the pre-gel mixture. In such studies rhodamine 6G (alfa 

aesar; 0.01 % w/w of pre-gel) was added to the pre-gel solution to enhance the contrast between the 

resulting particle and the bulk aqueous phase. Typical proportions of solutions in the pre-gel are 

summarised in the table below. 

Table 1 summary of stock solutions and typical proportions for sodium alginate pre-gel solutions  

Ratiometric studies pre-gel Characterisation pre-gel 

Alginate solution 

(3 % w/w) 
2 cm3 

Alginate solution 

(3 % w/w) 
4 cm3 

Magnetite solution 

(0.03 % w/w) 
0.625 cm3 

Magnetite (0.03 % w/w) + 

Rhodamine 6G (0.03 % w/w)  

solution 

0-2 cm3 

Glucose oxidase solution  

(2 mg cm-3) 
0.375 cm3 

Rhodamine 6G solution  

(2 mg cm-3) 
0-2 cm3 

SNARF-4F solution 

(1 mg cm-3) 
0.081 cm3   

 

2.3.2 Chitosan Particles 

Chitosan particles were formed by a 10 % v/v water in oil emulsion. A stock solution of glutaraldehyde 

saturated toluene (GST) was prepared by mixing 1:1 glutaraldehyde (25 % w/v) with toluene stirred at 

600 RPM overnight. The resulting mixture was stored at -18 ˚C for up to 3 months. GST would be 

brought up to room temperature 1 hour prior to use. Stock chitosan solution (2 % w/v) was prepared 

by dissolving chitosan (molecular weight 190-310 kDa; 82 % deacylated; 3 g) in acetic acid solution 

(3 % v/v; 100 cm3) by stirring at 300 RPM for 24 hours. The resulting chitosan solution was stored for 

up to 1 month at 5 ˚C. The oil phase consisted of hexane and paraffin oil (volumetric ratio 5:7) and 

span 80 (1 % v/v of oil phase). 

In a typical reaction (300-800 RPM) particle synthesis, 1 cm3 of the chitosan solution was added to the 

oil phase (9 cm3). The reaction mixture was stirred using a cross shaped magnetic flea and a stirrer hot 

plate (IKA RCT basic) at a given stir rate for 30 minutes. the stir rate was then lowered to 300 RPM and 
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GST (2 cm3) was added over the course of one hour in four equal aliquots. The reaction was then left 

stirring for 2 hours. The resulting particles were separated by vacuum filtration using a Buchner funnel. 

They were then washed three times with hexane and then demineralised water. 

2.3.3 Poly(methacrylic acid) particles 

Poly(methacrylic acid) particles were synthesised by a water-in-oil free-radical emulsion 

polymerisation employing a thermal redox initiator using the method described by Zhang et al.258 In a 

typical reaction the bulk phase of xylene (100 cm3) and span 80 (0.32 g; 0.4 % w/w of bulk phase) were 

homogenised and purged with nitrogen for 1 hour in 250 cm3 round bottomed flask fitted with a 

magnetic flea, over a stirrer hotplate (RPM 400). The reagents of the aqueous phase; methacrylic acid 

(2 cm3; 29 mmol), sodium hydroxide (8 cm3; 1.56 mol dm-3), N, N’-methylenebisacrylamide (45 mg; 

0.29 mmol), rhodamine 6G (0.20 g) and ammonium persulfate (APS; 108 mg; 0.47 mmol) were mixed 

in a separate vessel. Before being added to the continuous phase and purged for a further 20 minutes. 

Finally N, N, N’, N’-tetramethylethylenediamine (TEMED; 0.5 cm3) was added to the reaction mixture, 

which was then held at 40 ˚C for 2 hours, whilst maintaining the stir rate (400 RPM). The resulting 

particles were separated by filtration and washed 3 times with hexane and acetic acid (0.1 mol dm-3). 

2.4 Ratiometric imaging 

2.4.1 Experimental setup 

 

Figure 2-1 images of the ratiometric microscopy imaging setup. 
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Figure 2-2 A) inverted microscope setup for ratiometric imaging, where; D(n) camera n’s detector; DM(n), dichroic mirror n; 

EmF(n), emission filter n; ExF, excitation filter; L, lens; M, mirror; O, objective. B) transmission spectra for the filter sets and 

dichroic mirrors used for carboxy-SNARF-4F, where; ExF, chroma ET500/20x; EmF(1), chroma ET585/20m EmF(2), chroma 

ET640/20m; DM(1), chroma T70lpxr; DM(2), chroma T612lpxr-UF1. 

Figure 2-1 and Figure 2-2 A) shows the set up for ratiometric imaging in the experiments. Light from a 

blue-green LED (Green-Cyan laser; RS-online) passed through an excitation filter (500±10 nm; 

ET500/20x; Chroma Technology). The light was directed into an air immersion objective (1x; NA 0.04; 

Nikon) of an inverted microscope (Nikon Eclipse Inverted Microscope) by a dichroic mirror (T70lpxr; 

Chroma Technology). The fluorescent emission from the sample was collected by the same objective 

and transmitted through the dichroic mirror and by way of another mirror into a two-camera imaging 

adapter (Tucam; andor). In the adapter the beam was split by a dichroic mirror (T612lpxr-UF1; Chroma 

Technology) allowing two-channel detection by refocusing the beams through lenses onto the active 

areas of two cameras (zyla 5.5 mega pixel camera; employing 4x4 pixel binning; Field of View 540 x 

640 pixels, 14.46 x 17.13 mm with the x 1 objective; exposure 4 s; Andor). Two emission filters were 

placed in front of the cameras (ET585/20m and ET640/20m; Chroma Technologies). This further 

discriminates the fluorescence emission, and selectively collects the shorter wavelength of the 

emission spectrum (due to the protonated form of carboxy-SNARF-4F) on camera 1’s detector. The 

longer wavelength of the emission spectrum (due to the deprotonated form of carboxy-SNARF-4F) on 

camera 2’s detector. Data acquisition was performed on a PC with a programme written in LabView 

by Dr Dan Toolan. 
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2.4.2 Experimental Procedure 

Stock solutions of glucose (0.01 mol dm-3) and sodium hydroxide (1.0 mol dm-3) were prepared in 

demineralised water (15 𝛺 𝑐𝑚). The reaction vessel was a Perspex petri dish (Thermoscientific 

Diameter 35 mm) and filled with 2.5 cm3 of the stock glucose solution, carboxy-SNARF-4F solution 

(0.064 cm3; 1 mg cm-3) and mixed. The pH was adjusted to near neutral pH (7.0-7.4) using the sodium 

hydroxide solution. 1-25 of newly synthesised glucose oxidase loaded alginate particles were placed 

in the reaction vessel. A neodymium magnet and 16G needle were used to move the particles into 

clusters. The reaction vessel was placed on the viewing platform of the inverted microscope, the 

particles were held in place by the neodymium magnet and surface contact of the particle with the 

water-air interface of the reaction mixture. The reaction was imaged with a 4 s exposure with the 

ratiometric setup for up to 3 hours, employing 4x4 pixel binning. 

2.4.3 Calibration Experimental 

An aqueous solution of sodium hydroxide (5 cm3; 100 mmol dm-3) was mixed with carboxy-SNARF 

(0.128 cm3; 1 mg cm-3). A second solution of hydrochloric acid (3.0 cm3; 100 mmol dm-3) was mixed 

with carboxy-SNARF (0.077 cm3; 1 mg cm-3). A 2.5 cm3 aliquot of the hydroxide solution was placed in 

a reaction vessel with fitted with a calibrated micro-pH electrode. A length of peristaltic tubing (1.02 

mm internal diameter (ID)) led from the main reaction vessel through a peristaltic pump (Watson 

Marlow 101U; 32 RPM) to a glass capillary (World Precision Instruments Inc.; 100 mm Length; 0.52 

mm ID; 1.00 mm external diameter (ED)). Which was secured to the XYZ stage of the inverted 

microscope of the ratiometric setup. A second length of tubing led back from the capillary tube to the 

reaction vessel. The solution was cycled through the peristaltic pump (flow rate 2.5 cm3 min-1). The pH 

was adjusted with small aliquots of the HCl solution (<0.1 cm3), until pH<4. After each addition of acid 

the reaction was left for 5 minutes to allow the pH to equilibrate. The pH was then increased by the 

addition of the remaining NaOH solution in small aliquots (<0.1 cm3). The pH was recorded with the 

micro probe through a programme written in LabView. The capillary tube was imaged (0.25 s-1; 4x4 

binning) throughout the reaction. the images were combined by a programme written with LabView 

to give a ratiometric image. The resulting ratio from the ratiometric image was plotted against the pH 

value from the electrode. The resulting plot was fitted with the rearranged Grynkiewicz equation (Eq. 

(2.2)) or the modified concentration fraction equation: 

 

𝑅 =
𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 + 𝑅𝑚𝑖𝑛

1 + 10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶

 (2.2) 
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𝑅 = 𝛼1(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛) + 𝑅𝑚𝑖𝑛 =

10−𝑝𝐾𝑎(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛)

10−𝑝𝐻 + 10−𝑝𝐾𝑎
+𝑅𝑚𝑖𝑛 (2.3) 

Where; R is the ratio of the emission intensities for the two images; Rmax and Rmin are the upper and 

lower limits of the ratio; Ia/Ib is the intensity ratio for the acidic and basic species of carboxy-SNARF-4F 

at 640 nm; C is a constant that that indicates the relationship between the ratio (R) and pH, tends to 

be around -1. 

2.5 Optical microscopy 

2.5.1 Experimental 

Optical microscopy was performed with a Cannon EOS 5Ds fitted with a MP-E 65 mm f/2.8 1-5x macro 

lens. The camera was connected to a computer running EOS utility, this enabled live imaging. Analysis 

of the images were carried out using ImageJ.  
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3. Glucose oxidase in the bulk 

phase 
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3.1 Overview 

In this chapter we set out to find a simple way of observing glucose oxidase activity as it was believed 

that auto catalytic behaviour of glucose oxidase effects the rate of pH change. To do this we set out 

to design a buffer system that when titrated gave a near linear progression curve between pH 8 and 

3. Once several systems had been developed the action of glucose oxidase in solution was looked at. 

It was found that the rate limiting step of pH change was not the action of glucose oxidase but the 

subsequent ester hydrolysis.  

3.2 Introduction 

 

Figure 3-1 A) reaction scheme of glucose oxidase catalysised oxidation of glucose to glucono-δ-lactone and hydrogen 

peroxide, the former undergoes ester hydrolysis to form gluconic acid, resulting in a shift in pH. Any change in pH initiates a 

feedback loop on both the oxidation and hydrolysis steps. B) Reaction scheme of a typical  glucose oxidase activity kit, 

hydrogen peroxide is reduced by peroxidase in the presence of acid and an electron donor (o-dianisidine). The oxidised 

electron donor has an absorption peak at 540 nm which can be used by UV-vis spectroscopy to determine enzymatic activity. 

The activity of GOx is commonly determined by UV-vis spectroscopy. A by-product of the oxidation 

process is hydrogen peroxide, which when oxidised by peroxidase in the presence of o-dianisidine (an 

electron donor) and acid results in the formation of water and dianisidine quinonediimine which has 

an absorption peak at 540 nm (Figure 3-1 B).287 This reaction is carried out at a static pH in presence 

of a buffer like sodium acetate. Since the proposed signalling molecule for our quorum sensing system 

is H+ which is produced by the oxidation of glucose by glucose oxidase to form glucono-d-lactone and 

the subsequent ester hydrolysis to gluconic acid. Due to [H+] affecting both enzyme activity and ester 

hydrolysis (Figure 3-1 A) conventional GOx activity assays (Figure 3-1 B) become less useful as they 

would only tell half the story. 
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Buffers are often used when wishing to maintain a stable pH and probe enzyme kinetics.288,289 A typical 

monoprotic buffer has a buffer range of  pKa ± 1 pH unit. However, enzymes function over a much 

wider pH range. Mammalian enzymes can be exposed to a broad range of pH (typical physiological 

range; 6.1 ≤ 𝑝𝐻 ≤ 10.4).290 Furthermore, enzymes such as GOx (Figure 3-1 A)) and urease291 

demonstrate a broad pH dependent rate bell curve, maximum activity at pH 5.5 and 7.0 respectively. 

To observe enzymatic activity over such a broad pH range several buffers have to be incorporated 

creating a ‘universal’ buffer. Universal buffers not enable a broad pH range to be covered with a single 

system they can also give rise to a linear titration profile.292 Several universal buffer systems have been 

developed over the years (see Table 2) covering a range of physiological pH’s. 

Table 2 universal buffer systems, their chemical constituents and effective pH range 

Buffer Chemicals 
pH 

Range 

McIlvain293 Disodium phosphate and citric acid 2.2-8 

Michaelis294 Sodium barbitone and sodium acetate 6.8-9.2 

Britton Robinson295 Sodium hydroxide, boric, phosphoric and acetic acid 2-12 

Modified Universal 

Buffer (MUB)296 

Sodium hydroxide, tris-(hydroxymethyl)-aminomethane, maleic, 

citric and boric acids 
2-8 

Cacodylate297 Sodium cacodylate and sodium hydroxide 5-7.4 

 

Although several buffer systems exist each has its own inherent issues. McIlvain293 buffer uses citric 

acid which has been reported to bind some proteins inhibiting there activity.298 Michaelis buffer 

utilises sodium barbitone which has been a controlled substance since 1978299, moreover, the it is not 

particularly effective at low pH ranges (<7). Buffer systems that contain inorganic compounds such as 

borates, cacodylates and bicarbonates are generally not avoided in enzyme solutions since they are 

not considered to be inert. Thereby, inhibiting enzymes and interacting with enzyme substrates.300,301 

For example borates are known to bind to mono- and oligo- saccharides.301 Maleic acid should be 

avoided in systems that are used in colourmetric experiments due to it absorbing UV light.302 Finally, 

the pKa (hence pH) of tris-(hydroxymethyl)-aminomethane (Tris) has a strong temperature 

dependence (𝑑(𝑝𝐾𝑎) 𝑑𝑇⁄ = −0.028).122 Since no single universal buffer system is without its fables 

no it would be beneficial to observe enzymatic activity in a couple of buffering systems. 
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3.3 Results and Discussion 

3.3.1 Achieving a near linear titration 

3.3.1.1 Titrations with a strong acid 

Figure 3-2  titration of sodium hydroxide (1.0 mmol dm-3; 20 cm3) with hydrochloric acid (1.0 mmol dm-3; 40 cm3), y-axes the 

linear relationship between pH and the voltage measured by a calibrated pH probe. A) shows how the data is collected, pH 

as a function of the volume of acid added. B) shows the transposing of data and the use of the ratio of volumes which 

facilitate the drawing of comparisons between data sets and other pH dependent properties. 

In order to observe the full titration curve of initially titrations were carried out with hydrochloric acid, 

since it completely dissociates between pH 0 and 14. Whereas, gluconic acid is a weak acid (pKa 3.86303) 

as such it does not fully dissociate in normal pH ranges. All titrations explore the change in pH as a 

function of the volume of titrant added or more precisely the ratio of the volume of titrant to the 

volume of sample. In the case of this body of work that is the volume of acid to the volume of base 

Va/Vb. As such titration data is collected as a function time or volume added (Figure 3-2 A)). On the 

other hand, it is advantageous transpose the data, plotting Va/Vb as a function of pH (Figure 3-2B)). 

This enables data sets to be easily compared to other pH dependent properties such as, ionic strength, 

concentration fractions and buffer strength. 

Titration of a strong base like sodium hydroxide (pKa 13.8304) with HCl results in a sharp transition 

when the concentration of acid is equal to the concentration of base (Figure 3-3 A)). This is due to 

both NaOH and HCl being fully dissociated throughout the titration. A further artefact of this full 

deprotonation of both the acid and the base is the shifting of the starting and finishing pH by a whole 

pH unit toward pH 7 as the molarity of the staring solutions is decreased ten-fold. The shape of the 

titration can be attributed to the buffer strength (B) of the system (Figure 3-3 B)). For strong acids and 

bases the buffer strength is merely sum of hydroxide and proton concentrations, since both the acid 

and base are fully dissociated. The buffer strength exponentially decreases to a minimum at pH 7, 

assuming the dissociation constant of water (pKw) is 14. 
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Figure 3-3 Titration of sodium hydroxide with equimolar hydrochloric acid; A) the change in pH as a function of the ratio of 

the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a function of pH 

As the buffer strength tends toward its minimum the profile of the titration curve shallow to a point 

at which a large pH shift can be achieved by an infinitesimal change in Va/Vb. Therefore, to obtain a 

near linear titration curve the buffer strength of the system requires regions where the variation in 

buffer strength is minimal as a function of pH. To change the buffer strength a weak acid or base is 

required.  Since buffer strength is dependent upon the product of and an acid’s or base’s 

concentration fraction. 
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Figure 3-4 Titration of 2-amino-2-methylpropan-1-ol (AMP) with equimolar hydrochloric acid; A) the change in pH as a 

function of the ratio of the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a 

function of pH; C) concentration fraction of both the protonated (α1) and deprotonated (α0) forms of AMP as a function of 

pH. 

A weak base such as 2-amino-2-methylpropan-1-ol (AMP; pKa 9.69122,123) can exhibit some linear 

behaviour when between pH 8.7 and 10.4. AMP can be used as an effective buffer for biological 

material in that pH range as it does bind to or inhibit a proteins activity.305 On the other hand AMP 

only works as a buffer when used in millimolar concentrations. Higher concentrations (>10 mmol dm-3) 

result in a narrowing of the linear region. This is due to the increased concentration raising the pH but 

lowering the buffer capacity (Figure 3-4 B)). When the concentration is sufficiently high enough rather 

than creating a shoulder in the buffer strength plot a second peak is generated the pH equal to the 

electrolytes pKa (Figure 3-4 B) and C)). This is due to the product of the electrolytes concentration 

fractions being greatest when they are equal. Lower concentrations (<0.1 mmol dm-3) result in the 

buffer strength of the system being dominate by the hydroxide and proton concentration. 
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Figure 3-5 Titration of aqueous ammonia with equimolar hydrochloric acid; A) the change in pH as a function of the ratio of 

the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a function of pH; C) 

concentration fraction of both the protonated (α1) and deprotonated (α0) forms of ammonium hydroxide as a function of 

pH. 

Initially both glucose oxidase and urease were considered for use as the signal generating enzyme for 

the quorum sensing system. Urease convert to urea to carbon dioxide and ammonia. As such the 

titration profile for aqueous ammonia is included for completeness (Figure 3-5), despite ammonia 

having a similar pKa to AMP, 9.25 and 9.69 respectively.122,123 Furthermore, ammonia demonstrates a 

little more control over the titrations progress at low concentrations (<1.0 mM dm-3; Figure 3-5 A) and 

B)). The 𝑙𝑜𝑔(𝐵) plot demonstrates this through the residual of a shoulder for the 0.1 mM dm-3 curve. 

Both AMP and ammonia are great buffers for alkali conditions between pH 8.2 and 10.7. But, as 

previously discussed GOx denatures when held above pH 8 for an extend period of time.137 Therefore, 

the lowering of buffer strength when going from alkali to neutral pH is advantageous when working 

with GOx. As only a small amount of acid is required to move an alkali solution of GOx to a near neutral 

pH (pH 7 ± 0.5). Thereby, retaining GOx’s activity. As such rather than looking for a weak base it would 

perhaps be more advantageous to look at the conjugate base of a weak acid. This would shift the 

shoulders and peaks generated by the weak electrolyte from the alkali, [OH-] dominated region of the 

𝑙𝑜𝑔(𝐵) plot to the acidic region. 
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Figure 3-6 Titration of sodium acetate with equimolar hydrochloric acid; A) the change in pH as a function of the ratio of the 

volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a function of pH; C) concentration 

fraction of acetic acid (α1) and acetate (α0) as a function of pH. 

One such conjugate base is sodium acetate, which has a pKa of 4.76.122,123 The low pKa gives acetate a 

functional buffering range, between pH 3.7 and 5.7, down to millimolar concentrations. When the 

concentration is less than millimolar the ratio of acid to base required to shift the pH becomes 

impractical (Figure 3-6 A)). The titration curve is also near linear through the acetate buffered regions, 

when the buffer concentration is millimolar or greater.  

The aversion to requiring buffer concentrations greater than 1.0 mMol dm-3 stems from the target of 

using the buffering system with GOx. Where the GOx converting glucose to gluconic acid thereby 

causing the pH to change. This throws up two problems, the primary scientific argument is that the 

reaction requires oxygen. Due to the reaction occurring in water the molecular oxygen required for 

the reaction must be dissolved in the water. For a stirred reaction this oxygen can simply be replaced 

by bubbling air through the reaction media. However, such a method would facilitate the stripping of 

acid from an enzyme loaded particle, generating a ‘global’ shift in pH rather than a local one. 

Therefore, we are reliant upon oxygen absorption through the surface of the reaction media alone. 

This limits the maximum amount of glucose oxidase we can use. If the buffer strength is too high the 

time taken to see a significant change in pH will be in the order of hours or even days. Enzymatic 
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activity is described in units which is the liberation of 1 μmol of substrate (glucose) per minute per 

unit mass of enzyme. Typically, enzyme activity is between 2 and 250 units mg-1 with the cost of 

purchase being proportional. Therefore, to obtain short reaction times low strength buffers are 

required. 
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Figure 3-7 Titration of trisodium citrate with equimolar hydrochloric acid; A) the change in pH as a function of the ratio of 

the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a function of pH; C) 

concentration fraction of all citrate species (αn where n denotes the number of dissociable protons bound to the citrate) as a 

function of pH. 

A drawback of monoprotic acids is that their buffering capacity is limited to a pH range where the 

𝑝𝐻 = 𝑝𝐾𝑎 ± 1. To extend this range either multiple monoprotic acids or polyprotic acids could be 

used. One of the most common polyprotics is citric acid and its conjugate bases of mono-, di-, or 

trisodium citrate. Citrate can be used as a biological buffer. However, it can bind to some proteins, 

inhibiting their activity.306  

The titration of trisodium citrate (pKa1 3.13, pKa2 4.76, pKa3 6.40)122,123 exhibits a broad linear region 

between pH 7.2 and 2.2 (Figure 3-7 A)). This is due to the pKa’s being close enough to interfere with 

one another (Figure 3-7 C)). This causes the buffer strength to plateau over several units (Figure 

3-7 A)). It is noteworthy that the linear portion of the titration curve shortens by a pH unit every time 
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there is a 10 fold decrease in concentration. On closer examination of the 𝑙𝑜𝑔(𝐵) plot it becomes 

apparent that this is due to the buffering strength of the [H+] coming to the fore earlier as the 

concentration is increased. This highlights one drawback of working with low concentration systems. 

The lower the concentration the smaller the obtainable pH range. This should be taken into 

consideration when trying to generate a response in quorum sensing system. 
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Figure 3-8 Titration of trisodium phosphate with equimolar hydrochloric acid; A) the change in pH as a function of the ratio 

of the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) as a function of pH; C) 

concentration fraction of all citrate species (αn where n denotes the number of dissociable protons bound to the citrate) as a 

function of pH. 

Another biologically relevant triprotic electrolyte is phosphoric acid and its phosphate conjugated 

bases. Moreover, phosphate buffered saline (PBS) is often used to recreate in vivo pH, osmolarity and 

ionic concentrations in vitro. The relevance of phosphate is demonstrated in the titration of trisodium 

phosphate (Figure 3-8 A)). The interaction of the concentration fractions α2 and α1 (H2A- and HA2- 

respectively) around phosphate’s pKa2 (7.20)122,123 results in a broad linear region in the titration curve 

between pH 6.5 and 8.0 for all concentrations. Furthermore, phosphate’s dissociation constants (pKa1 

2.15, pKa2 7.20, pKa3 12.33)122,123 are spaced sufficiently far part from one another for only two species 

of phosphate to be of consequence at any pH value. At millimolar concentrations and below only the 
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pH values around the second dissociation constant offer any extra buffer strength. However, there is 

the potential for extending the buffer strength. This can be done through the judicious combination 

of phosphate a second buffer. Such a buffer would require a pKa of around 5 ± 0.3. 
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Figure 3-9 Titration of equimolar trisodium phosphate and sodium acetate with equimolar hydrochloric acid; A) the change 

in pH as a function of the ratio of the volume of acid to the volume of base (Va/Vb); B) logarithmic buffer strength (log(B)) of 

each individual species and the sum total strength, as a function of pH; C) logarithmic buffer strength (log(B)) of each 

individual species and the sum total strength, as a function of pH. 

The action of sodium acetate has been discussed previously (Figure 3-6). The combination of sodium 

acetate with trisodium phosphate was titrated with hydrochloric acid (Figure 3-9). This resulted in a 

near linear titration curve between pH 8 and 5 for solutions that are less than ≤1 mmol dm-3. Before 

the amount of acid required to cause a significant shift in pH perturbs the continued titration. The 

effect of acetate had less of an effect than expected in extending the titration curve at 0.1 mmol dm-3 

concentrations. This is due to the buffer strength of acetate only partially overlapping the buffer 

strength associated to [H+] and [OH-] (Figure 3-9). 

We have explored several systems to obtain a near linear titration curve. So far we have only studied 

the systems with HCl. To ascertain as to whether or not they are suitable for use with glucose oxidase 

it would be beneficial to perform the titrations with gluconic acid since it is a weak acid (pKa 3.86).122,123 



64 
 

3.3.1.2 Using gluconic acid as the analyte 
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Figure 3-10 Titration of NaOH  with equimolar gluconic acid; A) the change in pH as a function of the ratio of the volume of 

acid to the volume of base (Va/Vb), vertical lines at pH’s 2.5, 3.0, 3.6 and 4.2 indicate the lowest achievable pH by 100, 10 

1.0 and 0.1 mmol -3 gluconic acid respectively; B) logarithmic buffer strength (log(B)) of the titration; C) logarithmic ionic 

strength (log(I)) of the titration. 

It is advantageous to observe gluconic acids behaviour as a function of pH, without the interference 

of other constituents changing the conditions of the reaction. As such the titration of sodium 

hydroxide with gluconic acid is included (Figure 3-10), as sodium hydroxide is fully dissociated 

throughout the titration.  The titration curve is like that of NaOH with HCl. However, the resulting final 

pH of the titration is greater than that of HCl. Examination of the buffer strength shows that gluconic 

acid is the mirror image of alkali systems ammonia and AMP through pH 7. The ionic strength of the 

system remains approximately constant throughout, only showing a dramatic increase when the pH 

corresponds to Va/Vb more than 2. 
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Figure 3-11 Titration of trisodium citrate  with equimolar gluconic acid; A) the change in pH as a function of the ratio of the 

volume of acid to the volume of base (Va/Vb), vertical lines at pH’s 2.5, 3.0, 3.6 and 4.2 indicate the lowest achievable pH by 

100, 10 1.0 and 0.1 mmol dm-3 gluconic acid respectively; B) logarithmic buffer strength (log(B)) of the titration; C) 

logarithmic ionic strength (log(I)) of the titration 

The action of citrate was explored in a titration with gluconic acid (Figure 3-11). Initially the 

progression curve of the titration identical to that of citrate with HCl. The starting pH of the titration 

is directly proportional to the [trisodium citrate]. A large shift in pH is observed with little acid added, 

until the pH is lowered to 7.5, when the system becomes relatively well buffered. This results in a 

linear decrease in the pH between 7 and 5.5 as Va/Vb increases from 0.2 to 1.0, which equates to a 1:1 

molar ratio of gluconic acid to citrate. As the molar ratio is increased further there is little variance 

between concentrations and the pH achieved, the exception being 0.1 mmol dm-3. This is attributed 

to the buffer strength of water exceeding that of citrate by pH 5, this does not occur until lower pH 

ranges as the concentration increases. However, at these low pH ranges the gluconic acid (pKa 

3.86)122,123 is also starting to act as a buffer. The ionic strength of titration involving citrate species 

have a maximum at pH values greater than 7 due to much of the citrate being in it trivalent anionic 

state (Figure 3-11). As the pH is lowered the citrate becomes di- and then mono-valent causing the 
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ionic strength to decrease. In the case of the more concentrated titrations some of the citrate will 

become neutral since pKa1 = 3.13 (citrate). 

 

Figure 3-12 Titration of trisodium phosphate  with equimolar gluconic acid; A) the change in pH as a function of the ratio of 

the volume of acid to the volume of base (Va/Vb), vertical lines at pH’s 2.5, 3.0, 3.6 and 4.2 indicate the lowest achievable 

pH by 100, 10 1.0 and 0.1 mmol dm-3 gluconic acid respectively; B) logarithmic buffer strength (log(B)) of the titration; C) 

logarithmic ionic strength (log(I)) of the titration 

Again, tri-sodium phosphate exhibits a similar progression curve with gluconic acid as it does with 

hydrochloric acid. Variation occurs at from around pH 5.5 and below. This is due to the decreasing 

proportion of gluconic acid being deprotonated. At lower concentrations (0.1 mmol dm-3) this make 

the progression curve of the titration closely resemble the acetate phosphate titration with HCl. This 

suggests that the addition of acetate may not be required to achieve a near linear titration. The ionic 

strength exhibits similar behaviour to that of the citrate titration previously discussed. 
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Figure 3-13 Titration of trisodium phosphate and sodium acetate (molar ratio of 1:1)  with equimolar gluconic acid; A) the 

change in pH as a function of the ratio of the volume of acid to the volume of base (Va/Vb), vertical lines at pH’s 2.5, 3.0, 

3.6 and 4.2 indicate the lowest achievable pH by 100, 10 1.0 and 0.1 mmol dm-3 gluconic acid respectively; B) logarithmic 

buffer strength (log(B)) of the titration; C) logarithmic ionic strength (log(I)) of the titration. 

It was expected that the addition of acetate (pKa 4.76)122,123 to phosphate would extend the linear 

portion of the titration curve from pH 5.8-8.4 to 3.8-8.4. To test this hypothesis various equimolar 

solutions of trisodium phosphate and sodium acetate were made. These were then titrated with HCl 

(Figure 3-9). The resulting progression curves only showed marginal differences from a titration of just 

phosphate. However, the action of 0.1 mmol dm-3 solutions did look promising. As such the titrations 

were carried out again but with gluconic acid replacing hydrogen chloride as the acid. The resulting 

progression curves are shown in Figure 3-13. On comparison of the progression curves with the 

progression curves for the titration of trisodium phosphate and gluconic acid (Figure 3-12). Little 

difference can be seen. This is due to gluconic acid being a weak acid (pKa 3.86)122,123 as such the 

proportion of acid that is deprotonated starts to show a significant increase as the pH is lowered from 

pH 5. 

Ultimately since the analyte used in all future experiments is gluconic acid the addition of acetate to 

the buffer system is not required, due to gluconic acid and acetate having similar pKa’s (3.86 and 4.76 

respectively). As such when gluconic acid is used as the analyte with phosphate as the buffer a near 
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linear titration is observed without the addition of acetate. Moving forward, most promising systems 

for obtaining a linear titration profile in weakly acidic-neutral pH conditions are citrate and phosphate 

when titrated with gluconic acid. 

3.3.2 Enzymatic Rate Profile Determination 

Glucose oxidase as with any other enzyme displays a rate profile which is dependent upon variety of 

external stresses as discussed in Section 1.5.4. Herein we are interested in the enzyme’s ability to 

produce gluconic acid in a system where the pH is ever changing. The determination of rate profile of 

glucose oxidase under specific conditions, is best shown in the example below.  

 

Figure 3-14 the change of pH as a function of time for the titration of sodium hydroxide (0.4 mmol dm-3) by gluconic acid 

produced by the oxidation of glucose (19.8 mmol dm-3) by glucose oxidase (5 mg) 

 

Figure 3-15. The change in pH as a function of the ratio of the volume of acid to the volume of base (Va/Vb) for the titration 

of sodium hydroxide ((Cb) 0.04 mmol dm-3) by gluconic acid ((Ca) 19.8 mmol dm-3, pKa 3.86). Fitting of equation (A-2.49) 

(red line) returned an R2 value of 0.96. 
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The resulting titration curve for the conversion of glucose (19.8 mmol dm-3) into gluconic acid by 

glucose oxidase (0.5 mg cm-3) in the presence of sodium hydroxide (0.4 mmol dm-3) is shown below 

(Figure 3-14). Since the activity of glucose oxidase changes as a function of pH, time is not directly 

proportional to the concentration of acid present in the reaction mixture. Which is what is observed 

in a standard titration like those described in appendices 9.1.2.  

If you consider the chemical components of the reaction mixture only the sodium hydroxide and 

gluconic acid can influence the pH. Therefore, mimicking the reaction by titrating sodium hydroxide 

(0.4 mmol dm-3) with gluconic acid (19.8 mmol dm-3) can give the volume (and mass) of acid required 

to lower the pH (Figure 3-15). 
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Figure 3-16. The change in time as a function of Va/Vb, for the titration of sodium hydroxide by gluconic acid. The red data 

points show the production of acid by glucose oxidase and the black line is for the addition of acid by standard titration 

methods. 

This enables the ratio Va/Vb for any pH in the titration curve to be determined. Plotting of the Va/Vb as 

a function of time (red data; Figure 3-16) shows how the titration does not occur in a linear fashion. 

However, this plot does show that there must be a variation if the rate as a function of time.  
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Figure 3-17 the rate of gluconic acid production as a function of pH for the titration of sodium hydroxide with gluconic acid 

which is produced by the hydrolysis of glucose catalysed by glucose oxidase. 

The rate is determined by taking the differential of the data generated in Figure 3-16. This gives (Va/Vb 

time-1) the change in volumetric ratio as a function of time. Therefore, to find the rate of acid 

production as a function of enzyme mass the rate must be multiplied by the initial number of moles 

of glucose in the solution and divide by the mass of glucose oxidase in solution to give the rate (mol 

time-1 mass-1). This can then be expressed mathematically as; 

 

enzymatic activity (𝑚𝑜𝑙 𝑡𝑖𝑚𝑒−1𝑚𝑎𝑠𝑠−1)

=
𝑟𝑎𝑡𝑒 (𝑡𝑖𝑚𝑒−1) × 𝑔𝑙𝑢𝑐𝑜𝑠𝑒 (𝑚𝑜𝑙)

𝑒𝑛𝑧𝑦𝑚𝑒 (𝑚𝑎𝑠𝑠)
 

(3.1) 

The rate is then plotted as a function of pH (Figure 3-17). 

3.3.3 Action of glucose oxidase in a bulk aqueous phase 

3.3.3.1 Choice of buffer 

From the titration of various buffers with known quantities of gluconic acid, citrate and phosphate 

were highlighted as systems which gave strong linear regions in neutral-weak acid conditions. 

Furthermore, sodium hydroxide gives a reference point to non-buffered systems. 

Examination of the titration curves of various buffers (Figure 3-18 A). Of the buffers used trisodium 

citrate showed the smoothest curve, with little deviation from its progression curve of a normal 

titration. The action of phosphate also gave good correlation to that of normal titrations.  On the other 

hand, the titration of NaOH exhibits a slowing between pH 7 and 6 followed by returning to the normal 

titration curve. Looking at the rate of these titrations shows a general trend of a minima in rate at 

pH6-7 with rapid increases in rate either side. The rates appear to plateau when the pH decreases 
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below 5 or raises above pH7.5-8. The rate of acid production reaches a higher maximum in basic 

conditions than in acidic ones. The rate was significantly faster for NaOH than for phosphate (by 

2 orders of magnitude) and citrate. This could be due to the multivalent anions complexing to the 

active site glucose oxidase thereby inhibiting glucose oxidase activity. 

 

Figure 3-18 A) titration curve as a function of time for; trisodium citrate (black); trisodium phosphate (red); sodium 

hydroxide (blue) with gluconic acid generated by glucose oxidase’s oxidation of glucose. B) Corresponding rate profiles for 

gluconic acid production as a function of pH. Experimental conditions; glucose oxidase (0.5 mg cm-3); buffer 

(100 μmol dm-3); glucose (1.98 mmol dm-3) total volume 10 cm3
. 

Figure 3-18 A) shows that the use of a near-linear titration can mask the variation in rate that is 

occurring. Whereas using a base like NaOH to raise the initial pH of the solution enables variations in 

the progression curve to be spotted easily. 

3.3.3.2 Glucose concentration 

The concentration of glucose has no effect on the rate of pH change (Figure 3-19). All concentrations 

of gulcose exhibit the same rate behaviour as a function of pH. As the pH decreases from alkali to 

neutral pH so does the rate. As the pH becomes acidic the rate steadily increases before starting to 

plateau around pH 5. The shape describe bears little resemblance the rate profile of GOx (Figure 1-11). 

As previously discussed, glucose oxidase catalyses the oxidation of glucose to glucono-δ-lactone. The 

lactone undergoes ester hydrolysis to form gluconic acid. Ester hydrolysis catalysed by acidic or basic 

conditions, (Figure 1-8). As such the rate of ester hydrolysis is dependent on [H+] and [OH-]. Moreover, 

the pH dependent rate profile of ester hydrolysis is similar in shape to that of the buffer strength of 

water (Appenidix 9.1.4 Figure 9-4 A)). When the pH is greater than 7, the rate of change in pH is 

proportional to the [OH-]. This is because the rate limiting step is ester hydrolysis. Rather than glucose 

oxidase activity. The low rate of change at pH 6.5-7 is due to a shift in ester hydrolysis mechanism 

from base catalysed to reversible acid catalysed.  
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Figure 3-19 A) titration curve of NaOH with gluconic acid produced by the reaction of glucose oxidase with glucose as a 

function of time. Showing the effect of initial [glucose] on the rate of the titration. 19.2 mmol dm-3 (black); 1.92 mmol dm-3 

(red); 0.192 mmol dm-3 (blue) with gluconic acid generated by glucose oxidase’s oxidation of glucose. B) Corresponding rate 

profiles for gluconic acid production as a function of pH. Experimental conditions; glucose oxidase (5.0 mg cm-3); buffer 

(40 μmol dm-3); total volume 10 cm3
. 

Between pH 6 and 5 there is a 1 order of magnitude change in the rate, this due to the [H+] also shifting 

by one order of magnitude, again the rate limiting step is ester hydrolysis. Below pH 5 the rate starts 

to plateau. This is thought to be due to several factors. Firstly, the pKa of gluconic acid is 3.86. 

Therefore, when the pH is greater than 4.86 almost all the acid is in a deprotonated form. When 

deprotonated the acid is unable to undergo base catalysed ester formation. As the pH decreases a 

larger proportion of the acid becomes protonated causing the rate to slow as an equilibrium forms 

between acid catalysed ester hydrolysis and ester formation. In Figure 3-19 all rates are independent 

of GOx and glucose concentration this since the enzymatic activity is faster than the rate of ester 

hydrolysis.   

3.3.3.3 Mass of glucose oxidase 

As with changing the [glucose] changing the mass of glucose oxidase has little effect on the shape of 

the rate of pH change (Figure 3-20). However, the minimum rate shifts from pH 7 to pH 6.2 as the GOx 

mass is decreased from 5 mg to 0.5 mg. This is possibly due to a slower initial rate. The rate of change 

is significantly slower for the 0.5 mg system. This is attributed less glucono-δ-lactone being produced 

resulting in a slower initial titration to pH 6. 

It is noteworthy that, the rates for both titrations show minimum rates of the same order (Figure 

3-21). Furthermore, the rate in weakly acidic conditions is very similar for high and low masses of GOx. 

This can be seen in Figure 3-20 A) where the time taken for the pH to decrease from 5 to 3.7 almost 

identical. 
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Figure 3-20 A) titration curve of NaOH with gluconic acid produced by the reaction of glucose oxidase with glucose as a 

function of time. Showing the effect of glucose oxidase mass on the rate of the titration. 5 mg cm-3 (black); 0.5 mg cm-3 

(red) with gluconic acid generated by glucose oxidase’s oxidation of glucose. B) Corresponding rate profiles for gluconic acid 

production as a function of pH. Experimental conditions; glucose (1.92 mmol dm-3); buffer (40 μmol dm-3); total volume 

10 cm3 
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Figure 3-21 rate of acid production as a function of the entire reaction system, where the only difference between the 2 

systems is the mass of glucose oxidase.  

3.4 Conclusions and Future Work 

In this chapter we set out to use a near linear titration curve to explore the action of glucose oxidase 

in solution. From initial titrations with hydrochloric acid the following buffer systems warranted 

further explorations; trisodium citrate; trisodium phosphate; trisodium phosphate combined with 
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sodium acetate. It was also decided that sodium hydroxide should be included as it does not alter the 

buffer strength of water.  
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Figure 3-22 A) titration curve for NaOH with gluconic acid produced by the reaction of glucose oxidase with glucose; B) 

log(rate) profile as a function pH; C) concentration fraction of gluconic acid; D) dominant catalysis method of ester 

hydrolysis of gluconic acid (alcohol groups omitted) as a function of pH. 
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On titrating these buffers with gluconic acid, the further use of the combined buffer system of acetate 

and phosphate was unnecessary. Due to gluconic acid have a pKa of 3.86, which at sufficiently low 

concentrations cause the titration to tend toward a linear at around pH 5.5. Therefore, only the three 

remaining systems were used to observe the action of glucose oxidase in solution. These all showed 

similar rate profiles. However, it was only by examining the rate profiles that deviation from normal 

behaviour could be observed for the highly buffered systems. On the other hand, sodium hydroxide 

which is a notoriously poor buffer. Due to it being a strong base. Readily showed variation in titration 

profile for enzymatic acid production compared to a standard titration. 

The rate of acid production by glucose oxidase was then explored as a function of pH. Due to the 

concentration of glucose being in excess the rate of glucono-δ-lactone production (and subsequent 

ester hydrolysis) was only dependent upon the turn over rate of GOx for the conditions used. A tenfold 

reduction in the enzyme concentration resulted in a reduction in acid production rate under basic 

conditions but not acidic ones. It was observed that the rate of acid production does not mimic glucose 

oxidase activity which reaches a maximum at around pH 5.1. Rather the rate of acid production is 

linked to catalysed ester hydrolysis (Figure 3-22). Ester hydrolysis is catalysed by acid and base. This 

explains the rate minimum at pH 7 since under neutral conditions the sum of hydroxide and protons 

in solutions is at its lowest. The rate of acid production was also shown to slow below pH 5.2. This was 

attributed gluconic acid nearing its pKa as such more of the acid is protonated as the pH lowers. 

Protonated gluconic acid can undergo acid catalysed ester formation. This causes an equilibrium to 

form between glucono-δ-lactone and gluconic acid which slows the rate of acid formation. 

In terms of signal generation, we have demonstrated a robust signal in generating a shift in proton 

concentration. Furthermore, generation of protons is autocatalytic, the lower the pH the faster the 

rate of production, when starting from a neutral pH.  

Future work would be focused toward obtaining the rate profile for GOx. To achieve this glucono-δ-

lactone would have to become the rate limiting step rather than ester hydrolysis. This could be 

achieved by either reducing the amount of GOx so that the production of the lactone is sufficiently 

slow. Alternatively, gluconolactonase could be used to increase the rate of lactone to acid conversion. 
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4. Ratiometric Imaging 
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4.1 Overview 

In this chapter we look at ratiometric imaging, how to get high quality, reproducible images and data 

sets. Firstly, we compare methods of calibrating a ratiometric setup with carboxy-SNARF-4F. Before 

discussing the requirements that must be met to obtain clear images and what actions are involved in 

image processing. Furthermore, we investigate how image processing and experimental setup can 

reduce error.  

4.2 Introduction 

The role of pH and its importance in biological systems as well as in agricultural and environmental 

chemistry, food and pharmaceutical industries has been discussed previously. In the previous chapters 

bulk pH measurements have been carried out using pH-combination electrode, this method is fine for 

a system that is uniform (in chapter 3 uniform pH was achieved by stirring the reaction media).  

 

Figure 4-1 The equilibrium structures between the acid (AH) and base (A) form of the carboxy-seminaphthorhodafluor 

(carboxy-SNARF-4F; pKa 6.4) when in their ground state, the lactone form is the neutral structure of SNARF-4F and the 

flourescence emission spectra of SNARF-4F (pKa 6.4) arrows highlight the shrinking peak at 587 nm with increasing pH and 

the peak that grows with increasing pH at around 645 nm   
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For a quorum sensing system each particle can be thought of as having a sphere of influence, this 

sphere is a region where the particle generates a shift in pH which can initiate autocatalytic behaviour. 

In this instance stirring the particles would disrupt the sphere of influence. As such a noninvasive 

method of monitoring pH is required. One such method is the use of fluorescent pH probes, these pH 

probes exhibit a shift in fluorescence upon the direct binding of a proton onto the dye. 

There are two distinct classes of fluorescent pH probe, these can be identified by the photophysical 

properties of the neutral and charged forms of the probe.307 The first and most commonly used class 

of probe are the anthracene derivatives, fluorescein and pyrene. In these probes only one of the 

acidic/basic forms exhibits any significant fluorescence. As such the shift in pH is simply proportional 

to intensity of the fluorescent emission at a given wavelength, therefore they are dependent on 

concentration.  This concentration dependence has implications when studying non-uniform systems 

or biological systems, since areas such as cell membranes, densely packed regions, 

lipophilic/hydrophilic regions can all cause shifts in the concentration of the pH probe, thereby shifting 

that regions dye emission intensity. This introduces a large degree of uncertainty into any pH 

measurement taken using single peak pH probes. SNARF dyes have primarily been used by 

microbiologist and physiologists in both single cell cultures308 and organs.309 the dual emission 

properties of SNARF makes it particularly effective in applications such as confocal laser-scanning 

microscopy,308,310 flow cytometry311 and microplate reader-based measurements.312 

The second class of probe addresses this concentration dependence issue since both the acidic (AH) 

and basic (A) (Figure 4-1) forms have specific fluorescence and/or adsorption bands. These probes 

respond to shifts in pH with shifts in their emission and/or excitation spectra.313 The ratio of the 

fluorescence (emission or excitation) at two different wavelengths is independent of overall 

concentration, photobleaching, sample composition, as well as variations in optical setup such as path 

length, excitation intensity and detector sensitivity.314 Applying, such an approach by taking two 

images at different wavelengths is the concept behind ratiometric imaging that enables quantative 2-

dimensional pH images to be obtained, circumventing the drawbacks associated with conventional pH 

indictors.314 

Calibration of ratiometric setup is essential. However, there is very little in the way of literature. One 

of the most commonly used methods is a linearized form of a derivative of Henderson-Hasselback 

equation known as the Grynkiewicz equation.315–318 

 
𝑝𝐻 = 𝑝𝐾𝑎 + 𝐶 log (

𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 − 𝑅
) + log (

𝐼𝑎

𝐼𝑏
) (4.1) 
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𝑝𝐻 − log (

𝐼𝑎

𝐼𝑏
) =  𝑝𝐾𝑎 + 𝐶 log (

𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 − 𝑅
) (4.2) 

Where; C is a constant that indicates the relationship between the ratio (R) and pH; R is the ratio of 

the 2 images with max and min indicating the limiting values; Ia/Ib is the ratio of the emission intensities 

for the fluorophore in basic and acidic conditions at 640 nm. The drawback of this technique is the 

calibration is highly dependent upon the number of data points that are collected in the transition 

regions. 

A more robust use of the Grynkiewicz equation is to rearrange it to make R the subject.319,320 

 
𝑝𝐻 = 𝑝𝐾𝑎 + 𝐶 log (

𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 − 𝑅
) + log (

𝐼𝑎

𝐼𝑏
) (4.1) 

 𝑝𝐻 − 𝑝𝐾𝑎 − 𝑙𝑜𝑔 (
𝐼𝑎
𝐼𝑏

)

𝐶
= 𝑙𝑜𝑔 (

𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 − 𝑅
) 

(4.3) 

 

10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 = (
𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 − 𝑅
) (4.4) 

 

𝑅 − 𝑅𝑚𝑖𝑛 = 𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 − 𝑅10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶  
(4.5) 

 

𝑅 − 𝑅𝑚𝑖𝑛 + 𝑅10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 = 𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶  
(4.6) 

 

𝑅 (1 + 10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 ) − 𝑅𝑚𝑖𝑛 = 𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶  (4.7) 

 

𝑅 =
𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 + 𝑅𝑚𝑖𝑛

1 + 10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶

 (4.8) 

 

4.3 Results and discussion 

4.3.1 Tucam calibration with SNARF-4F 

Calibrations were initially carried out using the rearranged Grynkiewicz equation  

 

𝑅 =
𝑅𝑚𝑎𝑥10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶 + 𝑅𝑚𝑖𝑛

1 + 10

𝑝𝐻−𝑝𝐾𝑎−𝑙𝑜𝑔(
𝐼𝑎
𝐼𝑏

)

𝐶

 (4.9) 
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Figure 4-2 A) Calibration plot for carboxy-SNARF-4F using the rearranged Grynkiewicz equation;315 Red data is for the 

titration of 0.01 molar NaOH with 0.01 molar HCl,(decreasing the pH); blue data for the titration of 0.01 molar HCl with 

equimolar NaOH (increasing pH), calibration curve had an R2 of 0.999. B) Concentration fraction diagram for the protonated 

(α1, black) and deprotonated (α2, red) form of carboxy-SNARF-4F pKa = 6.29 from the Grynkiewicz calibration curve. 

Figure 4-2 A) (Above) shows that there is little to no hysteresis for the dye whether increasing and 

decreasing in pH. The fitted curve has an adjacent 𝑅2 value of 0.9995 when using the Grynkiewicz 

equation.  However, as Table 3 (below) shows the derived values for the calibration curve have large 

associated errors the origin of which cannot be easily explained. Furthermore, the pKa of the fitted 

equation (pKa 5.87 ± 3.74) is significantly lower than the nominative pKa (~6.4) given by 

Thermofischer.  

Since the pKa value of SNARF-4F is the pH at which the ratio of the protonated:un-protonated dye is 

1:1 it is possible to determine the pKa from the calibration data. The pKa is equivalent to the pH at the 

midpoint of the calibration curve. This can be expressed mathematically as: 

 
𝑝𝐾𝑎 = 𝑝𝐻 𝑎𝑡 

𝑅𝑚𝑖𝑛 + 𝑅𝑚𝑎𝑥

2
 (4.10) 
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Rmin and Rmax of the calibration data set were 0.179 and 1.433 respectively. From this the pKa was 

determined to be 6.29. Defining these parameters significantly reduces the associated errors of the 

remaining parameters.  

Table 3 derived values for the calibration of carbox-SNARF-4F using the Grynkiewicz equation. 

Parameters Non-defined pKa Defined pKa 

𝑹𝒎𝒂𝒙 1.433 ± 0.006 1.433 

𝑹𝒎𝒊𝒏 0.194 ± 0.006 0.179 

𝒑𝑲𝒂 5.87 ± 3.74 6.29 

𝑰𝑨𝑯

𝑰𝑨
 2.546 ± 22.001 

1.021 ± 0.012 

C −1.028 ± 0.116 −1.035 ± 0.006 

𝑨𝒅𝒋𝒂𝒄𝒆𝒏𝒕 𝑹𝟐 0.9995 0.9993 

 

It is noteworthy that the shape of the calibration plot is indicative of the concentration fraction of 

protonated carboxy-SNARF as function of pH Figure 4-2 B). Both are at a maximum at low pH before 

decreasing to a minimum at high pH. The mid-point of this transition coincides with the pKa of dye. 

For these reasons it appears a strong starting point for a simpler calibration equation. Starting with 

the equation for the concentration fraction of a protonated monprotic acid (as discussed in 

Appendix 9.1.1). 

 
𝛼0 =

[𝐻+]

[𝐻+] + 𝐾𝑎
=

10−𝑝𝐻

10−𝑝𝐻 + 10−𝑝𝐾𝑎
 (A1.33) 

The concentration fraction varies between 0 and 1 depending on the pH. The ratio (𝑅) of the peak 

intensities of SNARF’s at 585 nm and 640 nm (corresponding to the protonated and deprotonated 

forms of SNARF-4F respectively) vary from a minimum (𝑅𝑚𝑖𝑛) and maximum (𝑅𝑚𝑎𝑥) this range can be 

built into equation 4.2, so that: 

 
𝑅 = 𝛼0(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛) =

10−𝑝𝐻(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛)

10−𝑝𝐻 + 10−𝑝𝐾𝑎
 (4.11) 

Finally, 𝑅𝑚𝑖𝑛 needs to be added to the equation to set the baseline. 

 
𝑅 = 𝛼0(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛) + 𝑅𝑚𝑖𝑛 =

10−𝑝𝐻(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛)

10−𝑝𝐻 + 10−𝑝𝐾𝑎
+𝑅𝑚𝑖𝑛 (4.12) 

Where: 

 
𝑅 =

𝐼585 𝑛𝑚

𝐼640 𝑛𝑚
 (4.13) 
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Or more generally 

 
𝑅 =

𝐼𝐴𝐻

𝐼𝐴
 (4.14) 

 

Using this altered concentration fraction equation gave the value set out in Table 4. As with the 

Grynkiewicz the adjacent 𝑅2 is near unity, 𝑅𝑚𝑎𝑥 values differ by 0.005, but overlap when taking into 

account the error. 𝑅𝑚𝑖𝑛 values to differ. None the less it is the 𝑝𝐾𝑎 values that show the most dramatic 

difference, more precisely the associated error. Decreasing from 3.47 to 0.008 when changing from 

the Grynkiewicz equation to the altered concentration fraction equation. Furthermore the latter has 

two fewer parameters that can affect the curve. One of which (the ratio of intensities) has a large 

associated error. Another added advantage of the altered concentration fraction method is that the 

inverse ratio can be fitted to with the deprotonated concentration fraction. Expressed mathematically 

as, when 

 
𝑅 =

𝐼𝐴

𝐼𝐴𝐻
 (4.15) 

 
𝑅 = 𝛼1(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛) + 𝑅𝑚𝑖𝑛 =

10−𝑝𝐻(𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛)

10−𝑝𝐻 + 10−𝑝𝐾𝑎
+𝑅𝑚𝑖𝑛 (4.16) 

The calibration was carried out in a capillary tube. This enabled the pixels could be overlapped to get 

a better camera alignment (camera alignment is discussed more in section 4.3.2). Calibration pH was 

determined by a pH combination electrode allowing multiple pH measurements to be taken at 

intervals that are closer together than if using a stock buffers of known pH. 

Table 4 derived values for the calibration of carbox-SNARF-4F using the altered concentration fraction equation (4.3). 

Altered Concentration Fraction  Calibration Curve Parameters 

𝑹𝒎𝒂𝒙 1.433 ± 0.003 

𝑹𝒎𝒊𝒏 0.197 ± 0.004 

𝒑𝑲𝒂 6.279 ± 0.008 

𝑨𝒅𝒋𝒂𝒄𝒆𝒏𝒕 𝑹𝟐 0.99945 

 

The calibration was carried out in a capillary tube. Which acts as a flow cell allowing direct 

measurement of the pH with a calibrated pH probe. Calibration pH was determined by a pH 

combination electrode allowing multiple pH measurements to be taken at intervals that are closer 

together than if using a stock buffers of known pH. 
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One issue that the calibration curve of carboxy-SNARF-4F does bring to the fore is that the area that 

exhibits the greatest shift in R occurs over a relatively narrow pH range, 1 pH unit either side of the 

derived pKa (6.29) this is unsurprising considering pH is a logarithmic scale. Therefore, any error in the 

ratio (R) when the pH greater than 7.29 or less than 5.29 can result in a large error in pH. Such errors 

can be minimised using filters and optics with high transmission at the correct wavelengths and the 

use of pixel binning, all of which maximise the signal to noise ratio. 

Pixel binning is the combining of pixels to make a larger pixel. Pixel binning is pay off between a loss 

of resolution for a reduction in noise. For the particles synthesised and discussed later (section 5.1) 

this loss of resolution is not an issue as they are of a millimetre length scale, as such 4x4 pixel binning 

could be employed. 

4.3.2 Image processing 

A flat-field correction removes artefacts in the image caused by variation between individual pixel 

sensitivities and by distortions/aberrations in the optical path. The process of flat-field corrections 

compensates for the dark currents within the camera’s detector and the gain which occurs throughout 

the microscope setup. The flat field correction can be expressed mathematically as; 

 
𝐶𝑖 =

𝑚(𝑅𝑖 − 𝐷𝑖)

(𝐹𝑖 − 𝐷𝑖)
= 𝐺𝑖(𝑅𝑖 − 𝐷𝑖) (4.17) 

   

 

 

Figure 4-3 Image of the ‘block’ diagram of the flat-field correction sub-VI written in LabView, the section in red converts the 

image to an array of values the section to the right performs the mathematics of the flat-field correction an convert the array 

back to an image. 
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Where 𝐶𝑖 is the corrected image, 𝑅𝑖 is the raw image, 𝐹𝑖 is the flat field image, 𝐷𝑖 is the darkfield image 

and 𝑚 is the image-averaged value of  𝐹𝑖 − 𝐷𝑖. The gain is:  

 𝐺𝑖 =
𝑚

(𝐹𝑖 − 𝐷𝑖)
 (4.18) 

 

The flat-field correction of each image is carried out by a script written in LabView (Figure 4-3). In 

order to process data in real time the raw data for the darkfield image and flat-field image is written 

from its raw byte data form into a 1 dimensional array of data, it is then reshaped into a 2 dimensional 

array to form the image (highlighted area in Figure 4-3). The data from each camera is stitched 

together allowing it to be treated as a single entity. This inhibits any problems occurring when trying 

to separate the streams from two different cameras.  

 

Figure 4-4  A) a raw image prior to flat-field correction B) composite image of the gain C) enhanced image of the dark field 

D) flat-field corrected image 

A raw image (Figure 4-4 A)) shows up the scratches on the reaction vessel and what could be 

particles or dust. The gain image (Figure 4-4 B)) is a composite image of the reaction vessel in slightly 

different positions and accounts for dust on lenses, aberrations on the reaction vessel and non-

uniform lighting. The gain image is akin to a background/blank sample used in UV-vis and IR 

spectroscopy. The dark field image (Figure 4-4 C)) accounts for the small electric current that flows 

through camera’s chip even when no photons are entering the device, and is due to the random 

generation of electrons and holes. By applying the flat-field correction artefacts that could be 
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attributed to the apparatus are removed. The corrected image (Figure 4-4 D)) now shows near 

uniform pH across the entire image, however the peripheral 50-100 pixels do still show a slight 

variation in pH.  

 

Figure 4-5 A) corrected image with the region of interest highlighted in red, the pH is an average of the y-axis for each 

position employing 2x2 pixel binning. B) a heat map of the change in pH as a function of the x-pixel against Time (s) C) pH as 

a function of x-pixel for a specific time. 

This variation may be attributable to errors in camera alignment. However, the camera alignment was 

carried out with no pixel binning using a standard grid. It is more likely that this error is due to the use 

of an elliptical mirror to direct the light into the Tucam coupled with the large field of view. This results 

in the periphery of the image being prone to distortion.  Employing 2x2 pixel binning as in Figure 4-5 

results in a small signal:noise ratio at low pH (around pH 5.5). This error at pH 5.5 is due to the 

shallowing on the calibration curve. As such a small error due to noise can cause a significant shift in 

pH. Furthermore, Figure 4-5 shows that despite a flat-field correction being carried out at a single pH 

the correction can be applied to a range of pH values. 
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Figure 4-6 pH as a function of pixel position in the x axis for an initial flat field correction (black) and a second attempt (red) 

shows how taking more care in obtaing the flat-field image improve the overall flat-field correction. These flat field 

corrections use 2x2 binned data. 

The quality of the flat-field image can have a dramatic effect on the quality of the flat-field correction. 

Figure 4-6 shows how the use of flat-field image that is comprised of more sample images diminishes 

the shift in pH for pixels toward the edge of the sensor. The shift at low end (0-100 pixels) is thought 

to be due a high degree of noise possibly due to the edge of the elliptical mirror distorting the light as 

it is reflected into the two camera imaging adapter.  

4.3.3 Effect of SNARF-4F concentration 
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Figure 4-7 Graph showing the effect of increasing the concentration of SNARF-4F on the fluorescent ratio (R) for a pH 7.0 

phosphate buffered solution 

0 150 300 450 600 750 900 1050 1200
6.5

6.6

6.7

6.8

6.9

7.0

7.1

7.2

7.3

7.4

7.5

p
H

pixel

 Flat-Field Correction 1

 Flat-Field Correction 2



87 
 

Increasing the concentration of SNARF-4F in solution has little effect on the fluorescent ratio value 

(Figure 4-7), decreasing from 0.311 to 0.304 as the concentration is increased four-fold. Increasing the 

concentration does, however, have a great effect on the standard error, increasing the concentration 

from 0.67 μg cm-3 to 1.33 μg cm-3 almost halves the error from ±0.187 to ±0.107. Further increases 

in the concentration see a plateauing in the standard error as it decreases to a minimum of ±0.078 

when the concentration is increased to 2.67 μg cm-3. This decrease in standard error is due to the 

counts (intensity) increasing thereby increasing the signal to noise ratio in the signals favour. Due to 

the expense of SNARF-4F (£248 for 1 mg (price correct as of April 2017)) and only small gains being 

seen when increasing the concentration above 2.67 μg cm-3 all experiments unless specified use 

SNARF-4F at that concentration. 

4.4 Conclusions and Future Work 

In this chapter we have discussed the building and calibration of an intricate ratiometric imaging setup, 

which can be used for the probing of collective within pH shift inducing soft hydrogel objects. Within 

this setup a flatfield correction has been written in LabView and applied to the resulting images. This 

compensates for individual pixel sensitivities and distortions in the optical path, such as that caused 

by the edges elliptical mirror that directs the light into the two-camera image adapter. Furthermore, 

it has been shown that increasing the SNARF-4F concentration has little effect on the fluorescent ratio. 

However, the resulting standard error increases with dye concentration up to 2.00 µg cm-3 

(𝑅𝑠𝑡𝑑 𝑒𝑟𝑟𝑜𝑟  = ±0.089). Increasing the dye concentration further has little effect on the further 

reduction the associated standard error. It has also been demonstrated that SNARF-4F shows little to 

no hysteresis when 
𝑑𝑝𝐻

𝑑𝑡
 is positive or negative. Two separate calibration equations (the rearranged 

Grynkiewicz equation (Eq. 2.2) and a manipulation of the concentration fraction equation (Eq. 2.3)) 

have been used on the calibration data both of which have a high degree of accuracy.  
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5. Particle Synthesis 
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5.1 Overview 

In order to create a wholly synthetic quorum sensing system a host particle for the component 

technologies to be entrapped within was required. Initially pH-responsive hydrogels formed of either 

methacrylic acid or chitosan were synthesised and characterised. However due to rapid, facile 

synthesis and reported enzyme encapsulation Ca-alginate hydrogels were chosen instead. The 

addition of magnetite to meet the first key stage of autonomous aggregation is also explored. 

5.2 Results and Discussion 

5.2.1 Poly(methacrylic acid) Particles 

5.2.1.1 Preparation of poly(methacrylic acid) particles 

 

Figure 5-1 A) fluorescent microscopy images of rhodamine 6G  loaded PMAA particles at pH 3.0 demonstrating their 

polydispersity. B) normalised size distribution plots for PMAA particles in their shruken (pH 3.0; grey; 148 ± 33  µm) and 

swollen (pH 10; red; 278 ± 47  µm) N = 2500 ± 50 
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A water in oil emulsion polymerisation was used to fabricate poly(methacrylic acid) (PMAA) particles. 

A thermal redox initiator of APS and the accelerator TEMED was used since APS has a half life time of 

130 hours at 50 ˚C, pH 7.0.321 Addition of the accelerator enabled the reaction to reach completion in 

2 hours at 40 ˚C. A relatively quick reaction at a low reaction temperature would be required if GOx 

were to be included for a one-pot particle synthesis. Since GOx rapidly denatures when exposed to 

temperatures over 40 ˚C.131 Base (sodium hydroxide) is added to the aqueous phase to deprotonate 

the acid groups of the monomer, thereby stopping the monomer portioning into the bulk oil phase.  

The fluorescent dye rhodamine 6G (λex = 526 nm; λem = 555 nm) was included in the synthesis to aid 

particle imaging and size analysis (Figure 5-1). The resulting PMAA particles were relatively 

polydisperse (148 ± 33 µm at pH 3.0) this can be attributed to a couple of factors, the use of a non-ionic 

surfactant and low shear mixing. The non-ionic surfactant, span-80, was used rather than an ionic 

surfactant such as sodium dodecyl sulphate due to the continuous phase being oil based rather than 

aqueous. Increasing the pH to 10 causes the particles to swell due to the deprotonation of the pendent 

acid groups along the PMAA backbone, the particles almost double in size to 278 ± 47 µm. 

5.2.1.2 Reversibility of PMAA particle’s pH response 

 

Figure 5-2 PMAA particle diameter as a function of pH, demonstrating hysteresis and slight loss of responsiveness. N = 27 

The action and reversibility of PMAA’s volumetric response was investigated by a titrating hydrochloric 

acid (100 mmol dm-3) with sodium hydroxide (100 mmol dm-3) in a similar fashion to the calibration 

experimental of carboxy-SNARF-4F (see pages 51 and 79). In brief rhodamine 6G labelled PMAA 

particles were placed in a petri dish, HCl (100 mmol dm-3) was placed in a separate beaker fitted with 

a calibrated micro-pH electrode. The solution cycled from the reaction vessel to the petri dish and 

0 2 4 6 8 10 12

100

150

200

250

300

350

P
a

rt
ic

le
 D

ia
m

e
te

r 
(

m
)

pH



91 
 

back through via a peristaltic pump and tubing (flow rate; 1 cm3 min-1). The pH was increased by the 

addition of NaOH, after each addition the reaction mixture was left for 15 minutes for the pH to 

equilibrate. Upon reaching pH 10 the process was reversed with aliquots of HCl being added. The 

particles were imaged in fluorescence mode using an optical microscope see page 52. The resulting 

images were analysed using ImageJ to obtain the average particle diameter and standard deviation 

then plotted as a function of pH (Figure 5-2).  

The PMAA particles exhibited some hysteresis as pH was increased and decreased. Furthermore, the 

cycling of pH shifted the midpoint of the transition from 4.6 (addition of base) to 5.1 (addition of acid). 

This is thought to be due to some of the pendent acid groups within the PMAA particles remaining 

deprotonated as the HCl is added. This theory is supported by the increase in size and standard 

deviation of the particles when the pH is less than 3.0 pre and post pH cycle (138 ± 33 µm and 

148 ± 41 µm respectively). During the decreasing pH cycle the steep volumetric response as a function 

of pH is slightly broader. Again, this can be attributed to the fewer of the pendant acid groups 

becoming protonated during the addition of acid. 

Further investigation of PMAA particles was not carried out due to a combination of factors. A one-

pot synthesis entrapping GOx in the PMAA particles would expose GOx to free radicals, that could 

denature the enzyme and some denaturation would occur at 40 ˚C. Furthermore, sodium hydroxide 

is included in the aqueous phase of the emulsion polymerisation to stop the methacrylic acid 

partitioning into the oil phase. Since NaOH is a strong base, the pH of the solution can easily become 

basic due to minute variations in the volume acid to base. Coulthard et al demonstrated that GOx 

rapidly denatures when exposed to a pH in excess of pH 8.0.136 The exposure of GOx to such stresses 

would therefore significantly change the enzyme activity between particle synthesises.  

Adsorption of GOx into PMAA particles is an unfavourable technique as may give rise enzyme leaching 

which would inhibit observation of the collective behaviour since free enzyme could diffuse into the 

bulk of the reaction. Finally, from Chapter 3 (
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Figure 3-22) and work by Foss, Goto, Morishita and Peppas322 into insulin delivery suggest that GOx 

loaded hydrogels can only lower the pH to a minimum around pH 5.0. Therefore, the volumetric shift 

of PMAA particles would be of little statistical significance. 
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5.2.2 Chitosan Particles 

An alternative smart polymer to deliver a potential volumetric transition with a shift in pH is chitosan 

(pKa 6.2).218 As with the methacrylic acid particle synthesis a water in oil emulsion technique was 

employed. This was so that if an enzyme were to be incorporated in a one-pot synthesis there would 

be no loss of enzyme into the bulk phase. 

5.2.2.1 Preparation of chitosan particles 

Chitosan particles were synthesised by a water in oil emulsion (10 % v/v). The chitosan (190-310 kDa; 

82 % deacylted) requires an acid solution to dissolve. This was achieved by dissolving chitosan 

(2 %w/ v) in an acetic acid solution (3 % v/v). This results in the aqueous solution being slightly acidic. 

This is an advantage over the MAA particle since if GOx were to be included in a one-pot synthesis the 

pH it would be exposed to would not denature it. The aqueous solution was mixed with an oil phase 

of hexane and paraffin oil (volumetric ratio 7:5) and the non-ionic surfactant Span 80 (1 % w/w of oil 

phase). Wang, Ma and Su215 reported that the volumetric ratio 7:5 hexane:paraffin oil resulted in a 

relatively narrow size distribution of chitosan particles due to the relatively low viscosity of the 

aqueous phase. Furthermore, particles synthesised in a mix of hexane and paraffin require less 

washings with hexane to remove the oil phase, than particles synthesised in paraffin oil alone. 

The addition of the crosslinking agent glutaraldehyde saturated toluene (GST) took place over 1 hour. 

As the addition of the 2-6 cm3 of an oil phase (without an emulsifier) in a single step would decrease 

the proportion of surfactant at the particle interface resulting in coalescence of the aqueous phase 

and larger particles. it is thought that initial aliquots of GST crosslink a thin layer of the chitosan 

droplets, allowing them to hold their shape. With later aliquots and the residual 2 hours of stirring 

allowing the glutaraldehyde to partition into the particles and form cross links throughout. 

After all the GST was added stirring was maintained and the emulsion was left for 2 hours. The 

resulting particles were separated by vacuum filtration followed by washing with hexane and then 

water three times. 



95 
 

5.2.2.2 Effect of Emulsifying Stir-Rate on Particle Size Distribution 

 

Figure 5-3 Particle size distribution of collapsed (pH 9.0) chitosan particles emulsified at different low shear stir rates. N= 

500 ± 25 

Prior to the addition of GST, the water in oil emulsion was stirred (300-800 RPM) for 30 minutes. This 

emulsified the solution. the stir-rate was then slowed to 300 RPM and GST (1:2 volumetric ratio 

chitosan solution:GST) was added to the solution as previously described. The resulting particles were 

left to swell in a 0.1 mol dm-3 NaOH solution corrected pH 9.0 with hydrochloric acid (1 mol dm-3) for 

1 hour. Particles were imaged with a Nikon microscope fitted with a Pixelink camera. The resulting 

images were analysed using ImageJ. Particle size decreased with increasing stir-rate (Figure 5-3). 

However, only the lowest stir-rate (300 RPM) had a single peak (220 ± 49 µm). Particles that had been 

emulsified at faster stir-rates had a smaller particle diameter, 199 ± 46 µm and 176 ± 42 µm at 500 

and 800 RPM respectively. Furthermore, the faster stir rates gave rise to a shoulder at around 100 µm. 

This shoulder grew with increasing stir rate and is thought to be due to a combination of factors. 

Firstly, slowing the stir-rate to 300 rpm prior to the addition of crosslinker decreases the shear in the 

reaction mixture allowing the droplets to coalesce. Secondly, since emulsion is of set volume the 

surface area of the water oil interface has a reciprocal relationship with the particle size; 

 𝑆𝐴 = 3𝑉𝑎𝑞𝑒𝑜𝑢𝑠𝑟−1 (5.1) 

Where 𝑆𝐴 is the surface area, 𝑉𝑎𝑞𝑒𝑜𝑢𝑠 is the total volume of the aqueous phase and 𝑟 is the mean 

radius of the particle. Therefore, the proportion of span-80 at the water oil interface is greater, as GST 

is added the concentration of emulsifier in the oil phase decreases. To compensate for this a portion 

of the emulsifier is stripped from the interface making the droplets unstable and increasing the 

probability of them coalescing. This is an artefact of using a non-ionic surfactant which stabilise the 

interface through steric crowding. Therefore, it could potentially be overcome by including an 
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emulsifier in the GST solution so that there is no change in the emulsifier concentration as the 

crosslinking solution is added. Alternatively, a non-ionic surfactant such as tween-80 could be added 

to the aqueous phase. The tween family of non-ionic surfactants more favourably partition into the 

aqueous phase of an emulsion due to the PEG side chains.  A collaboration between the Mainwaring 

and Jackson265,266 used a combination of both span and tween emulsifiers to synthesis chitosan 

nano/microparticles. Increasing the proportion of tween-80 resulted in larger particle size when all 

other reaction conditions were kept the same. One drawback of using tween is that the emulsifier 

may remain in the chitosan particle even after several washings.  

5.2.2.3 Degree of Crosslinking and pH responsiveness 

The degree of crosslinking was altered by changing the volumetric ratio of the aqueous chitosan 

solution:GST from 1:1 to 1:3. GST was added in 4 aliquots over the course of one hour. Typical images 

of the resulting particles in there collapsed state (pH 7.5) and swollen state (pH 3.0) can be seen below 

(Figure 5-4). Increasing the volumetric ratio from 1:1 to 1:2 has little effect on the particle size or 

distribution. However, increasing the proportional volume of GST further to 1:3 generates a larger 

distribution of particles. This could be a result of the method of GST addition, since the neither the 

number of aliquots nor the crosslinker addition time is increased. As the volumetric ratio changes from 

1:1 to 1:3 the volume of GST increases 3-fold.  
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Figure 5-4 representative images of collapsed (pH 7.0) and swollen (pH 3.0) glutaraldehyde crosslinked chitosan particles. 

volumetric ratio of chitosan solution:GST is; A) 1:1; B) 2:3; C) 1:2; D) 1:3. Particles imaged with a Pixelink camera (PL-B742F) 

on an Nikon eclipse inverted microscope with a 4x zoom lense. 

It is believed that in a reaction with 1:1 volumetric ratio of chitosan solution:GST, the initial particles 

thought to be smaller than the final average size and of a relatively uniform in size. As GST is added 

crosslinks start to form within the chitosan droplets. By the final addition of GST the % v/v of span 

80:oil phase reduces from 1 to 0.9 % v/v. This reduces the concentration of span 80 at the oil water 
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interface resulting in unstable particles. These then collide with one another, due to only light 

crosslinks being formed at this point they coalesce to form larger particles. As the degree of 

crosslinking increases in the final stages of the reaction the particles no longer coalesce.  

Whereas in a reaction with a volumetric ratio of 1:3 the opening addition of GST (0.75 cm3) is 

equivalent to the addition of the first 3 aliquots of GST of a 1:1 reaction. As such crosslinks form more 

rapidly as the reaction proceed a portion of the particles coalesce. However, some particles rapidly 

form a ‘shell’ of crosslinked chitosan and are unable to merge with one another. This results in the 

broader particle distribution that is observed. 

 

Figure 5-5 Chitosan particles diameter as a function of pH and crosslinking. 

The volumetric response of glutaraldehyde crosslinked chitosan particles to shifts in pH was 

investigated by titrating sodium hydroxide (100 mmol dm-3) with hydrochloric acid in the presence of 

chitosan particles. The reaction was carried out in a similar fashion to the investigation of PMAA’s 

volumetric response (section 5.2.1.2 page 90). However, due to the particles size they were imaged 

using a Pixelink camera (PL-B742F) on a Nikon eclipse inverted microscope with a 4 x lense. The 

resulting images were analysed with ImageJ to obtain the average particle diameter, and then plotted 

as a function of pH (Figure 5-5). 

All chitosan particles exhibited a volumetric transition, from a collapsed state at pH > 6.2 to a swollen 

state under acidic conditions (< pH 5.1). However, the volumetric transition became less sharp, 

broadening from around 1 to 2.5 pH units as the volumetric ratio of chitosan:GST was increased from 

1:1 to 1:3. This is due to glutaraldehyde forming crosslinks by reacting with the pendent amine groups 
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of the chitosan to form an imine. This increases the distance between charged species along the 

polymer chain, since there are fewer primary amines to protonate. This results in weaker charge 

repulsion and a broader region of response. Furthermore, increasing the degree of crosslinking 

reduces the degree of swelling from 1.8 to 1.4. Due to the glutaraldehyde crosslinks inhibiting water 

absoption and weaker charge repulsion along the polymer backbone.  

Further investigation of chitosan particles was not carried out for several reasons. A volumetric 

transition response results in accelerated leaching unbound enzyme when the chitosan particle is in a 

swollen state.323 This can be overcome by either entrapping the enzyme within the polymer matrix 

during the particle synthesis. Alternatively, the GOx can be chemically immobilised through the 

formation of covalent bond between the polymer and enzyme. However, the latter can result in loss 

of enzymatic activity due to immobilisation blocking the enzymes active site or kinetically locking it 

into an unreactive conformer.324,325 Both chitosan and GOx are abundant with primary amines making 

immobilisation with glutaraldehyde facile. However, it would be difficult to control both the degree 

of crosslinking and number of covalent bonds between GOx and the polymer backbone. As such it was 

seek a hydrogel particle that could be rapidly synthesised, into which GOx could be physically 

entrapped preferably in a single pot synthesis. Furthermore, the resulting particle did not exhibit a 

volumetric response. 

5.2.3 Alginate Particles 

5.2.3.1 Alginate Particle Synthesis 

Particles were left in the aqueous calcium chloride solution for 10 minutes allowing the divalent 

calcium cations to penetrate the whole of the particle, thereby hardening the particle by crosslinking 

through the egg-box model (section 1.8.2) with Ca2+ in the interstitial sites acting as the eggs. Particle 

synthesis resulted in near spherical particle with a diameter of 2.11 ± 0.05 mm (Figure 5-6) the 

variation in particle size is thought to be due to hysteresis of the contact angle between the 

propagating alginate droplet and the stainless steel needle.326,327 The slight non-spherical nature of 

the particles is attributed to the high viscosity of the alginate solution.328,329 Prüsse et al. have shown 

two effects that result in non-spherical beads both of which are driven by the inherent high viscosity 

of alginate solutions.328 Firstly the adhesion force of the alginate solution to the needle tip increases 

with increasing viscosity resulting in an elongated tear-shape.328,329 Secondly the increased viscosity 

slows droplet formation as such gravimetric effects stretch the droplet.329 On release from the needle 

tip the surface tension driven contraction of the droplet into a spherical shape is slowed by the high 

viscosity of the alginate solution, as such a greater distance between the needle tip and CaCl2 bath 

would be required to allow the alginate droplets to become spherical.328,329 
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Figure 5-6 A) Image of 2 % w/w alginate particles containing 0.015 % w/w rhodamine B; B) Size distribution plot of alginate 

particles, mean diameter 2.11 ± 0.05 mm, N=244; C) Aspect Ratio histogram of the alginate particles, N=244. Image taken 

with a Cannon EOS 5Ds fitted with a MP-E 65 mm f/2.8 1-5x macro lens.  

5.2.3.2 Ferrous Magnetite Loaded Particles 

The Hawaiian Bobtailed Squid (Euprymna scolopes) filters the bacteria A. fischeri from sea water and 

stores it in its light organ. When the bacteria population crosses a threshold, they fluoresce. The 

bobtailed squid can be described as acting as an aggregating agent. This action could be replicated by 

simply adding more particles to a petri dish. However, to have truly autonomous system it would be 

preferable to have a defined particle population within a reaction and draw them to a single point, 

thereby increasing the local population density. Such aggregation could be used for sight specific drug 

delivery. Magnetite containing ferrofluids and polymeric particles have been used to demonstrate 

sight specific drug delivery.330,331 Targeted chemotherapy can be simply carried out through the 

intravenous administration magnetic drug carriers to arterial blood supply of a  tumour. Application 

of an external magnetic field then retains the carrier at the target site.330 The chemotherapeutic then 

leaches from the carrier and is delivered directly to the tumour sight. 

Taking inspiration from this ferrous magnetite (0.0025-0.01 % w/v of the solution) was included in the 

pre-gel alginate solution the resulting particles were then placed in a petri dish (3.5 cm diameter) with 

DI water (2 cm3). Such that the particles were in a single plain, sandwiched between the surface of the 

petri dish and the water air interface. The particles were imaged in the both without and with a 

magnetic field present, brought about using and neodymium magnet (Figure 5-7). All degrees of 

magnetite loading exhibited a degree of aggregation. However, only when loading was ≥ 0.0065 % w/v 

did all particles aggregate to a single point in a pseudo-hexagonal arrangement. For particles with 
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magnetite loading < 0.0065 % w/v the meniscus formed between it and the water air interface 

inhibited aggregation of the particles.  

 

 

Figure 5-7 Images of 10 rhodamine labelled Ca-alginate particles loaded with 5 µm ferrous magnetite (A) 0.01; B) 0.0075; C) 

0.00625; D) 0.005; E) 0.0025 % w/v of pre-gel solution) in and out of an applied magnetic field. 

5.3 Conclusions and Future Work 

Three particles formed by different methods have been investigated. Particles formed by the 

crosslinking of alginate by an extrusion-dripping method into a calcium ion gelation bath were found 

to have a narrow particle distribution and could be rapidly synthesised. Furthermore, such particles 

have been reported in physical entrapment and adsorption of urease.75,77 The addition of magnetite 

to the alginate particles enabled autonomous aggregation in the presence of a magnetic field to occur.  

Particles that exhibited a volumetric response to changes in pH employed water in oil emulsion 

techniques to form the particles. The PMAA particles increased in size with pH with a midpoint of 

transition at around pH 4.8. Whereas, chitosan particles shrank with increasing pH with the midpoint 



102 
 

around 5.1. Although both PMAA and chitosan particles exhibited a volumetric response glucose 

oxidase was not immobilised within them since it was feared that the enzyme would be denatured. 

However, all particles synthesised could potentially be the carrier particle for the component quorum 

sensing technologies.  
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6. Glucose oxidase loaded 

particle analysis 
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6.1 Overview 

So far, we have developed a consistent ratiometric setup with a calibration curve that involves no 

erroneous values. And we have studied GOx as method of signal generation by its conversion of 

glucose to glucono-δ-lactone and the subsequent ester hydrolysis to gluconic acid. This method of 

signal generation is autocatalytic, acid production increases as the pH is lowered from pH 7 to 5.2. In 

this section we look at the alginate particles which contain the signal generator GOx and magnetite. 

Once characterised we look at diffusion of the signal from a single particle through ratio metric 

imaging. Finally, cluster size is changed and in order to attain to gain a further understanding of group 

dynamics. 

6.2 Results and Discussion 

6.2.1 Particle synthesis and characterisation 

As discussed previously (section 5.2.3.1) calcium alginate particles containing GOx (4.95 units cm-3) 

and magnetite (0.00625 % w/w) were synthesised by a simple extrusion dripping method. The 

resulting particles were left in the crosslinking Ca2+ bath for 10 minutes to minimise the risk of enzyme 

leaching.78 Finally, the particles were washed with DI water and immediately used in a reaction. GOx 

loading of 4.95 units cm-3 was judiciously selected with guidance from the supplementary information 

provided by the Taylor group.77 Their modelling showed that urease loaded alginate particles 

measuring 2 mm in diameter exhibited bistable switching when the enzymatic loading was between 

3.8 and 5.1 units cm-3.  

6.2.2 Ratiometric Imaging 

Ratiometric data acquisition, processing, and analysis was carried out using software written in 

LabView in conjunction with Dr Dan Toolan. Data acquisition and processing (Figure 6-1) was carried 

out in a single programme. Acquisitions parameters such as pixel binning, frame rate, number of 

frames were set before initiating data acquisition. The parameters were saved as and array for 

reference. Upon initiating data acquisition, the two cameras were simultaneously triggered to image 

the reaction in unison. The resulting images then underwent a flat-field correction to remove 

aberrations and distortions caused by the ratiometric setup. Every corrected image (Ci) that records 

the fluorescence intensity at λ = 585 ± 10 nm was then saved as a tiff file for use in data analysis. The 

image corresponding to the lower wavelength peak was used as it demonstrates the greatest intensity 

shift with pH (see Figure 4-1). A ratiometric image was then formed by dividing the individual pixel 

intensity values of Ci λ = 640 nm with the corresponding pixel from Ci λ = 585 nm. The resulting 
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ratiometric intensity (R) values of each pixel were then put into a 1D array. As each frame was 

processed a 2D array of R values was generated and saved as a temporary file.  

 

Figure 6-1 Flow diagrams of the software processes involved in ratiometric imaging data acquisition, processing and analysis 

Once all the frames of the reaction had been taken the 2D array of R values was converted to a 2D 

array of pH values, by using either calibration plot described previously (4.3.1). The resulting pH values 

were reported to two decimal places then multiplied by 100 to remove the decimal point. As the lack 

of a decimal point reduces the processing power required in subsequent data analysis. Finally, the 2D 

array of pH values was spooled. 
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A separate data analysis programme written in LabView with Dr Dan Toolan, opened a selected tiff 

files of the Ci (λ = 585 nm) typically within the first 250 frames. Onto which multiple rectangular 

regions of interest (ROI’s) could be marked. Such ROI’s included particles and interstitial sites. The xy 

coordinates of the top left corner of the ROI along with its length in both x and y directions were 

logged. The 2D array of pH values for the corresponding reaction was then unspooled each column 

was sequentially converted back to its image and the ROI pH values collected. The ROI’s in each frame 

had the overall average pH logged along with the 1D arrays of the pH averaged in each plane. This 

data was then collated to form a 1D array of average pH and 2D arrays of the pH averaged in each 

plane as a function of frame. The data was then saved as .csv files along with a marked up tiff showing 

the ROI’s. 

6.2.3 Diffusion from a single particle 

 

Figure 6-2. A single GOx loaded particle in DI water at pH 7 as a bench mark; A) image of a single particle (outlined in purple) 

and the region of interest (red box) B) heat map plot showing pH as a function of time and pixel the highlighted region of 

interest, demonstrating a lack of particle activity. 

Both ratiometric imaging parameters and alginate particle synthesis are discussed in full in previously 

(Chapters 4 and 5 respectively). In brief 4x4 binning was used to lower the noise:signal ratio. 

Furthermore, a combination of binning and an exposure of 4 s allows a relatively high count to be 

obtained in each pixel well. The carboxy-SNARF concentration of 2.67 μm cm-3 was used to minimise 

the error in the ratio of the peaks, hence pH. Alginate particles were synthesised by a simple extrusion-

dripping method. The resulting sodium alginate droplets were crosslinked by dropping into a Ca2+ bath 

(0.1 mol dm-3) for 10 minutes to reduce the risk of enzyme leaching.78 The alginate hydrogel contained 

SNARF-4F, GOx and ferrous magnetite, for ratiometric image, signal generation and facile particle 

placement respectively. The degree of GOx loading was determined from the modelling performed by 
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Taylor et al (Figure 1-5).77 Which showed that 2 mm alginate particles loaded with 3.9-5.4 units cm-3 

of urease could demonstrate a bistable switch. 

A single GOx loaded particle was placed in a solution of DI water and SNARF-4F (pH 7). the solution 

was then imaged for 3600 seconds using the ratiometric setup previously described. Figure 6-2 A) 

shows a raw image from the camera that captures light with a wavelength (λ) of 585 ±  10 nm, the 

lack of contrast in the image is due to the particle being of similar pH to the solution. When no glucose 

is present in the solution the GOx within the particle has no substrate to react with as such there is no 

shift in pH as shown in Figure 6-2 B). The initial diffusion of pH from the particle observed in the initial 

900 s is due to a slight variation in initial pH between the particle and its surroundings. 

 

Figure 6-3 A) image showing the region of interest for diffusion from a single particle. B) pH as a function of time (s) and y 

axis pixel. Pixel pH is the average of the x-pixels, the black lines indicate the edges of the particle. 

A single GOx loaded alginate particle is placed in a solution of glucose and was imaged for 10,000 s 

(Figure 6-3). initially the pH is uniform throughout the ROI. As the time progresses to around glucose 

penetrates the particle where it is converted by GOx to glucono-δ-lactone before undergoing ester 

hydrolysis to gluconic acid. After 3000 second the glucose has penetrated to the centre of the particle 

and the pH within is approximately uniform. External to the particle gluconic acid slowly diffuses away, 

thereby lowering the pH. However, this is not a uniform process. On one side of the particle the shift 

in pH diffuses further away than the other. This may be due to; one side of the particle being closer to 

the edge of the sample vessel which would inhibit diffusion; the particle has an imperfect structure 

resulting in diffusion being favoured from one side; or this is an artefact of the reaction and the particle 

is slowly migrating. 

The pH profile as a function of time (Figure 6-4 A) below) shows the gradient of the pH profile to be 

uniform throughout the reaction. However, a shoulder can be observed on the right-hand side of the 
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of the particle. Despite this it is possible to obtain a diffusion coefficient for the proton concentration 

in the aqueous phase, but not in the alginate particle. This is because the pH profile is formed by the 

imaging of a 3-dimensional sphere in 2-dimensions. As such the pH profile of the alginate particle can 

be masked. The diffusion profile can be fitted using the equation for diffusion from a continuous 

source (appendix ). 

 
𝑐(𝑟,𝑡) =

𝑞

4𝜋𝐷𝑟
erfc (−

𝑟2

√4𝐷𝑡
) (A-2.81) 

 

Figure 6-4 A) pH as a function y pixel for different times, the pH has been inverted to replicate [H+] the two black line identify 

the outer edge of the particle at t0. B) Normalised proton concentration profile in water the aqueous phase of the reaction 

 

Figure 6-5 Average normalised concentration for 3000 s to 10000 s  

Where q is the production of protons. However, there is a pH dependent variation in proton 

production (q) due to both the rates of enzymatic driven glucose oxidation and the subsequent ester 

hydrolysis being susceptible to changes in pH as previously discussed. As such it is advantageous to 

normalise the proton concentration thereby removing q from the equation (Figure 6-4 B)). Further 
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smoothing of the diffusion profile can be achieved by averaging the LHS and RHS data, negating the 

data for the first 2000s and averaging the remaining data points (Figure 6-5). 

The normalised, averaged data was then fitted using a normalised form of the continuous diffusion 

equation: 

 

𝑐(𝑟,𝑡) =

1
𝑟

erfc (−
𝑟2

√4𝐷𝑡
) −

1
𝑟𝑏
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𝑟𝑏

2

√4𝐷𝑡
)

1
𝑟𝑝
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𝑟𝑝

2

√4𝐷𝑡
) −

1
𝑟𝑏

erfc (−
𝑟𝑏

2

√4𝐷𝑡
)

 (6.1) 

Where subscripts 𝑝 and 𝑏 denote the edge of the alginate particle and the boundary of the region of 

interest (respectively) relative to the centre of the alginate particle. The parameters of the fitted 

curve are shown in Table 5 below. 

Table 5 parameters of the normalised diffusion concentraion profile 

 Parameters for the fitted normalised diffusion concentration profile 

𝑫𝒊𝒇𝒇𝒖𝒔𝒊𝒐𝒏 𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒆𝒏𝒕 (𝑫; × 𝟏𝟎−𝟒 𝒎𝒎𝟐 𝒔−𝟏) 3.246 ± 0.283 

𝑻𝒊𝒎𝒆 (𝒕;  𝒔) 7000 

𝑹𝒂𝒅𝒊𝒖𝒔 𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆 𝒆𝒅𝒈𝒆 (𝒓𝒑;  𝒎𝒎) 1.101 ± 0.014 

𝑹𝒂𝒅𝒊𝒖𝒔 𝒃𝒐𝒖𝒏𝒅𝒂𝒓𝒚 𝒍𝒊𝒎𝒊𝒕 (𝒓𝒃;  𝒎𝒎) 6.96 

𝑨𝒅𝒋𝒂𝒄𝒆𝒏𝒕 𝑹𝟐 0.9982 

 

The derived particle size diameter (2.20 ± 0.03 mm) is slightly larger than that describe previously 

(2.11 ±  0.05 mm; Figure 5-6). The derived diffusion coefficient is of a magnitude akin to other 

similar chemicals aqueous diffusion coefficients under standard atmospheric conditions. Typical 

aqueous diffusion coefficients are between 10−4 and 10−3 𝑚𝑚2 𝑠−1. More specifically the diffusion 

coefficient of glucose332 is 6.7 × 10−4 𝑚𝑚2 𝑠−1 and organic weak acids are slight higher (salicylic 

acid333 1.11 × 10−3 𝑚𝑚2 𝑠−1). However, the derived diffusion coefficient is significantly lower 

expected, this likely due to a combination of factors including charge screening effects and hydrogen 

bonding between the acid and glucose substrate. The Stoke-Einstein equation describes the 

diffusion coefficent (D) as being dependent upon temperature, the particle size and the dynamic 

viscosity. The latter is composite function and is dependent upon the interactions of the diffusing 

species of the bulk solution as well as the solutions viscosity. The reference diffusion coefficients 

previously mentioned are for in demineralised water  which has a slightly lower viscosity than the 

0.01 M glucose solution that is used in this system, 0.89 and 0.91 mPa s respectively.334 As such the 

diffusion coefficient would be expected to be slightly smaller in the glucose solution.  
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A gaussian model of the diffusion in the of acid in the aqueous phase was generated from the data 

of Figure 6-5Figure 6-5 (see Figure 6-6 A) below) using the gauss function  

 
𝑦 = 𝑦0 +

𝐴

𝑤√
𝜋
2

𝑒
−2

(𝑥−𝑥𝑐)2

𝑤2  
(6.2) 

Where y0 is the offset, xc is the center, A is the area and w is the width of the curve. The values of the 

parameters are given in the table below.  

 

Figure 6-6 A) fitted gaussian distribution for the normalised concentration profile of protons in the aqueous phase. B) the 

modelled interaction of two particles normalised aqueous proton concentration, showing the interaction and cumulative 

effects as the particles are positioned closer together. 

Table 6 Parameters of fitted gaussian curve (equation 6.2) for the data presented in Figure 6-6 A). 

Parameter Value 

yo 0.0274 ± 0.0068 

xc 0.000 ± 0.017 

w 4.102 ± 0.061 

A 5.510 ± 0.082 

Adjacent r2 0.9942 

 

The resulting gaussian curve was then used to model when neighbouring particles diffusing ‘signalling’ 

concentrations would overlap to have a cumulative effect (Figure 6-6 B)). If the diffusion profile is the 

same in the alginate particle as the surrounding solution, it is shown that the particles start to strongly 

interact with one another when the distance between them is ≤ 2.11 mm (the average diameter of 

the alginate particle). This corresponds with the findings of the Sakomoto46 group and later the 

Showalter38,39 group who demonstrated that complex oscillatory behaviour such as the formation of 
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spirals was dependent upon a particle having multiple adjacent neighbours. Where particles are 

adjacent neighbours when the distance between particles was ≤ average particle diameter.  

 

6.2.4 Increasing particle density 

 

Figure 6-7 the change in pH as a function of time for a single particle loaded with glucose oxidase in 0.01 mol glucose 

solution: A) location of the Region of Interest (ROI) B) graphical representation of pH as a function of time for the ROI 

highlighted in A. 

A single enzyme loaded alginate particle gradually lowers it pH from pH 7.0 to 6.2 over the course of 

10,000 seconds (Figure 6-7). The non-linear behaviour of the rate is thought to be due to an increasing 

buffer strength with decreasing pH rather than a loss in enzymatic activity.   

 

Figure 6-8 A) ROI's for a trio of GOx loaded alginate particles and the interstitial site; B) particle and interstitial site (IS) pH 

as a function of time showing that the pH shift at the interstitial site is significantly lower than that of the particle. 
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Increasing the number of particles to a cluster of three both lowers average final pH for the clustered 

particles from pH 6.1 to 5.6 and introduces interstitial sites between the particles. These sites exhibit 

a lower pH than the particles that boarder it. This is thought to be due to diffusion from the IS being 

hindered by the particles and alginate beads have a strongly ionic environment due to their chemical 

structure it is thought that this accelerates the diffusion of gluconic acid from the particle. 

 

Figure 6-9 A) Image showing a cluster of 5 particles colour coordinated to show the connectivity between particles 

(connectivity of 2 (red); 3 (blue); 4 (green)) B) average pH as a function of time for particles of differing connectivity (2 (red); 

3 (blue); 4 (green)) in a 5 particle cluster. 

 

Figure 6-10 A) Image showing the interstatial sites (IS) that are internal (red) to the cluster and external to the cluster (blue) 

B) pH as a function of time for the internal (red) and external (blue)  interstitial sites showing that the internal diffusion 

limited sites have a much faster rate of change in pH. 

Increasing the number of particles again to 5 particles shows that as the connectivity of the particle 

influences the rate of change in pH (Figure 6-9). Increasing the connectivity of the particle has a 
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proportion effect on the rate, however, as time progresses and the acid diffuses further away from 

the overlapping spheres of influence cause all the particles to obtain near uniform pH. 

Examination of the interstitial sites (IS) show that the Internal IS have a near linear faster rate to 

around 70 mins at which point the pH starts to plateau at around pH 5.5 (Figure 6-10). The External IS 

have a slower rate of change in pH as one side of the site is open allowing the acid to diffuse away 

more easily.  

 

Figure 6-11 A) image of a cluster of 5 particles showing the interstitial sites (IS) that are internal (red) to the cluster and 

external to the cluster which border the particle which has a connectivity of 4 (blue) as well as those which border particles 

with a connectivity of 3 (green)  B) pH as a function of time for the IS:  internal (red) and external that border the particle 

with a connectivity of 4  (blue)  and those that border at least one particle with a connectivity of 3 (green). 

 

Figure 6-12 A) Image showing a cluster of 10  particles colour coordinated to show the connectivity between particles; 

internal/pseudo-internal, red; connectivity of 4, blue; connectivity of 3, green; connectivity of 2 purple B) average pH as a 

function of time for particles of differing connectivity; “internal”, red; 4 ,blue; 3, green; 2, purple in a 10 particle cluster. 
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As the time increases and pH lowers the error associated to the external IS increases. On closer 

examination (Figure 6-11) Particles which have the greater connectivity lower the pH of its bordering 

IS faster and to a greater extent than those with a lower connectivity. This shows that the particles 

activity is not uniform but dependant on at least their connectivity as the more connected they are 

the lower the pH thereby increasing the glucose oxidase activity. 

Figure 6-12 shows that particles in the core of the cluster (red) rapidly lower the pH near linearly 

before starting the plateau at around pH 5.75, this plateauing is due to pH being a logarithmic scale as 

such the acid required to lower the pH further diffuses from the particle faster than it can be produced. 

The ‘internal’ particles large error between pH 6.25 and 5.75 can be attributed to two of the have 

large regions exposed to exterior of the cluster. The growing influence of the truly internal particles 

sphere of influence eventually engulfs the other red particles eventually lowering the discrepancy 

between the particles. The exterior particles show near linear decreases in pH with little differences 

in pH for particles of with the same connectivity. The exception for the is the lowest connected 

particles i.e. those with a connectivity of two, however, as the image (coloured purple) in Figure 6-12 

A) shows this can be explained by the fact that not only is one these particles closer to the ‘internal’ 

red particles, but the diffusive path from that region is less hindered than it is to other particle with a 

connectivity of two (located to the left hand side of the image).  

 

Figure 6-13 A) Image showing the interstatial sites (IS) that are internal (red) to the cluster and external to the cluster (blue) 

B) pH as a function of time for the internal (red) and external (blue)  interstitial sites showing that the internal diffusion 

limited sites have a much faster rate of change in pH. 
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Figure 6-14 A) image of a cluster of 10 particles showing the interstatial sites (IS) that are internal (red) to the cluster and 

external to the cluster which border the pseudo-internal particles (blue) as well as those which just border ‘low-connectivity’ 

particles (green)  B) pH as a function of time for the IS:  internal (red);  external that border pseudo-internal particles (blue);  

and external sites that border only external particles  (green). 

Figure 6-13 illustrates how the interstitial sites that are internal to the cluster decrease in pH much 

more rapidly than those that on the periphery of the structure, as observed in the 5 particle cluster. 

Furthermore, both the internal sites and the ‘internal’ particle both exhibit a plateauing in pH at the 

same time (4400 s). The external sites decrease in pH remains linear throughout, this mimics the other 

trend the non-internal particles pH (Figure 6-12 B)). Moreover, this retention of linear behaviour 

shows that merely doubling the number of particles in the cluster from 5 to 10 enhances the clusters 

ability to change pH. However, both set of particles exhibit a minimum pH around 5.5, despite this 

being significantly higher than the theoretic minimum of pH 3.0 (calculated using ∆= 𝐶𝐹𝑎), this could 

be due to enzymatic deactivation, environmental stresses or rate limitation of the diffusion of 

substrate (glucose) and product (gluconic acid) to and from the alginate entrapped GOx. 

Closer examination of the external interstitial sites (Figure 6-14) shows that there are two types of 

site, those that border external particles only and those that are next to the pseudo-internal particles. 

The latter show accelerated lowering of the pH. Both external sites types continue to exhibit linear 

decreases in pH, this confirms that the cluster is not being affected by the walls of the vessel causing 

the propagating pH front to return to the centre. 

Again increasing the cluster size to 15 particles (Figure 6-15) the internal particles initially exhibit a 

near linear lowering in pH before plateauing off to a minimum of pH 5.5. Externally the overall trend 

is similar to that of 10 particles, however, the final pH is lower 5.7 compared to 5.85. In those final 

0.15 pH units the rate of pH shift decreases.  
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Figure 6-15 A) Image showing a cluster of 15 particles colour coordinated to show the particles that are internal (red) and  

external (blue) to the cluster. B) Average pH as a function of time for particles that are internal (red) or external (blue), 

within the 15 particle cluster (frame rate = 0.25 s-1). 

 

Figure 6-16 A) Image showing a cluster of 15 particles colour coordinated to show the connectivity between particles; 

internal are outlined in black; connectivity of 2, red; connectivity of 3, blue; connectivity of 4, green; connectivity of 5, purple 

B) average pH as a function of time for particles of differing connectivity; internal, black; 2, red; blue, 3; green, 4; purple, 5 

in a 15 particle cluster. 

Merely splitting the particles in the cluster to internal/external although giving an overall trend loses 

some of the intricacies in the variation in particles that are on the external shell of the cluster. By 

separating the particles by how many particles the particle is adjacent to a more succinct trend can be 

observed (Figure 6-16). The connectivity of a 15 cluster varies from 2 to 6, when considering the 

internal particles as the centre of a hexagonally packed structure.  Increasing the connectivity of a 

particle final observed pH from to 5.8 down to 5.5. Furthermore, the onset of the levelling off of pH, 
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can be seen to occur earlier for particles that exhibit a higher order of connectivity and does not 

merely occur at the same pH. 

 

Figure 6-17 A) Image showing the interstitial sites (IS) that are internal (red) to a cluster of 15 particles and external to the 

cluster (blue) B) pH as a function of time for the internal (red) and external (blue)  interstitial sites showing that the internal 

diffusion limited sites have a much faster rate of change in pH. 

 

Figure 6-18 A) An image showing a cluster of 15 particles (solid) and interstitial sites (IS; dotted line) that are internal (red) 

and external (blue) to the cluster. B) pH as a function of time for the internal (red) and external (blue) particles (solids) and 

IS (open) of a 15 particle cluster. 

A comparison of the internal and external interstitial sites of a 15 particle cluster (Figure 6-17) show 

the external sites to decrease pH linearly, however, as the reaction proceeds the standard deviation 

increases this is thought to be due to variations in the connectivity of the particles, that border the 

interstitial sites. As shown previously (Figure 6-13 B) and Figure 6-14 B)) the general linear trend for 

all external sites is hold when looking at the particles that border an external interstitial site, on the 

gradient changes. Internally located interstitial sites obey the same trend as internal particles. 
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Increasing the particle population of the cluster to from 5 to 10 to 15 has little effect on the final 

observed pH (~5.4). This is due to an equilibrium being reached in proton production and its diffusion 

away from the cluster. 

Figure 6-18 shows that the external interstitial sites have the slowest rate of pH shift, due to diffusion 

not being limited by any boundaries. Although the initial rate of pH change is slowest at the external 

site it does not exhibit any slowing in rate. Whereas the external particles, has initially a faster rate 

before slowing at around 3200 s. Both the internal interstitial sites and internal particles exhibit near 

uniform lower of pH, both initially lower the pH linearly before levelling off. The particles rapidly cease 

decreasing pH after 800 s (pH 5.5), whereas, the internal interstitial sites continue to increase in proton 

concentration for a further 800 seconds before levelling off at pH 5.4. The difference in minimum pH 

between the interstitial site and the particles that are internal to the cluster is due to the alginate 

particles composition. The calcium alginate is formed of a polymeric backbone of 1-4-linked 

β-D-mannuronate and α-L-guluronate crosslinked by calcium cations (see section 1.8.2). The calcium 

cations cooperatively bound into the alginate structure, as such as the hydrolysis of glucono-d-lactone 

is either inhibited when in the alginate structure or once hydrolysed the protons being more mobile 

than the Ca2+ is rapidly ejected from the particle into the bulk aqueous phase.  

 

Figure 6-19 A) a cluster of 25 particles colour coordinated to their position within the structure; core, red; mantel, blue; 

shell, green. B) pH as a function of time a 25 particle clusters, particles grouped into the location within the cluster; core, 

red; mantel, blue; shell, green. 

This interstitial pooling of acid is analogous to the stir rate  behaviour observed in BZ beads by Taylor 

et al.26 In low shear (300 RPM) situations they observed that ferroin loaded beads acted independently 
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of one another due to diffusion of the autocatalyst to the bulk solution being slower than the rate of 

autocatalysis. However, a two-fold increase in shear (600 RPM) increases the rate of diffusion, 

stripping the autocatlyst off the particles before it initiates the oxidation of ferroin. This causes the 

concentration of the autocatalyst to build up in the bulk phase, upon crossing a threshold 

concentration of autocatalyst the ferroin loaded particles are reduced en masse and enter an 

oscillatory state. In the static system we have developed diffusion of acid from single particles and 

small clusters is unhindered and rapid. However increasing the cluster size (Figure 6-11, Figure 6-14 

and Figure 6-18) inhibits diffusion and causes interstitial pooling. Such pooling is though to generate 

a feedback loop accelerating the production of acid (Figure 3-22). However, at present this has not 

lead to oscillatory behaviour.  

A 25 particle cluster (Figure 6-19) shows not only how increasing the isolation of a particle from the 

bulk phase increases the rate at which the particle’s pH is lowered to pH 5.4 when the proton 

concentration starts to plateau but each layer of particles exhibit a perceptible increase in rate of 

proton production around pH 6.2 as expected when referring back to the observed trends in glucose 

oxidase activity (Figure 1-11 A))99 as it exhibits maximum activity at pH 5.5 and is at least 90% of 

maximum rate between pH 4.4 and 6.2. The plateauing of pH at 5.3 occurs for a variety of reasons. In 

part due to the buffer capacity of the system (Figure 3-10 B)) which increases by a factor of 10 per pH 

unit as the pH is lowered from pH 7.2 to 4.5, this contributes to the limiting of minimum pH that is 

obtained. Furthermore, as discussed in the previous chapter at pH >5.86 a growing proportion of 

gluconic acid is protonated, which initiates the forming of an equilibrium between glucono-δ-lactone 

and gluconic acid.  

The similarity in shape of the pH curve of the ‘core’ and ‘mantle’ particles suggests phase locking 

emanating from the centre of the cluster. This is thought to be due diffusion from the particles making 

up the core being the most hindered, increasing the rate of interstitial pooling, initiating the feedback 

loop earlier. Eventually the concentration of acid in the core’s interstitial sights ‘bursts its banks’ and 

starts to fill the mantle’s interstitial sights initiating the feedback loop in the surrounding particles. 

The particles of the external ‘crust’ eventually reach the same pH as the interior particles. However, it 

takes almost twice as long as the core (around 6000 and 3000 s respectively) due to diffusion of the 

acid being less hindered. 

The pH responsive behaviour of GOx loaded alginate particles in clusters of increasing size is 

summarised in Figure 6-20. Initially (t=0) in all instances the particle’s pH matches the pH of the 

surrounding solution, as such there is no contrast between the particles and the surrounding solution 

and they appear to be as one. As the GOx entrapped within the particle initiates the production of 
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gluconic acid, there is a drop in the local pH so that by 10 minutes this shift can be observed emanating 

from the particles.  

 

Figure 6-20 coloured ratiometric images of GOx loaded alginate  particle clusters in 0.01 M glucose solution as a function of 

time. Showing the diffusion of acid from the particle and the attainment of QS for clusters of up to 25 particles.  
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Figure 6-21 A) pH as a function of time for the particle with the highest activity within different cluster sizes. B) perfect packing 

of particles with the highest activity particles highlighted in yellow. C) pH as a function of the highest activity particle within 

a cluster at different times, demonstrating the presence of a threshold and plateauing of pH shift. 

Figure 6-21 A) shows the pH profile for the most active particle in a given cluster over 100 minutes. 

This shows how increasing the cluster size causes a greater shift in pH, up to clusters of 10 particles. 

For clusters of 10 or there is a plateauing in pH shift. This can be explained by the packing of the 

particles, if packing is idealised to a hexagonal arrangement (Figure 6-21 B)) it is possible to see how 

particle diffusion from the most active particles (yellow) becomes inhibited causing a greater shift in 

pH. In small clusters the pH shift of the most active particle is used because an average pH of all 

particles would be skewed by the external particles which are proportionally greater in number and 
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exhibit a smaller pH shift (see Figure 6-9 and Figure 6-18). In a 2 dimensional arrangement of 

hexagonally packed particles the internal (more active) particles only become greater in number when 

the total number of particles ≥ 37. 

The effect of limiting the diffusion from a particle can be experimentally observed by plotting the pH 

at a give time for the most active particle within clusters of different sizes (Figure C)). By increasing 

cluster size from one to five there is a dramatic decrease in the pH of the most active particle. 

Furthermore, increasing the number of particles in the cluster further leads to a plateauing in the pH. 

The sigmodial change in pH with increasing cluster size can be modelled using the following equation: 

 𝑝𝐻𝑡,𝑃𝑛 = 𝑝𝐻𝑡,𝑃1 + (𝑝𝐻𝑡,𝑃25 − 𝑝𝐻𝑡,𝑃1)
𝑃𝑛𝑐

𝑚𝑐 + 𝑃𝑛𝑐
 (6.3) 

 

Where, 𝑃𝑛 is the number of particles in the cluster, 𝑚 is the mid-point of the threshold and 𝑐 is a 

parameter that is inversely proportional to the width of the threshold. The subscript 𝑡 indicates the 

time. The parameters for the fitted curves are given in Table 7 (below). 

Table 7 parameters for fitted curves of Figure 6-21 C) using equation (6.3) 

𝒕 (𝒎𝒊𝒏) 𝒑𝑯𝒕,𝑷𝟏 𝒑𝑯𝒕,𝑷𝟐𝟓 𝒎 𝒄 𝑨𝒅𝒋𝒂𝒄𝒆𝒏𝒕 𝑹𝟐 

𝟏𝟎 6.95 6.63 5.2 ± 0.3 2.92 ± 0.51 0.9922 

𝟐𝟎 6.85 6.33 5.3 ± 0.1 3.65 ± 0.37 0.9979 

𝟑𝟎 6.78 6.00 5.5 ± 0.1 3.42 ± 0.25 0.9988 

𝟒𝟎 6.71 5.67 5.6 ± 0.1 2.91 ± 0.07 0.9998 

𝟓𝟎 6.66 5.46 5.5 ± 0.1 2.59 ± 0.09 0.9997 

𝟔𝟎 6.65 5.40 5.1 ± 0.1 2.46 ± 0.11 0.9995 

𝟕𝟎 6.61 5.37 4.6 ± 0.2 2.40 ± 0.26 0.9972 

𝟏𝟎𝟎 6.55 5.32 3.8 ± 0.4 2.27 ± 0.61 0.9856 

 

The mid-point of the threshold is around 5 particles clustered together for reaction times up to 

60 minutes. As the reaction continues further the mid-point lowers to ~ 4 particles. Furthermore, 

after 20 minutes the pH achieved by highly active particles in clusters of 10 or more particles is lower 

than that achieved by a single particle at after 100 minutes. This suggests that a quorum sensing 

triggered switch is observed. A sharper switch could be observed through the addition of a second pH 

dependent process (e.g. colour shift or volumetric transition) could be triggered between pH 5.4 and 

6.5. It is also thought that reducing the enzyme loading of the particles would increase the mid-point 

of the transition. 
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6.3 Conclusions and Future Work 

A bistable switch in pH was obtained in mm-sized GOx loaded alginate particles when immersed in a 

neutral glucose solution. In all instances the particles lowered the pH. However, the degree of pH shift 

was shown to be dependent on cluster size. A quorum sensing type response was observed a dramatic 

shift being observed in of 10 or more particles. Furthermore, the midpoint of the threshold was shown 

to be around 5 particles suggesting that diffusion kinetics of the acid play a key role in initiating the 

pH shift. Diffusion coefficient of the acid in the bulk phase emanating from a single particle was shown 

to be 3.24 x 10-4 mm2 s-1 which is of the same magnitude as molecules of a similar size. However, it is 

smaller than expected due to charge interactions and increased viscosity of the aqueous phase. The 

cluster of 25 particles was the only cluster large enough to have more than 1 row of particles that do 

not have an exposed edge to the bulk phase. This cluster demonstrated phase locking of the response 

emanating from the centre of the cluster. 

To date only relatively small clusters of enzyme loaded particles have been used to probe collective 

behaviour. In part this is due to the ratiometric dye SNARF-4F being relatively expensive. This could 

be overcome by entrapping either methyl red (pKa 5.1) or chlorophenol red (pKa 6.0) in the alginate 

matrix. A colour change would then be observed when the particle switches states. Increasing the 

cluster size may initiate oscillations as predicted by the Taylor group in urease loaded particles.73 

In order to meet the blue skies aim of the project to be instigating a burst release of a drug cargo from 

quorum sensing particles some form of pH release or degradation is required. To obtain this there is 

two possibilities, the addition of preformed particle that undergoes a pH induced transition. 

Alternatively urease could be used instead along with the Ca2+ chelator EDTA as used by the bon 

group.75 Of the two the former is the more attractive option if only from a point of vanity. There are 

at least two potential pH-responsive drug carrier that maybe used. Both the Langer335 and the De 

Geest336 groups have developed such carriers that exhibit little to no leaching under physiological 

conditions (pH 7.4), as the pH is lowered to carriers break down to release their cargo. Incorporation 

of such particles into the alginate matrix would be extremely facile. However, diffusion of a cargo from 

the alginate matrix may be slow. Therefore, may be beneficial to put the drug carriers in the interstitial 

sights to observe a release, if merely as a proof of concept.  
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7.  Conclusions and Future 

Work 
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7.1 Conclusions 

 

Figure 7-1 Quorum sensing entities and the methods used to meet each key stage. 

Overall aim of the thesis was to create a wholly synthetic QS entity that mimicked the key stages of 

quorum sensing communication between bacteria. These key stages were population increase, signal 

generation and detection, and a response (Figure 7-1). This was achieved by synthesising calcium 

alginate hydrogels loaded with ferrous magnetite and glucose oxidase moieties (Chapters 5 and 6). 

Thereby achieving the first two goals of generating population density increase and generating a 

signal. In order to observe the signal detection and response ratiometric imaging microscopy was 

employed using the ratiometric dye carboxy-SNARF-4F, a technique which until now has 

predominantly used by biologists to observe pH differences at an inter and intracellular level. Upon 

retooling the ratiometric setup it was possible to not only observe pH driven responses of clustered 

particles but also observe the extent of a particle’s ‘adjacent neighbourhood’. 

7.1.1 Encorporating the component technologies 

Herein we draw conclusions from the thesis with regard to meeting the key stages of quorum sensing. 

From creation of a host particle to contain the component technologies through to each individual 

stage.  

7.1.1.1 Synthesis and Characterisation of Host Particles 

In chapter 5, two pH responsive hydrogels were initially synthesised. A poly(methacrylic acid) hydrogel 

crosslinked with N, N’-methylenebisacrylamide was formed by a redox initiated, water in oil emulsion 

polymerisation. The resulting particles measured 148 ± 33  µm in there shrunken stat at pH 3 but 

swelled to almost double the size at pH 10 (278 ± 47  µm). Furthermore,  the reversibility of the pH 

driven volumetric transition explored. Although the particles demonstrated slight hysterisis the 

midpoint of the transition remained around pH 4.9. 
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The second hydrogel was formed by crosslinking chitosan with glutaraldehyde again in an water in oil 

emulsion. The resulting particles also exhibited pH-dependent swelling, collapsed above pH 6.0 and 

rapidly swelling to a maximum when the pH was less than pH 4.0. Although varying the degree of 

crossling had an affect on the size of the volumetric transition it had little affect on the mid-point of 

the transition. 

At this time neither pH-responsive hydrogel was followed up as a host particle. This is due expected 

difficulties in loaded and retaining the signal generating enzyme within the hydrogel without loss of 

activity. Furthermore, using a pH-responsive hydrogel could complicate the reaction dynamics with 

substrate and product diffusion rate changing depending on the hydrogel’s degree of ionisation. 

Therefore, an alternative non-responsive hydrogel was sort. 

Due to its well reported, facile, rapid, synthesis Ca-alginate gels were selected as an ideal host 

particle.77,328–330 Moreover, there has been recent interest in using such gels to immobilise enzymes.77 

Hydrogels of Ca-alginate were formed by a simple extrusion dripping method of Na-alginate into a 

calcium ion bath. The resulting particles were relatively monodisperse (2.11 ± 0.05 mm) and spherical 

(aspect ratio 0.96). 

7.1.1.2 Increasing Population Density 

In nature quorum sensing bacteria increase their population ‘by hook or by crook’. A. fischeri are 

harvested from the sea by the Hawaiian Bobtailed Squid and stored in its light organ, through 

continued harvesting and cell division the bacteria increase their population density above a threshold 

and initiate a response. Bioluminescence along the sea shore is caused by tidal currents and waves 

pushing such bacteria and their secreted autoinducers toward the sea shore where the perceived 

population density crosses a threshold and the bacteria become bioluminescent. As synthetic particles 

can be either ‘harvested’ increasing the population of particles within a reaction vessel. Alternatively, 

the local population of particles can be increased by the application or removal of an external force.   

In section 5.2.3.2 autonomous aggregation alginate particles was achieved by including ferrous 

magnetite particles (0.0025-0.01 % w/w) in the Na-alginate pre-gel. Although all explored loading 

parameters demonstrated a degree of magnetic response when a magnetic field was applied. At least 

0.00625 % w/w magnetite was required for all of the particles to overcome the opposing drag forces 

of the meniscus. This meniscus comes from the pseudo-2D reaction conditions, which were imposed 

due to the subsequent ratiometric reaction. 
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7.1.1.3 Signal Generation 

From the outset enzymes whose product induces a shift in pH had highlighted as a potential source of 

signal generation. These enzymes would breakdown a substrate present in the solution converting it 

to an acid or base. The enzyme glucose oxidase was chosen as it not only generates glucono-δ-lactone 

which undergoes subsequent ester hydrolysis to form gluconic acid. But it also has a bell-shaped pH-

dependent activity profile with a maximum at pH 5.1.99 In chapter 3 the activity of glucose oxidase was 

probed. It was shown that the rate of pH change was dependent upon both the amount of glucose 

oxidase and the subsequent rate of ester hydrolysis. At high GOx concentrations (96.45 units cm-3) the 

rate limiting step was ester hydrolysis. However, at lower a GOx concentration (9.65 units cm-3) it is 

hypothesised that the production of the lactone by GOx is the limiting factor between pH 6.0 and 7.0. 

however, this requires further investigation (see section 7.2.1.2 page 128) 

GOx was immobilised within Ca alginate gels by incorporating it in the pre-gel solution. Ratiometric 

imaging of a single particle in a static glucose solution demonstrated how the acid diffused away from 

the particle in a Fickian manner. Furthermore, the limit of particle’s ‘adjacent neighbourhood’ was 

shown to be 2.11 mm (the average particle diameter) from the edge of the particle.  

7.1.1.4 Signal Detection and Response 

Signal detection in bacterial systems is accompanied by an increase in autoinducer production.9 From 

chapter 3 it was shown the production of gluconic acid mediated by the glucose oxidase catalysed 

oxidation of glucose demonstrated strong pH dependence under physiologically relevant pH’s (5.0-

7.4). Due to both the bell-shaped rate profile of glucose oxidase (maxima at 5.1) increasing the 

production of the lactone intermediate, and subsequent acid catalysed ester hydrolysis increasing 

with decreasing pH. As such any decrease from an extracellular pH (7.4) results in an increased 

production of lactone and acid by GOx. 

Ratiometric imaging and analysis of clusters varying from one to twenty-five particles demonstrates a 

population dependent response. With a midpoint of the transition around five particles. particles that 

are in clusters smaller than the threshold population are unable to significantly lower their pH. 

7.1.2 Ratiometric Imaging 

Ratiometric imaging microscopy has predominantly been used by biologists to probe differences in pH 

both inter and intra cellularly.  In chapter 4 page (76) the retooling of a ratiometric setup for use in 

probing interparticle dynamics and collective behaviour of cluster is set out and discussed. Calibration 

of the ratiometric setup with carboxy-SNARF-4F, used the rearranged Grynkiewicz equation. Table 3 

(page 81) demonstrated the importance of experimentally pre-determining the dyes pKa. Treating the 

dye as a weak acid and the calibration as a titration enabled an alternative equation to be used for the 



128 
 

calibration. This equation was based on the concentration fraction equation (Eq. A-1.24), the reduced 

number of parameters made for fast, facile calibrating. Chapter 4 also defined the reaction parameter 

such as dye concentration and pixel binning. Furthermore, the importance of image processing was 

demonstrated by carrying out a flatfield correction. 

Use of the ratiometric system enable reaction parameters such as diffusion coefficients to be 

determined. Moreover, ratiometric imaging of GOx loaded particles demonstrated the importance of 

cluster packing to inhibit diffusion enabling a large pH shift to be observed. Simple modelling used 

experimental data gained from the ratiometric imaging of single particles demonstrated how the 

particle obeyed Fickian diffusive behaviour. 

7.2 Future Work 

7.2.1 Stirred Reaction Media 

Stirred reaction media could be used to probe glucose oxidase activity further and to demonstrate 

global coupling of particles. In brief GOx loaded particles would be prepared by the method described 

previously (Section 2.3.1; page 47). With carboxy-SNARF-4F either omitted or replaced by a pH 

responsive dye such as methyl red (pKa 5.1) or chlorophenol red (pKa 6.0).  The particles would then 

be placed in a reaction vessel fitted with a magnetic stirrer containing a glucose solution corrected to 

between pH 7 and 8. The pH of the bulk aqueous phase would logged using a pH electrode and 

LabView code (as described in section 2.2.3; page 47). Image analyses of the stirred reaction media 

would enable a quantifiable colorimetric pH response to be observed. 

7.2.1.1 Global Coupling 

Using the reaction protocol laid out above, it would possible to replicate the seminal work of 

Showalter et al.26 In which they demonstrate global coupling of ferroin loaded beads in stirred 

uncatalyzed BZ reaction media. By adjusting the stir rate of the reaction media, the acid produced by 

GOx would be stripped from the alginate particle into the bulk solution causing a global shift in pH. 

This would cause an en masse colour shift of the pH responsive dye.  Further parameters such GOx 

loading and the mixing of particles different degrees of loading could also be explored.  

7.2.1.2 Glucose Oxidase Activity 

From Chapter 3 it was shown that the rate of pH change was limited by the ester hydrolysis of the 

lactone to acid rather than the rate of glucose oxidation (Figure 7-2). However, as shown by Wilson 

and Turner99 the action of glucose oxidase is pH sensitive. Furthermore, two assumptions were made 

firstly that the enzymatic activity with changing pH is uninhibited by encapsulating GOx in alginate. 

Secondly leaching of GOx from within the particles is negligible. By taking aliquots of the bulk solution 
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at set time or pH intervals of the protocol described above. The change enzymatic activity could be 

measured by the growth of the absorption peak at 540 nm when the hydrogen peroxide is broken 

down by peroxidase in the presence of o-dianisidine.287 The resulting enzymatic activity could be 

plotted as a function of pH or time. It is thought that the former would give the indicative bell-shaped 

activity profile (Figure 7-2). It is hypothesised that under the right conditions the time dependant 

enzymatic rate profile would demonstrate a sigmoidal growth. With the enzymatic rate increasing as 

the reaction proceeds. 

 

Figure 7-2 reaction mechanism for the glucose oxidase catalysed oxidation of glucose to glucono-δ-lactone accompanied by 

the reduction of oxygen to hydrogen peroxide. The glucono-δ-lactone then undergoes pH dependent ester hydrolysis to 

form gluconic acid. The enzymatic rate of GOx as a function of pH  is highlighted in blue from reference 99. The overall rate 

profile of  GOx in a solution of glucose (1.92 mmol dm-3) and NaOH (40 μmol dm-3) highlighted in red. 

Enzyme leaching from the particle could also be explored. If GOx leaches into bulk solution and an 

aliquot is taken. The GOx present will continue to produce hydrogen peroxide causing a shift in 

intensity in the absorbance peak at 540 nm. 
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7.2.2 Experiments using the Ratiometric Setup 

Using the protocols described in the experimental chapter it would be possible to explore several 

parameters further. Such parameters include enzymatic loading and a series of spatial studies to 

determine the effect of both particle packing density and diffusion dependence. 

7.2.2.1 Enzyme Loading 

As discussed previously (section 1.3.1.2) synchronisation and quorum sensing are relatively similar 

phenomena. With one key difference in a synchronising system of BZ catalytic beads is any individual 

particle has the ability to oscillate by entering an autocatalytic state. Individual particles synchronise 

their oscillations to the particle which demonstrates the most rapid auto-catalytic behaviour through 

it’s the frequency of its oscillations. Whereas, in a quorum sensing system, individual particles are 

incapable of entering an oscillatory state due to the reaction kinetics. However, when a threshold 

population is reached oscillations occur.  

To date all particles have been loaded with the same concentration of enzyme. Judiciously changing 

the enzyme concentration above and below the current level of 4 mg cm-3 would shift the midpoint of 

the threshold that has been observed. Decreasing the enzyme concentration would increase in 

number of particles required to observe a threshold response. Furthermore, it is thought that this 

would sharpen the threshold. With an increase in a particles enzyme concentration it is would be 

expected that the rate of acid production would also increase proportionally decreasing the number 

of particle required to observe a response. However, since the enzyme is physically entrapped within 

a particle substrate competition between the enzyme molecules may increase. Therefore, beyond a 

specific enzyme concentration a maximum activity may be observed. Use of particle clusters which 

have an increased enzyme concentration (to a level where an individual particle can reach an 

auto-catalytic state) could also be used to demonstrate another collective behaviour, synchronisation.  

7.2.2.2 Spatial Studies 

Simple modelling in chapter 6 (Figure 6-6; page 110) suggests that particles strongly interact when the 

distance between them is less than 2.11 mm, assuming that the diffusion parameters are uniform 

throughout the reaction. However, in tightly packed clusters show the pH to be significantly higher in 

the interstitial sights than in the alginate particles.  
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Figure 7-3. Clusters of 7 particles in a hexagonal arrangement where the interparticle distance is; A) 0; B) 0.5 x particle 

diameter; C) 1 x particle diameter. 

A series of experiments would be carried out where the distance between the particles is varied 

(Figure 7-3). The interparticle distance would be varied between the 0 and 2.11 mm (the limit of the 

adjacent neighbour region). The interplay of particle interactions and distance could then be probed. 

Furthermore, decreasing the packing would aid diffusion decreasing acid pooling in the interstitial 

sights. 

7.2.3 Delivering a response 

Although a clear pH shift occurs when crossing a population threshold, the current GOx alginate 

particles present no pH switch induced response. There are a number of options available to achieve 

this final goal. From the facile such as the inclusion of pH responsive dye and increasing cluster size, 

resulting in a colorimetric response or oscillator behaviour respectively. Since the over arching theme 

of the thesis is to generate a drug delivery system a cargo-release or volumetric transition would be 

the ideal response to generate. 

7.2.3.1 Colorimetric response 

As previously described in section 7.2.1 either methyl red or chlorophenol red can simply be added to 

the GOx loaded alginate particles. Such particles could then form clusters in a glucose solution. As the 

pH of the cluster decreases the particles would undergo a colour change. Providing the dye is 

judiciously selected such that its pKa is lower than the pH reached by small clusters. But higher than 

the pH reached by larger clusters a pKa  (5.3 < 𝑝𝐾𝑎 < 6.5; from Table 7), a quorum sensing response 

would be observed. 

7.2.3.2 Cargo-release 

 In the present system of GOx loaded alginate particle a pH shift induced cargo release can not be 

induced. This can be overcome by either including a pH responsive carrier such as the degradable 

ketal-based block copolymer nanoparticles reported by De Geest et al.336 These nanoparticles are 

stable at a physiological pH, but degrade at around pH 5. Furthermore, these particles can encapsulate 
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either drugs such as paclitaxel or a rhodamine dye. As a proof of concept rhodamine loaded 

nanoparticles would be include in the alginate particle synthesis. Changing the filter set of the inverted 

microscope for one suitable for rhodamine (Nikon filter set G2-A) would enable observation of the 

dye release. It is hypothesised that a single particle in a glucose solution (initial pH 7.0) would not 

release the dye due an insufficient shift in pH. However, clusters of 10 or more particle would cause 

the dye loaded nanoparticles to burst allowing the rhodamine dye to leach out. 

Alternatively the particle disintegration method reported by Jaggers and Bon could be employed.74,75 

In this instance alginate particles would be loaded with urease and a dye such as Rhodamine. Placed 

in a solution of urea (initial pH 5.0) and EDTA, single particles would remain intact. However, clusters 

of particles would raise the pH to an extent that EDTA transitions into its Ca2+ chelating form, causing 

disintegration of the alginate particle and a burst release. A drawback of this method at present is the 

size of the alginate particles. Taylor et al77 showed that 2 mm diameter alginate particles require very 

little urease (4-5 units cm-3 of Ca-alginate particle) for individual particles to exhibit a pH switch from 

5.0 to 9.0. Since EDTA starts to chelate to at pH > 6.5, low enzyme loading would be required. However, 

it was also shown that the degree of urease loading to observe a pH switch (pH 5.0-9.0) was inversely 

proportional to the particle diameter.77 Therefore, the generation of smaller particles would enable a 

greater margin of error to achieve en masse particle disintegration. 
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7.2.3.3 Volumetric response 

 

Figure 7-4 A) modelled quorum sensing response of GOx loaded alginate particles at 10 and 100 mins, using equation 6.3 

and parameters given in Table 7. Theoretical quorum sensing response of GOx loaded pMAA (B)) and chitosan (crosslinked 

with a 1:2 volumetric ratio of chitosan solution:GST; C)) assuming; 2.11 mm particle diameter, enzyme loading 

4.82 units cm-3 and no change in enzyme activity between polymers, nor change in activity with swelling of particle. 

In chapter 5 pH responsive chitosan and PMAA particles were synthesised. It was proposed that such 

particles could be used as the polymeric body to encapsulate GOx. However, due to a number of 

reasons including a perceived lack of response in the transitionary pH region and loss of enzyme 

activity either during synthesis or subsequent reactions, no further action was taken. Despite there 

only being a slight change in the size of the polymer particles a QS type volumetric response is 

hypothesised for pMAA and chitosan particles (see Figure 7-4). Both particles would have to be 

judiciously loaded with GOx, since they are much smaller than the alginate particles. Furthermore, the 

GOx will have to be immobilised within the polymer matrix since volumetric transitions are thought 

to aid the leaching of catalytic material.72 

7.2.3.3.1 Enzyme immobilisation 

In this thesis glucose oxidase has been physically entrapped within a polymer matrix. To draw the 

conclusions already made it must be assumed that the enzyme is not diffusing out of the particle 
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during ratiometric studies. To be certain of that no diffusion of the enzyme is occurring the enzyme 

could be chemically immobilising it onto the polymer backbone through bioconjugation. Chemical 

immobilisation tethers the enzyme onto the polymer backbone through the formation of covalent 

bonds to the polymer particle. These covalent bonds are formed between exposed amino acid 

residues of an enzyme and a linking agent to the polymer matrix. This can be achieved through ‘click’ 

of the thiol group of cysteine337 or utilisation of amine groups present in lysine’s side chain or at the 

protein’s N-terminus. For examples of reactions between amine groups and linking agents see Table 

8. 

Table 8 Some methods of biocojugation through reactions with amine residues on the protein 

Reaction type and scheme Example of linking agent 

Schiff Base338 

 

 

 

glutaraldehyde 

Ring opening260,339 

 

 

genipin 

N-alkyl carbamate bond formation340 

 

 

Methacrylic acid 

N-hydroxysuccinimide ester 

Nucleophilic addition/elimination341 

 
 

Methacryloyl chloride 

Chemical immobilisation of the enzyme to the polymer matrix is an attractive prospect since the 

enzyme is unable to diffuse out of the particle into the bulk solution due to the covalent bonds 
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tethering it to the particle. Furthermore, judicious selection of the polymer matrix has been shown to 

heighten enzymatic activity and tolerance to environmental stresses.342 The enzyme creatine kinase 

was immobilised onto a silicate sol-gel, exhibiting a 100-fold increase in stability when exposed to high 

temperatures.343 However, activity and stability of the enzyme can decrease as well as the enzyme 

becoming less substrate specific. This is thought to be due to non-complementary surface chemistries 

of the enzyme and substrate, steric hindrances and or inappropriate microenvironments.324,325 Some 

enzymes like chloroperoxidase may exhibit enhanced stereoselectivity upon immobilisation344, whilst 

some lipases have been shown to switch from being (S)-selective to (R)-selective.345 

One of the biggest drawbacks of chemical immobilisation is that it often requires the enzyme to be 

placed within a polymerisation which can expose it to free radicals and elevated temperatures which 

tends to denature the enzyme. Furthermore, altering the chemistry along the enzyme’s backbone can 

kinetically lock it into a non-functioning conformer. It should also be noted that although the type of 

residue can be selected the location of binding cannot, as such, binding may sterically hinder the 

functional site of the enzyme. 

7.2.3.4 Oscillatory Behaviour  

In 2018 Bánsági and Taylor reported a model of urease loaded microparticles that demonstrated 

various quorum sensing induced responses including oscillatory behaviour.73 In their model 100 µm 

particles loaded with urease (500 units cm-3) demonstrated oscillatory behaviour when in hexagonally 

packed clusters of 50-400 particles. Both these models and earlier ones were lead by experimental 

data collected from urease loaded alginate particles discussed earlier (see section 1.5).77  
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9. Appendices 
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9.1 Appendix: Aqueous Acid-Base Equilibria and Titrations 

Although acids and bases have been known of for thousands of years they have only truly 

been understood since the 19th century. It was the work of Davy1 in 1811 that showed 

hydrochloric acid did not contain oxygen, and it was the hydrogen rather than oxygen that 

imparted acidity. Over the following century the modern understanding of acidity continued 

to develop with von Liebig in 18382 introducing the concept of mobile, replaceable hydrogen. 

But it was Arrhenius who cemented the current concept of acidity as electrolytic dissociation, 

replacing von Liebig’s hydrogen with a proton (H+), which can dissociate from an acid and OH- 

which can dissociate from a base.  Such a definition also applies to H2O which can dissociate 

to H3O+ and OH-. 

There are many ways to define acids and bases but the most appropriate for the body of work 

is that of Brønsted-Lowry who define acids as H+ donors and bases as H+ acceptors.3 Thereby, 

showing acids and bases to be complementary in nature since a proton-less acid is a base and 

a protonated base is an acid. As such acids and bases can be considered as conjugate acid-

base pairs. This definition allows acids and bases to be independent of their solvent, therefore 

applying to solventless reactions like that of HCl and NH3 vapours. 

The concept of pH arises from the proton concentration in aqueous solutions varying from 10 

M down to 10-17 M. Sorensen defined pH as the negative log of proton concentration (eq. (A-

1.1)).2 The logarithmic function allows this wide range of concentration to be encompassed 

and being a negative log makes the pH predominantly a positive value. Since it is only strong 

acids like HCl at high concentrations which have aqueous proton concentrations greater than 

1 M. It is not just the convenience of the log scale that has made pH ubiquitous but also its 

proportional relationship with the electrode potential of a glass electrode, which remains the 

most facile and robust method of pH measurement for bulk solutions.  

 𝑝𝐻 = − log[𝐻+] (A-1.1) 

The mass action law underpins all chemical equilibria. It was first introduced by Goldberg and 

Waage before being refined by Horstmann and later Van’t Hoff. The mass action law states 

that the rate of a chemical reaction is proportional to the product of the 

concentrations/activities of the reactants. For an equilibrium of chemical species: 
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(A-1.2a) 

 
𝐾 =

[𝑃]𝑝[𝑄]𝑞[𝑅]𝑟

[𝐴]𝑎[𝐵]𝑏[𝐶]𝑐
 (A-1.2b) 

Where a, b, c, … and p, q, r, … are the associated stoichiometric coefficients. When the 

concentration of each species are denoted in the form of [N] the ratio of the product of the 

left hand side ([A]a[B]b[C]c) and product of the right hand side ([P]p[Q]q[R]r) at equilibrium is 

constant. Therefore, the equilibrium constant (K) for such a system is defined by equation (A-

1.2b). Acid-base equilibria utilise dissociation constants. For a monoprotic acids (HA) such as 

hydrochloric acid or acetic acid exist in an equilibrium between its protonated and 

deprotonated states. 

 
 

(A-1.3) 

The point at which the equilibrium lies is dictated by the acid dissociation constant (Ka), 

where: 

 Ka =
[H+][A−]

[HA]
 (A-1.4) 

The acid dissociation constants for di- and triprotic acids like oxalic and citric acids respectively 

can be determined by treating the dissociation of the protons in a stepwise manner. For 

triprotics (H3A): 

 
 

(A-1.9) 

 
 

(A-1.10) 

 
 

(A-1.11) 

 

Where the dissociation constants respectively are 

 Ka1 =
[H+][H2A−]

[H3A]
 (A-1.12) 
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 Ka2 =
[H+][HA2−]

[H2A−]
 (A-1.13) 

 Ka3 =
[H+][A3−]

[HA2−]
 (A-1.14) 

9.1.1 Concentration fractions 

When weak acids like gluconic and acetic acid are in solution only a fraction of the acid 

dissociates, as a result a solution of a weak monoprotic acid contains HA, A-, H+ and OH-. The 

hydroxide ions and a portion of the protons come from the aqueous solvent. For a solution of 

known volume and mass of weak acid the total analytical concentration (C) is the sum of all 

form the acid can take, which can be expressed as: 

 C = [HA] + [A−] (A-1.15) 

The concentration fraction (α) of the protonated and deprotonted species can be denoted as: 

 αHA =
[HA]

C
 (A-1.16) 

 αA− =
[A−]

C
 (A-1.17) 

 

Therefore, 

 αHA + αA− = 1 (A-1.18) 

 

The subscript of HA and A- are often replaced with 1 and 0 respectively where the integer 

indicate the number of dissociable protons. Combining the equation for total analytical 

concentration (eq. (A-1.15)) with the concentration fraction equation (eq. (A-1.16)) gives: 

 α1 =
[HA]

C
 (A-1.19) 

 α1 =
[HA]

[HA] + [A−]
 (A-1.20) 

From the acid dissociation constant (eq. (A-1.4)) [𝐻𝐴] an be substituted with [𝐻+]
[𝐴−]

𝐾𝑎
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 α1 =
[H+]

[A−]
Ka

[H+]
[A−]
Ka

+ [A−]
 (A-1.21) 

Finally, the equation can be simplified with the cancelling of [𝐴−] 

 α1 =
(

[H+]
Ka

)

(
[H+]
Ka

) + 1
 (A-1.22) 

 α1 =
[H+]

[H+] + Ka
 (A-1.23) 

Likewise, the concentration fraction of the deprotonated acid can be written as: 

 

α0 =
[A−]

C
=

[A−]

[HA] + [A−]
=

[A−]

[H+]
[A−]
Ka

+ [A−]
=

1

[H+]
Ka

+ 1

=
Ka

[H+] + Ka
 

(A-1.24) 

Concentrations fractions are essential since they are explicit functions of [H+] and the acid dissociation 

constant(s) (Ka), whilst remaining independent of total analyte concentration. The concentration 

fractions of diprotic and triprotic acids can also be expressed in a similar manner. For triprotic acids: 

 α3 =
[H+]3

[H+]3 + [H+]2Ka1 + [H+]Ka1Ka2 + Ka1Ka2Ka3
 (A-1.28) 

 α2 =
[H+]2Ka1

[H+]3 + [H+]2Ka1 + [H+]Ka1Ka2 + Ka1Ka2Ka3
 (A-1.29) 

 α1 =
[H+]Ka1Ka2

[H+]3 + [H+]2Ka1 + [H+]Ka1Ka2 + Ka1Ka2Ka3
 (A-1.30) 

 α0 =
Ka1Ka2Ka3

[H+]3 + [H+]2Ka1 + [H+]Ka1Ka2 + Ka1Ka2Ka3
 (A-1.31) 

Where 𝐾𝑎1 < 𝐾𝑎2 < 𝐾𝑎3 

As with [H+] more usefully observed in the logarithmic form, concentration (𝐶) observed in a 

logarithmic form (𝑙𝑜𝑔(𝐶)) is also advantageous. It not only enables the concentration of all species to 

be viewed over a wide range of values but also gives rise to a plot formed of mostly linear segments 

with integer slopes. 
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Figure 9-1 logarithmic concentration diagram as a function of pH for gluconic acid (0.1 molar) pKa 3.86. 4,5 

For example the logarithmic concentration diagram of a monoprotic acid (such as gluconic acid at 

equilibrium) as a function of pH (see Figure 9-1) has 2 straight lines corresponding to [H+] and [OH-] 

whose slopes are -1 and 1 respectively assuming the self-ionisation of water (kw) is 10-14. The 

protonated form of gluconic acid (HA) and deprotonated form (A-) share an asymptote where the pKa 

is equal to the pH and log (𝑐) is equal to the log of the total analytical concentration (log (𝐶)). The 

protonated form has two regions that are linear the first is when the pH is much less than the pKa, 

where, 

 [HA] = Cα1 =
C[H+]

[H+] + Ka
 (A-1.32) 

As such log (𝑐) = log (𝐶). The other linear portion occurs when the pH is much greater than the pKa. 

When 

 [HA] = Cα1 =
C[H+]

Ka
 (A-1.33) 

Which results in a slope of -1, since; 

 𝑙𝑜𝑔 c = 𝑙𝑜𝑔[H+] + 𝑙𝑜𝑔 C − 𝑙𝑜𝑔 Ka =  −pH + 𝑙𝑜𝑔 C − 𝑙𝑜𝑔 Ka (A-1.34) 

The deprotonated form is analogous to HA, when pH is much less than the pKa; 

 [A−] = Cα0 =
CKa

[H+] + Ka
≈

CKa

[H+]
 (A-1.35) 

When pH is much greater than the pKa  
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 [A−] = Cα0 =
C[H+]

[H+] + Ka
≈ C (A-1.36) 

[HA] and [A-] intersect when the pH is equal to the pKa 

 [A−] = Cα0 =
C[H+]

[H+] + Ka
=

C

2
 (A-1.37) 

 [HA] = Cα1 =
C[H+]

[H+] + Ka
=

C

2
 (A-1.38) 

Therefore; 

 𝑙𝑜𝑔 c = 𝑙𝑜𝑔 C − 𝑙𝑜𝑔 2 ≈ 𝑙𝑜𝑔 C − 0.30 (A-1.39) 

 

Figure 9-2. Logarithmic concentration diagrams of A) citric acid and B) phosphoric acid species. both are 0.1 molar 
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For triprotic acids like citric acid and phosphoric acid (Figure 9-2 A) and B) respectively) the logarithmic 

concentration diagram only has linear portion when the pH is either much less than pKa1 or much 

greater than pKa3. Linear portions can also be observed in if the intermediate pKa’s are sufficiently far 

apart as with phosphoric acid. 

9.1.2 Titrations 

Titrations are commonly used in both industry and research as they quantify the amount of a specific 

substance within a sample by chemically reacting it with a known amount of a suitable reagent. This 

results in an observable equivalence point i.e. a point at which the amount of substance is 

equal/proportional to the known amount of reagent. The concentration of the substance (s) can be 

expressed mathematically as 

 Cs =
sCtVt

Vs
 (A-1.40) 

Where C is the concentration and V is the volume, subscripts s and t indicate titrant and substance 

respectively. For the titration of an acid (a) with a base (b) or vice versa the subscript of s and t is often 

replaced with a or b. The progression curve of the titration of any acid by any base can be described 

by 

 
Vb

Va
=

FaCa − ∆

FbCb + ∆
 (A-1.41) 

Where;  

 ∆ = [H+] − [OH−] = [H+] −
Kw

[H+]
  (A-1.42) 

The acid dissociation function (𝐹𝑎) is the sum of all dissociated protons from the acid. As such for a 

strong monoprotic acid (hydrochloric acid) 𝐹𝑎 = 1 since the acid fully dissociates at any pH. For a weak 

monoprotic acid (acetic acid): 

 Fa = α0 (A-1.43) 

For a triprotic acid (phosphoric acid) 

 Fa = α2 + 2α1 + 3α0 (A-1.45) 

Similarly, the base dissociation function is the sum of all partially or fully protonated forms of the base. 

Therefore, a strong monoprotic base’s (sodium hydroxide) 𝐹𝑏 = 1 and a weak base (sodium acetate) 

is: 
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 Fb = α1 (A-1.46) 

For the conjugate base to a triprotic acid (trisodium sodium) 

 Fb = α1 + 2α2 + 3α3 (A-1.47) 

The progression curve describing the titration of an acid by a base (equation (A-1.41)) can be extended 

to the titration of any mixture of 𝑖 acids with as mixture of 𝑗 bases: 

 
Vb

Va
=

∑ FaiCaii − ∆

∑ Fbjj Cbj + ∆
 (A-1.48) 
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Figure 9-3 Progression curves generated from equation (A-1.48) for the titration of 0.3 M acid (A) acetic acid (pKa 4.76) 4,5; B) 

phosphoric acid (pKas 2.15, 7.20 and 12.32) 4,5 with 0.3 M NaOH (pKa 13.8).6 

Examples of such curves generated from this equation are shown in Figure 9-3. The progression of a 

titration of 𝑗 bases by 𝑖 acids is simply the inverse: 

 
Va

Vb
=

∑ Fbjj Cbj + ∆

∑ FaiCaii − ∆
 (A-1.49) 
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9.1.2.1 Titration Error  

In potentiometric titrations errors can occur via numerous aspects for example improper cell design, 

i.e. the placement of the stirrer, burette tip and sensing electrode. Errors can also arise from lags in 

the system and noise.  Moreover, poorly calibrated equipment or systems can cause an overall offset 

due to drift, this can lead to significant errors. Potentiometric titration methods are often used to 

calculate proton concentration. Which is obtained from the pH measurement. Since pH and [H+] have 

a logarithmic relationship a small error in pH can produce a large error in [H+]. It’s important to note 

that titration errors can be minimised by using the appropriate experimental design, being extra 

vigilant and ensuring repeated precise calibration is performed. Such a calibration requires buffer 

solutions are of known pH accurate to two decimal places. Furthermore, the calibration should be 

carried out with three or more buffers, in order to obtain an accurate offset and gradient. 

9.1.3 Buffers 

Titrations focus on the steep change in pH near the equivalence point. Whereas, buffers deal with the 

specific point where the pH change is small on the addition of a strong acid/base. In chemical systems 

especially those in living cells, maintaining the pH within narrow bounds is essential. Furthermore, all 

enzymes exhibit pH dependence. A shift in pH taking an enzyme outside of its normal pH range can 

dramatically decrease an enzymes activity, sometimes irreversibly (see section 1.7.4 Figure 1-11). 

Buffer regions of a titration curve are those which exhibit only a small shift in pH as an acid or base is 

added. These regions often occur around the buffers dissociation constant (pKa±1). This buffer action 

is utilised by living organisms to stabilise pH. Furthermore, such pH stabilisation is a passive process. 

9.1.4 Buffer Strength 

Buffer action can be defined in terms of a titration curve. However, this means the property is defined 

and dependent upon 2 solutions, the sample and the titrant. A more useful definition is that it’s 

dependent on the properties of a given solution, assuming the titrant is of infinite concentration and 

a strong acid/base. Such a definition was used by Van Slyke (1922) to define the buffer value (β) as: 

β = Cb (
d (

Vb
Va

⁄ )

d pH
)

Cb→∞

= − 𝑙𝑛(10) × Cb [
d (

Vb
Va

⁄ )

d(ln[H+])
]

Cb→∞

= − 𝑙𝑛(10) × Cb[H+] [
d (

Vb
Va

⁄ )

d[H+]
]

Cb→∞

 

(A-1.50) 

Where the factor – ln(10) ≈ 2.3 is due to the conversion from 𝑝𝐻 = − log[𝐻+] to ln[𝐻+]. Buffer 

strength (B; also known as buffer capacity) simplifies the buffer equation to 
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B =
β

𝑙𝑛(10)
= −Cb[H+] [

d (
Vb

Va
⁄ )

d[H+]
]

Cb→∞

 (A-1.51) 

Which only holds for the addition of base. Whereas, 

B =
β

𝑙𝑛(10) 
= −Ca[H+] [

d (
Vb

Va
⁄ )

d[H+]
]

Cb→∞

 (A-1.52) 

Is applicable to for the addition of acid. Both result in a facile determination of buffer strength since 

there is no ln(10) factor to be considered. For strong acids and bases the buffer strength is simply 

defined as: 

B = [H+] + [OH−] (A-1.53) 

Therefore, for concentrated monoprotic acid/base B is for all practical purposes equal to its 

concentration C. For a single weak monoprotic acid/base of total analytical concentration (C) 

B = [H+] + α1α0C + [OH−] (A-1.54) 

And for a mixture of 2 or more such weak monoprotic acid/bases 

B = [H+] + ∑ α1iα0iCi
i

+ [OH−] (A-1.55) 

For a single diprotic weak acid or base 

B = [H+] + (α2α1 + 4α2α0 + α1α0)C + [OH−] (A-1.56) 

For a single triprotic weak acid or base 

B = [H+] + (α3α2 + 4α3α1 + 9α3α0 + α2α1 + 4α2α0 + α1α0)C + [OH−] (A-1.57) 

Where the coefficients are the square of the index differences on the α: 4 = (3 − 1)2 etc.  
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Figure 9-4 The buffer strength (B) as a function of pH of; A) water; B) acetic acid (0.3 M, pKa 4.76)4,5 and its salts; C) 

phosphoric acid (0.3 M, pKa1 = 2.15, pKa1 = 7.20, pKa1 = 12.33)4,5 the pKas of which are well separated, however, two of the 

buffer regions overlap with those of water. 

Examples of the application of the buffer strength equations are shown in Figure 9-4. The generalised 

buffer strength equation for mixtures of non-interchangeable species is expressed as 

B = [H+] + ∑ Ci

i

∑ ∑(j − k)2αijαik +

j

K=1

jmax

J=1

[OH−] (A-1.58) 

Where 𝑖 is the number of non-interchangeable components.  

9.1.5 Activity Effects 

Dissociation constants like Ka and Kw are often treated as true constants. However, they are dependent 

on temperature and in principle pressure. An example is the dissociation of the second proton from 

phosphate (pKa2) has a value of 7.20 under standard atmospheric conditions. Increasing the 

temperature to 37 °C lowers pKa2 to 7.16, whereas lowering the temperature to 4°C raises pKa2 to 

7.26.7 It should be noted that not all acids/bases exhibit such a large shift dissociation constant and as 

a rule of thumb all constants can be considered approximately constant. Dilution does not have an 

effect on constants. 



A-13 
 

9.1.5.1 Ionic strength 

Ionic strength was first observed Lewis and Randall (1921) when studying the activity coefficients of 

strong electrolytes. However, it was Debye and Huckle (1923) who described ionic strength in their 

setting out of the Debye-Huckle theory. Ionic strength is a measure of the ions in the solution where 

the ionic concentration of each species (ci) is weighted by its valency (zi): 

I =
1

2
∑ zi

2ci

i

 (A-1.59) 

The factor of ½ makes the ionic strength equal to the concentration of a single 1:1 electrolyte. By 

excluding non-charged species ionic strength is a reflection of the coulombic interactions. 

Furthermore, electroneutrality requires any macroscopic volume of electrolyte solution to contain an 

equivalent number of anions to cations. Individual ions can move relatively freely throughout the 

solution. However, ions of the same charge repel on another whilst opposites attract. As such the 

average cation-anion distance is smaller than the cation-cation/anion-anion distances. On average 

ions are coulombically attracted (lowering energy) by being in an electrolyte solution and more so at 

high ionic strength. This effect can be treated through a correlation term, the activity coefficient (𝑓) 

and can be introduced in: 

a = fc (A-1.60) 

Where a=activity and c is concentration. 

Activity corrections effect the value of an equilibrium constant since interionic attractions lower 

energetics of ions. Corrections have no effect on H+ nor electron conditions since these are derived 

from mass and charge balance equations. Nor do they alter the equivalence volume (Ve) of a titration. 

However, it may slightly change the shape of the titration curve. 

9.2 Appendix: Diffusion 

Consider a solution where no external forces are at work and the system is at equilibrium (i.e. the 

solute is distributed evenly throughout). In such a system each molecule (i) present can be 

characterised by its chemical potential (μ; or the solutes partial molal Gibb’s free energy): 

 
𝜇𝑖 =  Ḡ𝑖 = (

𝜕𝐺

𝜕𝑛𝑖
)

𝑝,𝑇,𝑛𝑗

= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
(A-2.61 a) 

 𝑑𝜇𝑖 = 0 (A-2.61 b) 

Where G is the total Gibbs free energy of the system and ni is the number of moles of solute i. When 

external forces are applied equation (A-2.61 a) must be altered accordingly to incorporate the force. 
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Let us take the earth’s atmospheric composition as a function of altitude. To work with this system a 

gravitational element has to be introduced resulting in the gravito-chemical potential (�̃�𝑖), which is 

defined by: 

 �̃�𝑖 = 𝜇𝑖 + 𝑀𝑖𝜙 (A-2.62 a) 

At equilibrium: 

 𝑑�̃�𝑖 = 𝑑𝜇𝑖 + 𝑀𝑖 𝑑𝜙 = 0 (A-2.62 b) 

Where 𝜙 is the gravitational potential (= 𝑔ℎ) and Mi is the molar mass. Since chemical potential can 

be written as: 

 𝜇𝑖 = 𝜇𝑖
𝑜 + 𝑅𝑇 𝑙𝑛 𝑎𝑖  

      ≅ 𝜇𝑖
𝑜 + 𝑅𝑇 𝑙𝑛 𝑐𝑖   

(A-2.63) 

Where R is the gas constant, T is the temperature, ai is the activity of i and ci is its concentration as a 

function of height. Assuming the system is ideal concentration (ci) is determined to be: 

 
𝑑 𝑙𝑛𝑐𝑖 = −

𝑀𝑖 𝑔 𝑑𝐻 

𝑅 𝑇
 (A-2.64) 

For a colloidal system, gravitational forces are of greater significance than molecular solutions.8 

9.2.1 Fick’s Laws of Diffusion 

When no external fields are present the chemical potential of a substance in a phase at equilibrium is 

constant. In contrast, if the μi is to vary between two points in the system then substance I will diffuse 

so to equalise the chemical potential throughout the system. Diffusion is directly proportional to the 

spatial gradient of μi (the driving force of diffusion). For a one-dimensional system the can 

mathematically expressed as: 

 
Ƒ𝑑 = −

𝑑𝜇𝑖 

𝑑𝑥
 (A-2.65) 

Where Ƒd is the driving force. Substitution of equation of (A-2.62a) into (A-2.65) gives: 

 
Ƒ𝑑 = −

𝑑 

𝑑𝑥
(𝜇𝑖

𝑜 + 𝑅𝑇 𝑙𝑛[ 𝑐𝑖 𝑚𝑜𝑙−1 𝐿 ])  (A-2.66 a) 

 
=  −

𝑅𝑇

𝑐𝑖
 
𝑑𝑐𝑖

𝑑𝑥
                                    (A-2.66 b) 

Since 𝜇𝑖
𝑜 is constant throughout the phase. Furthermore, molecular diffusion force can be written as: 

 
ƒ𝑑 = −

𝑘𝑏 𝑇

𝑐𝑖
 
𝑑𝑐𝑖

𝑑𝑥
   (A-2.67) 
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Where kb is the Boltzmann constant. When a particle is subjected to this “force” motion occurs. Such 

movement is perturbed by a viscous (drag) force (ƒv), it is noteworthy that for a particle of smooth 

shape is proportional to the particle’s velocity: 

 ƒ𝑣 =  𝐵𝑢  (A-2.68) 

Where B is the frictional coefficient (from drag) and u is the particles initial velocity (m s-1). ƒv increases 

until it is equal to the diffusional force, when the particle reaches its terminal velocity (v). Therefore; 

 ƒ𝑑 = 𝐵𝑣 (A-2.69) 

A materials flux (flow) per unit area (Ji) is proportional to it diffusional velocity (v): 

 𝐽𝑖 = 𝑣 𝑐𝑖  (A-2.70) 

Material flux can be re-written to be Fick’s first law of diffusion: 

 
𝐽𝑖 = −𝐷

𝑑𝑐

𝑑𝑥
   (A-2.71) 

Where D is the diffusion coefficient and re-working of equation (271) and subsequently equations (A-

2.70) and (A-2.69) respectively shows: 

 
𝐷 = −

𝐽𝑖

(𝑑𝑐
𝑑𝑥⁄ )

   (A-2.72 a) 

 𝐷 = −
𝑣 𝑐

(𝑑𝑐
𝑑𝑥⁄ )

   (A-2.72 b) 

 
𝐷 = −

ƒ𝑑  𝑐

𝐵(𝑑𝑐
𝑑𝑥⁄ )

   (A-2.72 c) 

Therefore, from equation (A-2.67) the diffusion coefficent is: 

 
𝐷 = −

𝑘𝑏 𝑇

𝐵
   (A-2.73 a) 

 
𝐷 = −

𝑘𝑏 𝑇

6 𝜋 ƞ 𝑅𝐻
 (A-2.73 b) 

Equation (A-2.73 b) is the Stokes-Einstein equation, where ƞ is the viscosity and RH is the particle 

radius. 
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9.2.2 Time Dependent Diffusion Processes 

 

Figure 9-5 Schematic of diffusion in a plane showing flux (J) along the x-axis where A is the area of the yz plane. 

Fick’s first law is only applicable to a concentration gradient that is constant in time which only occurs 

under exceptional circumstances. More often the material (of a fixed amount) is initially limited to a 

region from which it diffuses away. Therefore, the concentration gradient has time dependence (see 

Figure 9-5). 

For such a system the amount of material within a thin slab of the system between 𝑥 and (𝑥 + 𝛿𝑥) is: 

 𝐴𝛿𝑥 𝜕𝑐(𝑥,𝑡)

𝜕𝑡
 (A-2.74) 

Which is equal to the difference between the influx (𝐽𝑖(𝑥,𝑡)) and efflux (𝐽𝑖(𝑥+𝛿𝑥,𝑡)) of matter. Therefore, 

the amount of material in the region of interest can be expressed as: 

 𝜕𝑐(𝑥,𝑡)

𝜕𝑡
=

𝐽(𝑥,𝑡)𝐴

𝐴𝛿𝑥
−

𝐽(𝑥+𝛿𝑥,𝑡)𝐴

𝐴𝛿𝑥
 (A-2.75) 

And substitution of equation (A-2.71) into (A-2.75) gives: 

 𝜕𝑐(𝑥,𝑡)

𝜕𝑡
=

1

𝛿𝑥
[−𝐷 (

𝜕𝑐(𝑥,𝑡)

𝜕𝑥
)

𝑥
+ 𝐷 (

𝜕𝑐

𝜕𝑥
)

𝑥+𝛿𝑥
] 

 
𝜕𝑐(𝑥,𝑡)

𝜕𝑡
=

𝐷

𝛿𝑥
[− (

𝜕𝑐

𝜕𝑥
)

𝑥
+ (

𝜕𝑐

𝜕𝑥
)

𝑥
+ 𝛿𝑥 (

𝜕2𝑐

𝜕𝑥2)
𝑥

] 

(A-2.76 a) 

 𝜕𝑐  

𝜕𝑡
= 𝐷

𝜕2𝑐

𝜕𝑥2
 (A-2.76 b) 

Equation (A-2.76 b) is also known as Fick’s second law of diffusion. Such partial differentials can be 

solved using a variety of methods. There are three equations that are discussed here. These are 

diffusion from a plane, Diffusion from a point source and continuous diffusion from a point source. 
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9.2.3 Diffusion in a plane 

 

Figure 9-6 1 dimensional representation of diffusion from a plane source where each box is 2000 µm wide and the yz plane 

measures 1 µm2 

The model for diffusion in a plane stipulates that initially all the solute molecules are confined to a 

thin strip of the system. This strip contains n0  moles of solute; all of which can diffuse perpendicularly 

to the initial plane (see Figure 9-6).  

It has been shown that the change in concentration as a function of time and distance is essentially a 

one-dimensional solution for “random walking” of particles: 

 
𝑐(𝑥,𝑡) =

𝑛0

𝐴
(

𝜏

0.5𝜋𝑙2𝑡
)

1
2

exp (−
𝜏𝑥2

2𝑙2𝑡
) (A-2.77) 

Where A is the cross-sectional area of the 𝑦𝑧 plane, 𝑙 is the minimum measurable distance in the x 

axis and the time for the diffusion steps (τ) is: 

 
𝜏 =

𝑙2

2𝐷
 (A-2.78) 

Substitution of equation (A-2.78) into equation (A-2.77) give: 

 

𝑐(𝑥,𝑡) =
𝑛0

𝐴
(

1

4𝜋𝐷𝑡
)

1
2

exp (−
𝑥2

4𝐷𝑡
) (A-2.79 a) 

 
𝑐(𝑥,𝑡) =

𝑛0

𝐴√𝜋𝐷𝑡
exp (−

𝑥2

4𝐷𝑡
) (A-2.79 b) 
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The exponential function must be dimensionless, therefore if x is given in metres Dt must have units 

of m2 and as such the diffusion coefficient must have units of m2 s-1.  

 

Figure 9-7 Graphical representation the variation of concentration with time and position when diffusing from a plane where 

each box is 2000 µm wide and the yz plane measures 1 µm2 

Figure 9-7 shows graphically shows that concentration distribution varies with time. As time increases 

the distribution of solute throughout the solvent tends to uniformity. The key limitation of the 

diffusion in a plane model is that all the particles only move perpendicularly to their initial plane. 

However, this model is of use when considering a quorum sensing system whose particle analogies 

can be drawn between diffusion in a plane and gravimetric aggregation of polymer particles. Therefore 

such a model could help when initially modelling aggregation of quorum sensing particles. 

9.2.4 Diffusion from a point source 

Diffusion from a point source is of greater use for modelling the release of not only the signalling 

molecules from quorum sensing particles but also the release of their cargo/tracer molecules. In the 

case diffusion from a point source the concentration of diffusing solute is considered to be spherically 

symmetric as such the concentration is dependent on the radius (r) from the point of origin rather 

than its distance from the original plane as previously discussed. The equation for diffusion in a sphere 

is given as: 

 
𝑐(𝑟,𝑡) =

𝑛0

(4𝜋𝐷𝑡)
3
2

exp (−
𝑟2

4𝐷𝑡
) (A-2.80) 
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Figure 9-8 1) a 2D representation and 2) corresponding graphical representation of the diffusion of particles from a point 

source in a sphere with a radius of 500 microns showing that as time tends to infinity the concentration becomes constant 

throughout the system. 

The pre-exponential denominator is raised to the power of 2/3 to account for the 3 dimensional 

structure of the system. Figure 9-8 shows a simulation for 19 particles being released from a point 

source up to a radius of 500 μm. Common diffusion coefficients vary in order from 10-10–10-8 m2 s-1.  

Diffusion from a point source will be useful for when modelling and fitting data collected on 

cargo/tracer molecule release. However, in order to get to this stage in the synthetic quorum sensing 

system previously laid out a signal must be released which can be detected. It has already been 

discussed how a variety of enzyme could be used to do this. Such biocatalyst produce a product at a 

steady continuous rate. Therefore, the model for diffusion must be modified to take into account the 

continued production of solute which makes the concentration of solute at it source near constant. 

9.2.5 Diffusion from a continuous source 

The solution for diffusion from a point source which is continuously liberating the diffusing solute at a 

specific rate, is through the integration of equation (A-2.80) with respect to time t. Take a single 

synthetic quorum sensing particle that has been proposed earlier, due to its enzyme motifs 

continuously synthesises signal molecules at a specific rate (q). These molecules then diffuse from its 

source into an infinite volume. The concentration such a molecule at time t and at distance r from the 

particle is: 
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𝑐(𝑟,𝑡) =

1

8(𝜋𝐷)
3
2

∫ 𝑞(𝑡′)𝑒𝑥𝑝 {
−𝑟2

4𝐷(𝑡 − 𝑡′)
}

𝑑𝑡′

(𝑡 − 𝑡′)
3
2

𝑡

0

 (A-2.81) 

From integration of equation (A-2.80) with respect to time. If q remains constant, then this can be re-

written: 

 
𝑐(𝑟,𝑡) =

𝑞

4𝜋𝐷𝑟
erfc (−

𝑟2

√4𝐷𝑡
) (A-2.81) 
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Figure 9-9 A model of continuous diffiusion using equation A-2.81 
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