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Abstract

Cluster Groups: Groups with Presentations Arising from Cluster Algebras

Isobel Webster

Each quiver appearing in a seed of a cluster algebra determines a corresponding group,

which we call a cluster group, defined via a presentation. Grant and Marsh showed that,

for quivers appearing in seeds of cluster algebras of finite type, the associated cluster

groups are isomorphic to finite reflection groups, thus are finite Coxeter groups. There are

many well-established results for Coxeter presentations and we are interested in whether

cluster group presentations possess comparable properties.

As for finite Coxeter groups, we can consider parabolic subgroups of cluster groups.

We prove that, in the type An case, an isomorphism exists between the lattice of subsets of

the set of defining generators of the cluster group and the lattice of its parabolic subgroups.

Moreover, we show each parabolic subgroup has a presentation given by restricting the

presentation of the whole group. In addition, we provide a method for obtaining a positive

companion basis of the quiver.

For more general quivers, we prove an alternative exchange lemma for the associated

cluster group by showing that each element has a factorisation with respect to a given

parabolic subgroup. In the type An case, we also consider elements whose reduced ex-

pressions all begin with a certain fixed generator and examine the form of these reduced

expressions.

Finally, we provide an alternative proof to the known fact that the length function on

a parabolic subgroup of a Coxeter group of type An agrees with the length function on the

whole group and discuss an analogous conjecture for cluster groups.
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Introduction

Cluster groups arise from the theory of cluster algebras and are closely connected to finite

Coxeter groups.

A finite Coxeter group is an abstract group arising from a Coxeter presentation, a

group presentation whose relations are of a certain form. An outline of the rich history

of research of these groups is given in [7, Historical Note], where it is explained how

Coxeter groups evolved from the theory of finite reflection groups when [10] proved that

each finite reflection group can be defined by a Coxeter presentation. Conversely, [11]

later showed that every finite Coxeter group has a realisation as a reflection group, thus

classifying the finite Coxeter groups.

The finite reflection groups can be classified via the irreducible root systems and their

corresponding Dynkin diagrams [33, Chapter 2].

The applications of Coxeter groups are widespread throughout algebra [7], analysis

[27], applied mathematics [9] and geometry [20]. However, the many combinatorial prop-

erties of Coxeter groups make them an interesting topic of research in their own right (see

[4]).

Similarly, the article [37] discusses the tremendous growth of the relatively new theory

of cluster algebras which has resulted from the field’s connections with a wide range of

subjects. Relating group presentations to cluster algebras is one such recent development.

Cluster algebras were introduced by Fomin and Zelevinsky in order to construct a

model for dual canonical bases in semisimple groups [23]. However, their applications

have spread into numerous areas of mathematics such as combinatorics [24], quiver rep-

resentation theory [45] and Poisson geometry [26].

A cluster algebra is a subalgebra of the field of rational functions, F=Q(u1,u2, ...,un),

on a finite number of indeterminates. It is determined by an initial input known as a

seed, consisting of a free generating set of F over Q and an integral skew-symmetrizable

matrix, called the exchange matrix. When the exchange matrix is skew-symmetric, it is

represented by a quiver and the cluster algbera is called skew-symmetric. A combinatorial

process called mutation is repeatedly applied to the initial seed, yielding more seeds, and

from this process a generating set for the cluster algebra is produced. The elements of this

generating set are known as the cluster variables of the cluster algebra. A cluster algebra is

1
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of finite type if it has finitely many cluster variables. The classification of cluster algebras

of finite type [24, Theorem 1.9] shows that a skew-symmetric cluster algebra is of finite

type if and only if there is a seed containing a quiver which is an oriented simply-laced

Dynkin diagram. Moreover, it is shown that the cluster variables of the cluster algebra

are in bijection with the almost positive roots of the root system of the same Dynkin type.

Thus the classification of the cluster algebras of finite type demonstrates a connection

between Coxeter groups and cluster algebras.

This connection was further developed in [3], which associated to each quiver ap-

pearing in a seed of a cluster algebra of finite type a group presentation and showed that

the corresponding group is invariant under mutation. For oriented Dynkin diagrams, this

presentation is precisely a Coxeter presentation. Consequently, the group is isomorphic

to a finite reflection group of the same Dynkin type as the cluster algebra from which

the quiver arises. In addition, similar presentations have been defined for affine Coxeter

groups [19] and Artin braid groups, in the simply-laced case [28] and the finite type case

[29]. Considering the group presentation associated to each mutation-Dynkin quiver in

[28], together with the additional set of relations that specify that the square of each gen-

erator is equal to the identity, [28, Lemma 2.5] shows the resulting group is isomorphic

to the group with presentation defined by [3]. Thus, we obtain another presentation as-

sociated to any quiver appearing in a skew-symmetric cluster algebra of finite type that

gives a group that is isomorphic to a finite reflection group of the same Dynkin type. It

is this group presentation, based on the work done in [28], that is considered here. These

presentations make sense for any cluster quiver and so we are interested in considering

them more generally. Due to the context given above, we call the corresponding group a

‘cluster group’.

There is significant existing research into the fields of both cluster algebras and finite

Coxeter groups. The theory of cluster groups provides an interesting connection between

these influential topics. However, cluster group presentations have yet to be thoroughly

studied as an independent concept. This thesis aims to build a body of results for cluster

group presentations. In particular, it contains three main results which demonstrate that

certain properties of the Coxeter presentations of a finite reflection group are transferable

to the cluster group presentation.

As for Coxeter groups, we can define a parabolic subgroup of a cluster group to be

a subgroup generated by a subset of the set of defining generators in the cluster group

presentation. The first main result, given in Chapter 6, shows that there exists a lat-

tice isomorphism between the collection of subsets of the generators of a cluster group

presentation associated to quivers of mutation-Dynkin type An and the set of parabolic

subgroups of the cluster group. Chapter 6 also contains the second main result, that each

parabolic subgroup has a cluster group presentation given by restricting the presentation
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of the whole group. The final result appears in Chapter 7 and shows any cluster group

associated to a cluster quiver satisfies a property similar to the ‘Exchange Property’ for

Coxeter groups (see [4, Theorem 1.5.1]).

An outline of the thesis is as follows.

In Chapter 1 we will present the necessary background material for root systems, finite

reflection groups, and finite Coxeter groups. This includes details on the classification of

the finite reflection groups via root systems, Cartan matrices and the Dynkin diagrams as

well as a brief summary of the properties of finite Coxeter groups that will motivate some

of our lines of research into cluster groups.

Chapter 2 will set out the definition and classification of the cluster algebras of finite

type, including the interpretation of this classification for skew-symmetric cluster alge-

bras using the simply-laced Dynkin diagrams. An additional focus will be given to the

properties of quivers appearing in skew-symmetric cluster algebras of finite type An. In

particular, we will show how a graph, known as the braid graph, can be associated to a

quiver of mutation-Dynkin type An.

Given n≥ 0, the finite Coxeter group of type An is isomorphic to the symmetric group,

Σn+1 [7, Chapter VI, Section 4.7]. This property will be used to prove our first main

result: a lattice isomorphism theorem for cluster groups of mutation-Dynkin type An. In

preparation, Chapter 3 recalls key definitions and results for set partitions, lattices and

lattice homomorphisms, as well as the Young subgroups of Σn+1.

The focus of Chapter 4 is to formally introduce a cluster group associated to a cluster

quiver. Elementary results will be given for cluster groups, such as using results from

[28] to check invariance of the associated cluster group under mutation of the quiver.

Furthermore, we will give definitions of the length function and parabolic subgroups,

analogous to those in the theory of Coxeter groups.

Chapter 5 and Chapter 6 contain a study of the cluster groups associated to quivers of

mutation-Dynkin type An. Chapter 5 shows how the braid graph can be used to construct

a group isomorphism between the associated cluster group and Σn+1 and to obtain a posi-

tive companion basis of the quiver. The first two main results of the thesis are established

in Chapter 6. Namely, we use results from Chapter 5 to prove that there exists a lat-

tice isomorphism between the collection of subsets of the generators of the cluster group

presentation associated to quivers of mutation-Dynkin type An and the set of parabolic

subgroups of the cluster group. This result is achieved by associating a set partition to

each subset of the set of generators and constructing and composing lattice isomorphisms

between a lattice of set partitions, a lattice of Young subgroups and the lattice of parabolic

subgroups of the cluster group. In Chapter 6, we give cluster group presentations of the

parabolic subgroups of cluster groups of this type. We note that the results appearing in

Chapter 6, along with several results from Section 4.2 and Section 5.2, have been pub-
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lished in [52]

Finally, in Chapter 7 we consider cluster groups more generally and prove an ‘alterna-

tive’ exchange lemma for cluster group presentations. The proof relies on the existence of

a factorisation of a reduced expression of each element with respect to a given parabolic

subgroup. In this chapter we also further explore the format of reduced expressions of

elements in the cluster groups of mutation-Dynkin type An. It is shown that there exists a

reduced expression conforming to a particular arrangement for elements whose reduced

expressions all begin in a fixed generator. The chapter concludes by giving a new ap-

proach to proving the known fact that the length function on a parabolic subgroup of a

finite Coxeter group of type An agrees with the length function on the whole group. We

conjecture that the parabolic subgroups of a cluster groups possess the same property and

discuss a possible approach to proving this.



Chapter 1

Finite Reflection Groups

1.1 Introduction

The inter-play between root systems, Cartan matrices, finite reflection groups and finite

Coxeter groups is crucial in the study of cluster groups and so we begin by establishing

the definitions of these mathematical objects and summarising their classifications.

It is well known that the equivalence classes of the Cartan matrices of finite type

classify the irreducible crystallographic root systems of real inner product spaces, up to

isomorphism, via the Dynkin diagrams. Root systems, the concept of which originates

from Lie theory [17], are subsets of real inner product spaces whose elements satisfy

certain criteria.

Furthermore, each root system, Φ, of a real inner product space, V , gives rise to

a finite reflection group, W , acting on V . This is done by taking W to be the group

generated by the set of reflections in the hyperplanes orthogonal to the elements of Φ [17,

Section 11.3.1]. In fact, every finite reflection group can be generated in this way [33,

Theorem 1.5]. Under this correspondence, the crystallographic root systems correspond

to the crystallographic finite reflection groups, which are known as the Weyl groups [33,

Section 2.9].

The theory of finite reflection groups is well-established and it has been shown that

each finite reflection group has a Coxeter presentation [33, Theorem 1.9], a group pre-

sentation with certain restrictions on the defining relations. Any group with a Coxeter

presentation is called a Coxeter group. Every finite Coxeter group can be viewed as a

(not necessarily crystallographic) finite reflection group on a real inner product space [33,

Section 5.3].

Any Coxeter group can be represented by its Coxeter graph, which defines the Coxeter

presentation of the group, and these graphs classify the Coxeter groups [7, Chapter VI,

Section 4, Theorem 1].

5



6 Chapter 1. Finite Reflection Groups

In this chapter, we will give the key definitions of root systems, finite reflection groups

and Coxeter groups and look in further detail at the correspondence between Cartan matri-

ces of finite type, crystallographic root systems, finite reflection groups and finite Coxeter

groups. Where relevant, we will demonstrate how the Dynkin diagrams can be used to

represent these structures.

1.2 Root Systems

In this section we will define an irreducible crystallographic root system in a real inner

product space and a Cartan matrix of finite type. We will outline how the isomorphism

classes of the irreducible crystallographic root systems are in bijection with the equiv-

alence classes of the Cartan matrices of finite type, which are classified by the Dynkin

diagrams.

Let V be a real inner product space where the inner product of any α,β ∈V is denoted

by (α,β ).

Definition 1.2.1. [7, Chapter V, Section 2] A reflection on V is a linear operator on V

which sends some α ∈ V to −α and fixes the hyperplane, Hα , orthogonal to α . Such a

reflection is denoted by sα and is given by the formula:

sα(β ) = β −2
(α,β )

(α,α)
α, β ∈V.

For any α ∈ V , the reflection sα is an orthogonal linear transformation [40, Lemma

4.1.3]. That is, reflections preserve the inner product.

Definition 1.2.2. [33, Section 1.2] A root system in V is a finite subset Φ of V \{0} such

that, for all α ∈Φ, the following hold.

(1) The reflection sα restricted to Φ gives a bijection from Φ onto itself (i.e. sα(Φ) =

Φ).

(2) Φ∩Rα = {±α}.

A root system, Φ, of V is crystallographic if, for all α,β ∈ Φ, the following condition is

also satisfied.

(3) 2 (α,β )
(α,α) ∈ Z.
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Remark 1.2.3. Some authors also require that Φ spans V [17] and, in the affine case,

the group generated by the corresponding reflections, given the discrete topology, acts

properly on V [38, Section 1.2]. However, excluding these additional assumptions doesn’t

affect the development of the results cited in this chapter.

Let Φ be a root system in V.

Definition 1.2.4. [17, Definition 11.7] If Φ cannot be written as a disjoint union of two

non-empty subsets Φ1 and Φ2 such that (α,β ) = 0 for all α ∈Φ1, β ∈Φ2, then Φ is said

to be irreducible.

Definition 1.2.5. [17, Definition 11.19] The root system Φ′ of the real inner product space

V ′ is isomorphic to Φ if there exists a vector space isomorphism ϕ : V −→ V ′ such that

ϕ(Φ) = Φ′ and 2 (α,β )
(α,α) = 2 (ϕ(α),ϕ(β ))

(ϕ(α),ϕ(α)) , for all α,β ∈Φ.

Definition 1.2.6. [33, Section 1.3] A subset Π of Φ is a simple system for Φ if the follow-

ing conditions hold.

(1) Π is a basis for RΦ (as a subspace of V ).

(2) For all α ∈Φ, α can be written as a linear combination of elements in Π such that

the coefficients are either all non-negative or all non-positive.

Example 1.2.7. For n ≥ 1, take V = Rn+1 together with the dot product on V. Consider

the basis {e1, ...,en+1} of V , where ei is the vector with 0 in every entry except the ith

entry, which is equal to 1. We define:

Φ = {±(ei− e j) : 1≤ i < j ≤ n+1} ⊆V

and

Π = {αi = ei− ei+1 : 1≤ i≤ n} ⊆Φ.

Then Φ is a root system with simple system Π. To see this, we first show that, for each

α ∈Φ, sα |Φ : Φ−→Φ is a bijection. For any 1≤, i, j,k, l ≤ n+1, where i 6= j and k 6= l,

we have

s(ei−e j)(ek− el) = (ek− el)− [(ek,ei)− (el,ei)− (ek,e j)+(el,e j)](ei− e j).
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If i, j,k, l are all distinct, then [(ek,ei)−(el,ei)−(ek,e j)+(el,e j)]= 0, so s(ei−e j)(ek−

el) = (ek− el) ∈Φ.

If i = k, j 6= l then s(ei−e j)(ek− el) = (ek− el)− (ek− e j) = (e j− el) ∈Φ.

If i 6= k, j = l then s(ei−e j)(ek− el) = (ek− el)− (ei− el) = (ek− ei) ∈Φ.

If i = l, j 6= k then s(ei−e j)(ek− el) = (ek− el)+(el− e j) = (ek− e j) ∈Φ.

If i 6= l, j = k then s(ei−e j)(ek− el) = (ek− el)+(ei− ek) = (ei− el) ∈Φ.

If i = k and j = l or i = l and j = k then s(ei−e j)(ek− el) = (ek− el)±2(ek− el) =

(el− ek) ∈Φ.

So sα(Φ) ⊆ Φ. As sα : V −→ V is a bijection, s|Φ is injective. So sα(Φ) = Φ, as

required.

Clearly, {α,−α} ⊆ Φ∩Rα for all α ∈ Φ. Conversely, if β ∈ Φ∩Rα then β = rα ,

for some r ∈ R, and β = ±(ei− e j), for some 1 ≤ i < j ≤ n. Equating these, as α is of

the form ±(ep−eq) for some 1≤ p < q≤ n, it follows that r =±1 and α = (ei−e j). So

β ∈ {α,−α}. That is, {α,−α}= Φ∩Rα .

We now show that Π is a simple system. For each 1≤ i < j ≤ n+1, we have

(ei− e j) = (ei− ei+1)+(ei+1− ei+2)+ ...+(e j−1− e j).

So every element of Φ can be written as a linear combination of elements in Π (so Π

spans RΦ) with either all non-negative or all non-positive coefficients.

Moreover, if Σn
i=1ri(ei − ei+1) = 0, for some ri ∈ R, then 0 = Σn

i=1ri(ei − ei+1) =

r1e1 +Σn
i=2(ri− ri−1)ei− rnen+1. Thus r1 = 0 and rn = 0 and it follows that ri = 0 for all

1 ≤ i ≤ n. Thus the elements of Π are linearly independent and so, as we have already

shown that Π spans RΦ, Π is a basis for RΦ. So Π satisfies Definition 1.2.6.

Theorem 1.2.8. [33, Theorem 1.3(b)] Every root system has a simple system.

Definition 1.2.9. [17, Section 11.31] Let Φ be a root system in a real inner product space,

V. We define a group associated to Φ generated by reflections on V by:

WΦ = 〈sα : α ∈Φ〉.

When Φ is crystallographic, we call WΦ the Weyl group of Φ.
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Lemma 1.2.10. [17, Lemma 11.12] (or [33, Section 1.2]) Let Φ be a root system. Then

WΦ is finite.

Remark 1.2.11. The proof of [17, Lemma 11.12] requires that Φ spans the inner prod-

uct space. However, this requirement can be accommodated by considering Φ as a root

system of RΦ. Moreover, only crystallographic root systems are being considered in [17,

Lemma 11.12] but the proof continues to hold when it is generalized to all root systems.

Theorem 1.2.12. [17, Theorem 11.16] Suppose that Π and Π′ are both simple systems of

Φ. Then there exists an element w ∈WΦ such that Π′ = {w(α) : α ∈Π}.

In order to classify the irreducible crystallographic root systems, we need to define a

Cartan matrix of finite type.

Definition 1.2.13. [36, Section 1.1] A generalised Cartan matrix is an integral n× n

matrix, A = (ai j), such that

(a) For all 1≤ i≤ n, aii = 2.

(b) For all i 6= j, ai j ≤ 0.

(c) For all i 6= j, if ai j = 0 then a ji = 0.

If A also satisfies the additional condition:

(d) [36, Section 4] The principal minors of A are positive.

then A is a Cartan matrix of finite type.

Definition 1.2.14. Two n×n Cartan matrices of finite type, A = (ai j) and A′ = (a′i j), are

equivalent if there exists a permutation σ of {1,2, ...,n} such that A′ = (aσ(i),σ( j)).

It is easy to see that Definition 1.2.14 defines an equivalence relation on the set of

Cartan matrices of finite type. These equivalence classes are classified by the Dynkin

diagrams.

Definition 1.2.15. [36, Chapter 4] Given an n× n Cartan matrix, A, of finite type, the

Dynkin diagram corresponding to A, denoted by S(A), is the graph on n vertices where,

if |ai j| 6= 0, the vertices i and j are joined by |ai j| edges. Moreover, if |ai j| ≥ |a ji| and

|ai j|> 1 then we add an arrow to the edges, pointing towards i.



10 Chapter 1. Finite Reflection Groups

Note that, up to relabelling of the vertices, the Dynkin diagram, S(A), determines the

Cartan matrix of finite type, A, up to equivalence. That is, S(A) = S(A′) if and only if A

and A′ are equivalent.

Definition 1.2.16. [36, Section 0.3] An n×n Cartan matrix, A= (ai j), is indecomposable

if there is no non-trivial subsets I,J ⊂ {1, ...,n} such that I∩ J = /0, I∪ J = {1, ...,n} and

ai j = 0 whenever i ∈ I, j ∈ J.

Theorem 1.2.17. [36, Theorem 4.8(a)] If A is an indecomposable Cartan matrix of finite

type then S(A) is one of the following connected diagrams:

An, n ≥ 1

Bn, n ≥ 2

Cn, n ≥ 3

Dn, n ≥ 4

E6

E7

E8

F4

G2

We refer to the Dynkin diagrams An,Dn,E6,E7 and E8 as the simply-laced Dynkin
diagrams and their corresponding equivalence classes of Cartan matrices of finite type as

the simply-laced Cartan matrices of finite type.

Definition 1.2.18. [7, Chapter VI, Section 1.5, Definition 3] Let Φ be a crystallographic

root system in a real inner product space V with simple system Π = {α1, ...,αn}. The

Cartan matrix of Φ is the matrix given by A = (ai j), where

ai j = 2
(αi,α j)

(αi,αi)
.
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By Theorem 1.2.12, together with the fact that reflections preserve the inner product

of V , the Cartan matrix of a root system does not depend on the choice of simple system

(up to equivalence).

Example 1.2.19. Consider the root system Φ with simple system Π as given in Example

1.2.7. In the case n = 3, the corresponding Cartan matrix:

A =


2 −1 0

−1 2 −1

0 −1 2


From Definition 1.2.15, the corresponding Dynkin diagram, S(A), will be of type A3:

S(A) = A3,

In general, for n ≥ 1, the corresponding Cartan matrix for the root system Φ will be the

n×n matrix:

A =



2 −1 0 0 . . . 0

−1 2 −1 0 . . . 0

0 −1 2 −1 . . . 0
... . . . ...

0 0 0 . . . 2 −1

0 0 0 . . . −1 2


It follows that S(A) will be the Dynkin diagram of type An:

S(A) = An,

Theorem 1.2.20. [34, Section 11.1] Two crystallographic root systems are isomorphic if

and only if their corresponding Cartan matrices are equivalent.

Theorem 1.2.21. Any Cartan matrix corresponding to an irreducible, crystallographic

root system is indecomposable and of finite type.

Therefore Definition 1.2.18 defines an injective mapping from the isomorphism classes

of irreducible, crystallographic root systems and the equivalence classes of indecompos-

able Cartan matrices of finite type. In fact, the following theorem shows that this mapping

is a bijection.

Theorem 1.2.22. [17, Section 13.2] Every Cartan matrix of finite type gives rise to a

crystallographic root system.
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1.3 Finite Reflection Groups and Coxeter Presentations

In this section we will see how every finite reflection group arises from a root system and

vice versa.

Definition 1.3.1. A finite reflection group is a finite group generated by a set of reflections

on a real inner product space.

Note that while a finite reflection group is necessarily generated by a finite set of

reflections, a reflection group which is generated by a finite set of reflections is not nec-

essarily finite [33, Chapter 4].

By Lemma 1.2.10, if Φ is a root system in a real inner product space, V , then WΦ

is a finite reflection group. Conversely, given a finite reflection group, W , acting on a

real inner product space V , we can obtain a root system in V in the following way. For

each reflection sα ∈W , consider the line, Rα , orthogonal to Hα . Clearly, for all β ∈ V ,

β ∈ Rα if and only if w(β ) ∈ Rw(α) for all w ∈W . Furthermore, we have the following

proposition.

Proposition 1.3.2. [33, Proposition 1.2] For any sα ∈W, sw(α) ∈W for all w ∈W.

That is, each element of W permutes the set of lines L= {Rα : sα ∈W}. This, together

with the fact that reflections preserve the inner product on V, means that the collection of

all vectors of the same length lying on the lines in L, satisfies the definition of a root

system in V. Let Φ represent this root system. By Theorem 1.2.8, we can fix some simple

system Π of Φ.

Theorem 1.3.3. [33, Theorem 1.5] For any finite reflection group, W, acting on a real

inner product space V, there exists a root system Φ in V such that W =WΦ.

By Lemma 1.2.10, from each root system Φ, we can define a finite reflection group

and, by Theorem 1.3.3, each finite reflection group arises from a root system. The finite

reflection groups arising from crystallographic root systems (i.e. the Weyl groups) are

also referred to as the crystallographic reflection groups (see [33, Section 2.8]).

Remark 1.3.4. Non-isomorphic root systems can give rise to isomorphic reflection groups.

For example, the root systems of type Bn and Cn give rise to isomorphic reflection groups

[33, Section 2.9].

In order to classify the finite reflection groups completely, we first need to define a

Coxeter presentation and its Coxeter graph.
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Definition 1.3.5. [44, Section 1.1] Let X be a set. A word on X is an ordered tuple of

elements in X tX−1, where X−1 = {x−1 : x ∈ X} is a copy of X. We denote the tuple

w = (w1,w2, ...,wk) by w = w1w2...wk.

Definition 1.3.6. [44, Section 1.1] Consider the two words on a set X given by u =

u1u2...u j and w=w1w2...wk. The concatenation of u with w is the word uw= u1u2...u jw1w2...wk.

Definition 1.3.7. [44, Section 1.4] A reduced word on a set X is a word on X in which x

and x−1 are never adjacent for any x ∈ X. The empty word, denoted by e, is the unique

0-tuple of elements in X tX−1 and is a reduced word.

Definition 1.3.8. [44, Section 1.4] Given a set X, the free group generated by X, denoted

by F(X), is the set of all reduced words on X under multiplication given by concatenation

of words, followed by deleting all pairs x−1x and xx−1. Note that this is well-defined as

two different reductions on a word will result in the same reduced word [44, Theorem

1.2].

Definition 1.3.9. [44, Section 1.2] Given a subset, R, of a free group, F(X), the normal

closure of R is the normal subgroup of F(X):

NR = {w−1
1 rε1

1 w1w−1
2 rε2

2 w2...w−1
n rεn

n wn : wi ∈ F(X),ri ∈ R,εi ∈ {±1},n≥ 0}

Taking an index set I, let R be a set of relations of the form xi = yi, where xi,yi ∈ F(X),

for i ∈ I. After replacing R with the subset {xiy−1
i : i ∈ I} of F(X), we construct NR as

given in the definition above.

Definition 1.3.10. [44, Section 2.1] Given a set, X , together with a set, R, of relations on

the elements of X, the group presentation 〈X |R〉 denotes the quotient group F(X)/NR.

We say that the group F(X)/NR (or any group isomorphic to F(X)/NR) has group pre-

sentation 〈X |R〉.

Definition 1.3.11. [33, Section 5.1] A group, W, is a Coxeter group if there exists a group

presentation of W of the form

〈S|R〉

where S = {s1, ..,sn} is a non-empty set and R is the set of relations of the form (sis j)
m(i, j),

for all si,s j ∈ S, where m(i, j) ∈ N∪{∞} with m(i, j) = 1 if i = j, and m(i, j)≥ 2 other-

wise. If m(i, j) = ∞ then no relation occurs on si and s j. The pair (W,S) is known as a

Coxeter system.
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Definition 1.3.12. [7, Chapter IV, Section 1.9] Given a Coxeter system, (W,S), the Cox-

eter graph of W is the graph on n vertices, labelled by the set {1, ...,n}, where i and j are

joined by an edge when m(i, j)≥ 3. If m(i, j)> 3, the edge is labelled by m(i, j).

Definition 1.3.13. [7, Chapter IV, Section 1.9] A Coxeter system, (W,S), is irreducible if

the underlying graph of its Coxeter graph is connected.

Example 1.3.14. Consider the group, G, arising from the Coxeter presentation

〈s1,s2|(sis j)
m(i, j)〉

where

m(i, j) =


1 if i = j

3 if i 6= j

So

G = {e,s1,s2,s1s2,s2s1,s1s2s1}

and has Coxeter graph:

1 2

Theorem 1.3.15. [7, Chapter VI, Section 4.1, Theorem 1] Let (W,S) and (W ′,S) be ir-

reducible finite Coxeter systems. Then W and W ′ are isomorphic if and only if W and

W ′ have isomorphic Coxeter graphs. Moreover, if (W,S) is an irreducible finite Coxeter

system, the Coxeter graph of W is one of the following graphs:

An, n ≥ 1,

Bn, n ≥ 2,
4

Dn, n ≥ 4,

E6

E7

E8

F4
4
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H3
5

H4
5

I2(m)
m

Therefore, the irreducible finite Coxeter groups are classified by their Coxeter graphs.

In general, the Coxeter graph of a finite Coxeter group must be a disjoint union of the

graphs in Theorem 1.3.15.

Theorem 1.3.16. [33, Theorem 1.9] Let Φ be a root system in a real inner product space

V. Then the finite reflection group, WΦ, has a group presentation:

〈{sα : α ∈Π}|(sαsβ )
m(α,β ) = e〉

where m(α,β ) is the order of the element (sαsβ ) ∈WΦ, for each α,β ∈Π.

That is, WΦ = 〈sα : α ∈Π〉 is subject only to the relations given above. As m(α,α)= 1

and, for all α,β ∈Π, m(α,β )≥ 2 when α 6= β , the finite reflection group associated to a

root system is a finite Coxeter group. Thus the isomorphism classes of the finite reflection

groups are also determined by the Coxeter graphs in Theorem 1.3.15. In fact, as we shall

see in Section 1.4, every finite Coxeter group can be viewed as a finite reflection group,

so the finite Coxeter groups and the finite reflection groups coincide.

In particular, we note that the Weyl groups have Coxeter presentations. We recall that

a finite reflection group, W , is a Weyl group if W = WΦ for some crystallographic root

system Φ. Consider the Dynkin diagram of Φ. By replacing any double edge with a

single edge labelled by 4 and any triple edge with a single edge labelled by 6, we obtain

the Coxeter graph of W . Consequently, we are able to read the Coxeter presentation of

WΦ from the Dynkin diagram of Φ [7, Chapter VI, Section 4.2].

Remark 1.3.17. It follows that the isomorphism classes of the Weyl groups are deter-

mined by the underlying graphs of the Dynkin diagrams. Moreover, by considering these

underlying graphs, we can conclude that the only non-isomorphic irreducible crystallo-

graphic root systems giving rise to isomorphic finite reflection groups are those of type

Bn and Cn. For all other Dynkin diagrams, the corresponding finite reflection groups are

pairwise non-isomorphic.

Example 1.3.18. Consider the root system Φ of type An, described in Example 1.2.7,

whose Cartan matrix is give in Example 1.2.19. From the underlying graph of the Dynkin

diagram of type An, we see that the finite reflection group WΦ has Coxeter presentation:
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〈sα1,sα2, ...,sαn|(sαisα j)
m(i, j)〉

where

m(i, j) =


1 if |i− j|= 0

2 if |i− j|> 1

3 if |i− j|= 1

1.4 Properties of Coxeter Groups

Coxeter presentations give an insightful perspective into the Coxeter groups as they pos-

sess strong properties. Following [33, Section 5.3], we will provide a geometric inter-

pretation of a given finite Coxeter group, showing it can be viewed as a finite reflection

group. We will also outline some of the defining characteristics of finite Coxeter groups.

To begin, the following proposition shows that a finite Coxeter group has order at least

2.

Proposition 1.4.1. [33, Proposition 5.1] Let (W,S) be a finite Coxeter system. There is a

unique surjective homomorphism

ε : W −→ {±1},

ε : si 7−→ −1.

It follows that each generator si ∈ S has order 2 in W.

Given a finite Coxeter system, (W,S), we can view W as a finite reflection group on

the vector space V over R with basis {αi : 1≤ i≤ n} and bilinear form

B(αi,α j) =−2cos
(

π

m(i, j)

)
.

For each si ∈ S, we define a linear transformation, σi, on V by

σi(β ) = β −B(αi,β )αi, β ∈V.

By calculation, it is clear that σi sends αi to −αi, fixes Hαi pointwise, preserves the

bilinear form and has order 2 in GL(V ). We note that V is now a real vector space with

bilinear form and each σi can be considered as a more general kind of reflection in the

hyperplane orthogonal to αi.
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Proposition 1.4.2. [33, Proposition 5.3, Corollary 5.4] There exists a unique, injective

homomorphism

σ : W −→ GL(V )

σ : si 7−→ σi

such that any element in the image of σ preserves the bilinear form on V . Moreover, the

order of sis j in W is precisely m(i, j), for all si,s j ∈ S.

Using this geometric representation of W , we can view W as a finite reflection group

on V .

Theorem 1.4.3. [33, Theorem 6.4] If W is a finite Coxeter group then W is a finite reflec-

tion group.

As every finite reflection group has a Coxeter presentation, we have that the finite

reflection groups are precisely the finite Coxeter groups.

For ease, we will denote σ(w)(αi) simply by w(αi), for each w ∈W. We define a root

system in V by

Φ = {w(αi) : w ∈W,1≤ i≤ n} ⊆V

We call the elements of Φ the roots of W . Each root, w(αi) ∈ Φ, can be written as some

linear combination of the basis elements, α j, with real coefficients:

w(αi) = ∑
s j∈S

c jα j

If the coefficients, c j, are either all positive or all negative, we say w(αi) is positive
and negative, respectively. The roots are a useful tool for proving results about Coxeter

groups. Before outlining some of these results, we require some key definitions.

From the definition of group presentations, any element w of W can be written as

w = sa1
i1 sa2

i2 ...s
ar
ir ,

where 1≤ i j ≤ n and a j =±1, for all 1≤ j≤ r. As each generator is of order 2, it follows

that w can be written in the form

w = si1si2...sir .

The length of w, l(w), is the smallest r such that w = si1si2 ...sir , for some si j ∈ S, and a

reduced expression of w is any expression of w as a product of l(w) elements of S [33,

Section 5.2].
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Theorem 1.4.4. [33, Theorem 5.4] For any w ∈W and si ∈ S, if l(wsi)< l(w) then w(αi)

is a negative root and if l(wsi)> l(w) then w(αi) is a positive root.

This gives the following corollary.

Corollary 1.4.5. [33, Section 5.4] Any root α ∈Φ is either positive or negative.

Thus {αi : 1 ≤ i ≤ n} is a simple system of Φ. We call the elements of this set the

simple roots of W .

For any subset I ⊆ S, WI denotes the subgroup of W generated by I. Any subgroup of

W which can be obtained in this way is called a parabolic subgroup of W [33, Section

5.4]. Given any w ∈WI , we can also consider the length of w with respect to I. That is,

let lI(w) be the smallest r such that w = si1si2...sir for some si j ∈ I. We also define the set

W I = {w ∈W : l(wsi)> l(w) ∀si ∈ I}.

Lemma 1.4.6. [4, Lemma 2.4.3] For any finite Coxeter system (W,S) and subset I ⊆ S,

w ∈W I if and only if no reduced expression of W ends in an element of I.

Proposition 1.4.7. [4, Proposition 2.4.4] For any finite Coxeter system (W,S) and subset

I ⊆ S, every w ∈W has a unique factorisation

w = ab, for some a ∈W I,b ∈WI

such that l(w) = l(a)+ l(b).

Theorem 1.4.8. [33, Theorem 5.5] For any finite Coxeter system (W,S) and I ⊆ S the

following hold.

(a) With the given values m(i, j), (WI, I) is a finite Coxeter system.

(b) l = lI .

(c) The collection of parabolic subgroups of W forms a lattice under inclusion and the

assignment I 7−→WI defines a lattice isomorphism between the lattice of subsets of

S and the lattice of parabolic subgroups of W.

(d) S is a minimal generating set for W.

A group, W, with generating set S, each of whose elements is of order 2, is said to

satisfy the Exchange Property if the following holds.
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If w = s1...sr is an expression of w ∈W and s ∈ S is such that l(sw) < l(w)
then sw = s1...ŝ j...sr for some 1≤ j ≤ r.

The Exchange Property is a characterizing result for Coxeter groups.

Theorem 1.4.9. (The Exchange Lemma) [4, Theorem 1.5.1] A group, W, with generating

set S such that each element of S is of order 2 satisfies the Exchange Property if and only

if (W,S) is a Coxeter system.

It can be useful to reinterpret the Exchange Property as the Deletion Property:

If w = s1...sr is an expression of w ∈W and l(w)< r, then w = s1...ŝi...ŝ j...sr
for some 1≤ i < j ≤ r.

A group, W, with generating set S, such that each element of S is of order 2, satisfies

the Exchange Property if and only if it satisfies the Deletion Property [4, Theorem 1.5.1],

meaning either one can be used as an identifying property of a Coxeter groups.

Consider an expression w = si1 ...sir (not necessarily reduced) of an element w ∈W.

For each 1≤ j ≤ r, we define the root β j = sirsir−1 ...si j+1(αi j), where βir is interpreted as

αir . These roots provide insight into the given expression of w ∈W .

Lemma 1.4.10. [33, Section 5.6] Given an expression w= si1 ...sir of w∈W, the following

hold.

(a) The expression si1...sir is reduced if and only if β j 6= βk for all 1≤ j,k ≤ r, j 6= k.

(b) The set of roots {β j : 1 ≤ j ≤ r} ⊆ Φ is precisely the set of positive roots sent to

negative roots by w.

(c) The length of w is equal to the number of positive roots turned negative by w. That

is, l(w) = |{β j : 1≤ j ≤ r}|, if w = si1 ...sir is reduced.

By definition, each root α ∈ Φ can be written as α = w(αi), for some w ∈W and

1≤ i≤ n. By considering the action on V, it can be seen that sα = wsαiw
−1 [33, Section

5.7]. Thus the following equality holds.

{sα : α ∈Φ}=
⋃

w∈W

wSw−1.

Finally, we have the following useful results for the reflections in W.

Lemma 1.4.11. [33, Section 5.7] The assignment α 7−→ sα defines a bijection between

the set of positive roots and the set of reflections in W.

Lemma 1.4.12. [33, Lemma 5.7 and 5.8] If α,β ∈ Φ and β = w(α) for some w ∈W,

then sβ = wsαw−1.
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Chapter 2

Cluster Algebras

2.1 Introduction

The topic of cluster groups arises from the theory of cluster algebras, which were intro-

duced by Fomin and Zelevinsky in order to construct a model for dual canonical bases in

semisimple groups [23].

A (skew-symmetric) cluster algebra [23, Section 2] is a subalgebra of the field of ratio-

nal functions, F=Q(u1,u2, ...,un), on a finite number of indeterminates. It is determined

by an initial input, known as a seed, consisting of a free generating set of F over Q and a

cluster quiver i.e. a quiver with no loops or two-cycles. A combinatorial process called

mutation is repeatedly applied to produce more seeds. A generating set for the cluster

algebra is then given by the union of the seeds. The elements of this generating set are

known as the cluster variables of the cluster algebra. This notion of mutating, which

involves a local change in the quiver relating to a choice of vertex, is at the heart of the

definition of a cluster algebra.

A cluster algebra is of finite type if it has finitely many cluster variables. The classi-

fication [25] of the cluster algebras of finite type corresponds to the classification of the

finite crystallographic root systems via Cartan matrices and their corresponding Dynkin

diagrams. In this classification, it is shown that a skew-symmetric cluster algebra is of

finite type if and only if it has a seed containing a cluster quiver which is an orientation

of a (possibly disconnected) simply-laced Dynkin diagram. Thus, each skew-symmetric

cluster algebra of finite type contains a seed whose quiver defines a Coxeter presentation

giving rise to the reflection group of the same Dynkin type.

This correspondence suggests a connection between root systems and cluster algebras

of finite type. In fact, [24, Theorem 1.9] shows that the cluster variables of a cluster

algebra of finite type are in bijection with the almost positive roots of the corresponding

root system.

21
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In this chapter, we will recall the definitions of a quiver, quiver mutation and a cluster

algebra as well as how cluster quivers can be used to record the strong isomorphism

classes of the skew-symmetric cluster algebras. We will state the classification theorem

for cluster algebras of finite type via the Cartan matrices of finite type and examine the

role this classification gives to the skew-symmetric cluster algebras of finite type in the

theory of finite reflection groups.

In the final sections, we will outline some existing background theory relating to quiv-

ers appearing in the skew-symmetric cluster algebras of finite type that will be useful,

in later chapters, for proving results about cluster groups associated to these quivers.

Namely, we will recall how the quivers arising from cluster algebras of finite type An,

for n≥ 1, arise from triangulations of polygons and how to obtain a graph, known as the

braid graph of the quiver, from these triangulations.

Finally, we will see the definition of a companion basis of a quiver appearing in the

skew-symmetric cluster algebras of finite type and recall some useful results about them.

2.2 Quivers and Quiver Mutation

In this section we define a vertex-labelled cluster quiver and the mutation of a cluster

quiver at a fixed vertex.

Definition 2.2.1. A quiver is a quadruple Q = (Q0,Q1,s, t) where Q0 and Q1 are sets and

s : Q1 −→ Q0 and t : Q1 −→ Q0 are functions. We interpret Q as a directed graph where

Q0 is the set of vertices and Q1 is the set of arrows and the functions s and t are such

that s(α) ∈ Q0 determines the source of the arrow α ∈ Q1 and t(α) ∈ Q0 determines the

target.

Example 2.2.2. The quiver given by Q = ({1,2,3},{α,β},s, t) where s and t are defined

by s(α) = 1,s(β ) = 3 and t(α) = t(β ) = 2 is interpreted as the directed graph:

1 α // 2 3
βoo

Definition 2.2.3. A cluster quiver is a quiver with no loops or 2-cycles.

Definition 2.2.4. An isomorphism between two quivers Q=(Q0,Q1,s, t) and P=(P0,P1,s′, t ′)

is a pair of bijections f = ( f0, f1) where

f0 : Q0 −→ P0 and f1 : Q1 −→ P1

satisfy
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f0(t(α)) = t ′( f1(α)) and f0(s(α)) = s′( f1(α)) for all α ∈ Q1

Two quivers are isomorphic if there exists an isomorphism between them.

Definition 2.2.5. A vertex-fixing isomorphism between two quivers is a quiver isomor-

phism f = ( f0, f1) such that f0 is the identity map. Two quivers are vertex-fixing isomor-

phic if there exists an vertex-fixing isomorphism between them.

We can partition the collection of all quivers into isomorphism classes where two quiv-

ers lie in the same isomorphism class if and only if they are isomorphic. An isomorphism

class of quivers can be viewed as a quiver in which the vertices and arrows are unlabelled.

Similarly, we can partition the collection of all quivers into vertex-fixing isomorphism

classes: two quivers lie in the same vertex-fixing isomorphism class if and only if they are

vertex-fixing isomorphic. A vertex-fixing isomorphism class of quivers can be viewed as

a quiver in which the vertices are labelled but the arrows are not. We may refer to such

quivers as vertex-labelled quivers.

Note that if two quivers lie in the same vertex-fixing isomorphism class, they will lie

in the same isomorphism class. Thus the vertex-fixing isomorphism classes partition the

isomorphism classes.

Going forward, we shall consider cluster quivers up to vertex-fixing isomorphism.

Thus our quivers will have labelled vertices but unlabelled arrows. For instance, Auslander-

Reiten quivers are of this type [50, Chapter 3]. In this way, we follow the cluster algebra

literature (for example, [40]).

Definition 2.2.6. Let Q be a cluster quiver with vertex set V. The mutation of Q at the

vertex v ∈V is the quiver µv(Q), which is obtained by applying the following steps:

(a) For each path in Q of length two passing through the vertex v, u −→ v −→ w, add

an arrow u−→ w.

Note that this takes into account multiplicity of arrows, i.e. if there are x arrows

u−→ v and y arrows v−→ w there would be xy arrows added from u to w.

(b) Reverse each arrow adjacent to v.

(c) Repeatedly delete pairs of arrows forming 2-cycles until there are no 2-cycles.

Note that this operation is well-defined as, no matter which pairs of arrows we

choose to delete, the same number of arrows will be deleted in each direction.

Definition 2.2.7. Two cluster quivers are mutation-equivalent if there exists a finite se-

quence of mutations transforming one into the other.
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2.3 Cluster Algebras

The purpose of this section is to define a cluster algebra using both matrix and quiver

notation. We will discuss the classification of the cluster algebras of finite type and in-

terpret this classification for both types of notation. We remark that the formal definition

of cluster algebras includes frozen variables [40, Definition 2.1.1]. However, we consider

only the cluster algebras with no frozen variables (i.e. coefficient-free cluster algebras),

so these will not be defined.

Definition 2.3.1. An n× n matrix, B = (bi j), is skew-symmetrizable if there exists an

n× n diagonal matrix, D = (di j), with dii > 0, such that DB is skew-symmetric. That is,

diibi j =−d j jb ji.

Definition 2.3.2. For any 1≤ k≤ n, the matrix mutation of an n×n skew-symmetrizable

integer matrix, B = (bi j), at 1≤ k ≤ n is the n×n matrix µk(B) = (b′i j), where

b′i j =


−bi j if i = k or j = k

bi j +
|bik|bk j+|bk j|bik

2 otherwise

Example 2.3.3.

B =


0 1 0

−1 0 1

0 −1 0

 , µ2(B) =


0 −1 1

1 0 −1

−1 1 0


We note in the above example that the mutation of the skew-symmetrizable matrix B

at 2 is also skew-symmetrizable. In fact, this will always be the case.

Lemma 2.3.4. [25, Section 4] For any 1≤ k≤ n, the matrix mutation, µk(B), of an n×n

skew-symmetrizable integer matrix B is skew-symmetrizable.

Fix a field F=Q(u1, ...,un) of rational functions in a finite number of indeterminates.

Definition 2.3.5. A seed in F is a pair, (x,B), where x = {x1, ...,xn} is a free generating

set of F over Q and B = (bi j) is an n×n skew-symmetrizable integer matrix. The matrix

B is the exchange matrix of the seed while the set x is the cluster of the seed.

Definition 2.3.6. Two seeds, (x,B) and (x′,B′), where x = {x1, ..,xn} and x′ = {x′1, ..,x′n},

are equivalent if there exists a permutation σ of {1, ...,n} such that, for all 1 ≤ k ≤ n,

xσ(k) = x′k, and B′ = (bσ(i)σ( j)).
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Example 2.3.7. Let F = Q(u1,u2). Then the seeds ({x1,x2},B) and ({x′1,x′2},B′) in F,

where

B =

 0 1

−1 0

 , B′ =

 0 −1

1 0

 ,

x1 = u1,x2 = u2 and x′1 = u2,x′2 = u1 are equivalent via the permutation σ = (12)

We extend the definition of the mutation of a skew-symmetrizable matrix B at 1≤ k≤
n, to the mutation of a seed (x,B) at k.

Definition 2.3.8. For any 1 ≤ k ≤ n, the mutation of a seed, (x,B), at k is the seed

µk(x,B) = (x′,B′) where B′ = µk(B) and x′ = (x \ {xk})∪{x′k}, where x′k is the element

of F satisfying the following exchange relation:

xkx′k =
n

∏
j=1

bk j>0

x
bk j
j +

n

∏
j=1

bk j<0

x
−bk j
j . (2.1)

Example 2.3.9. Let F=Q(u1,u2,u3) and consider the seed ({x1,x2,x3},B) where

B =


0 1 0

−1 0 1

0 −1 0


Then µ2({x1,x2,x3},B) = ({x1,

x1+x3
x2

,x3},B′) where

B′ =


0 −1 1

1 0 −1

−1 1 0


Definition 2.3.10. Two seeds, (x,B) and (x′,B′), are mutation-equivalent if there is a

finite sequence of mutations taking one to the other.

Lemma 2.3.11. [40, Lemma 2.1.5] For every seed, (x,B), in F and 1≤ k≤ n, µ2
k (x,B) =

(x,B).

Definition 2.3.12. Given an initial seed (x,B) in F, let S be the set of all seeds mutation-

equivalent to (x,B). The cluster algebra, A (x,B), over Q is the Q-subalgebra of F

generated by the union of the clusters appearing in the seeds of S .

We will refer to the elements of S as the seeds of the cluster algebra A (x,B) and

the elements of any cluster appearing in a seed in S as cluster variables.
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 0 −1

1 0


{x1,x2}

 0 1

−1 0


{1+x2

x1
,x2}

 0 1

−1 0


{x1,

1+x1
x2
}

 0 −1

1 0


{1+x1+x2

x1x2
, 1+x1

x2
}

 0 1

−1 0


{1+x1+x2

x1x2
, 1+x2

x1
}

 0 −1

1 0


{1+x2

x1
, 1+x1+x2

x1x2
}

µ1 µ2

µ2 ∼

µ2µ1

Figure 2.1: ∼ denotes that seeds are equivalent.

Definition 2.3.13. [23, Definition 7.4] Given a cluster algebra, A (x,B), the exchange

graph of A (x,B) is the graph whose vertex set is equal to S with an edge between two

seeds if and only if there is a mutation transforming the seeds into one another.

Example 2.3.14. Let F = Q(u1,u2). Then Figure 2.1 represents the exchange graph of

the the cluster algebra A (x,B), where x = {x1,x2} and

B =

0 −1

1 0

 .

It can be seen from the exchange graph that, up to equivalence, A (x,B) has a finite

number of seeds.

In the cases when the exchange matrix of a seed (x,B) in F is a skew-symmetric

matrix, we can record B as a cluster quiver, Q(B), with vertex set Q(B)0 = {1, ...,n}, such

that there are bi j arrows from i to j when bi j ≥ 0 and b ji arrows from j to i when bi j < 0.

Conversely, let Q be a cluster quiver on n vertices and define qi j to be the number of

arrows from vertices i to j in Q. Then the matrix B(Q) = (bi j) where

bi j = qi j−q ji

will be an n×n skew-symmetric matrix. Moreover, Q(B(Q)) = Q.

Example 2.3.15.

B =


0 −1 1

1 0 −1

−1 1 0


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Q(B): 1 2 3

Lemma 2.3.16. [40, Lemma 2.3.1] The map Q 7−→ Q(B) defines a bijection between the

set of skew-symmetric integer matrices and the set of cluster quivers.

We note that the quiver mutation of a cluster quiver, Q, given by Definition 2.2.6

corresponds with the matrix mutation of B(Q), as given in Definition 2.3.2. Thus any

seed, (x,B), in F consisting of a skew-symmetric matrix can be equivalently recorded by

(x,Q), where Q = Q(B) is a cluster quiver. In this quiver notation, the exchange relation,

(2.1), becomes

xkx′k =
n

∏
j=1

x
qk j
j +

n

∏
j=1

x
q jk
j .

We refer to the cluster algebras whose seeds contain skew-symmetric matrices as the

skew-symmetric cluster algebras.

Definition 2.3.17. A cluster algebra is of finite type if it has a finite number of seeds.

Example 2.3.18. Let F = Q(u1,u2) and consider the seed ({x1,x2},Q) where Q is the

quiver:

1 ////2

This seed is mutation-equivalent to an infinite number of distinct seeds [40, Section 2.5].

Definition 2.3.19. Take F = Q(u1, ...,um) and F′ = Q(u′1, ...,u
′
m). Two cluster algebras

A (x,B) ⊆ F and A (x′,B′) ⊆ F′ are strongly isomorphic if there exists a field isomor-

phism, σ : F−→ F′, such that (σ(x),B) is a seed of A (x′,B′).

If a skew-symmetrizable matrix B appears in some seed, (x′′,B), of the cluster algebra

A (x′,B′), then we can construct a field isomorphism

σ : F−→ F′,

σ : xv 7−→ x′′v ,

giving σ(x) = x′. Thus, A (x,B) and A (x′,B′) are strongly isomorphic if and only if B

appears in some seed of A (x′,B′). That is, if and only if B and B′ are mutation-equivalent.

So we can denote the strong isomorphism class of the cluster algebra A (x,B) by A (B),

where A (B) = A (B′) if and only if B and B′ are mutation-equivalent. For the skew-

symmetric cluster algebras, using quiver notation we denote the strong isomorphism class

of the cluster algebra A (x,Q) by A (Q) where A (Q) = A (Q′) if and only if Q and Q′

are mutation-equivalent.
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The strong isomorphism classes of the cluster algebras of finite type were classified

by Fomin and Zelevinksy [24], who showed that the classification corresponds to the

classification of Cartan matrices of finite type.

Definition 2.3.20. [40, Section 5.1] Given an n×n integer matrix B = (bi j), the Cartan

counterpart of B is the n×n generalised Cartan matrix A(B) = (ai j) where ai j = 2 if i = j

and ai j =−|bi j| if i 6= j.

Theorem 2.3.21. [24, Theorem 1.4] Every cluster algebra lying in the same strong iso-

morphism class is simultaneously of finite or infinite type. There is a canonical bijection

between the Cartan matrices of finite type and the strong isomorphism classes of cluster

algebras of finite type, where the Cartan matrix, A, of finite type is mapped to the strong

isomorphism class A (B) such that A(B) = A.

Definition 2.3.22. Let ∆ be a simply-laced Dynkin diagram. Any vertex-labelled orienta-

tion of ∆ is called a cluster quiver of Dynkin type ∆. Following [22], we call a connected

Dynkin diagram indecomposable and a disconnected Dynkin diagram decomposable,

where the type is determined by specifying each type of the connected (thus indecom-

posable) components. The decomposable Dynkin diagram that is the disjoint union of the

Dynkin diagrams ∆1 and ∆2 is denoted by ∆1t∆2.

Definition 2.3.23. A cluster quiver is of mutation-Dynkin type ∆ if it is mutation-equivalent

to a cluster quiver of Dynkin type ∆.

We remark that any mutation-Dynkin quiver has a unique type [25, Theorem 1.7].

Proposition 2.3.24. (a) [22, Proposition 4.14] Any full subquiver of an indecompos-

able quiver of mutation-Dynkin type is a disjoint union of quivers of mutation-

Dynkin type.

(b) [32, Theorem 1.1] Any full subquiver of a mutation-Dynkin type An quiver is of

mutation-Dynkin type An1 t ...tAnr for some r ≥ 1.

We consider a skew-symmetric cluster algebra of finite type, A (Q), where Q is a

cluster quiver. From the definitions, under the canonical bijection, A = A(B(Q)) will be

the corresponding Cartan matrix of finite type.

Suppose that Q is mutation-equivalent to an orientation,
−→
∆ , of the simply-laced Dynkin

diagram, ∆ = S(A), where A is a simply-laced Cartan matrix of finite type. Then A (Q) =
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A (
−→
∆ ). Clearly, A(B(

−→
∆ )) = A. So, by Theorem 2.3.21, A (Q) is a cluster algebra of

finite type.

Conversely, suppose A (Q) is of finite type. By Theorem 2.3.21, A (Q) = A (Q′)

where A(B(Q′)) is a Cartan matrix of finite type. So S(A(B(Q′))) is a simply-laced Dynkin

diagram of type ∆ and Q′ is some orientation,
−→
∆ , of ∆. That is, A (Q) =A (

−→
∆ ) and so Q

is mutation-equivalent to
−→
∆ . Thus, for skew-symmetric cluster algebras, Theorem 2.3.21

is equivalent to the following.

Theorem 2.3.25. Let Q be a cluster quiver. The skew-symmetric cluster algebra, A (Q),

is of finite type if and only if Q is mutation-equivalent to an orientation of a simply-laced

Dynkin diagram.

Thus, by Theorem 2.3.21, up to strong isomorphism, the skew-symmetric cluster al-

gebras of finite type are classified by the simply-laced Dynkin diagrams. We say that

A (Q) is of finite type ∆ if Q is mutation-equivalent to an orientation of the simply-laced

Dynkin diagram ∆.

In Chapter 2, we saw that the Weyl groups are the finite reflection groups arising from

crystallographic root systems. For a Dynkin diagram, ∆, we say that the Weyl group, W,

is of type ∆ when it corresponds to the crystallographic root system of type ∆. As the

Cartan matrices classify the cluster algebras of finite type, to each strong isomorphism

class, A (B), we can associate the Weyl group of the same Dynkin type.

Recall that the Dynkin diagrams define Coxeter presentations of the Weyl groups.

Thus, when ∆ is simply-laced, Q is a cluster quiver and A (Q) is a skew-symmetric cluster

algebra of finite type ∆, there exists a seed of A (Q) whose quiver defines a Coxeter

presentation of the Weyl group of type ∆.

2.4 Quivers of Mutation-Dynkin Type An

In this section, we will consider only the quivers of mutation-Dynkin type An, for n ≥ 1.

These particular quivers arise from triangulations of polygons [22]. We will give the

formal definition of a triangulation of a polygon and outline how to obtain a quiver of

mutation-Dynkin type An from a given triangulation. We will also define the braid graph

of a given triangulation which, in later chapters, will be used to contruct an isomorphism

between a cluster group of mutation-Dynkin type An and the symmetric group, Σn+1.

In a convex polygon, P, a diagonal is a line in the interior of P which connects two

non-adjacent vertices and only touches the boundary of the polygon at its endpoints. A

triangulation of P is a decomposition of the polygon into triangles by a maximal set of
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non-crossing diagonals. We remark that every triangulation of a convex n-gon has exactly

n−2 triangles and n−3 diagonals.

Every triangulation, T , of a convex (n + 3)-gon gives rise to an indecomposable

quiver of mutation-Dynkin type An, denoted by QT [8].

Definition 2.4.1. [21, Section 4] For a triangulation T of a convex (n+ 3)-gon, QT

is the quiver whose vertices are in bijection with the diagonals of T . Moreover, there

exists an arrow from the vertex i to the vertex j in QT if and only if the corresponding

diagonals di and d j bound a common triangle, where d j immediately precedes di in the

anticlockwise orientation of the triangle.

Theorem 2.4.2. [8, Lemma 2.1] (and also from [21, Example 6.6]) For a triangulation T

of a convex (n+3)-gon, QT is of mutation-Dynkin type An. Conversely, every quiver Q of

mutation-Dynkin type An is of the form QT for some triangulation, T , of an (n+3)-gon.

A flip along the diagonal di is defined in the following way. Suppose di = XY where

X and Y are distinct vertices of P. Then di is adjacent to two triangles, XYA and XY B

where A and B are vertices of P, distinct from X and Y . A flip along the diagonal di

consists of deleting di and adding the new diagonal d′i = AB to form a new triangulation

[21, Definition 3.5].

As mentioned in [21, Proposition 3.8], the articles [30], [31] and [46] give the follow-

ing proposition.

Proposition 2.4.3. [30], [31], [46] Any two triangulations of a polygon are connected by

a sequence of flips along diagonals.

Proposition 2.4.4. [8, Lemma 2.1] Let T be a triangulation of a convex polygon and

let T ′ be the triangulation obtained by flipping T along the diagonal di. Then QT ′ =

µi(QT ).

The following gives a neat summary of the above which can be found in [49]. Let

T be the set of all triangulations of the (n+ 3)-gon P and Mn be the set of quivers of

mutation-Dynkin type An. Define a function

γ : T−→Mn,

γ : T 7−→ QT .

This map is surjective as every indecomposable quiver Q of mutation-Dynkin type An

arises from a triangulation of an (n+3)-gon. We define the following equivalence relation

on T:
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T ∼T ′ if and only if T ′ can be obtained from T by a clockwise rotation of P.

The map γ induces a surjective map γ̃ : T
/
∼−→Mn.

Theorem 2.4.5. [49, Theorem 3.5] For n≥ 2, the map γ̃ : T
/
∼−→Mn is bijective.

Suppose that Q is a quiver of mutation-Dynkin type with connected components

Q1, ...,Qr of types An1, ...,Anr , respectively, where n1, ...,nr ∈ Z+ and n = ∑
r
i=1 ni, with

r≥ 1. From the above, it follows that Q arises from a triangulation of the disjoint union of

P1, ...,Pr where Pi is a convex (ni+3)-gon for each 1≤ i≤ r. Moreover, any triangulation

of this disjoint union of polygons admits a quiver of mutation-Dynkin type An1 t ...tAnr .

This correspondence between triangulations of polygons and quivers of mutation-

Dynkin type An allows us to consider the possible local configurations of a given vertex

in a quiver of mutation-Dynkin type An.

Definition 2.4.6. Let Q be a quiver of mutation-Dynkin type. A chordless cycle in Q is a

cycle in the underlying graph of Q such that there is no edge in the full subgraph on the

vertices of the cycle that does not lie in the cycle.

Proposition 2.4.7. [32], [23, Proposition 9.7] In a quiver of mutation-Dynkin type, all

chordless cycles are oriented.

Lemma 2.4.8. [32, Theorem 1.1] (and also [42, Lemma 5.5]) In a quiver of mutation-

Dynkin type An, the only cycles are 3-cycles. Moreover, any two 3-cycles share at most

one common vertex.

By the local configuration of a given vertex i in a quiver, we mean the vertices in-

cident to i. By [32, Theorem 1.1] (and also [42, Section 5]), any vertex i in a mutation-

Dynkin quiver of type An has valency between 1 and 4 and must have one of the following

local configurations:

If i has valency 1:

i j or i j

If i has valency 2:

i jk or k i j or i jk or i j k

If i has valency 3:

i jl k or i jl k
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If i has valency 4:

k j i p q

Remark 2.4.9. Theorem 2.4.2 gives an alternative proof of Theorem 2.3.24(b) since

taking a full subquiver of a mutation-Dynkin type An quiver is equivalent to cutting along

a set of diagonals of the corresponding triangulation of an (n+3)−gon to obtain a disjoint

union of triangulations of smaller polygons.

We now define the braid graph of a given triangulation. These graphs will, in later

chapters, be a useful tool for studying cluster groups of mutation-Dynkin type An.

Definition 2.4.10. [28, Definition 3.1] Let T be a triangulation of a convex (n+3)-gon,

P. The braid graph of T is the graph ΓT = (VT ,ET ) where VT are the vertices of V

and ET are the edges, defined in the following way. The vertices VT are in bijection with

the triangles of T in P and there exists an edge between two vertices if and only if the

corresponding triangles share a common diagonal in T .

Remark 2.4.11. The braid graph described in Definition 2.4.10 is more commonly known

as the dual graph of a triangulation [14].

For each T ,T ′ ∈ T with T ∼T ′, it is clear that ΓT is isomorphic to ΓT ′ .

Let Q be a quiver of mutation-Dynkin type An1, ...,Anr , where n1, ...,nr ∈ Z+ and n =

∑
r
i=1 ni, with r ≥ 1, and take a triangulation, T , giving rise to Q. As ΓT is independent

of the choice of the triangulation giving rise to Q, it makes sense to refer to ΓT as the

braid graph of Q. Thus we will denote it by ΓQ.

Moreover, ΓQ is a connected tree on n+r vertices and, as each triangle can be bounded

by between 1 and 3 diagonals, the valency of each vertex is equal to 1, 2 or 3.

Example 2.4.12. Let Q be the quiver

1 2 3 4

Then TQ and ΓQ are:

TQ:
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ΓQ:

2.5 Companion Bases

In Section 1.3, we saw how results can be proved about a Weyl group by examining

the action of its elements on the corresponding root system. Fixing a simple system,

{α1, ...,αn}, of the corresponding root system, we also established that the Dynkin dia-

gram of a given simply-laced Weyl group allows us to read off the inner product values of

pairs of simple roots. As

m(αi,α j) =

2, when there is no edge between i and j in ∆

3, when there is an edge between i and j in ∆

we have

(αi,α j) =−2cos
(

π

m(αi,α j)

)
=

0, when there is no edge between i and j in ∆

−1, when there is an edge between i and j in ∆

That is, {αi : 1 ≤ i ≤ n} is a companion basis of the Dynkin diagram. Companion bases

are Z-bases of the integral root lattice of a root system of a simply-laced Dynkin diagram

and were implicitly constructed in [2].

Definition 2.5.1. [42, Definition 4.1] Let Q be a mutation-Dynkin quiver and Φ be the

root system of the same Dynkin type. A companion basis for Q is a subset C = {γi : 1 ≤

i≤ n} of Φ such that C is a Z-basis for ZΦ and for all 1≤ i 6= j ≤ n, |(γi,γ j)| equals the

number of arrows between i and j in Q.

Let Q be a mutation-Dynkin quiver on n vertices with companion basis C = {γi : 1≤
i≤ n} ⊆Φ.

Theorem 2.5.2. [42, Theorem 6.1] The set C′ = {γ ′i : 1≤ i≤ n} ⊆Φ given by

γ
′
i =


sγk(γi), when there is an arrow from i to k in Q;

γi, otherwise

is a companion basis for µk(Q), for any 1≤ k ≤ n.

It follows from Theorem 2.5.2 that a companion basis exists for all quivers of mutation-

Dynkin type. The following lemma provides another way of obtaining a companion basis

of a mutation-Dynkin quiver from an existing one, which will be useful in Section 5.3.
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Lemma 2.5.3. [42, Lemma 4.2] Take any subset I of {1, ...,n}. The subset C′ = {γ ′i : 1≤

i≤ n} ⊆Φ where

γ
′
i =


γi, if i /∈ I

−γi, if i ∈ I

is also a companion basis of Q.

For the following results, we take Q to be any quiver of mutation-Dynkin type An. Let

C = {γi : 1 ≤ i ≤ n} be a companion basis of Q. By definition, C is a Z-basis for ZΦ,

meaning each α ∈Φ can be written as a unique linear combination of elements of C with

coefficients in Z:

α =
n

∑
i=1

cα
i γi, cα

i ∈ Z.

A path in a graph is a sequence of pairwise distinct vertices with the property that

each vertex in the sequence is joined by an edge to the subsequent vertex. For a cluster

quiver, Q, an unoriented path is a path in the underlying graph of Q.

Definition 2.5.4. For each α ∈Φ, we define the support of α with respect to C to be the

set SuppC(α) = {i : cα
i 6= 0} ⊆ {1,2, ...,n}. If the elements of SuppC(α) are precisely the

vertices of an oriented path, p, in Q then we say α has support p.

The unoriented paths in Q give information on the coefficients cα
i for each α ∈ Φ+.

The next result follows from the structure of the quiver, as described in [42, Lemma 5.7].

Lemma 2.5.5. [32, Theorem 1.1] For any two vertices i and j of Q, there exists a unique

shortest unoriented path in Q between i and j.

We say that a path p in Q is a shortest unoriented path if it is the unique shortest

unoriented path in Q between i and j for some vertices i and j. Note that no shortest

unoriented path will follow two sides of a 3-cycle.

Given a shortest unoriented path, p, in Q, the following propositions give a way of

finding a positive root with support p.

Proposition 2.5.6. [42, Proposition 5.10] Let p be an unoriented path in Q along the

vertices i0, i1, ..., im. For any 1≤ j ≤ m, we have

si jsi j−1 ...si1(γi0) = γi0 +
m

∑
k=1

(−1)k

(
k

∏
l=1

(γil ,γil−1)

)
γik .

Lemma 2.5.7. [42, Lemma 5.8] The number of shortest unoriented paths in Q equals the

number of positive roots in Φ.
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It follows that every positive root has support p for some shortest unoriented path p in

Q.

Proposition 2.5.8. [42, Proposition 5.11] There is a bijective correspondence between

the unoriented paths in Q and the set of positive roots in Φ, where each unoriented path

p in Q corresponds to the unique positive root that has support p.

Corollary 2.5.9. [42, Theorem 5.3] Let Q be a quiver of mutation-Dynkin type An and

suppose C = {γi : 1≤ i≤ n} is a companion basis of Q. Each α ∈Φ can be written as a

unique linear combination of elements of C with coefficients in {0,±1}:

α =
n

∑
i=1

cα
i γi cα

i ∈ {0,±1}
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Chapter 3

The Symmetric Group and Young

Subgroups

3.1 Introduction

In this chapter we will consider the finite reflection groups associated to root systems of

type An. We will recall some definitions and results that will be useful for studying the

cluster groups of mutation-Dynkin type An and see that a finite reflection group of type

An is isomorphic to the symmetric group on n+ 1 elements, Σn+1 [47, Proposition 3.4].

We will provide a group presentation for Σn+1, defined by a graph on n edges, and define

the Young subgroups of Σn+1. We will also give the definitions of a lattice and a set

partition and demonstrate how the set of Young subgroups of Σn+1 and the collection of

set partitions of {1,2, ...,n+1} are isomorphic as lattices [5].

3.2 The Symmetric Group

Take V = Rn+1, with basis {e1, ...,en+1}, for some n ≥ 1, and consider the root system

Φ = {ei− e j : 1≤ i 6= j ≤ n+1} in V . By Example 1.2.7, Φ is a root system of type An

and we have a simple system Π = {αi = ei− ei+1 : 1≤ i≤ n} ⊆Φ. Recall that the finite

reflection group WΦ has Coxeter presentation:

〈sα1 ,sα2 , ...,sαn|(sαisα j)
m(i, j)〉

37
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where

m(i, j) =


1 if |i− j|= 0

2 if |i− j|> 1

3 if |i− j|= 1

Lemma 3.2.1. [7, Chapter VI, Section 4.7] Let Φ be a root system of type An, for some

n≥ 1. Then there exists a group isomorphism

σ : WΦ −→ Σn+1,

σ : sαi 7−→ (i, i+1).

Remark 3.2.2. The proof of Lemma 3.2.1 observes that each generator, sαi , of W per-

mutes the set of basis elements B = {e1, ...,en+1}. Specifically,

sαi(e j) =


ei if j = i+1

ei+1 if j = i

e j otherwise.

It is then possible to construct a group homomorphism

σ : WΦ −→ ΣB,

σ : sαi 7−→ (ei,ei+1).

By composing σ with the group isomorphism between ΣB and Σn+1 which maps ei to i,

we obtain the isomorphism σ : WΦ −→ Σn+1. It follows that for any w ∈W and αi ∈ Π,

we have

w(αi) = w(ei− ei+1) = w(ei)−w(ei+1) = eσ(w)(i)− eσ(w)(i+1).

Definition 3.2.3. [41, Section 1.2] A graph is a tree when it is connected and contains no

cycles.

Remark 3.2.4. There exists a unique path between any two vertices of a tree.

Definition 3.2.5. [41, Section 1.3] A graph is planar if it can be drawn in the plane so

that no two edges intersect except at a common endpoint.

We note that every tree is planar. Let Γ be a tree. We denote by ΣΓ the symmetric

group on the vertices of Γ. That is, the group of permutations of the set of vertices of Γ.
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Proposition 3.2.6. [47, Proposition 3.4] For a tree Γ, the group ΣΓ is generated by the

set XΓ = {σ : σ is an edge of Γ} subject to the relations:

(1) σ2 = e for all σ ∈ XΓ.

(2) If σ1,σ2 ∈ XΓ are disjoint then

σ1σ2 = σ2σ1.

(3) If σ1,σ2 ∈ XΓ have one common vertex then

σ1σ2σ1 = σ2σ1σ2.

(4) If σ1,σ2,σ3 ∈ XΓ have a single vertex in common and lie in clockwise order, then

σ1σ2σ3σ1 = σ2σ3σ1σ2.

Remark 3.2.7. By [3, Lemma 4.1], (4) is equivalent to the following relation.

(4∗) If σ1,σ2,σ3 ∈ XΓ have a single vertex in common and lie in clockwise order, then

σ1σ2σ3σ1 = σ2σ3σ1σ2 = σ3σ1σ2σ3.

An additional relation is given in [47] for when Γ is not a tree. However, we will only

require the four relations given in Proposition 3.2.6.

Remark 3.2.8. Given the relations (1)− (3), [28, Lemma 2.5] shows the relations given

in (4) are equivalent to the cycle relation given in the group presentations defined in [3].

In [47], a version of Proposition 3.2.6 is given for the braid group, in which an edge

σ is interpreted as a braid which twists the strands corresponding to the endpoints of

the edge. In the context of the symmetric group, we view σ as the transposition which

interchanges the endpoints of the corresponding edge. As noted in [47, Remark 3.4], the

proof that the statement is true for the symmetric group is similar to the proof given for

[47, Proposition 3.4] for the braid group.

3.3 Lattices, Set Partitions and Young Subgroups

In this section, we recall some key definitions and examples of lattices and set partitions.
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Definition 3.3.1. [12, Definition 2.4] A lattice is a partially ordered set in which every

two-element subset has both a least upper bound (the ‘join’) and a greatest lower bound

(the ‘meet’). For any two elements X and Y of a lattice, we denote the join of X and Y by

X ∨Y and the meet of X and Y by X ∧Y .

We give three examples of lattices which will be useful in later chapters.

Example 3.3.2. (1.) Let X be a set. The power set of X forms a partially ordered set

under inclusion which is a lattice.

(2.) Recall that a set partition ρ of a non-empty set X is a collection of non-empty

subsets of X such that

(a) X =
⋃

ρ

(b) α1∩α2 = /0 for all distinct pairs α1,α2 ∈ ρ .

We call the elements of a partition ρ the parts of ρ . When ρ = {α1, ...,αk} is a

partition of a set X we employ an abuse of notation by writing ρ =
k⊔

j=1
α j.

The collection of set partitions of a set X forms a partially ordered set under the

refinement ordering. That is, for each pair of partitions ρ,ρ ′ of X ,

ρ ≤ ρ
′⇔ every part of ρ is a subset of some part of ρ

′.

Moreover, [43, Theorem 5.15.1] outlines how the meet and join of any two parti-

tions of the same set are obtained, which we describe below.

The partitions of X are in bijection with the equivalence relations on X . So for each

partition ρ =
k⊔

j=1
α j of X we have a corresponding equivalence relation, Rρ , on X

where for each x,y ∈ X ,

xRρy⇔ x,y ∈ α j for some 1≤ j ≤ k.

From any two equivalence relations R1 and R2 on a set X , we construct new equiv-

alence relations, denoted by R1∩R2 and t(R1∪R2), in the following way. For any

x,y ∈ X ,

(a) x(R1∩R2)y if and only if xR1y and xR2y
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(b) x(t(R1∪R2))y if and only if there exist z0, ...,zm ∈ X such that x = z0,y = zm

and either ziR1zi+1 or ziR2zi+1 for all 0≤ i≤ m−1.

Note that t(R1∪R2) is the transitive closure of the binary relation R1∪R2 on X .

Given two partitions ρ1,ρ2 of the set X , ρ1∧ρ2 is the partition corresponding to R1∩

R2 and ρ1∨ρ2 is the partition corresponding to t(R1∪R2) [43, Theorem 5.15.1].

(3.) Let G be a group. Then the set of subgroups of G forms a partially ordered set

under inclusion. This forms a lattice and, for any subgroups G1,G2 of G, G1∨G2 =

〈G1∪G2〉 and G1∧G2 = G1∩G2.

Definition 3.3.3. [12, Definition 2.13] Let L be a lattice. A non-empty subset K of L is a

sublattice of L if, for every x,y ∈ K, x∨ y,x∧ y ∈ K.

Definition 3.3.4. [12, Definition 2.16] Let L and K be lattices. A map φ : L −→ K is a

lattice homomorphism if for all x,y ∈ L, φ(x∨ y) = φ(x)∨ φ(y) and φ(x∧ y) = φ(x)∧

φ(y). Moreover, φ is a lattice isomorphism if it is a bijective lattice homomorphism.

Proposition 3.3.5. [12, Proposition 2.4(ii)] Let L and K be lattices. For any map φ :

L−→ K, φ is a lattice isomorphism if and only if φ is an order-isomorphism.

Definition 3.3.6. [35] For some n,k ∈ N, let ρ = {α j : 1 ≤ j ≤ k} be a set partition of

{1, ...,n}. The subgroup of Σn given by

Σα1×Σα2× ...×Σαk

where Σα j = {σ ∈ Σn : σ(m) = m,∀m /∈ α j} is called the Young subgroup corresponding

to ρ and is denoted by Y (ρ).

Given a set X = {1, ...,n}, let P be the lattice of set partitions of X and let Y =

{Y (ρ) : ρ ∈P}. The following result is well-known (see e.g. [5]), but we include a

proof for the convenience of the reader.

Proposition 3.3.7. The set Y is a lattice under inclusion and there exists a lattice iso-

morphism

ψ : P −→ Y ,

ψ : ρ 7−→ Y (ρ).
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Proof. Let S be the set of subgroups of Σn. Thus S is a lattice under inclusion. We

begin by showing there exists an injective lattice homomorphism

ψ : P −→S ,

ψ : ρ 7−→ Y (ρ).

As Y = im(ψ), we will then be able to conclude that Y is a sublattice of S and that ψ

induces a lattice isomorphism between P and Y .

In order to show that ψ is a lattice homomorphism, we must show that for any ρ,ρ ′ ∈

P , ψ(ρ ∨ρ ′) = ψ(ρ)∨ψ(ρ ′) and ψ(ρ ∧ρ ′) = ψ(ρ)∧ψ(ρ ′). That is,

Y (ρ ∨ρ
′) = 〈Y (ρ)∪Y (ρ ′)〉,

and

Y (ρ ∧ρ
′) = Y (ρ)∩Y (ρ ′).

To do this, it will be useful to show that ψ is order-preserving. That is, for any ρ,ρ ′ ∈P ,

if ρ ≤ ρ ′ then Y (ρ) ⊆ Y (ρ ′). If ρ ≤ ρ ′, where ρ =
a⊔

j=1
α j and ρ ′ =

b⊔
j=1

α ′j, then by

definition, every part α j of ρ is a subset of some part α ′l of ρ ′. Thus for some 1 ≤

l ≤ b,Σα j ⊆ Σα ′l
for every 1 ≤ j ≤ a, giving Y (ρ) ⊆ Y (ρ ′). By [12, Proposition 2.19],

it follows from the fact that ψ is order-preserving that for all ρ,ρ ′ ∈P , ψ(ρ ∨ ρ ′) ⊇

ψ(ρ)∨ψ(ρ ′) and ψ(ρ ∧ρ ′)⊆ ψ(ρ)∧ψ(ρ ′). That is,

Y (ρ ∨ρ
′)⊇ 〈Y (ρ)∪Y (ρ ′)〉,

and

Y (ρ ∧ρ
′)⊆ Y (ρ)∩Y (ρ ′).

So it remains to show that

Y (ρ ∨ρ
′)⊆ 〈Y (ρ)∪Y (ρ ′)〉,

and

Y (ρ ∧ρ
′)⊇ Y (ρ)∩Y (ρ ′).

Recall that ρ ∧ρ ′ is the partition corresponding to the equivalence relation Rρ ∩Rρ ′ .

If σ ∈Y (ρ)∩Y (ρ ′) then σ ∈ (
a
∏
i=1

Σαi)∩(
b
∏
j=1

Σα ′j
), where ρ =

a⊔
i=1

αi and ρ ′ =
b⊔

j=1
α ′j. That

is,

σ = σ1σ2....σa = σ
′
1σ
′
2....σ

′
b
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where σi ∈ Σαi and σ ′j ∈ Σα ′j
, for each 1≤ i≤ a and 1≤ j ≤ b.

Let ρ ∧ρ ′ =
c⊔

l=1
βl . For a vertex x of ΓQ, we have

x ∈ αi

and

x ∈ α
′
j,

for some 1≤ i≤ a and 1≤ j ≤ b. In particular, x ∈ αi∩α ′j. Thus

σ(x) ∈ αi

and

σ(x) ∈ α
′
j

giving σ(x) ∈ αi∩α ′j. So σ ∈ Σαi∩α ′j
.

Clearly, for all u,v ∈ αi∩α ′j we have uRρv and vRρ ′v. So, by definition, u(Rρ ∩Rρ ′)v,

meaning there exists some 1≤ l ≤ c such that αi∩α ′j ⊆ βl . This gives

σ ∈ Σαi∩α ′j
⊆ Σβl

⊆ Y (ρ ∧ρ
′).

So Y (ρ ∧ρ ′) = Y (ρI)∩Y (ρJ).

Next, we show that Y (ρ ∨ ρ ′) ⊆ 〈Y (ρ)∪Y (ρ ′)〉. Let ρ =
a⊔

i=1
αi, ρ ′ =

b⊔
j=1

α ′j and

ρ ∨ρ ′ =
c⊔

l=1
βl . We consider any 1≤ l ≤ c and show Σβl

⊆ 〈Y (ρ)∪Y (ρ ′)〉.

Recall that ρ∨ρ ′ is the partition corresponding to the equivalence relation t(Rρ∪Rρ ′).

That is, for any x,y ∈ {1, ...,n}, x and y lie in the same part of ρ ∨ρ ′ if and only if there

exists z0, ...,zm ∈ {1, ...,n} such that x = z0,y = zm and, for all 0 ≤ i ≤ m− 1, either

ziRρzi+1 or ziRρ ′zi+1. Equivalently, zi,zi+1 lie in the same part of ρ or zi,zi+1 lie in the

same part of ρ ′. Choosing any 1 ≤ l ≤ c, we can write βl = {p1, ..., pq} ⊆ {1, ...,n}. So

Σβl
∼= Σq by an isomorphism v 7−→ pv. Since Σq is generated by the set {(v,v+ 1) : 1 ≤

v≤ q−1}, Σβl
is generated by the set {(pv, pv+1) : 1≤ v≤ q−1}.

We show that (pv, pv+1) ∈ 〈Y (ρ)∪Y (ρ ′)〉, for any 1≤ v≤ q−1 and 1≤ l ≤ c.

As pv and pv+1 lie in the same part of ρ ∨ρ ′, there exists pv = z0,z1, ...,zm = pv+1 ∈

{1, ...,n} such that, for all 0≤ i≤ m−1, zi,zi+1 lie in the same part of ρ or zi,zi+1 lie in

the same part of ρ ′.
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In the case when zi,zi+1 lie in the same part of ρ , (zi,zi+1) ∈ Y (ρ). In the case when

zi,zi+1 lie in the same part of ρ ′, (zi,zi+1) ∈ Y (ρ ′). So (zi,zi+1) ∈ 〈Y (ρ)∪Y (ρ ′)〉 for all

0≤ i≤ m−1. Thus

(pv, pv+1) = (pv,z1)(z1,z2)...(zm−2,zm−1)(pv+1,zm−1)(zm−1,zm−2)...(z2,z1)(z1, pv)

∈ 〈Y (ρ)∪Y (ρ ′)〉.

As the generators of Σβl
all lie in 〈Y (ρ)∪Y (ρ ′)〉, it follows that Σβl

⊆ 〈Y (ρ)∪Y (ρ ′)〉,

for all 1 ≤ l ≤ c, and so Y (ρ ∨ρ ′) ⊆ 〈Y (ρ)∪Y (ρ ′)〉. Thus Y (ρ ∨ρ ′) = 〈Y (ρ)∪Y (ρ ′)〉.

The map ψ is therefore a lattice homomorphism.

Finally, we show that ψ is injective. Suppose Y (ρ) = Y (ρ ′) for some ρ =
a⊔

j=1
α j and

ρ ′ =
b⊔

j=1
α ′j. So Y (ρ) ⊆ Y (ρ ′). Thus for any 1 ≤ j ≤ a, Σα j ⊆ Y (ρ) ⊆ Y (ρ ′). Every

σ ∈ Y (ρ ′) can be written in the form σ = σ1...σa′ where σ j ∈ Σα ′j
. By definition of

Σα ′j
, σ j(m) = m for any m /∈ α ′j. Thus σ(m) ∈ α ′j for all m ∈ α ′j. Suppose there exists

1 ≤ p 6= q ≤ b such that α j ∩α ′p 6= /0 and α j ∩α ′q 6= /0. So we can choose x ∈ α j ∩α ′p

and y ∈ α j ∩ α ′q and take σ = (x,y) ∈ Σα j . Thus σ = (x,y) ∈ Y (ρ ′) but x ∈ α ′p and

σ(x) = y ∈ α ′q, contradicting that, for all 1 ≤ j ≤ b and σ ∈ Y (ρ) σ(m) ∈ α ′j for all

m ∈ α ′j. Thus α j ⊆ α ′l for some 1≤ l ≤ b and so by definition ρ ≤ ρ ′. As Y (ρ) = Y (ρ ′),

we also have that Y (ρ ′)⊆ Y (ρ) so, by the same argument, ρ ′ ≤ ρ , meaning ρ = ρ ′.

As Y = im(ψ), we conclude that Y is a sublattice of S and

ψ̃ : P −→ Y ,

ψ̃ : ρ 7−→ Y (ρ)

is a lattice isomorphism.
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Cluster Groups

4.1 Introduction

Let Q be a cluster quiver. In previous chapters we saw that the cluster algebra A (Q) is

of finite type if and only if Q is mutation-equivalent to a orientation of a simply-laced

Dynkin diagram. Moreover, as the Cartan matrices of finite type classify the cluster alge-

bras of finite type, Q cannot be mutation-equivalent to two oriented simply-laced Dynkin

diagrams of different type. We say that A (Q) is of finite type ∆ if Q is of mutation-

Dynkin type ∆, for a simply-laced Dynkin diagram ∆. That is, when there is a seed of

A (Q) whose quiver is an orientation of ∆.

We also saw that the Dynkin diagrams define Coxeter presentations giving rise to finite

reflection groups. In the simply-laced cases, these finite reflection groups will be pairwise

non-isomorphic. Thus, when A (Q) is of finite type ∆, there is a seed of A (Q) whose

quiver defines a Coxeter presentation of the finite reflection group of the same Dynkin

type.

The article [3] associates to each mutation-Dynkin quiver a group presentation and

shows that the corresponding group is isomorphic to a finite reflection group. Moreover,

this reflection group is of the same Dynkin type as the cluster algebra from which the

quiver arises.

Several subsequent publications have built on this work. The article [19] provides

similar presentations for affine Coxeter groups while [28] and [29], independently of one

another, extended the results of [3] to provide presentations for Artin braid groups in the

simply-laced case and the finite type case, respectively. Moreover, it is shown that the

groups corresponding to both of these presentations are invariant under mutation of the

quiver.

Considering the group presentation associated to each mutation-Dynkin quiver in [28],

together with the additional set of relations that specify that the square of each generator

45
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is equal to the identity, [28, Lemma 2.5] shows the resulting group is isomorphic to the

group with presentation defined by [3]. Thus, we obtain another presentation associated

to a mutation-Dynkin quiver that gives a group that is isomorphic to a finite reflection

group. It is this group presentation based on the work done in [28] that is considered here.

The consequence of this result is that we are able to define a group presentation associated

to the quiver appearing in any seed of a skew-symmetric cluster algebra of finite type ∆,

that gives rise to the finite reflection group of type ∆. These presentations make sense for

any cluster quiver and so we are interested in considering them more generally. Due to

the context given above, we call the corresponding group a ‘cluster group’ with the aim

of exploring its properties in general.

As outlined in Section 1.4, there are many well-established results for Coxeter pre-

sentations and we are interested in which of these properties hold for cluster group pre-

sentations.

In this chapter, we will define the cluster group associated to a cluster quiver and verify

that, for quivers appearing in seeds of skew-symmetric cluster algebras of finite type, the

cluster group is invariant under mutation of the quiver and thus isomorphic to the finite

reflection group of the same Dynkin type. Finally, we will give definitions of the length

function and parabolic subgroups for cluster group presentations, which are analogous to

those appearing in the theory of Coxeter groups.

4.2 The Cluster Group Associated to a Cluster Quiver

We begin by defining the cluster group associated to a cluster quiver, which is based on

[28, Definition 2.2]. We will use [28, Proposition 2.9] to establish that, for quivers of

mutation-Dynkin type ∆, the corresponding group is isomorphic to the finite reflection

group of type ∆.

Definition 4.2.1. Let Q be a cluster quiver. Following [19], if i and j are vertices of Q

which are joined by a single arrow, then we call this arrow simple.

Definition 4.2.2. Let Q be a cluster quiver with vertex set Q0. The cluster group as-

sociated to Q, denoted by GQ, is defined to be the group with group presentation 〈T |R〉

where

T = {ti : i ∈ Q0}

and R is the following set of relations:

(a) For all i ∈ Q0, t2
i = e.
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(b) The braid relations: For all i, j ∈ Q0,

(i) tit j = t jti if there is no arrow between i and j in Q.

(ii) tit jti = t jtit j if i and j are joined by a simple arrow in Q.

(c) The cycle relations:

ti1ti2ti3...tirti1...tir−2 = ti2ti3...tirti1ti2ti3...tir−1

for every chordless, oriented cycle

i1 −→ i2 −→ i3 −→ ...−→ ir −→ i1

in Q, in which all arrows are simple.

Remark 4.2.3. By [28, Lemma 2.4], the relations given in (c) are written in minimal

form but could be replaced by the following, more symmetric, relation.

(c∗)

ti1ti2ti3...tirti1...tir−2 = ti2ti3 ...tirti1ti2ti3...tir−1

= ti3...tirti1ti2ti3ti4...tir

= ...

= tirti1ti2ti3...tirti1 ...tir−3

for every chordless, oriented cycle

i1 −→ i2 −→ i3 −→ ...−→ ir −→ i1

in Q, in which all arrows are simple.

We also note that the relations (b)(ii) and (c) are defined in order to be compatible

with the group presentations associated to diagrams of finite type given in [28] and the

group presentations associated to diagrams of affine type given in [19].

Moreover, given the relations (a) and (b), [28, Lemma 2.5] shows the relations given

in (c) are equivalent to the cycle relation given in the group presentations defined in [3].

We note that for general cluster quivers the corresponding cluster group is not neces-

sarily invariant under mutation of the quiver [19, Section 7].

Suppose that Q is a decomposable cluster quiver with connected components Q1, ...,Qr.

Consider the cluster group presentation associated to each connected component of Q.
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Theorem 4.2.4. [6, Theorem 1] Let G1 and G2 be groups with group presentations

〈X1|R1〉 and 〈X2|R2〉, respectively. Then G1×G2 has presentation 〈X1∪X2|R1∪R2∪B〉

where B is the set of relations {x1x2 = x2x1 : x1 ∈ X1,x2 ∈ X2}.

Lemma 4.2.5. If Q is a decomposable cluster quiver with indecomposable components

Q1, ..,Qr then

GQ = GQ1×GQ2× ...×GQr .

Proof. Let Q be a decomposable cluster quiver with indecomposable components Q1, ..,Qr.

Consider the cluster group, GQ, arising from the cluster group presentation 〈T |R〉 defined

by Q.

For each 1≤ i 6= j≤ r, let Ti be the set of generators of GQi and Ri the set of relations.

We define the set of relations

Bi j = {tit j = t jti : ti ∈ Ti, t j ∈ Tj}.

By Theorem 4.2.4,

GQ1×GQ2× ...×GQr = 〈T1∪ ...∪Tr|R1∪ ...∪Rr∪B〉

where B =
r⋃

i=1
(
⋃

1≤ j≤r,
j 6=i

Bi j).

As the Qi are the connected components of Q, no edge exists between any two vertices

lying in different components. Noting that T = T1t ...tTr, it follows that R = R1∪ ...∪

Rr ∪B, meaning 〈T1∪ ...∪Tr|R1∪ ...∪Rr ∪B〉 is precisely the cluster group presentation

of Q, 〈T |R〉. Thus GQ = GQ1×GQ2× ...×GQr .

It is easy enough to prove the following lemma.

Lemma 4.2.6. If Q and P are isomorphic cluster quivers, then GQ ∼= GP.

In the light of Lemma 4.2.6, we note that GQ only relies on Q up to isomorphism and

so, without loss of generality, we can suppose the vertex set of Q is the set {1, ...,n}. The

cluster groups associated to more general cluster quivers will be isomorphic to the groups

associated with these quivers.

As discussed previously, [28, Lemma 2.5] shows the cluster group associated to a

mutation-Dynkin quiver is isomorphic to the group with the group presentation defined

in [3]. In fact, [28, Lemma 2.5] shows that the cycle relations appearing in the cluster
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group presentations for mutation-Dynkin quivers are equivalent to those appearing in the

group presentations defined in [3]. Moreover, [3, Theorem 5.4] shows that the groups

arising from these group presentations are invariant under mutation of the quiver. It fol-

lows that the cluster groups associated to mutation-Dynkin quivers are invariant under

mutation. Alternatively, as we have done below, by a simple extension of the proof of

[28, Proposition 2.9] it can be shown directly that when Q is a mutation-Dynkin quiver,

the corresponding cluster group will be invariant under mutation of Q.

Lemma 4.2.7. Let Q be a cluster quiver of mutation-Dynkin type. If Q and Q′ are

mutation-equivalent then GQ ∼= GQ′ .

Proof. We prove the result first for indecomposable quivers of mutation-Dynkin type.

Let Q and Q′ be mutation-equivalent indecomposable cluster quivers, on n ≥ 1 vertices,

of mutation-Dynkin type.

Suppose Q′ = µk(Q) for some 1≤ k≤ n. Let the defining set of generators for GQ and

GQ′ be denoted by T = {ti : 1≤ i≤ n} and T ′ = {t ′i : 1≤ i≤ n}, respectively, and denote

the identity elements of by e and e′, respectively. Furthermore, let FQ and FQ′ denote the

free group on T and T ′, respectively.

We can define a group homomorphism

ϕk : FQ −→ GQ′,

ϕk(ti) =


(t ′kt ′it

′
k), when there is some arrow in Q from i to k

t ′i , otherwise.
.

We claim that ϕk induces a group homomorphism

ϕ̃k : GQ −→ GQ′.

To show that ϕ̃k is well-defined, we must show that the ϕk(ti) satisfy the defining relations

of GQ′ . For all 1≤ i≤ n, we have:

ϕk(ti)2 =


(t ′kt ′it

′
k)

2, when there is some arrow in Q from i to k

(t ′i)
2, otherwise

=


(t ′k)

2, when there is some arrow in Q from i to k

(t ′i)
2, otherwise

= e′.
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By [28, Proposition 2.9] (using [28, Lemma 2.4]), the ϕk(ti) satisfy the remaining

defining relations of GQ′ . Thus ϕ̃k is well-defined.

It remains to show that ϕ̃k has an inverse. We can define a group homomorphism

ψk : FQ′ −→ GQ,

ψk(t ′i) =


(tktitk), when there is some arrow in Q′ from k to i

ti, otherwise.

Note that, by Definition 2.2.6(a), there exists an arrow from i to k in Q if and only if

there exists an arrow from k to i in µk(Q) = Q′.

In an analogous way, it can be shown that ψk induces a well-defined group homomor-

phism

ψ̃k : GQ′ −→ GQ.

We show that ψ̃k is the inverse of ϕ̃k:

For each 1≤ i≤ n, we have

ϕ̃k ◦ ψ̃k(t ′i) =


ϕ̃k((tktitk)), when there is some arrow in Q′ from k to i

ϕ̃k(ti), otherwise

=


(t ′kt ′kt ′it

′
kt ′k), when there is some arrow in Q′ from k to i

t ′i , otherwise

= t ′i .

Similarly, ϕ̃
−1
k ◦ ϕ̃k(ti) =


ϕ̃
−1
k ((t ′kt ′it

′
k)), when there is some arrow in Q from i to k

ϕ̃
−1
k (t ′i), otherwise

=


(tk(tktitk)tk), when there is some arrow in Q from i to k

ti, otherwise

= ti.

Thus ϕ̃k is an isomorphism and so GQ ∼= Gµk(Q). By the transitivity of isomorphisms, if

Q′ is any mutation-equivalent cluster quiver to Q then GQ ∼= GQ′ .
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Suppose that Q is a decomposable cluster quiver with connected components Q1, ...,Qr.

By Lemma 4.2.5, GQ = GQ1× ...×GQr . Fixing any 1≤ k≤ n, the vertex k lies in an inde-

composable component Q j, for some 1≤ j ≤ r, and µk(Q) = Q1t ...tµk(Q j)t ...tQr.

By Lemma 4.2.5, Gµk(Q) = GQ1× ...×Gµk(Q j)× ...×GQr and by the above, Gµk(Q j)
∼=

GQ j . Thus

Gµk(Q) = GQ1× ...×Gµk(Q j)× ...×GQr

∼= GQ1× ...×GQ j × ...×GQr = GQ.

By the transitivity of isomorphisms, if Q′ is any mutation-equivalent cluster quiver to

Q then GQ ∼= GQ′ .

As discussed in Chapter 1, the crystallographic root systems are classified by the

Dynkin diagrams and each of these root systems gives rise to a finite reflection group,

which is a finite Coxeter group. Let ∆ be a simply-laced Dynkin diagram. In this case, the

Coxeter presentation of the corresponding finite reflection group, W∆, is obtained from ∆

in the following way.

Take a vertex labelling of ∆ by the set {1, ..,n}. Let W∆ be the group with group

presentation 〈S|R〉 where S = {s1, ...,sn} and R is the set of relations {(sis j)
m(i, j) : 1 ≤

, i, j ≤ n}, where

m(i, j) =

2, when there is no arrow between i and j in ∆;

3, when there is an arrow between i and j in ∆.

Fix some orientation,
−→
∆ , of ∆. As ∆ contains no cycles, the cluster group presentation

of G−→
∆

is given by:

G−→
∆
= 〈t1, ..., tn|t2

i = (tit j)
p(i, j) = e〉

where

p(i, j) =

2, when there is no arrow between i and j;

3, when there is an arrow between i and j.

= m(i, j).

In this case, G−→
∆

does not depend on the orientation of ∆, so we denote it simply by

G∆. Comparing these group presentations, it is easy to see that

ϕ : G∆ −→W∆,

ϕ : ti 7−→ si
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defines an isomorphism between G∆ and W∆. If Q is of mutation-Dynkin type ∆, then Q

is mutation-equivalent to some orientation of ∆. By Lemma 4.2.7, GQ ∼= G∆
∼=W∆. Thus,

when Q is a quiver of mutation-Dynkin type, the associated cluster group is isomorphic

to the finite reflection group of the same Dynkin type.

Theorem 4.2.8. [3, Theorem 5.4], [28, Lemma 2.5] When Q is a quiver of mutation-

Dynkin type ∆, then GQ is isomorphic to the finite reflection group arising from the root

system of type ∆.

Remark 4.2.9. By the definition of the cluster group associated to a quiver Q, there is

a surjective map from the set of vertices, V , of Q to the set of defining generators, T , of

GQ. In general, it is not clear that this map is injective. That is, it may be that ti = t j

in GQ for distinct i, j ∈ V . However, from the proof of Lemma 4.2.7, if Q is a quiver of

mutation-Dynkin type ∆ then the set of defining generators, T , of GQ is a subset of the set

of reflections in the Coxeter system (W∆,S). Moreover, by Theorem 4.2.8, T generates

W∆. It is well known that W∆ cannot be generated by fewer than |S| reflections (for a proof

of this, see [18, Lemma 2.1]). As |S|= |T |, the map between V and T must be injective.

This gives the following result.

Lemma 4.2.10. Let Q be a quiver of mutation-Dynkin type and consider the associated

cluster group, GQ. Then ti 6= t j in GQ for any two distinct vertices i and j of Q.

The following result is analogous to Proposition 1.4.1 for Coxeter groups.

Proposition 4.2.11. For a cluster quiver Q, there is a surjective homomorphism

ε : GQ −→ {±1}

ε : ti 7−→ −1.

It follows that the order of each generator ti ∈ T of GQ is 2.

Proof. As in the proof of Lemma 4.2.6, we define a map from FQ and show this induces

a group homomorphism on GQ. We begin by defining a group homomorphism:

ε̃ : FQ −→ {±1}

ε̃ : ti 7−→ −1.

where {±1} is considered as a multiplicative group. To show that ε̃ induces ε , we must

show that each relation in the cluster presentation of GQ lies in the kernel of ε̃ .
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(a) For all 1≤ i≤ n, ε̃(t2
i ) = (−1)2 = 1.

(b) For all 1 ≤ i, j ≤ n, i 6= j, such that i and j are not connected by an edge in Q,

ε̃((tit j)
2) = (−1)4 = 1. For all 1 ≤ i, j ≤ n, i 6= j, such that i and j are connected

by an edge in Q, ε̃((tit j)
3) = (−1)6 = 1.

(c) For every chordless oriented cycle of length r:

i1 −→ i2 −→ i3 −→ ...−→ ir −→ i1

in Q,

ε̃((ti1ti2ti3...tirti1...tir−2)(tir−1...ti3ti2ti1tir ...ti3ti2)) = (−1)2(2r−2) = 1.

Thus ε is a surjective group homomorphism. As -1 has order 2 in {±1}, each generator,

ti, of GQ is of order 2.

Remark 4.2.12. It can be seen from the proof of Proposition 4.2.11 that such a surjective

homomorphism exists for any group arising from a group presentation whose relations

are all of even length (and so the generators of this group will have even order at least 2).

4.3 The Length Function

In [33, Section 5.2], the length function for a Coxeter group is defined along with five

basic properties. Below, we adapt the definition of the length function for cluster groups

and show that these properties still hold.

Let Q be a cluster quiver. By definition of the presentation of a group, any element w

of GQ can be written as

w = ta1
i1 ta2

i2 ...t
ar
ir ,

where 1 ≤ i j ≤ n and a j = ±1, for all 1 ≤ j ≤ r. As t2
i = e, for all 1 ≤ i ≤ n, it follows

that w can be written in the form

w = ti1ti2 ...tir .

Analogous to the Coxeter group case, we make the following definitions. The length of

w∈GQ, l(w), is the smallest r such that w= ti1ti2...tir for ti j ∈ T and a reduced expression
of w is any expression of w as a product of l(w) elements of T .

Lemma 4.3.1. For all w1,w2 ∈ GQ and ti ∈ T the following properties hold.
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(1) l(w1) = l(w−1
1 ).

(2) l(w1) = 1⇔ w1 ∈ T .

(3) l(w1w2)≤ l(w1)+ l(w2).

(4) l(w1w2)≥ l(w1)− l(w2).

(5) l(w1)−1≤ l(w1ti)≤ l(w1)+1.

(6) l(w1ti) 6= l(w1) and l(tiw1) 6= l(w1)

Proof. Using arguments similar to those in the Coxeter case [33, Section 5.2] we have the

following.

(1) If l(w1) = r then there exists an expression w1 = ti1ti2...tir with ti j ∈ T for each

1≤ j ≤ r. Thus w−1
1 = tirti2...ti1 and so l(w−1

1 )≤ l(w1). Similarly, l(w−1
1 )≥ l(w1)

giving l(w1) = l(w−1
1 ).

(2) If l(w1)= 1, then there exists an expression w1 = ti for some ti ∈ T , meaning w1 ∈ T .

By Proposition 4.2.11, each generator ti has order at least 2 (in fact, the order is

equal to 2). Thus ti 6= e for all 1 ≤ i ≤ n. So the converse, that l(ti) = 1 for all

1≤ i≤ n, also holds.

(3) If l(w1) = r1 and l(w2) = r2 then there exist expressions w1 = ti1ti2...tir1
and w2 =

t j1t j2...t jr2
and so there is an expression w1w2 = ti1ti2...tir1

t j1t j2...t jr2
, meaning l(w1w2)≤

r1 + r2.

(4) Note that w1 = w1w2w−1
2 , so l(w1) = l(w1w2w−1

2 ). By (3) and (1), l(w1w2w−1
2 )≤

l(w1w2)+ l(w−1
2 ) = l(w1w2)+ l(w2). Rearranging gives l(w1w2)≥ l(w1)− l(w2).

(5) Applying (3) and (2), we have l(w1ti) ≤ l(w1)+ l(ti) = l(w1)+ 1. Applying (4)

and (2), we have l(w1ti)≥ l(w1)− l(ti) = l(w1)−1.

(6) Using the group homomorphism ε : GQ −→ {±1} defined in Proposition 4.2.11,

we have ε(w) = (−1)l(w) for all w ∈ GQ. If l(w1ti) = l(w1) for some w1 ∈ GQ and

ti ∈ T, then ε(w1) = (−1)l(w1) = (−1)l(w1ti) = ε(w1ti) = ε(w1)ε(ti) =−ε(w1). As

ε(w1) ∈ {±1}, this is not possible. By similar reasoning, l(tiw1) 6= l(w1).
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Remark 4.3.2. In general, the length of an element w in a group with group presentation

〈X |R〉 is given by the length of the shortest expression w= x1...xr where x j ∈ X∪X−1 [44,

Section 1.1]. Taking this definition of length, the properties (1), (3) and (4) in Lemma

4.3.1 hold for a group with arbitrary presentation.

It is easy to see that (2) and (6) fail for the trivial group given by the presentation

〈t|t = e〉. However, the property

(2∗) w1 ∈ X ∪X−1⇒ l(w1)≤ 1

holds for any group with group presentation 〈X |R〉. We can then apply (2∗), (3) and (4)

to prove that (5) holds for a group with arbitrary presentation.

The proofs of (2) and (6) rely on the fact that the order of each generator is at least 2

and Proposition 4.2.11, respectively. Thus, by Remark 4.2.12, we have that Lemma 4.3.1

will hold for any group arising from a group presentation whose relations are all of even

length and whose generators are of order 2 (with (1), (3), (4) and (5) holding for every

group).

Definition 4.3.3. Let Q be a cluster quiver. For an expression w = ti1...tik of w ∈ GQ (not

necessarily reduced), we call the set {ti1, ..., tik} the support of the expression.

4.4 Parabolic Subgroups

For a Coxeter group (W,S), a parabolic subgroup is a subgroup generated by the elements

of some subset I of S and such a group is denoted by WI . We consider such subgroups for

cluster groups, defined in an analogous way.

Definition 4.4.1. Let GI denote the subgroup of GQ generated by the elements of the

subset I of T . A (standard) parabolic subgroup of GQ is a subgroup of the form GI for

some I ⊆ T .

Lemma 4.4.2. Let Q be a quiver of mutation-Dynkin type and consider the associated

cluster group GQ. For any I ∈I , GI ∩T = I.

Proof. Clearly, I ⊆GI∩T . Conversely, if t ∈ T \ I and t ∈GI , then T \{t} is a generating

set for GQ, contradicting Remark 4.2.9. Thus GI ∩{t1, .., tn}= I.



56 Chapter 4. Cluster Groups

We have seen, in Section 1.4, that the finite Coxeter groups have some useful proper-

ties. For example, Proposition 1.4.7 gives the existence of a unique coset representative

for a parabolic subgroup, Theorem 1.4.8 shows that each parabolic subgroup is a finite

Coxeter group in its own right and defines a lattice isomorphism between the set of sub-

sets of the defining generators and the collection of parabolic subgroups and Theorem

1.4.9 establishes the Exchange Lemma. In the next chapter, we begin to explore if cluster

group presentations possess properties comparable to those for finite Coxeter groups.



Chapter 5

Positive Companion Bases

5.1 Introduction

In this chapter, we will consider only the cluster groups associated to quivers of mutation-

Dynkin type with connected components Q1, ...,Qr of types An1, ...,Anr , respectively,

where n1, ...,nr ∈ Z+ and n = Σr
i=1ni, with r ≥ 1. First, let Q be a quiver of this type

with r = 1. In previous chapters, we saw that GQ is isomorphic to the finite Coxeter group

of type An and so is isomorphic to the symmetric group, Σn+1. We have also seen how

a triangulation, TQ, of an (n+ 3)-gon arises from Q and how the braid graph of Q, ΓQ,

is obtained from TQ. Furthermore, these results can be extended to the case when r ≥ 1.

These properties provide useful tools with which to study the associated cluster groups.

We recall from Section 1.4, that each finite Coxeter system, (W,S), can be viewed as

a finite reflection group of the real vector space V, with basis {α1, ...,αn}, where the set

Φ = {w(αi) : w ∈W,1 ≤ i ≤ n} forms a root system of V. Moreover, each root, α ∈ Φ,

can be written as a linear combination of the αi whose coefficients are either all positive

or all negative. This property is a useful resource for proving results about the finite

Coxeter groups. For example, Theorem 1.4.4 means that for each w ∈W and 1 ≤ i ≤ n,

the positivity of w(αi) provides information concerning the length of wsi. Lemma 1.4.10

demonstrates how the set of positive roots turned negative by w ∈W can be established

from a reduced expression of w and is directly linked to the length of w. These roots can

also be used to determine whether a given expression of w is reduced or not.

In this chapter, we aim to build an analogous theory of roots for cluster groups of

mutation-Dynkin type An1 , ...,Anr . To begin, we will show that the braid graph, defined in

Section 2.4, defines an isomorphism between GQ and a Young subgroup of Σn+r.

We will then prove that there exists a companion basis, C = {γi : 1≤ i≤ n}, of Q such

57
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that, for all 1≤ i 6= j ≤ n, we have:

(γi,γ j) =

1, if i and j are joined by an arrow in Q

0, if i and j are not joined by an arrow in Q.

We call such a companion basis a positive companion basis of Q. We will show how a

positive companion basis, C, can be constructed explicitly from the braid graph of Q and

that every root, α ∈Φ, can be written as a linear combination of the elements of C, where

the non-zero coefficients have absolute value 1 and alternate in sign.

Finally, motivated by Lemma 1.4.10, we will define the associated roots of a given

expression of w ∈GQ and explore what information these associated roots yield about the

set {w(γi) : w ∈ GQ,1≤ i≤ n} and the structure of GQ.

5.2 The Braid Graph Isomorphism

Let Q be a quiver of mutation-Dynkin type with connected components Q1, ...,Qr of types

An1, ...,Anr , respectively, where n1, ...,nr ∈ Z+ and n = Σr
i=1ni, with r≥ 1. In Section 2.4,

we saw that the diagonals of the triangulation TQ are in bijection with the vertices of Q.

The braid graph, ΓQ, is obtained from TQ by taking a vertex for every triangle of TQ

where an edge exists between two vertices if and only if the corresponding triangles share

a common diagonal in TQ. It follows that the edges of the braid graph of Q are in bijection

with the diagonals of TQ. We fix a labelling of ΓQ by the set {1,2, ...,n+ r} and denote

the endpoints of the edge, Ei, of ΓQ corresponding to the vertex i of Q by xi and yi. I.e.

Ei = {xi,yi}.
By Theorem 4.2.8, we know that GQ is isomorphic to the finite reflection group of

the same Dynkin type and so, by transitivity, GQ is isomorphic to Σn+r. We will use the

above labelling of ΓQ to define a direct isomorphism between GQ and Σn+r.

First, we will show that when r = 1, the braid graph defines an isomorphism between

GQ and Σn+1. We will then extend this to the case when r ≥ 1.

Given a tree, Γ, Proposition 3.2.6 gave a group presentation for ΣΓ, the permutations

of the vertices of Γ. As ΓQ is a tree with vertex set {1,2, ...,n+ 1}, Proposition 3.2.6

yields a presentation of Σn+1 which we will use to prove the following lemma.

Lemma 5.2.1. Let Q be a quiver of mutation-Dynkin type An and consider the braid

graph, ΓQ. For each vertex i of Q, let xi,yi ∈ {1,2, ...,n+1} denote the endpoints of the

edge Ei in ΓQ (so xi 6= yi). There exists an isomorphism

πQ : GQ −→ Σn+1,

πQ : ti 7−→ (xi,yi).
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Proof. By Proposition 3.2.6, there exists a group presentation of Σn+1 with generating set

{(xi,yi) : {xi,yi} is an edge in ΓQ} subject to the relations (1)− (4). As these correspond

to the relations in the cluster presentation of GQ (see Remark 3.2.8 and Remark 4.2.3) via

the bijection between the vertices of Q (and so the set of defining generators of GQ) and

the edges of the braid graph, it is clear that πQ is an isomorphism.

Next, we consider the case when r ≥ 1. Let P be the disjoint union of P1, ...,Pr, where

each Pi is a convex (ni +3)-gon for each 1≤ i≤ r. As previously discussed, there exists

a triangulation Ti of Pi giving rise to Qi for each 1 ≤ i ≤ r. Let T be the collection of

these triangulations. Thus T will be a triangulation of P giving rise to Q. It follows that

ΓQ will be the graph that is the disjoint union of ΓQ1, ....,ΓQr . Note that ΓQ will contain

n edges and n+ r vertices, each with valency 1, 2 or 3 (as the only cycles occurring in

quivers of mutation-Dynkin type An are 3-cycles).

For each 1 ≤ i ≤ r, choose any labelling of the vertices of ΓQi by the set Ni =

{(Σi−1
j=1n j)+ i, ...,(Σi

j=1n j)+ i}, taking N1 = {1,2, ...,n1 +1}.
Consequently, the vertex sets of the connected components of ΓQ define the parts

of a set partition, ρQ = tr
j=1N j, of the set {1, ...,n+ r}. We show that there exists an

isomorphism between GQ and the Young subgroup corresponding to ρQ.

Lemma 5.2.2. Let Q be a quiver of mutation-Dynkin type An1 t ...tAnr and consider the

braid graph of Q, ΓQ = ΓQ1 t ...tΓQr . For each 1 ≤ i ≤ r, choose any labelling of the

vertices of ΓQi by the set Ni = {(Σi−1
j=1n j)+ i, ...,(Σi

j=1n j)+ i}, taking N1 = {1,2, ...,n1 +

1}. Take the set partition ρQ = tr
j=1N j of {1, ...,n+ r} and, for each vertex i of Q, let

xi,yi ∈ {1,2, ...,n+ r} denote the endpoints of the edge Ei in ΓQ (so xi 6= yi). There exists

an isomorphism

πQ : GQ −→ Y (ρQ),

πQ : ti 7−→ (xi,yi).

Proof. By Lemma 4.2.5, we have that

GQ = GQ1× ...×GQr .

By Lemma 5.2.1, for each 1 ≤ j ≤ r and any labelling of ΓQ j by {1, ...,n j + 1}, there

exists an isomorphism

πQ j : GQ j −→ Σn j+1,

πQ j : ti 7−→ (x′i,y
′
i),
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where x′i and y′i are the endpoints of Ei, for some distinct x′i,y
′
i ∈ {1, ...,ni + 1}. Let p j :

Σn j+1 −→ ΣN j be a relabelling of ΓQ j to the induced labelling by ΓQ. So the following

map is an isomorphism:

p j ◦πQ j : GQ j −→ ΣN j ,

p j ◦πQ j : ti 7−→ (xi,yi),

where xi,yi ∈ N j ⊆ {1,2, ...,n+ r} are the endpoints of Ei in the chosen labelling of ΓQ.

So we can define an isomorphism

πQ : GQ1× ...×GQr −→ ΣN1× ...×ΣNr

by π|GQ j
= p j ◦πQ j , for each 1≤ j ≤ r.

Noting that GQ = GQ1× ...×GQr and Y (ρQ) = ΣN1× ...×ΣNr , we have obtained the

desired isomorphism.

Example 5.2.3. Let Q be the quiver

1 2 3 4 5 6

So Q is a quiver of mutation- Dynkin type A4tA2 with braid graph:

ΓQ:

Let us take the following labelling of ΓQ by the set {1,2,3,4,5,6,7,8}.

ΓQ:
1

2

53 4 6 7 8

t4t3
t1

t2

t5 t6

With respect to this labelling, ρQ = {{1,2,3,4,5},{6,7,8}} and πQ is the isomor-

phism:
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πQ :GQ −→ Y (ρQ),

πQ :t1 7−→ (1,3),

πQ :t2 7−→ (2,3),

πQ :t3 7−→ (3,4),

πQ :t4 7−→ (4,5),

πQ :t5 7−→ (6,7),

πQ :t6 7−→ (7,8).

5.3 Positive Companion Bases

As described in Section 1.4, a finite Coxeter system, (W,S), can be viewed as a finite

reflection group on the vector space, V , over R with basis Π = {αi : 1 ≤ i ≤ n} together

with a bilinear form. In particular, the set Φ = {w(αi) : w ∈W,1 ≤ i ≤ n} forms a root

system in V in which every root can be written as a linear combination of the elements

in Π, where all the coefficients are either all positive or all negative. This property of Φ

makes it a useful tool for studying the finite Coxeter groups.

Suppose that Q is mutation-equivalent to an orientation,
−→
∆ , of the simply-laced Dynkin

diagram, ∆. By Lemma 4.2.7, there exists an isomorphism

ϕ : GQ −→W,

where W is the finite Coxeter group of type ∆. Under this isomorphism, the defining

generators of GQ are mapped to elements of the set of reflections, {wsiw−1 : w ∈W,si ∈
S}, of the Coxeter system (W,S). This means we can study how the elements of GQ act

on V. However, for each 1 ≤ i ≤ n, the reflection ϕ(ti) is defined according to the finite

sequence of mutations transforming Q into
−→
∆ and, in general, we do not know the exact

sequence of mutations. This motivates us to make a change of basis for V that will allow

us to more easily examine how GQ acts on V , rather than via the isomorphism ϕ . In

particular, we would like to find a companion basis for Q.

In Section 2.5 we recalled the definition of a companion basis for Q and that, by The-

orem 2.5.2, a companion basis exists for any quiver of mutation-Dynkin type. Moreover,

Theorem 2.5.2 provides a method of obtaining a companion basis for Q from Π, via the

sequence of mutations taking
−→
∆ to Q.
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Given a companion basis C = {γi : 1≤ i≤ n} of Q, we define the set:

ΦC = {w(γi) : w ∈ GQ,1≤ i≤ n}.

By definition, C ⊆ Φ. So for each 1 ≤ i ≤ n, there exist wi ∈W and 1 ≤ j ≤ n such

that γi = wi(α j). Note that wi(α j) = ϕ−1(wi)(α j) for all wi ∈W and 1 ≤ j ≤ n. Thus,

for any w ∈ GQ, w(γi) = w(ϕ−1(wi)(α j)) = ϕ(w)wi(α j) ∈ Φ, meaning ΦC ⊆ Φ for any

companion basis C of Q. Therefore, we will still refer to the elements of ΦC as roots and

we will call the elements of C the simple roots of the cluster group GQ.

Recall from Section 2.5 that each root γ ∈ ΦC can be written as a unique linear com-

bination of the form γ = ∑
n
i=1 ciγi, for some ci ∈ Z. In order to restrict the possible values

of a given ci, we look to find a companion basis for Q which always yields a non-negative

value when taking the inner product of any two of its elements.

Definition 5.3.1. Let Q be a quiver of mutation-Dynkin type with companion basis C =

{γi : 1 ≤ i ≤ n}. If C is such that, for all 1 ≤ i 6= j ≤ n, we have (γi,γ j) ≥ 0 then we call

C a positive companion basis of Q.

In this section, we will prove the existence of a positive companion basis of Q, in the

case when Q is a quiver of mutation-Dynkin type An1 t ...tAnr , for some ni ∈ Z+ where

n = Σr
i=1ni. We will give a method for obtaining such a basis from the braid graph of Q

and examine the linear combinations of the roots in ΦC.

Let Q be a quiver of mutation-Dynkin type An1 t ...tAnr , for some ni ∈ Z+ where

n = Σr
i=1ni. As quivers of mutation-Dynkin type An1 t ...tAnr are simply laced, given a

companion basis C = {γi : 1≤ i≤ n} of Q we remark that, for all 1≤ i 6= j ≤ n, we have

|(γi,γ j)|=

1, if i and j are joined by an arrow in Q

0, if i and j are not joined by an arrow in Q.

By Corollary 2.5.9, any root γ ∈ΦC can be written as a unique linear combination of the

form γ = ∑
n
i=1 ciγi, for some ci ∈ {−1,0,1}.

Lemma 5.3.2. [2, Proposition 1.4] Let Q be a mutation-Dynkin quiver with companion

basis C = {γi : 1≤ i≤ n}. For every chordless, oriented cycle

i1 −→ i2 −→ i3 −→ ...−→ im −→ i1

in Q, the following holds:
m

∏
j=1

(γi j ,γi j+1(modm)
)< 0.
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Remark 5.3.3. As Q is of mutation-Dynkin type An1 t ...tAnr , by Lemma 2.4.8, every

oriented cycle in Q is a 3-cycle. By Lemma 5.3.2, for any companion basis C = {γi : 1≤

i≤ n} of Q and every 3-cycle

i1 −→ i2 −→ i3 −→ i1

in Q, either (γi j ,γik) = 1 for all pairs ( j,k), with 1 ≤ j,k ≤ 3 and j 6= k or (γi j ,γik) = 1

holds for exactly one pair, with the remaining two inner products equal to −1.

Proposition 5.3.4. If Q is a quiver of mutation-Dynkin type An1 t ...tAnr , where n =

Σr
i=1ni, then there exists a positive companion basis of Q.

Proof. By Theorem 2.5.2, there exists some companion basis C = {γi : 1≤ i≤ n} ⊆Φ of

Q. Moreover, as Q is of mutation-Dynkin type An1 t ...tAnr , C is such that, for all i 6= j,

we have

(γi,γ j) =


±1 if i and j are joined by an arrow in Q,

0 if i and j are not joined by an arrow in Q.

We will use C to construct a new companion basis of Q, C = {γ i : 1 ≤ i ≤ n}, such that,

for all i 6= j, we have

(γ i,γ j) =


1 if i and j are joined by an arrow in Q,

0 if i and j are not joined by an arrow in Q.

To begin, we label each edge in the underlying graph of Q, with respect to the com-

panion basis C, as follows:

For an edge with endpoints i and j, label the edge with “+ ” if (γi,γ j) = 1
and “− ” if (γi,γ j) =−1.

If all edges are labelled “+”, then C is a positive companion basis. So we assume that

there exists an edge with endpoints i and j labelled by “− ”. It follows i and j lie in the

same connected component, Ql , of Q and that (γi,γ j) =−1.

Using the possible local configurations identified in Section 2.4, and taking into ac-

count Remark 5.3.3, we consider the local configuration of i in the underlying graph of

Ql with this labelling.

(1) If i has valency 1 then the local configuration at i must be:
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i j-

(2) If i has valency 2 then the local configuration at i must be one of the following:

(a) i kj (b) j i k+- - -

(c) i j
+

k- -
(d) i j

-

k- +

(3) If i has valency 3 then the local configuration at i must be one of the following:

(a) i k1

+

j k2+- +
(b) i k1

-

j k2-- +

(c) i k1

+

j k2-- - (d) i j

-

k1 k2-- +

(e) i j

-

k1 k2-+ +
( f ) i j

+

k1 k2-- -

(g) i j

+

k1 k2-+ -

(4) If i has valency 4 then the local configuration at i must be one of the following:

(a) k1 j i

+
k2 k3

-

- - -+
(b) k1 j i

-

k2 k3

-

+ - -+

(c) k1 j i

+
k2 k3

-

- - +- (d) k1 j i

-

k2 k3

-

+ - +-

(e) k1 j i

+
k2 k3

+

- - ++
( f ) k1 j i

-

k2 k3

+

+ - ++
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By Lemma 2.5.3, we can replace any γi ∈C with−γi and obtain a companion basis of

Q.

In the cases of (1),(2b),(2d),(3b),(3d) or (4d), replace γi with γ ′i = −γi to obtain a

new companion basis C′.

In the cases of (2a),(2c),(3a),(3g) or (4e), replace γ j with γ ′j =−γ j to obtain a new

companion basis C′.

In the cases of (3c),(3 f ) or (4 f ), replace γ j and γk1 with γ ′j = −γ j and γ ′k1
= −γk1 to

obtain a new companion basis C′.

In the cases of (4a), replace γ j and γk3 with γ ′j = −γ j and γ ′k3
= −γk3 to obtain a new

companion basis C′.

In the case of (3e) or (4c), replace γi and γk1 with γ ′i =−γi and γ ′k1
=−γk1 to obtain a

new companion basis C′.

In the case of (4b), replace γi and γk2 with γ ′i = −γi and γ ′k2
= −γk2 to obtain a new

companion basis C′.

For all other elements of C′, take γ ′q = γq, defining a new companion basis C′ = {γ ′q :

1≤ q≤ n} such that (γ ′i ,γq)≥ 0 for all q 6= i.

Now, assuming that we are able to, pick a vertex i′ of Ql such that:

(∗) i′ is incident to i and there exists some q 6= i′ such that (γ ′i′,γq)< 0.

Note that q cannot lie in the local configuration of i as otherwise (γ ′i′,γq) ≥ 0 by our

previous step. We consider the local configuration of i′. It cannot be that i′ has valency 1

as it is incident to both i and q, for i 6= q.

(1) If i′ has valency 2:

i′ ik1 +-

(2) If i′ has valency 3:

i′ i

+

k1 k2+- +

(3) If i′ has valency 4:



66 Chapter 5. Positive Companion Bases

(a) k1 k2 i′
+

k3 k4 or

+

- - ++
(b) k1 k2 i′

-

k3 k4

+

+ - ++

In the cases of (1),(2), replace γ ′k1
with γ ′′k1

= −γ ′k1
to obtain a new companion basis

C′′.

In the case of (3a) , replace γ ′k2
with γ ′′k2

=−γ ′k2
to obtain a new companion basis C′′.

In the cases of (3b), replace γ ′k1
with γ ′′k1

= −γ ′k1
and γ ′k2

with γ ′′k2
= −γ ′k2

to obtain a

new companion basis C′′.

For all other elements of C′′, take γ ′′q = γ ′q, defining a new companion basis C′′ = {γ ′′q :

1 ≤ q ≤ n} such that, in the labelling of the underlying graph of Q with respect to C′′,

every edge with an endpoint equal to either i or i′ is labelled by “+ ”.

Repeat this process for every vertex incident to i that satisfies the condition (∗). This

will yield a companion basis such that, in the labelling of the underlying graph of Q with

respect to this companion basis, every edge with an endpoint equal to either i or any i′

incident to i is labelled by “+ ”. Once this is complete, or if there is no vertex incident to

i satisfying the condition (∗), repeat the process above for every vertex lying in the local

configuration of each i′ incident to i, and so on.

As nl is finite, eventually we will obtain a companion basis C such that in the labelling

of the underlying graph of Q with respect to C, every edge in the connected component

Ql is labelled by “+ ”. After repeating this process for each connected component of Q,

we obtain the required companion basis.

Remark 5.3.5. Proposition 5.3.4 can also be proved using existing results of [2], [42] and

[48] as outlined below.

By Theorem 2.5.2, there exists a companion basis, C = {γ1, ...,γn}, of Q. Let A= (ai j)

be the matrix given by ai j = (γi,γ j) for each 1≤ i, j≤ n. Then A is a positive quasi-Cartan

companion of B(Q) [42, Definition 3.2]. Moreover, (according to the the definition of

an admissible quasi-Cartan companion given in [48, Section 1]) A is admissible, by [2,

Proposition 1.4].
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Next, let A′ = (a′i j) be the matrix given by

a′i j =


2 if i = j,

1 if i is connected to j in Q,

0 if i is not connected to j in Q.

As Q is simply-laced, A′ will be a quasi-Cartan companion of B(Q). Moreover, as the

only oriented cycles in quivers of mutation-Dynkin type An are 3-cycles (Lemma 2.4.8),

for every oriented cycle in Q there will be an odd number of edges {i, j} such that a′i j > 0.

I.e. A′ is admissible.

By [48, Theorem 1.4], A′ can be obtained from A by a sequence of simultaneous sign

changes in rows and columns. This defines a corresponding sequence of sign changes to

elements in C (where a sign change in the ith row and column corresponds to replacing γi

by −γi), giving a set C′ = {γ ′1, ...,γ ′n}. By Lemma 2.5.3, C′ will be a companion basis of

Q. Moreover, a′i j = (γ ′i ,γ
′
j) for each 1 ≤ i, j ≤ n. Thus, C′ is a positive companion basis

of Q.

The proof of Proposition 5.3.4 describes the sequence of sign changes in C that give

C′, according to the configuration of the quiver.

From here onwards, take C to be a positive companion basis of Q.

Remark 5.3.6. We cannot define ‘positive’ and ‘negative’ roots with respect to C, as we

can for the simple system Π. This is because the linear expansion of a root γ ∈ ΦC does

not necessarily have all positive or all negative coefficients, as shown in the following

counter-example.

Example 5.3.7. Take Q to be the following quiver of mutation-Dynkin type A4:

1 2 3 4

Taking C = {γi : 1≤ i≤ 4} to be a positive companion basis of Q, we have t1(γ2)= γ2−γ1.

Note that as ΦC ⊆ Φ, each γ ∈ ΦC can be written as a linear combination of the

elements of the simple system Π, so will still be positive or negative in the conventional

sense.
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Lemma 5.3.8. Let Q be a quiver of mutation-Dynkin type An1t ...tAnr , where n=Σr
i=1ni,

with positive companion basis C = {γi : 1 ≤ i ≤ n}. Then each γ ∈ ΦC can be written in

the form

γ = γi0− γi1 + γi2− ...± γim

where i0, i1, ..., im is the unique shortest unoriented path in Q between i0 and im.

Proof. By Proposition 2.5.6 and Proposition 2.5.8, each γ ∈ ΦC can be written in the

following way:

γ = γi0 +
m

∑
k=1

(−1)k

(
k

∏
l=1

(γil ,γil−1)

)
γik ,

where i0, i1, ..., im is the unique shortest unoriented path in Q between i0 and im. As C is a

positive companion basis of Q, and Q is a quiver of mutation-Dynkin type An1 t ...tAnr ,

it follows that, for each 1≤ k ≤ m, (γil ,γil−1) = 1 for all 1≤ l ≤ k. So,

γ = γi0− γi1 + γi2− ...± γim.

Remark 5.3.9. Note that, for w∈GQ and 1≤ i≤ n, we still have the property that for any

γ ∈ ΦC, the reflection sw(γi) is equal to the element wtiw−1 ∈ GQ. This can be calculated

directly, as for the Coxeter case in [33, Section 5.7], by considering wtiw−1(λ ) for some

λ ∈V .

Next, we show that when Q is a quiver of mutation-Dynkin type An1t ...tAnr , we can

explicitly obtain a positive companion basis for Q directly from the braid graph of Q.

Take V = Rn+r with basis {e1, ...,en+r}. We have seen in earlier chapters that the set

Φ = Φ1t . . .tΦr, where

Φk = {ei− e j : Σ
k−1
l=1 nk + k ≤ i 6= j ≤ Σ

k
l=1nk + k}

(taking Φ1 = {ei− e j : 1 ≤ i 6= j ≤ n1 + 1}) is a root system in V of type An1 t ...tAnr

and has simple system Π = Π1t . . .tΠr where

Πk = {αi = ei− ei+1 : Σ
k−1
l=1 nk + k ≤ i≤ Σ

k
l=1nk +(k−1)}

(taking Π1 = {ei− ei+1 : 1≤ i≤ n1}). To explicitly construct a positive companion basis

C ⊆Φ of Q from the braid graph of Q, we need to establish the following.

Definition 5.3.10. [1, Section 1.2] Let
−→
Γ be an oriented graph. For a vertex, v, of

−→
Γ ,

the in-degree of v, denoted by deg−(v), is the number of arrows in
−→
Γ whose head is v.
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Similarly, the out-degree of v, denoted by deg+(v), is the number of arrows in
−→
Γ whose

tail is v. If deg−(v) = 0, v is called a source and if deg+(v) = 0, v is called a sink.

Lemma 5.3.11. For any n ∈ N, n≥ 2, every tree, Γ, on n vertices has an orientation,
−→
Γ ,

such that every vertex is either a source or a sink.

Proof. We proceed by induction on n. If Γ is a connected tree on two vertices, v and v′,

joined by an edge E, choose an orientation of Γ such that E has tail v′ and head v. So v′ is

a source and v is a sink in this orientation.

Suppose Γ is a tree on k ∈ N vertices and that every tree on fewer vertices has an

orientation in which every vertex is either a source or a sink.

By [51, Corollary 4.3], as Γ is a tree it contains a vertex, v, of degree one.

Consider the subgraph, Γ′, of Γ obtained by deleting the vertex v and the adjacent

edge. By induction, this subgraph has an orientation,
−→
Γ′ , in which every vertex is either a

source or a sink.

As v is of degree one, there is a unique vertex v′ of Γ such that v and v′ are joined by

an edge, E. We take
−→
Γ to be the orientation induced by

−→
Γ′ together with the following

orientation of E. If v′ is a source in
−→
Γ′ , orientate E with tail v′ and head v. So v′ is a source

and v is a sink in
−→
Γ . If v′ is a sink in

−→
Γ′ , orientate E with head v′ and tail v. So v′ is a sink

and v is a source in
−→
Γ . Thus

−→
Γ is such that every vertex is either a source or a sink.

Let ΓQ be the braid graph of Q with some fixed labelling of the vertices by {1, ...,n+
r}. As ΓQ is a disjoint union of connected trees, by Lemma 5.3.11, we can choose an

orientation,
−→
Γ Q, of ΓQ such that every vertex is either a sink or a source. By construction,

the arrows of
−→
Γ Q are in bijection with the vertices of Q. Let Ei = (xi,yi) be the arrow

of
−→
Γ Q corresponding to the vertex i of Q, where xi ∈ {1, ...,n+ r} is the tail of Ei and

yi ∈ {1, ...,n + r} is the head of Ei. The following lemma describes how to obtain a

positive companion basis, C = {γi : 1 ≤ i ≤ n}, for Q, where each γi is defined by the

endpoints of the arrow Ei in
−→
Γ Q.

Lemma 5.3.12. Let Q be a quiver of mutation-Dynkin type An1 t ...tAnr , where n =

Σr
i=1ni, and let

−→
Γ Q be an orientation of the braid graph of Q with a fixed labelling of the

vertices by the set {1, ...,n+ r} such that every vertex is either a sink or a source. Let

Ei = (xi,yi) be the arrow in
−→
Γ Q corresponding to the vertex i of Q, where xi is the tail of
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Ei and yi is the head of Ei. Then

C = {γi = exi− eyi : 1≤ i≤ n}

is a positive companion basis of Q.

Proof. For C = {γi = exi−eyi : 1≤ i≤ n} to be a positive companion basis of Q, we need

to show that C satisfies three conditions:

(1) C ⊆Φ.

(2) For all 1≤ i 6= j ≤ n,

(γi,γ j) =


1 if i and j are joined by an arrow in Q,

0 if i and j are not joined by an arrow in Q.

(3) C is a Z-basis for ZΦ.

Take 1 ≤ i ≤ n and consider the arrow Ei = (xi,yi) in
−→
Γ Q. As xi and yi are joined by an

arrow, they lie in the same connected component,
−→
Γ k

Q, of
−→
Γ Q. Thus xi,yi ∈ {∑k−1

l=1 nl +

k, ...,∑k
l=1 nl+k}. So±(exi−eyi)∈Φk⊆Φ, meaning γi ∈Φ for all 1≤ i≤ n. So condition

(1) is met.

Suppose 1 ≤ i 6= j ≤ n are connected by an arrow in Q. By construction, the arrows

in Q are in bijection with the vertices of
−→
Γ Q. Let v be the vertex in ΓQ corresponding to

the arrow joining i and j in Q. Then v is either a sink or a source in
−→
Γ Q. Supposing v is a

sink, then Ei = (vi,v) and E j = (v j,v) where v,vi,v j are pairwise distinct vertices of
−→
Γ Q.

Thus γi = evi− ev and γ j = ev j − ev and so (γi,γ j) = 1.

Supposing v is a source, then Ei = (v,vi) and E j = (v,v j). Thus γi = ev− evi and

γ j = ev− ev j and so (γi,γ j) = 1.

Suppose 1 ≤ i 6= j ≤ n are not connected by an arrow in Q. Then the edges Ei and

E j share no common vertex and so γi = evi − eui and γ j = ev j − eu j for pairwise distinct

vertices vi,ui,v j,u j. So (γi,γ j) = 0. So condition (2) is met.

As |C|= n, to show that C is a Z-basis for ZΦ we only need to show that C spans ZΦ.

That is, every element of Φ can be written as a linear combination of elements in C with

integer coefficients.

For ease of notation, suppose that r = 1. For any w ∈W and 1 ≤ i ≤ n, w(αi) =

eσ(w)(i)− eσ(w)(i+1), by Remark 3.2.2.
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So σ(w)(i) = x0 and σ(w)(i+1) = xm for some distinct x0,xm ∈ {1, ...,n+1}. So x0

and xm are vertices in the braid graph of Q and there exists a unique shortest path between

them. Suppose this path is given by the sequence of vertices x0,x1,x2, ...xm−1,xm. For

each 0≤ l ≤ m−1, denote the edge {xl,xl+1} in ΓQ by E jl .

Assuming the vertex x0 is a source in the oriented graph
−→
Γ Q, we have

γ j0 = ex0− ex1

γ j1 = ex2− ex1

γ j2 = ex2− ex3

...

γ jm−1 =


exm−1− exm, if m is odd

exm− exm−1, if m is even

Then

w(αi) = ex0− exm = (ex0− ex1)− (ex1− ex2)+ ...± (exm−1− exm)

= γ j0− γ j1 + γ j2− ...± γ jm−1.

If the vertex x0 is a sink in the oriented graph
−→
Γ Q, then w(αi) = −γ j0 + γ j1 − γ j2 +

...± γ jm−1. Thus C spans ZΦ.

Remark 5.3.13. As C is a companion basis we have that C⊆Φ and so ΦC⊆Φ. Moreover,

as t jm−1 ...t j1(γ j0) = γ j0 − γ j1 + γ j2 − ...± γ jm−1 (and −t jm−1...t j1(γ j0) = −γ j0 + γ j1 − γ j2 +

...± γ jm−1), the proof of Lemma 5.3.12 demonstrates that ΦC = Φ.

5.4 Associated Roots

Let w be an element of the finite Coxeter system (W,S). In Section 1.4 we defined a set

of roots {β j : 1≤ j≤ r} associated to a given expression w = si1...sir , where βir = αir and

β j = sirsir−1...si j+1(αi j) for each 1 ≤ j ≤ r− 1. Lemma 1.4.10 showed how these roots

provide an insight into the given expression of w ∈W . For instance, the expression is

reduced if and only if β j 6= βk for all 1 ≤ j,k ≤ r. Moreover, l(w) = |{β j : 1 ≤ j ≤ r}|.
In particular, it can be shown that this set of roots is precisely the set of positive roots, α ,

such that w(α) is negative. It follows that the set {β j : 1 ≤ j ≤ r} remains the same no

matter which expression we take for w ∈W .



72 Chapter 5. Positive Companion Bases

In this section we will use the positive companion basis established in the previous

section to define a similar set of roots associated to an expression of an element, w, of a

cluster group of mutation-Dynkin type An1 t ...tAnr . We will show that the set of these

roots can vary depending on the expression of w and that if a given expression is reduced,

then the associated roots will be distinct. However, we will provide a counterexample to

demonstrate that the converse of this statement is not true.

Definition 5.4.1. Let Q be a quiver of mutation-Dynkin type An1t ...tAnr with the positive

companion basis, C = {γi = exi − eyi : 1 ≤ i ≤ n}, shown to exist in Lemma 5.3.12. For

w ∈ GQ, the roots associated to the expression w = ti1...tik are the roots

β j = tiktik−1...ti j+1(γi j),

for each 1≤ j≤ k, where βik = γik . We denote the set {βi j : 1≤ j≤ k}⊆ΦC by Φ(ti1...tik).

In general, the associated roots will vary over the expressions for w, as shown in the

following example.

Example 5.4.2. Take Q to be the following quiver of mutation-Dynkin type A4:

1 2 3 4

As t2
2 = e and t2t1t3t2 = t1t3t2t1, by the cycle relation, we have that:

t1t2t1t3 = t1t2t1t3t2t2 = t1t1t3t2t1t2 = t3t2t1t2.

However, taking t1t2t1t3 we have

β1 = t3t1t2(γ1) = γ3− γ2

β2 = t3t1(γ2) = γ2− γ1

β3 = t3(γ1) = γ3− γ1

β4 = γ3

So Φ(t1t2t1t3) = {γ3−γ2,γ2−γ1,γ3−γ1,γ3}, while Φ(t3t2t1t2) = {γ2,γ1−γ2,−γ1,γ3}.

Proposition 5.4.3. Let Q be a quiver of mutation-Dynkin type An1 t ...tAnr and take

w ∈ GQ. If w = ti1 ...tik is a reduced expression, then |Φ(ti1 ...tik)|= k.
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Proof. Suppose w = ti1...tik is a reduced expression of w ∈ GQ. If |Φ(ti1...tik)| 6= k then

βi j = βil for some j 6= l. Without loss of generality, we can assume that j < l. By defini-

tion, this means tiktik−1...ti j+1(γi j) = tiktik−1...til+1(γl j) which implies γil = til ...ti j+1(γi j).

By Remark 5.3.9, we have til =(til ...ti j+1)ti j(til ...ti j+1)
−1, giving ti jti j+1...til−1 = ti j+1...til .

Thus

w = ti1...ti j ...til−1til ...tik = ti1...ti j−1(ti j+1...til)til ...tik = ti1...t̂i j ...t̂il ...tik ,

contradicting that ti1...tik was a reduced expression.

To show that the converse of Proposition 5.4.3 is not true, we provide the following

counterexample.

Example 5.4.4. Take Q to be the following quiver of mutation-Dynkin type A4:

1 2 3 4

Consider the roots associated to the following reduced expression w = t1t2t1t3t1. This is

not a reduced expression, as we saw in Example 5.4.2 that t1t2t1t3 = t3t2t1t2 and so (using

that t2t1t2 = t1t2t1 and t2
1 = e) we have w = t1t2t1t3t1 = t3t2t1t2t1 = t3t1t2t1t1 = t3t1t2, so

l(w) ≤ 3. However, Φ(t1t2t1t3t1) = {γ1,γ3− γ1,−γ3,γ2,γ3− γ2}, so |Φ(t1t2t1t3t1)| = 5 >

3≥ l(w).

Let w ∈ GQ and take any expression w = ti1 ...tik . We define the transposition

τ j = (πQ(tik ...ti j−1)(xi j),πQ(tik ...ti j−1)(yi j)).

By Remark 3.2.2, we have that β j = eτ j(xi j )
− eτ j(yi j )

. As shown in the following

proposition, the product of these transpositions over 1 ≤ j ≤ k yields the permutation

πQ(ti1...tik). This result is analogous to [4, Section 1.3].

Proposition 5.4.5. πQ(ti1...tik) = τk...τ1.

Proof. We proceed by induction on k. For ease, we will denote πQ by π . If k = 1 then

π(ti1) = (xi1,yi1), so π(ti1) = (xi1 ,yi1) = τ1.

Now suppose k > 1 and that the statement is true for all expressions of shorter length.

Consider w′ = wtik = ti1...tik−1 = ti′1...ti′k′ , where k′ = k−1 and i′j = i j for each 1≤ j ≤ k′.

To distinguish between the expressions, for 1≤ j ≤ k−1 let

τ
′
j = (π(ti′

k′
...ti′j−1

)(xi j),π(ti′k′ ...ti
′
j−1

)(yi j)) = (π(tik−1...ti j−1)(xi j),π(tik−1...ti j−1)(yi j))
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and, for each 1≤ j ≤ k,

τ j = (π(tik ...ti j−1)(xi j),π(tik ...ti j−1)(yi j)).

Comparing τ ′j and τ j, we have

τ j = (π(tik ...ti j−1)(xi j),π(tik ...ti j−1)(yi j))

= (π(tik)π(tik−1...ti j−1)(xi j),π(tik)π(tik−1 ...ti j−1)(yi j))

= ((xik ,yik)π(tik−1...ti j−1)(xi j),(xik ,yik)π(tik−1...ti j−1)(yi j))

= (xik ,yik)(π(tik−1...ti j−1)(xi j),π(tik−1...ti j−1)(yi j))(xik ,yik)

= π(tik)τ
′
jπ(tik)

By induction,

π(ti1...tik−1) = τ
′
k−1...τ

′
1.

Thus, noting that τk = (xik ,yik) = π(tik), we have

τkτk−1...τ1 = τkπ(tik)τ
′
k−1...τ

′
1π(tik) = τkπ(tik)π(ti1 ...tik−1)π(tik)

= π(tik)π(tik)π(ti1 ...tik−1)π(tik) = π(t2
ik)π(ti1...tik−1tik)

= π(ti1...tik−1tik).

So by the principle of mathematical induction, the statement holds for expressions of any

length.

Remark 5.4.6. An alternative proof for Proposition 5.4.5, using an argument analogous to

[4, Section 1.3] in the Coxeter case, can be given as follows. Given an expression ti1...tik ,

define t ′j =w jti jw
−1
j , where w j = ti1...ti j−1 for each 1≤ j≤ k. Thus ti1...tik = t ′ikt

′
ik−1

...t ′i1 and

so πQ(ti1 ...tik) = πQ(t ′ikt
′
ik−1

...t ′i1) = πQ(t ′ik)πQ(t ′ik−1
)...πQ(t ′i1). For any 1 ≤ j ≤ k, we have

that πQ(t ′i j
) = πQ(w jti jw

−1
j ) = πQ(w j)(xi j ,yi j)πQ(w−1

j ) = (πQ(w j)(xi j),πQ(w j)(yi j)) =

τ j. Thus Proposition 5.4.5 follows.

Example 5.4.7. Let Q be the quiver

1 2 3 4
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So Q is a quiver of mutation-Dynkin type A4. Let us take the following labelling of ΓQ

by the set {1,2,3,4,5}.

ΓQ:
1

2

53 4

t4t3
t1

t2

So there exists a group isomorphism

π :GQ −→ Y (ρQ),

π :t1 7−→ (1,3),

π :t2 7−→ (2,3),

π :t3 7−→ (3,4),

π :t4 7−→ (4,5),

Take w = t1t2t1t3 ∈ GQ. Then π(w) = (1,3)(2,3)(1,3)(3,4) = (1,2)(3,4).

Moreover,

τ1 = (π(t3t1t2)(1),π(t3t1t2)(3)) = (4,2)

τ2 = (π(t3t1)(2),π(t3t1)(3)) = (1,2)

τ3 = (π(t3)(1),π(t3)(3)) = (1,4)

τ4 = (3,4)

So τ1τ2τ3τ4 = (4,2)(1,2)(1,4)(3,4) = (1,2)(3,4) = π(w).
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Chapter 6

A Lattice Isomorphism Theorem

6.1 Introduction

Suppose Q is a quiver of mutation-Dynkin type with connected components Q1, ...,Qr of

types An1 , ...,Anr , respectively, where n1, ...,nr ∈ Z+ and n = Σr
i=1ni.

Let I denote the set of subsets of the generating set, T, of GQ. Given a cluster quiver

Q and I ∈ I , we use GI to denote the subgroup of the cluster group GQ generated by I

and we call any subgroup of GQ obtained in this way a (standard) parabolic subgroup. In

this chapter, we will prove two main results about parabolic subgroups of cluster groups

of mutation-Dynkin type An1 t ...tAnr . In the first section, we will prove the following.

Theorem. (Theorem 6.2.9) Suppose Q is a quiver of mutation-Dynkin type with connected

components of mutation-Dynkin type A and consider the associated cluster group GQ =

〈T |R〉. There exists a lattice isomorphism

Φ : I −→ G̃ ,

Φ : I 7−→ GI,

where I is the collection of subsets of the set of defining generators T and G̃ denotes

the collection of all the parabolic subgroups of GQ (i.e. subgroups generated by a subset

I ⊆ T ).

In the case when the quiver is an oriented simply-laced Dynkin diagram, ∆, the associ-

ated cluster group presentation is precisely the Coxeter presentation of type ∆. By [3] and

[28, Lemma 2.5], the cluster group presentations associated to mutation-Dynkin quivers

give groups which are isomorphic to finite reflection groups and thus are finite Coxeter

groups. Alternatively, as shown in Lemma 4.2.7, this can also be shown directly by a

77
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simple extension of [28, Proposition 2.9]. Under this isomorphism, the defining genera-

tors of GQ are mapped to elements of the set of reflections, {wsiw−1 : w ∈W∆,si ∈ S}, of

the Coxeter system (W∆,S). Thus for any I ⊆ T , the parabolic subgroup GI is isomorphic

to a reflection subgroup of W∆. Reflection subgroups of Coxeter groups are themselves

Coxeter groups [15].

Each finite Coxeter group has an associated root system and conversely each root

system defines a Coxeter group (see [33]). Suppose ∆ is a Dynkin diagram of type An and

W∆ is the corresponding Coxeter group with root system Φ. For any reflection subgroup

W ′ of W∆, the subset

Ψ = {α : sα ∈W ′} ⊆Φ

is a subsystem of Φ and W ′ is the Coxeter group defined by Ψ [16]. By [16, Corollary

1], the Dynkin diagram of Ψ will be of type An′ for some n′ ≤ n. Thus W ′ will be of type

An′ . It follows that, when Q is of mutation-Dynkin type An, each parabolic subgroup of

GQ is isomorphic to a cluster group associated to a quiver of type An′ , for some n′ ≤ n.

In fact, our second main result shows that each parabolic subgroup has a cluster group

presentation given by restricting the presentation of the whole group.

Given any I ⊆ T , let QI denote the full subquiver of Q on the vertices corresponding

to the elements of I. To distinguish between the defining generators of GQ and GQI , we

label the generators of the cluster presentation of GQI by t ′i , for each ti ∈ I.

Theorem. (Theorem 6.3.1) Suppose Q is a quiver of mutation-Dynkin type with connected

components of mutation-Dynkin type A and consider the associated cluster group GQ =

〈T |R〉. For any I ⊆ T , there exists an isomorphism

GQI −→ GI,

t ′i 7−→ ti,

where GI denotes the subgroup of GQ generated by I and GQI is the cluster group asso-

ciated to QI , the full subquiver of Q on the vertices corresponding to the elements of I,

where the generators of the cluster presentation of GQI are labelled by t ′i , for each ti ∈ I.

This theorem is our second main result of this chapter, and will be proved in the second

section.

There are many well-established results for Coxeter presentations and, as previously

discussed, we are interested in whether cluster groups possess properties comparable to

those of Coxeter groups. Theorem 6.2.9 is analogous to the following theorem for Coxeter

groups.
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Theorem 6.1.1. [33, Theorem 5.5(c)] Let (W,S) be a Coxeter system. The assignment

I 7→WI defines a lattice isomorphism between the collection of subsets of S and the col-

lection of parabolic subgroups WI of W.

Similarly, analogously to our second main result, any parabolic subgroup of a Coxeter

group has a Coxeter presentation [33, Theorem 5.5(a)].

6.2 A Lattice Isomorphism Theorem

In [33], the proof of Theorem 6.1.1 examines how an element of the finite Coxeter group

acts on the corresponding root system. We approach the problem of proving an analogous

lattice isomorphism theorem for cluster groups of mutation-Dynkin type An1 t ...tAnr in

a different way. Our method will require the definitions and results of set partitions and

Young subgroups provided in Chapter 3.

Suppose Q is a quiver of mutation-Dynkin type with connected components Q1, ...,Qr

of types An1, ...,Anr , respectively, where n1, ...,nr ∈ Z+ and n = Σr
i=1ni. Take T to be a

triangulation of the disjoint union of (ni +3)-gons giving rise to Q and consider the braid

graph, ΓQ, of Q. Fix a labelling of ΓQ by the set {1, ...,n+ r}. By construction, there is a

bijection between the set of generators of GQ and the set of edges of ΓQ and recall that Ei

represents the edge in ΓQ corresponding to the vertex i of Q for each 1≤ i≤ n. Moreover,

from the chosen labelling of the braid graph, we obtain a set partition ρ of {1, ...,n+ r}
by taking the parts of ρ to be the vertex sets of the connected components of ΓQ. Suppose

Ei has endpoints xi,yi ∈ {1,2, ...,n+r} (with xi 6= yi). Then, by Lemma 5.2.2, there exists

an isomorphism

πQ : GQ −→ Y (ρ),

πQ : ti 7−→ (xi,yi).

Thus, as shown in Lemma 4.2.10, the edges of the braid graph are in bijection with the

defining generators of GQ. Moreover, ti 6= t j for any distinct vertices i and j of Q. That is,

there is a bijection between the vertices of Q and the defining generators of GQ.

Let I be the power set of T = {t1, ..., tn}. This is a lattice under inclusion. Moreover,

let G be the set of subgroups of GQ (so G is a lattice under inclusion) and let G̃ = {GI :

I ∈ I }, i.e. G̃ is the collection of parabolic subgroups of GQ. Let P be the collection

of set partitions of {1, ...,n+ r} and Y the set of Young subgroups of Σn+r. By Example

3.3.2, P is a lattice under the refinement ordering. By Proposition 3.3.7, the set Y is a
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lattice under inclusion and there exists a lattice isomorphism

ψ : P −→ Y ,

ψ : ρ 7−→ Y (ρ).

Definition 6.2.1. Given I ∈ I we obtain a set partition ρI ∈P in the following way.

Let ΓI be the graph obtained from ΓQ by deleting all edges Ei such that ti /∈ I. As ΓQ

is a connected tree, ΓI will consist of some connected components, Γ1
I ,Γ

2
I , ...,Γ

k
I , each of

which is a full subgraph of ΓQ. We define ρI = tk
j=1α j where α j is the vertex set of the

connected component Γ
j
I .

Let P̃ = {ρI : I ∈I } and Ỹ = {Y (ρ) : ρ ∈ P̃}. In this section, we will show that

there exists a lattice isomorphism:

φ : I
Lem 6.2.7−→ Ỹ ,

φ : I 7−→ Y (ρI).

To do this, we will show there exists an order isomorphism:

φ1 : I
Lem 6.2.2−→ P̃,

φ1 : I 7−→ ρI

and prove that P̃ is a sublattice of P under the refinement ordering. Thus, by Proposition

3.3.5, φ1 will be a lattice isomorphism. We will further show that Ỹ is a sublattice

of Y under inclusion and use Proposition 3.3.7 to show the following map is a lattice

isomorphism.

φ2 : P̃
Lem 6.2.6−→ Ỹ ,

φ2 : ρI 7−→ Y (ρI).

By composing φ1 and φ2, we obtain the desired lattice isomorphism between I and Ỹ .

This approach is summarised in the following diagram.

I P̃ Ỹ

P Y

φ

Lem 6.2.7

Lem 6.2.2
φ1

Lem 6.2.6
φ2

Lem 6.2.3 & Cor 6.2.4 Lem 6.2.5

Prop 3.3.7
ψ
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Finally, we will show that, for each I ∈I , the parabolic subgroup GI is isomorphic to

the Young subgroup Y (ρI) and use this to prove that a lattice isomorphism exists between

I and G̃ .

Lemma 6.2.2. There exists an order-isomorphism.

φ1 : I −→ P̃,

φ1 : I 7−→ ρI.

Proof. To show that φ1 is an order isomorphism, we must show that for any I,J ∈ I ,

I ⊆ J if and only if ρI ≤ ρJ .

Suppose I ⊆ J. Then ΓI is a subgraph of ΓJ , meaning the vertex set of each connected

component of ΓI is a subset of the vertex set of some component of ΓJ and so ρI ≤ ρJ .

If ρI ≤ ρJ then each part of ρI is a subset of a part of ρJ , meaning the vertex set of each

connected component of ΓI is a subset of the vertex set of some component of ΓJ . Recall

ΓI is obtained by deleting all edges of ΓQ corresponding to all ti /∈ I. If there existed

some ti ∈ I \ J, then Ei would lie in a connected component of ΓI , so the vertex set of this

component would contain the endpoints of Ei. However, as ti /∈ J, Ei would not lie in any

connected component of ΓJ . Thus the endpoints of Ei would lie in separate connected

components of ΓJ , contradicting the fact that the vertex set of each connected component

of ΓI is a subset of the vertex set of some component of ΓJ . Thus I ⊆ J.

We go on to show that P̃ is a lattice and so φ1 is a lattice isomorphism.

Lemma 6.2.3. The set P̃ is a lattice under the refinement ordering.

Proof. We prove that P̃ is a lattice under refinement by showing that it is a sublattice of

P .

By definition, to show that P̃ is a sublattice, we must show that for any I,J ∈ I ,

ρI ∨ρJ,ρI ∧ρJ ∈ P̃ . We show that

ρI∩J = ρI ∧ρJ, (6.1)

ρI∪J = ρI ∨ρJ. (6.2)

For ease of notation we will write RK for the equivalence relation corresponding to

the partition ρK ∈ P̃ . Noting Example 3.3.2 (2.), we need to show that ρI∩J is precisely
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the partition corresponding to the equivalence relation RI ∩RJ and ρI∪J is precisely the

partition corresponding to the equivalence relation t(RI ∪RJ).

Let ρI = ta
i=1αi, ρJ = tb

j=1α ′j and ρI∩J = tc
l=1βl . First, we show that for all x,y ∈

{1, ...,n+ r},

xRI∩Jy⇔ x(RI ∩RJ)y.

Recall that for any K ∈I , ρK is obtained by deleting the edges in ΓQ corresponding to

the ti not in K then taking the parts of ρK to be the vertex sets of the connected components

of this resulting graph, denoted by ΓK .

As I ∩ J ⊆ I,J and as ΓQ is a tree, for any two distinct vertices x and y lying in the

same connected component of ΓI∩J , the unique path from x to y in ΓQ must consist only

of edges corresponding to some ti ∈ I ∩ J. Therefore there exists a path from x to y in

both ΓI and ΓJ . Thus a connected component in ΓI∩J is a subgraph of some connected

component in both ΓI and in ΓJ . So xRI∩Jy implies x(RI ∩RJ)y.

Conversely, suppose two distinct vertices x and y lie in the same component in ΓI and

the same component in ΓJ . Then there exists a path in ΓQ between x and y consisting only

of edges corresponding to some ti ∈ I and a path between x and y consisting only of edges

corresponding to some ti ∈ J. However, ΓQ is a tree, meaning any existing path between

x and y is unique. Thus the edges in the path between x and y in ΓQ consist only of edges

corresponding to some ti ∈ I∩J, giving that x and y lie in the same connected component

of ΓI∩J . So x(RI ∩RJ)y implies xRI∩Jy.

As the equivalence relation corresponding to ρI∩J is precisely RI ∩RJ , it must be that

ρI∩J = ρI ∧ρJ , so (6.1) is shown.

Finally, we show that for all x,y ∈ {1, ...,n+ r},

xRI∪Jy⇔ x(t(RI ∪RJ))y.

For any x,y ∈ {1, ...,n+ r},xRI∪Jy if and only if x and y lie in the same connected

component of ΓI∪J . This occurs if and only if there exists a unique path in ΓQ between x

and y consisting only of edges corresponding to elements of I ∪ J. That is, if and only if

there exists distinct z0, ...,zm ∈ {1, ...,n+ r} such that x = z0,y = zm and for all 1≤ i≤ m

either ti ∈ I or ti ∈ J, where ti corresponds to the edge in ΓQ with endpoints (zi−1,zi). In

other words, there exist distinct z0, ...,zm ∈ {1, ...,n+ r} such that x = z0,y = zm and for

all 1≤ i≤ m−1 either ziR1zi+1 or ziR2zi+1. So xRI∪Jy⇔ x(t(RI ∪RJ))y.
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Hence both (6.1) and (6.2) are shown, so ρI ∨ρJ,ρI ∧ρJ ∈ P̃ for all I,J ∈I and so

P̃ is a sublattice of P .

From Lemma 6.2.2 together with Lemma 6.2.3 and Proposition 3.3.5 we conclude the

following.

Corollary 6.2.4. The set P̃ is a sublattice of P isomorphic to I .

We now show that Ỹ is a sublattice of Y .

Lemma 6.2.5. The set Ỹ is a sublattice of Y .

Proof. For all I,J ∈I ,

Y (ρI)∨Y (ρJ) = ψ(ρI)∨ψ(ρJ)

= ψ(ρI ∨ρJ) by Proposition 3.3.7

= ψ(ρI∪J) by Lemma 6.2.3

= Y (ρI∪J) ∈ Ỹ

and

Y (ρI)∧Y (ρJ) = ψ(ρI)∧ψ(ρJ)

= ψ(ρI ∧ρJ) by Proposition 3.3.7

= ψ(ρI∩J) by Lemma 6.2.3

= Y (ρI∩J) ∈ Ỹ .

Thus Ỹ is a sublattice of Y .

Lemma 6.2.6. There exists a lattice isomorphism

φ2 : P̃ −→ Ỹ ,

φ2 : ρI 7−→ Y (ρI).

Proof. It follows from Proposition 3.3.7 that

ψ|P̃ : P̃ −→ Y ,

ψ|P̃ : ρI 7−→ Y (ρI)



84 Chapter 6. A Lattice Isomorphism Theorem

is an injective lattice homomorphism. As Ỹ = im(ψ|P̃), we conclude that ψ|P̃ induces

the lattice isomorphism:

φ2 : P̃ −→ Ỹ ,

φ2 : ρI 7−→ Y (ρI).

Thus Ỹ is a sublattice of Y isomorphic to P̃ and so isomorphic to I .

Lemma 6.2.7. There exists a lattice isomorphism

φ : I −→ Ỹ ,

φ : I 7−→ Y (ρI).

Proof. Let

φ : I −→ Ỹ

be the composition φ = φ2 ◦φ1. Then

φ(I) = Y (ρI)

for all I ∈I . By Lemma 6.2.3 and Lemma 6.2.6, φ is a lattice isomorphism.

Recall that G is the set of subgroups of GQ (so G is a lattice under inclusion) and

G̃ = {GI : I ∈I } (the set of parabolic subgroups of GQ). Our next aim is to show that G̃

is a sublattice of G . For this we need the following lemmas.

Lemma 6.2.8. For I ∈I , the map

πQ |GI : GI −→ Y (ρI),

πQ |GI : ti 7−→ (xi,yi)

is a group isomorphism. That is, GI ∼= Y (ρI).

Proof. For ease of notation, we write π |I in place of πQ |GI .

Clearly, im(π |I)⊆ Y (ρI) as for each ti ∈ I, Ei = {xi,yi} lies in some connected com-

ponent Γ
j
I of ΓI . It follows that xi,yi ∈ α j and so π |I (ti) = (xi,yi) ∈ Σα j ⊆ Y (ρI).

Since πQ is an isomorphism, π |I: GI 7−→ Y (ρI) is injective. Hence it is enough to

show that im(π |I) = Y (ρI) in order to show that π |I: GI −→ Y (ρI) is an isomorphism.
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Let ρI = tk
j=1α j. For any 1 ≤ j ≤ k, α j = {m1, ...,mu} ⊆ {1, ...,n+ r}, we have

Σα j
∼= Σu induced by the map

π̃ : l 7−→ ml

As the set of elementary transpositions {(l, l+1) : 1≤ j≤ u−1} generates Σu, the set

{(ml,ml+1) : 1 ≤ j ≤ u− 1} generates Σα j . For any 1 ≤ l ≤ u− 1, there exists a unique

path in Γ
j
I between the vertices ml and ml+1 (as ml,ml+1 ∈ α j):

ml = x1
Ei1 x2

Ei2 x3
Ei3

...
Eip−1

xp = ml+1

and

(ml,ml+1) = (x1,x2)(x2,x3)...(xp−2,xp−1)(xp−1,xp)(xp−2,xp−1)

...(x2,x3)(x1,x2)

= π |I (ti1ti2...tip−1tiptip−1...ti2ti1)

where tiq ∈ I for each 1≤ q≤ p, as each edge Eiq lay in Γ
j
I . Thus π |I is surjective and so

GI ∼= Y (ρI).

Theorem 6.2.9. Suppose Q is a quiver of mutation-Dynkin type with connected compo-

nents of mutation-Dynkin type A and consider the associated cluster group GQ = 〈T |R〉.

Then the collection of parabolic subgroups of GQ, denoted by G̃ , is a sublattice of the set

of subgroups of GQ under inclusion and there exists a lattice isomorphism

Φ : I −→ G̃ ,

Φ : I 7−→ GI,

where I is the collection of subsets, I, of the set of defining generators, T , and GI is the

subgroup generated by I.

Proof. Suppose Q is a quiver of mutation-Dynkin type with connected components Q1, ...,Qr

of types An1, ...,Anr , respectively, where n1, ...,nr ∈Z+ and n = Σr
i=1ni. Let Sub(Σn+r) de-

note the set of subgroups of Σn+r. The group isomorphism

(πQ)
−1 : Σn+r −→ GQ

induces a lattice isomorphism

Sub(Σn+r)−→ G ,

H 7−→ (πQ)
−1(H).
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Note that, by Lemma 6.2.8, (πQ)
−1(Y (ρI)) = GI for each Y (ρI) ∈ Ỹ . Thus G̃ is the

image of the sublattice Ỹ under this induced lattice isomorphism. It follows that G̃ is a

sublattice of G and that taking the restriction of the induced lattice isomorphism to the

sublattice Ỹ of Sub(Σn+r) yields the following lattice isomorphism

Ỹ −→ G̃ ,

Y (ρI) 7−→ GI.

Composing this map with φ (Lemma 6.2.7) will give the desired lattice isomorphism

Φ.

6.3 Cluster Group Presentations of Parabolic Subgroups

Suppose Q is a quiver of mutation-Dynkin type with connected components Q1, ...,Qr of

type An1, ...,Anr , respectively, where n1, ...,nr ∈ Z+ and n = Σr
i=1ni. In this section, we

prove that the parabolic subgroups of the cluster group GQ have presentations given by

restricting the cluster group presentation of the whole group.

Consider a subset I ⊆ T . Let QI denote the full subquiver, QI , of Q on vertices cor-

responding to the elements of I. Consider the group with presentation given by taking

the defining generators to be the set I and the set of relations to be all the corresponding

defining relations of the cluster presentation of GQ that consist only of elements of I. The

group corresponding to this presentation is a cluster group of mutation-Dynkin type as it

is precisely GQI . By Proposition 2.3.24, QI will be a disjoint union of quivers Q′1, ...,Q
′
r′

of mutation-Dynkin type An′1
, ...,An′

r′
, respectively, for some 1≤ n′i ≤ n and r′ ≥ 1.

Consider the parabolic subgroup, GI , generated by I. From Lemma 6.2.8, GI is iso-

morphic to Y (ρI). We will show that there exists an isomorphism between GQI and Y (ρI)

and so, by transitivity, the parabolic subgroup GI has a cluster group presentation associ-

ated to QI .

In particular, we will show that this isomorphism gives the following commutative

diagram. GI

	
��

// GQ

Y (ρI) // GQI

OO

To distinguish between the defining generators of GQ and GQI , we label the generators

of the cluster presentation of GQI by t ′i , for each ti ∈ I.

Theorem 6.3.1. Suppose Q is a quiver of mutation-Dynkin type with connected compo-

nents of mutation-Dynkin type A and consider the associated cluster group GQ = 〈T |R〉.
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For any I ⊆ T , there exists an isomorphism

GQI −→ GI,

t ′i 7−→ ti,

where GI denotes the subgroup of GQ generated by I and GQI is the cluster group asso-

ciated to QI , the full subquiver of Q on the vertices corresponding to the elements of I,

where the generators of the cluster presentation of GQI are labelled by t ′i , for each ti ∈ I.

Proof. Suppose Q is a quiver of mutation-Dynkin type with connected components Q1, ...,Qr

of type An1 , ...,Anr for some n1, ...,nr ∈ Z+. We show that there exists an isomorphism

GQI −→ Y (ρI),

t ′i 7−→ πI(ti).

We begin by considering the braid graphs ΓQ and ΓQI and show that ΓI = ΓQI .

Let T be a triangulation giving rise to Q. As discussed in Remark 2.4.9, a triangula-

tion T ′ giving rise to QI can be obtained from T by cutting along each of the diagonals

lying in the set {di : ti /∈ I}.

We consider the braid graph, ΓQI of QI . We remark that in obtaining T ′, no triangle

of T will have been deleted. Thus the number of vertices of ΓQI equals the number of

vertices in ΓQ, which equals the number of vertices in ΓI . Moreover, all triangles in T ′

will have the same orientation as in T except those which were bounded by a diagonal

that was ‘cut’. As one diagonal of T bounds exactly two triangles, the set of edges in

ΓQI will equal the set of edges in ΓQ minus the set of edges which correspond to one of

the ‘cut’ diagonals. These are precisely the edges corresponding to all elements of T \ I.

Thus ΓQI is equal to the graph obtained from ΓQ by deleting the edges corresponding to

the ti /∈ I, which is precisely ΓI .

The fixed labelling of ΓQ induces a labelling on the vertices ΓQI from which we obtain

a set partition ρ ′ of {1, ...,n+ r}. As ΓQI = ΓI , this set partition is precisely ρI meaning

Y (ρ ′) = Y (ρI).

By Lemma 5.2.2, there exists an isomorphism

πQI : GQI −→ Y (ρ ′),

πQI : t ′i 7−→ (xi,yi)
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where xi and yi are the endpoints of the edge in ΓQI corresponding to t ′i . Moreover, as

ΓQI = ΓI and applying by Lemma 6.2.8, the following map is an isomorphism.

πQ |I: GI −→ Y (ρI),

πQ |I: ti 7−→ (xi,yi).

As Y (ρ ′) = Y (ρI), we can define π := (πQ |I)−1 ◦πQI , which will be the desired isomor-

phism,

πQ |−1
I ◦πQI : GQ′ −→ GI,

πQ |−1
I ◦πQI : t ′i −→ ti.



Chapter 7

An Alternative Exchange Lemma for

Cluster Groups

7.1 Introduction

In this chapter we will examine the properties of cluster groups associated to cluster quiv-

ers more generally.

Recall that for a finite Coxeter system, (W,S), by Proposition 1.4.7, for any I ⊆ S

there exists a unique factorisation of each element w ∈W of the form w = ab such that

l(a) + l(b) = l(w), where a ∈W I and b ∈WI . This factorisation is unique as, by an

application of the Deletion Property, it can be shown that a is the unique element of the

set wWI ∩W I [4, Proposition 2.4.4]. Further, a is the unique minimal length element of

the coset wWI [4, Corollary 2.4.5]. Additionally, by Lemma 1.4.6, W I consists of the

elements of W whose reduced expressions do not end in elements of I and Theorem 1.4.4

stated that the length function on WI equals the length function on W . Finally, by Theorem

1.4.9, known as the Exchange Lemma, each finite Coxeter group satisfies the Exchange

Property and the Exchange Lemma states that this is, in fact, a characterizing property for

finite Coxeter groups.

In this chapter, we aim to prove results for cluster groups that are analogous to these

properties. In particular, we will prove a result for cluster groups associated to any cluster

quiver which is analogous to Proposition 1.4.7. However, in this case the factorisation

will not necessarily be unique. We will then use the existence of this factorisation to

prove an alternative exchange lemma for cluster groups. We will then restrict once more

to cluster groups associated to quivers of mutation-Dynkin type An and, motivated by

Lemma 1.4.6, we consider the possible forms of reduced expressions of similarly defined

subsets of cluster groups. In the final section, we study the length function restricted to a

89
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parabolic subgroup.

7.2 Cluster Group Exchange Lemma

Let Q be a cluster quiver and consider the associated cluster group, GQ. Analogous to the

Coxeter case, for each I ⊆ T we define the following sets.

GI = {w ∈ GQ : l(wti)> l(w) ∀ ti ∈ I}

IG = {w ∈ GQ : l(tiw)> l(w) ∀ ti ∈ I}

Proposition 7.2.1. Let Q be a cluster quiver and consider the associated cluster group,

GQ. For any I ⊆ T , every w ∈ GQ has a factorisation

w = ab, for some a ∈ GI,b ∈ GI

such that l(w) = l(a)+ l(b).

Proof. We proceed by induction on l(w). If l(w) = 1 then w = ti, for some 1 ≤ i ≤ n.

If ti ∈ I, then we choose a = e,b = ti. If ti /∈ I, then we claim that l(titk) > l(ti) for all

tk ∈ I and so we choose a = ti,b = e. Taking any tk ∈ I, if l(titk)< l(ti) then l(titk) = 0, by

Lemma 4.3.1 (5), as l(ti) = 1. Thus titk = e. It follows that ti = tk ∈ I, contradicting that

ti /∈ I. As l(titk) 6= l(ti) by Lemma 4.3.1 (6), it must be that l(titk)> l(ti).

Suppose l(w) = r ≥ 1 and that the statement holds for every element of GQ of shorter

length. If w ∈ GI then we choose b = e and a = w. Similarly, if w ∈ GI then we choose

a = e and b = w. So we need only consider the case when w /∈ GI and w /∈ GI .

As w /∈ GI , there exists tk ∈ I such that l(wtk)< l(w). By Lemma 4.3.1 (5), it follows

that l(wtk) = l(w)− 1 < r. By induction, there exists a′ ∈ GI and b′ ∈ GI such that

wtk = a′b′ and

l(wtk) = l(w)−1 = l(a′)+ l(b′).

Let a = a′ and b = b′tk. Then ab = a′b′tk = (wtk)tk = wt2
k = w. It remains to show that

l(b′tk) = l(b′)+ 1, giving l(a)+ l(b) = l(a′)+ l(b′tk) = l(a′)+ l(b′)+ 1 = l(wtk)+ 1 =

l(w).

We assume, for a contradiction, that l(b′tk) < l(b′). That is, by Lemma 4.3.1 (5),

l(b′tk) = l(b′)− 1. We have already established that wtk = a′b′, so w = a′b′tk, and that
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l(wtk) = l(a′)+ l(b′). Thus

l(w) = l(a′b′tk)≤ l(a′)+ l(b′tk)

= l(a′)+(l(b′)−1)

= (l(a′)+ l(b′))−1

= l(wtk)−1

< l(wtk),

contradicting that l(wtk) < l(w). Since l(b′tk) 6= l(b′) by Lemma 4.3.1 (6), we have

l(b′tk) > l(b′) and so l(b′tk) = l(b′)+ 1 by Lemma 4.3.1 (5). Therefore, l(w) = l(a)+

l(b). Finally, we note that a = a′ ∈ GI and, as tk,b′ ∈ GI , we have that b ∈ GI . Thus we

have obtained the required factorisation of w.

Example 7.2.2. Let Q be the quiver

1 2 3

We consider the braid graph of Q with the following labelling.

ΓQ:
1 2

3

4

t1
t2

t3

With respect to this labelling, πQ is the isomorphism:

πQ :GQ −→ Σ4,

πQ :t1 7−→ (1,2),

πQ :t2 7−→ (2,3),

πQ :t3 7−→ (2,4).

Take I = {t1, t2} ⊆ T and consider w = t2t3t1t2 ∈ GQ. By Proposition 4.2.11, to show

that this expression of w is reduced, we only need to show that there exists no expression

of w of length 0 or 2. To do this, we can show that πQ(w) 6= πQ(w′) for any w′ such

that l(w′) ∈ {0,2}. The computation and comparisons of the permutations πQ(w) and
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πQ(w′) were performed using MapleT M ([39]). The exact code for this example is given

in Appendix A.1.

Take a = t2t3 and b = t1t2. Clearly, b ∈ GI . It remains to show that a ∈ GI and so we

have a factorisation of w as given in Lemma 7.2.1. To show a ∈ GI , we show that t2t3t1

and t2t3t2 are reduced expressions in GQ. Again, by Proposition 4.2.11, we only need

to show that there exist no expressions of these elements of length 1. As πQ(t2t3t1) =

(2,3)(2,4)(1,2) = (1,4,3,2), it is clear that πQ(t2t3t1) 6= πQ(t j), meaning t2t3t1 6= t j, for

all 1 ≤ j ≤ 3. Similarly, as πQ(t2t3t2) = (2,3)(2,4)(2,3) = (3,4), t2t3t2 6= t j for all 1 ≤

j ≤ 3. Thus a ∈ GI .

Remark 7.2.3. The proof of Proposition 7.2.1 relies only on Lemma 4.3.1 holding for

the cluster group. Thus, by Remark 4.3.2, we have that any group arising from a group

presentation whose relations are all of even length will have the factorisation property

given in Proposition 7.2.1.

As stated in Proposition 1.4.7, in the Coxeter case this factorisation exists but is fur-

thermore unique. The element in the factorisation lying in the set W I is shown to be the

unique element of wWI of minimal length [33, Proposition 1.10]. The uniqueness of these

minimal length elements distinguish them as coset representatives and they are referred to

as the minimal coset representatives [33, Section 1.10]. Thus the set wWI ∩W I contains

only one element, namely the minimal coset representative of wWI . The uniqueness of

the factorisation for elements of Coxeter groups is a consequence of the Deletion Prop-

erty and is not a property that is transferable to the factorisations of elements of cluster

groups shown to exist in Proposition 7.2.1.

Proposition 7.2.4. There exists a cluster quiver Q and I ⊆ T such that an element w∈GQ

has distinct factorisations of the form

w = ab,

where a ∈ GI,b ∈ GI and l(a)+ l(b) = l(w).

Proof. Let Q be the same quiver considered in Example 7.2.2, along with the same la-

belling of ΓQ. Once more, take I = {t1, t2}⊆ T and w= t2t3t1t2 ∈GQ. We saw in Example

7.2.2 that this is a reduced expression of w and that by taking a = t2t3 and b = t1t2 we

obtain a factorisation of w as described in Lemma 7.2.1.
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Note that we can apply a cycle relation to w to obtain the expression w = t1t2t3t1. As

this is of length 4, it is also reduced.

Let a′ = t1t2t3 and b′ = t1. As this expression for a′ is a subexpression of a reduced

expression of w, it must be reduced. Moreover, we claim that a′ ∈ GI . As w = a′t1 and

l(w) = l(a′) + 1, it must be that l(a′t1) > l(a′), otherwise w = t1t2t3t1 would not be a

reduced expression.

So it remains to show that l(a′t2)> l(a′). By Proposition 4.2.11, we only need to show

that there exists no expression of a′t2 of length 0 or 2. As πQ(a′t2)= (1,2)(2,3)(2,4)(2,3)=

(1,2)(3,4), we can conclude that a′t2 6= e. The computations required to verify that

l(a′t2) 6= 2 were performed using MapleT M ([39]) and the exact code for this is given

in Appendix A.2.

Finally, we verify the factorisations are distinct by observing that πQ(b)= (1,2)(2,3)=

(1,2,3) 6= (1,2) = πQ(b′), so it must be that b 6= b′. Furthermore, if a = a′ then it would

follow that b = b′, so this cannot be the case either.

Thus, we obtain the factorisations w = ab = a′b′ where l(w) = l(a)+ l(b) = l(a′)+

l(b′) for distinct a,a′ ∈ GI and distinct b,b′ ∈ GI .

The counterexample given in the proof of Proposition 7.2.4 demonstrates that for a

cluster group GQ, it is possible for the set wGI ∩GI to have more than one element for

some I ⊆ T and w ∈ GQ.

To strengthen Proposition 7.2.1, it could be further investigated whether the set wGI∩
GI contains any distinguishing elements, such as a unique element of minimal length.

However, Proposition 7.2.1 is still useful without uniqueness and can be used to prove a

result for cluster groups which is comparable to the Exchange Property.

Lemma 7.2.5. Let Q be a cluster quiver. For any w ∈GQ and ti ∈ T , if l(tiw)< l(w) then

the following hold.

(a) There exists a reduced expression of w beginning with ti.

(b) There exists a reduced expression w = ti1...tiq such that titi1...ti j−1 = ti1...ti j−1ti j for

some 1≤ j ≤ q.

Proof. Let Q be a cluster quiver and suppose l(tiw)< l(w) for some w ∈ GQ and ti ∈ T .

(a) If l(tiw) < l(w) then l(w−1ti) < l(w−1). Let I = {ti} and consider the parabolic

subgroup GI = {e, ti}. By Proposition 7.2.1, there exists a factorisation w−1 =
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ab where a ∈ GI,b ∈ GI and l(a)+ l(b) = l(w). As l(w−1ti) < l(w−1), we must

have that w−1 /∈ GI , meaning b 6= e, thus b = ti. That is, w−1 = ati where a ∈

GI and l(w−1) = l(b)+ 1. Taking a reduced expression a = t ′i1...t
′
ik , we obtain a

reduced expression w−1 = t ′i1...t
′
ikti, meaning w = tit ′ik ...t

′
i1 is a reduced expression

of w beginning with ti.

(b) We can easily see that such an expression by taking reduced expression w = ti1...tik

such that ti1 = ti, which exists by (a), and choosing j = 1.

Remark 7.2.6. (a) By Remark 7.2.3, this ‘alternative exchange lemma’ will hold for

any group arising from a group presentation whose relations are all of even length.

This is because the proof of Lemma 7.2.5 relies only on the fact that Proposition

7.2.1 holds for cluster groups.

(b) An analogous proof for part (a) of Lemma 7.2.5 can be used to show that if l(tiw)<

l(w) then there exists a reduced expression of w ending with ti.

It only takes a small step to extend this result to one resembling the Exchange Lemma

for Coxeter groups.

Lemma 7.2.7. Let Q be a cluster quiver and take any w ∈ GQ. If ti ∈ T is such that

l(tiw)< l(w) then there exists a reduced expression w = ti1...tik such that tiw = ti1 ...t̂i j ...tik

for some 1≤ j ≤ k.

Proof. Take any w ∈ GQ and suppose ti ∈ T is such that l(tiw) < l(w). By Lemma

7.2.5 (b), there exists a reduced expression w = ti1 ...tik such that titi1...ti j−1 = ti1...ti j−1ti j

for some 1≤ j ≤ k. That is, ti = ti1...ti j−1ti jti j−1 ...ti1 . Thus

tiw = (ti1...ti j−1ti jti j−1...ti1)ti1 ...tik

= ti1...ti j−1ti j+1...tik

= ti1...t̂i j ...tik

The following result is a consequence of Lemma 7.2.5.
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Lemma 7.2.8. Let Q be a cluster quiver on n vertices and fix any 1 ≤ i ≤ n. Take I =

T \{ti} and w ∈ GQ such that w 6= e. Then w ∈ IG if any only if all reduced expressions

of w begin in ti.

Proof. If I = T \{ti} then

IG = {w ∈ GQ : l(t jw)> l(w) ∀ j 6= i}.

If w ∈ GQ is such that every reduced expression of w begins in ti, then w ∈ IG. This is

because, if there existed j 6= i such that l(t jw)< l(w), then, by Lemma 7.2.5, there would

exist a reduced expression of w beginning in t j where j 6= i, a contradiction. Conversely,

suppose w ∈ IG and w 6= e. If w has a reduced expression beginning in t j for some j 6= i

then l(t jw) < l(w), contradicting that w ∈ IG. Thus every reduced expression of w must

begin in ti. We conclude that any element of GQ not equal to the identity element lies in

IG if and only if all of its reduced expressions begin in ti.

Whilst Lemma 7.2.7 is comparable to the Exchange Property, the Exchange Property

holds for any given reduced expression of an element of a Coxeter group. Thus Lemma

7.2.7 is not as strong as a condition. However, it would be further strengthened if the

following conjecture could be proved.

Conjecture 7.2.9. Let Q be a cluster quiver and take any w ∈ GQ. If ti ∈ T is such

that l(tiw) < l(w), then given any reduced expression w = ti1 ...tik there exists a reduced

expression of tiw whose support is equal to the set {ti1, ..., t̂i j , ..., tiq}, for some 1≤ j ≤ k.

Remark 7.2.10. By Remark 7.2.6(a), we can see that Lemma 7.2.7 will hold for any

group arising from a group presentation such that the square of each generator gives the

identity and whose relations are all of even length.

7.3 Reduced Expressions of Elements in IG

In this section we will only consider quivers of mutation-Dynkin type An1t ...tAnr , where

n1, ...,nr ∈ Z+ and n = ∑
r
i=1 ni, with r ≥ 1. Let Q be a quiver of this type and recall in

Section 7.2, for I ⊆ T , we defined the set

IG = {w ∈ GQ : l(tiw)> l(w) ∀ ti ∈ I}.
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For I = T \ {ti}, by Lemma 7.2.8, we have that any element of GQ not equal to the

identity element lies in IG if and only if all of its reduced expressions begin in ti. In this

final section of the chapter, we consider the forms of the reduced expressions of elements

lying in IG, for a subset I = T \{ti}, for some 1≤ i≤ n.

To begin, we establish some notation. For 1≤ i 6= j≤ n such that i and j are connected

by an edge in Q, let Γi
j denote the set of tm ∈ T such that m 6= j (so tm 6= t j by Lemma

4.2.10) and there exists a path between j and m in the underlying graph of Q that does not

pass through i or any k 6= j such that i and k are connected by an edge in Q.

Example 7.3.1. Let Q be the quiver

1 2 3 4 5

Then Γ2
3 = {t4, t5} but Γ2

1 = /0.

Remark 7.3.2. Note that t j /∈ Γi
j for all 1≤ j ≤ n. Moreover, as Q is of mutation-Dynkin

type An1 t ...tAnr , the underlying graph of Q has no cycles of length greater than 3, by

Lemma 2.4.8. It follows that each element of Γi
j will commute with every element of

T \ (Γi
j∪{t j}).

Let w(Γi
j) represent a reduced expression of a general element in GQ whose support

is contained in Γi
j. By the above,

tkw(Γi
j) = w(Γi

j)tk (7.1)

for all tk ∈ T \ (Γi
j∪{t j}).

Lemma 7.3.3. Let Q be a quiver of mutation-Dynkin type on n vertices with connected

components of type A and consider the associated cluster group, GQ. For any 1 ≤ i ≤ n

and w ∈ GQ, if there exists a reduced expression w = ti1ti2...tik where ti j 6= ti for all 1 ≤

j ≤ k, then w has a reduced expression of the form:

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
, (7.2)

where the vertices ju are distinct for all 1≤ u≤ N and ju and j′v are connected to i in Q,

for all 1≤ u≤ N and 1≤ v≤ N′.

Moreover, this reduced expression can be obtained from the expression w = ti1ti2...tik

by applying a sequence of commutations.
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Proof. Let Q be a quiver of mutation-Dynkin type An1t ...tAnr , where n1, ...,nr ∈Z+ and

n = ∑
r
i=1 ni, with r ≥ 1. Note that by Lemma 4.2.10 we can assume that, for all vertices

i and j of Q, ti 6= t j if and only if i 6= j. We proceed by induction on l(w). Suppose that

l(w) = 1 and w = ti1 for some ti1 ∈ T where i1 6= i. If i1 is connected to i by an edge in

Q then this reduced expression is of the form (7.2) by taking N = 0 and N′ = 1. If i1 is

not connected to i by an edge in Q, then ti1 ∈ Γi
ju for some ju connected to i and so this

reduced expression is of the form (7.2) by taking N = 1, N′ = 0 and ti1 = w(Γi
j1).

Suppose l(w) = k > 1 and any element with a reduced expression of shorter length

containing no ti terms has a reduced expression of the form (7.2). If there exists a reduced

expression w = ti1ti2...tik such that ti j 6= ti for all 1≤ j ≤ k, then we consider w′ = ti1w =

ti2...tik . Clearly, this is an element of shorter length with a reduced expression containing

no ti terms. By induction there exists a reduced expression of the form:

ti1w =

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
,

containing k−1 terms, where ju and j′v are connected to i in Q for all 1≤ u≤N, 1≤ v≤N′

and the ju are distinct over 1≤ u≤ N. Moreover, this reduced expression can be obtained

from ti2...tik by applying a sequence of commutations. Thus

w = ti1

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
,

which consists of k terms and so is a reduced expression. If i1 is not connected to i by an

edge in Q, then ti1 ∈ Γi
p for some p connected to i and so we take j0 = p. Thus w(Γi

j0) = ti1

and

w =

(
N

∏
u=0

w(Γi
ju)

)(
N′

∏
v=1

t jvw(Γ
i
jv)

)
which is of the form (7.2) (after relabelling).

It remains to consider when i1 is connected to i by an edge in Q. In this case, if i1 = ju

for some 1 ≤ u ≤ N then we can commute ti1 through and extend the first appearing

w(Γi
i1). By Remark 7.3.2, w(Γi

ju1
)w(Γi

ju2
) = w(Γi

ju2
)w(Γi

ju1
) for all ju1 6= ju2 meaning

we can assume, without loss of generality, that i1 = jN . Moreover, as the ju are distinct,

ju 6= i1 for all 1 ≤ u ≤ N−1. Consequently, ti1w(Γi
ju) = w(Γi

ju)ti1 for all 1 ≤ u ≤ N−1.

Thus

w =

(
N−1

∏
u=1

w(Γi
ju)

)(
ti1w(Γi

i1)
)( N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
.
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By absorbing ti1 into the second product, we obtain

w =

(
N−1

∏
u=1

w(Γi
ju)

)(
N′

∏
v=0

t j′vw(Γ
i
j′v
)

)
,

where j′0 = i1 and w(Γi
j′0
) = e. After relabelling, this gives an expression of the required

form. As the only relations we have applied were legal commutations, this expression

contains k terms, thus is reduced.

If i1 6= ju, for any 1≤ u≤ N, then ti1w(Γi
ju) = w(Γi

ju)ti1 , for all 1≤ u≤ N. Thus

w =

(
N

∏
u=1

w(Γi
ju)

)
ti1

(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
.

By absorbing ti1 into the second product, we obtain the expression

w =

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=0

t j′vw(Γ
i
j′v
)

)
,

where j′0 = i1. After relabelling, we obtain an expression of the form (7.2). Again, as the

only relations we have applied were legal commutations, this expression contains k terms

and so is reduced.

Example 7.3.4. Let Q be the quiver

1 2 3 4 5

Take the following labelling of ΓQ by the set {1,2,3,4,5,6}.

ΓQ:
3 4

5

6

2

1

t3
t4

t5

t2

t1

With respect to this labelling, πQ is the isomorphism:

πQ :GQ −→ Σ6,

πQ :t1 7−→ (1,3),

πQ :t2 7−→ (2,3),

πQ :t3 7−→ (3,4),

πQ :t4 7−→ (4,5),

πQ :t5 7−→ (4,6).
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Take i = 1. So Γ1
2 = /0 and Γ1

3 = {t4, t5}. Consider the element w = t3t2t5t3t4 ∈GQ. To

show this expression is reduced, by Proposition 4.2.11, we only need to show that there

exists no expression of w of length 1 or 3. The computations required to verify this were

performed using MapleT M ([39]) and the exact code for this example is given in Appendix

A.3. So we may assume the expression is reduced.

By applying the commutation t2t5 = t5t2, we obtain the expression

w = t3t5t2t3t4,

which is a reduced expression of the form (7.2) where N = 0 (so the ju are trivially

distinct) and N′ = 3 with j′1 = t3, j′2 = t2 and j′3 = t3 and w(Γ1
j′1
) = t5, w(Γ1

j′2
) = e and

w(Γ1
j′3
) = t4.

Proposition 7.3.5. Let Q be a quiver of mutation-Dynkin type on n vertices with con-

nected components of type A, and consider the associated cluster group, GQ. For any

1 ≤ i ≤ n and w ∈ GQ, by applying a sequence of commutations, from any reduced ex-

pression w = ti1ti2...tik we can obtain a reduced expression of the form:

w =

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)(
M

∏
p=1

ti

[
Np

∏
q=1

t jpqw(Γi
jpq
)

])
, (7.3)

where ju, j′v and jpq are connected to i by an edge in Q, for all 1 ≤ u ≤ N, 1 ≤ v ≤ N′,

1≤ p≤M and 1≤ q≤ Np.

Proof. Let Q be a quiver of mutation-Dynkin type An1 t ...tAnr , where n1, ...,nr ∈ Z+

and n = ∑
r
i=1 ni, with r ≥ 1. Fix 1≤ i≤ n and suppose w ∈ GQ has a reduced expression

w = ti1ti2...tik .

If ti j 6= ti for all 1≤ j ≤ k then, by Lemma 7.3.3, there is a sequence of commutations

that can be applied to the reduced expression ti1ti2...tik to obtain a reduced expression of

the form (7.2), which is of the form (7.3) (by taking M = 0). Assuming this is not the

case means that there exist 1≤ p1 < ... < pa ≤ k such that ipb = i for each 1≤ b≤ a and

ic 6= i for all c /∈ {p1, ..., pa}.

Therefore, we can write this reduced expression as the factorisation

w = w0tip1
w1tip2

w2...tipa
wa = w0tiw1tiw2...tiwa
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where w0 = ti1 ...tip1−1 , with i j 6= i for all 1 ≤ j ≤ p1 − 1, and, for 1 ≤ b ≤ a, wb =

tipb+1...tipb+1−1 , with i j 6= i for all pb +1≤ j ≤ pb+1−1 (taking pa+1−1 = k).

By Lemma 7.3.3, we can apply a sequence of commutations to wa = tipa+1...tik to

obtain a reduced expression of wa of the form:

wa =

(
N

∏
u=1

w(Γi
ju)

)(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
,

where ju and j′v are connected to i in Q, for all 1≤ u≤ N and 1≤ v≤ N′.

As tiw(Γi
ju) = w(Γi

ju)ti for each 1≤ u≤ N, we have a reduced expression

tiwa =

(
N

∏
u=1

w(Γi
ju)

)
ti

(
N′

∏
v=1

t j′vw(Γ
i
j′v
)

)
.

As wa−1

(
∏

N
u=1 w(Γi

ju)
)

has no terms equal to ti, we can then repeat this same process

for wa−1

(
∏

N
u=1 w(Γi

ju)
)

and so on, in descending order for each 1 ≤ b ≤ a− 1. The

resulting expression, after relabelling, will be of the form

w0

(
N

∏
u=1

w(Γi
ju)

)(
M

∏
p=1

ti

[
Np

∏
q=1

t jpqw(Γi
jpq
)

])
.

Moreover, as only legal commutations have been applied, this expression is reduced. Fi-

nally, by Lemma 7.3.3, we can apply a sequence of commutations to obtain a reduced

expression of w0

(
∏

N
u=1 w(Γi

ju)
)

of the form (7.2). Substituting this into the expression

above, the resulting expression of w will be reduced and of the form (7.3) (after rela-

belling).

The next result follows immediately from Lemma 7.2.8 and Proposition 7.3.5.

Corollary 7.3.6. Let Q be a quiver of mutation-Dynkin type on n vertices with connected

components of type A and consider the associated cluster group, GQ. For any 1 ≤ i ≤ n,

take w ∈ IG where I = T \{ti} (i.e. all reduced expressions of w begin in ti). By applying

a sequence of commutations, from any reduced expression of w we can obtain a reduced

expression of the form:

w =
M

∏
p=1

ti

[
Np

∏
q=1

t jpqw(Γi
jpq
)

]
, (7.4)

where jpq is connected to i by an edge in Q for all 1 ≤ p ≤ M and 1 ≤ q ≤ Np, where

M,Np ∈ Z+.
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Example 7.3.7. Let Q be the quiver

1 2 3 4 5 6

Take the following labelling of ΓQ by the set {1,2,3,4,5,6,7}.

ΓQ:
1 2 3 4 6 7

5

t1 t2 t3 t5 t6
t4

With respect to this labelling, πQ is the isomorphism:

πQ :GQ −→ Σ7,

πQ :t1 7−→ (1,2),

πQ :t2 7−→ (2,3),

πQ :t3 7−→ (3,4),

πQ :t4 7−→ (4,5),

πQ :t5 7−→ (4,6),

πQ :t6 7−→ (6,7).

Consider w = t3t2t4t5t6t3t5t1t2 ∈ GQ. To show this expression is reduced, by Proposition

4.2.11, we only need to show that l(w) /∈ {1,3,5,7}. The computations required to verify

this were performed using MapleT M ([39]) and the exact code for this example is given in

Appendix A.4, alongside a code that shows that any reduced expression of w begins in t3.

By taking i= 3, this is a reduced expression of the form (7.4) where M = 2 and N1 = 3

with j11 = 2, j12 = 4, j13 = 5 and w(Γ3
j11
) = w(Γ3

j12
) = e, w(Γ3

j13
) = t6 and N2 = 3 with

j21 = 5, j22 = 1, j23 = 2 and w(Γ3
j21
) = w(Γ3

j22
) = w(Γ3

j23
) = e.

We note that the reduced expressions given in these results are not necessarily unique.

In the next section, we give a possible motivation for considering the forms of reduced

expressions of elements lying in the set IG where I = T \{ti}, for some 1≤ i≤ n.

7.4 The Length Function on Parabolic Subgroups

Section 1.4 outlined many key properties for Coxeter group presentations and we have

shown that several comparable results exist for cluster group presentations. For example,



102 Chapter 7. An Alternative Exchange Lemma for Cluster Groups

Theorem 1.4.8 stated that a parabolic subgroup, WI , of a finite Coxeter group, W , is a

finite Coxeter group in its own right. Moreover, the length function on WI , considered

as a finite Coxeter group, agrees with the length function on the whole group, where we

consider WI as a subgroup of W . That is, l = lI .

Analogously, we have shown that the parabolic subgroups of the cluster groups as-

sociated to quivers of mutation-Dynkin type An1 t ...t Anr , where n1, ...,nr ∈ Z+ and

n = ∑
r
i=1 ni with r ≥ 1, are also cluster groups in their own right. Motivated by Theo-

rem 1.4.8, a natural next step would be to study the length function on these parabolic

subgroups.

Definition 7.4.1. Let Q be a cluster quiver. For w ∈ GQ and I ⊆ T , we define lI(w) to be

the smallest r such that w = ti1...tir where ti j ∈ I for all 1≤ j ≤ r.

In this section we will discuss existing proofs for the theorem that the length function

on a parabolic subgroup of a finite Coxeter group agrees with the length function on the

parabolic subgroup considered as a Coxeter group in its own right. We also provide an

alternative proof for this theorem in the type An case, not yet published in any existing

literature. Finally, we will discuss a conjecture that, if proved, could be used to show that

the same statement is true for cluster groups associated to quivers of mutation-Dynkin

type An1 t ...tAnr , where n1, ...,nr ∈ Z+ and n = ∑
r
i=1 ni, with r ≥ 1.

7.4.1 The Coxeter Case

In this section, we consider the following theorem.

Theorem. [33, Theorem 5.5] Let (W,S) be a Coxeter system and take any subset I ⊆ S.

For w ∈WI , if w = si1...sik is a reduced expression then si j ∈ I for all 1≤ j ≤ k. It follows

that l = lI .

The proof of this theorem is achieved in [33, Theorem 5.5] by examining the co-

efficients of the simple roots in the linear expansion of the roots appearing in the set

{w(αi) : w ∈ GI,1≤ i≤ n}. In particular, recall that Theorem 1.4.4 stated the following.

For any w∈W and si ∈ S, if l(wsi)< l(w) then w(αi)< 0 and if l(wsi)> l(w)
then w(αi)> 0.

This difference in sign of the coefficient of αi in the roots w(αi) and αi, when l(wsi) <

l(w), is key in proving that l = lI for the Coxeter case. The same result can be proved

using the Tits representation [13, Corollary 4.1.5].

After establishing some groundwork, we will provide a different perspective, not yet

published in any existing literature, proving [33, Theorem 5.5] for the type An case.
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Let (W,S) be a finite Coxeter group system of type An, where S = {s1, ...,sn}. By

Lemma 3.2.1, we can consider each element of W as a permutation, σ(w) ∈ Σn+1, where

σ is the group isomorphism:

σ : W −→ Σn+1,

σ : sαi 7−→ (i, i+1).

Given an expression x1...xk, where xi ∈ S∪{e} for each 1 ≤ i ≤ k, we define a sequence

a(x1...xk), of length k, consisting of (n+1)−tuples in the following way.

a(x1...xk) = (a(x1...xk)0,a(x1...xk)1, ...,a(x1...xk)k) = (a(x1...xk)p)
k
p=0,

where a(x1...xk)p = (a(x1...xk)p,1,a(x1...xk)p,2, ...,a(x1...xk)p,n+1) = (a(x1...xk)p,q)
n+1
q=1,

for each 0 ≤ p ≤ k and a(x1...xk)p,q = σ(x1...xp)(q) for each 1 ≤ q ≤ n + 1, where

a(x1...xk)0,q = σ(e)(q) = q.

Remark 7.4.2. As a(x1...xk)0,q =σ(e)(q) = q, it follows that a(x1...xk)0 = (1,2, ...,n+1)

for any expression x1...xk. Moreover, as σ(si) = (i, i+ 1) for each si ∈ S, the difference

between a(x1...xk)p and a(x1...xk)p+1 when xp+1 = sm is a swap of the entries in the m

and m+1 positions of a(x1...xk)p, with no difference if xp+1 = e, for each 0≤ p≤ k−1.

Example 7.4.3. Let W be the Coxeter group with Coxeter graph

s2 s3s1

and take w = s1s2s3s2 ∈W . Then

a(s1s2s3s2) = ((1,2,3,4),(2,1,3,4),(2,3,1,4),(2,3,4,1),(2,4,3,1)).

It is clear to see that if w,w′ ∈W have reduced expressions w = si1...sik and w′ =

si′1
...si′

k′
, then w = w′ if and only if a(si1...sik)k = a(si′1

...si′
k′
)k′ .

Given any 1≤ j ≤ n, we define the sets

X j = {1, ..., j} and Yj = { j+1, ...,n+1}.

Using these sets, for an expression x1...xk, we obtain a new sequence, a j(x1...xk), from

a(x1...xk) by defining

a j(x1...xk) = (a j(x1...xk)0,a j(x1...xk)1, ...,a j(x1...xk)k) = (a j(x1...xk)p)
k
p=0,

where a j(x1...xk)p = (a(x1...xk)p,1,a(x1...xk)p,2, ...,a(x1...xk)p,n+1) = (a j(x1...xk)p,q)
n+1
q=1

is obtained in the following way. Let

a j(x1...xk)
X j
p = (a(x1...xk)p,r1, ...,a(x1...xk)p,r j),
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where r1 < ... < r j are such that a(x1...xk)p,rl is an entry of a(x1...xk)p lying in X j for all

1≤ l ≤ j. Clearly, there are j such entries. Similarly, let

a j(x1...xk)
Y j
p = (a(x1...xk)p,r′1

, ...,a(x1...xk)p,r′n+1− j
),

where r′1 < ... < r′n+1− j are such that a(x1...xk)p,r′l
is an entry of a(x1...xk)p lying in Y j for

all 1≤ l ≤ n+1− j. Clearly, there are n+1− j such entries. We take

a j(x1...xk)p = (a(x1...xk)p,r1, ...,a(x1...xk)p,r j ,a(x1...xk)p,r′1
, ...,a(x1...xk)p,r′n+1− j

).

Thus the order that elements of the set X j appear in each of the tuples a(x1...xk)p are

preserved in the tuple a j(x1...xk)p. Similarly for Y j.

Example 7.4.4. Let (W,S) be the finite Coxeter group given in Example 7.4.3 and recall

that

a(s1s2s3s2) = ((1,2,3,4),(2,1,3,4),(2,3,1,4),(2,3,4,1),(2,4,3,1)).

Let j = 2, so X j = {1,2} and Yj = {3,4}. Then

a2(s1s2s3s2) = ((1,2,3,4),(2,1,3,4),(2,1,3,4),(2,1,3,4),(2,1,4,3)).

Lemma 7.4.5. For every expression x1...xk, where xi ∈ S∪{e}, a j(x1...xk) = a(x′1...x
′
k′),

where x′l ∈ S∪{e}, for each 1≤ j ≤ k.

Proof. To show this, we show that the difference between the two tuples a j(x1...xk)p and

a j(x1...xk)p+1 is a swap between two neighbouring entries or no difference at all, so x′p+1

is equal to sl , for some 1≤ l ≤ n, or the identity element.

Consider a j(x1...xk)p and a j(x1...xk)p+1 for some 0 ≤ p ≤ k− 1. For ease, we write

a(x1...xk)p = (ap,1, ...,ap,n+1) and a(x1...xk)p+1 = (ap+1,1, ...,ap+1,n+1). If xp+1 = e, by

Remark 7.4.2, a(x1...xk)p = a(x1...xk)p+1 and so a j(x1...xk)p = a j(x1...xk)p+1. Thus x′p+1

is the identity element. So we suppose xp+1 = sm for some 1≤ m≤ n. So

a(x1...xk)p+1 = (ap,1, ...,ap,m−1,ap,m+1,ap,m,ap,m+2, ...,ap,n+1).

We consider each case when

(1) ap,m,ap,m+1 ∈ X j.

(2) ap,m,ap,m+1 ∈ Yj.

(3) ap,m ∈ X j,ap,m+1 ∈ Yj.
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(4) ap,m ∈ Yj,ap,m+1 ∈ X j.

For cases (1) and (2) we consider a j(x1...xk)p = (ap,r1, ...,ap,r j ,ap,r′1
, ...,ap,r′n+1− j

), where

ap,r1, ...,ap,r j ∈ X j and ap,r′1
, ...,ap,r′n+1− j

∈ Yj.

(1) Then m = rl,m+1 = rl+1 for some 1≤ l ≤ j−1. Moreover,

a j(x1...xk)p+1 = (ap,r1, ...,ap,rl−1,ap,rl+1,ap,rl ,ap,rl+2...,ap,r j ,ap,r′1
, ...,ap,r′n+1− j

).

So x′p+1 = srl .

(2) Then m = r′l,m+1 = r′l+1 for some 1≤ l ≤ n− j. Moreover,

a j(x1...xk)p+1 = (ap,r1, ...,ap,r j ,ap,r′1
, , ...ap,r′l−1

,ap,r′l+1
,ap,r′l

,ap,r′l+2
...,ap,r′n+1− j

).

So x′p+1 = s j+r′l
.

For cases (3) and (4) we consider a(x1...xk)p =(ap,1, ...,ap,m−1,ap,m,ap,m+1,ap,m+2, ...,ap,n+1).

(3) Then a(x1...xk)p+1 = (ap,1, ...,ap,m−1,ap,m+1,ap,m,ap,m+2, ...,ap,n+1). Clearly all

entries which lie in X j lying to the left (respectively, right) of ap,m in a(x1...xk)p

still lie to the left (respectively, right) of ap,m in a(x1...xk)p+1. Similarly for entries

which lie in Yj lying to the left (respectively, right) of ap,m+1. Thus a j(x1...xk)p =

a j(x1...xk)p+1 so x′p+1 = e.

(4) Similar to (3)

We are now able to give an alternative proof that the support of a reduced expression

of a parabolic subgroup, WI , of a finite Coxeter group of type An is contained in I, for any

I ⊆ S.

Theorem. [33, Theorem 5.5] Let (W,S) be a Coxeter system of type An and take I ⊆ S.

For w ∈WI , if w = si1...sik is a reduced expression then si j ∈ I for all 1≤ j ≤ k.

Proof. For a Coxeter system (W,S), let I ⊆ S and w ∈WI . Take a reduced expression

w = si1...sik . Suppose there exists some 1 ≤ l ≤ k such that sil /∈ I. Note that il = j, for

some 1≤ j ≤ n. We will show that a j(si1...sik)k = a(si1...sik)k.
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As s j /∈ I, a(si1 ...sik)k = (ak,1, ...ak,n+1) where ak,1, ...,ak, j ∈ X j and ak, j+1, ...,ak,n+1 ∈

Yj. From the definition, it follows that a j(si1...sik)
X j
k = (ak,1, ...ak, j) and a j(si1...sik)

Y j
k =

(ak, j+1, ...ak,n+1) and so a j(si1...sik)k = (ak,1, ...,ak, j,ak, j+1, ...,ak,n+1) = a(si1...sik)k.

By Lemma 7.4.5, a j(si1 ...sik) = a(x′1...x
′
k) for some expression x′1...x

′
k where x′i ∈ S∪

{e}. In particular, we can see from the proof of Lemma 7.4.5 that x′j = e. Letting w′ =

x′1...x
′
k ∈W , it follows that l(w′) < k. However, as a j(si1...sik)k = a(x′1...x

′
k)k, we must

have that w′ = w. So l(w′) = l(w) = k, contradicting that l(w′)< k.

7.4.2 The Cluster Group Case

As highlighted previously, it is the difference in sign of the coefficient of αi in the roots

w(αi) and αi, when l(wsi) < l(w), that is key in proving that l = lI in the Coxeter case.

We hoped to find a similar property for the cluster group, GQ, associated to a quiver, Q,

which appears in a seed of a cluster algebra of finite type An. In particular, we wanted to

show the following holds for a positive companion basis C = {γi : 1≤ i≤ n} of Q.

If l(wti)< l(w) for 1≤ i≤ n and w ∈GQ, then the coefficient of γi in the root
w(γi) is less than or equal to 0.

However, we can provide a counterexample to show that this is not the case. First, it is

useful to introduce some notation. Let Q be a quiver of mutation-Dynkin type An1 t ...t
Anr , where n1, ...,nr ∈ Z+ and n = ∑

r
i=1 ni, with r ≥ 1, and let C = {γi : 1 ≤ i ≤ n} be

a positive companion basis of Q, shown to exist by Lemma 5.3.4. For each γ ∈ ΦC and

1 ≤ i ≤ n, we write Cγ

i to denote the coefficient of γi in γ . Note that, by Lemma 5.3.8,

Cγ

γi ∈ {−1,0,1} for all 1≤ i≤ n and γ ∈ΦC.

Example 7.4.6. Let Q be the quiver

1 2 3 4 5 6

and consider the element w = t3t2t4t5t6t3t5t1t2t3t4t3 ∈ GQ. To show this expression is

reduced, by Proposition 4.2.11, we only need to show that l(w) /∈ {0,2,4,6,8,10}. The

computations required to verify this were performed using MapleT M ([39]) and the exact

code for this example is given in Appendix A.5.

We can see that l(wt3)< l(w), however

w(γ3) = γ3− γ5 + γ6.

That is, Cw(γ3)
3 > 0.



7.4. The Length Function on Parabolic Subgroups 107

However, the following conjecture, which has yet to be disproved, would be equally

useful, if proved, for adapting the proof of [33, Theorem 5.5] to show that the length

on a parabolic subgroup agrees with the length on the cluster group, for cluster groups

associated to quivers appearing in the seeds of a cluster algebra of finite type An.

Conjecture 7.4.7. Let Q be a quiver of mutation-Dynkin type An1 t ... t Anr , where

n1, ...,nr ∈ Z+ and n = ∑
r
i=1 ni, with r ≥ 1, and let C = {γi : 1 ≤ i ≤ n} be a positive

companion basis of Q. For any w ∈ GQ and 1≤ i≤ n, if

Cw(γ j)
γi =


−1 if i = j or i and j are connected by an arrow in Q

0 if i and j are not connected by an arrow in Q

then l(wti)< l(w).

A possible proof for this conjecture is by induction. In the induction step, for w ∈GQ,

the result follows easily so long as there is a reduced expression w = ti1...tik such that

ti1 6= ti. The difficulty occurs in completing the induction step for elements whose reduced

expressions all begin in ti. That is, w ∈ IG, where I = T \ {ti}. By studying the forms

of the reduced expressions of the elements in this set, we hope to find some insight into

proving Conjecture 7.4.7.



108 Chapter 7. An Alternative Exchange Lemma for Cluster Groups



Bibliography

[1] Bang-Jensen, J. and Gutin, G. (2002). Digraphs: Theory, algorithms and applica-

tions. First Edition. London: Springer-Verlag.

[2] Barot, M., Geiss, C. and Zelevinsky, A. (2006). Cluster algebras of finite type and

positive symmetrizable matrices, J. London Math. Soc. 73, 545-564.

[3] Barot, M. and Marsh, R. J. (2016). Reflection group presentations arising from clus-

ter algebras. Trans. Amer. Math. Soc. 367, no. 3, 1945-1967.

[4] Björner, A. and Brenti, F. (2010). Combinatorics of Coxeter groups. New York, NY:

Springer.

[5] Borevich, Z. and Gavron, P. (1985). Arrangement of Young subgroups in the sym-

metric group. Journal of Soviet Mathematics, 30(1), pp.1816-1823.

[6] Borges-Trenard, M. A. and Prez-Ross, H. (2001). Complete presentations of direct

products of groups. (English, Spanish summary). Cienc. Mat. (Havana) 19, no. 1,

3-11.

[7] Bourbaki, N. (2002). Lie groups and Lie algebras: Chapters 4-6. Berlin: Springer-

Verlag.

[8] Caldero, P., Chapoton, F. and Schiffler, R. (2005). Quivers with relations aris-

ing from clusters (An case). Transactions of the American Mathematical Society,

358(03), pp.1347-1364.

[9] Chappell, I., Gates, S. J, Jr. and Hbsch, T. (2014). Adinkra (in)equivalence from

Coxeter group representations: a case study. Internat. J. Modern Phys. A 29, no. 6,

1450029.

[10] Coxeter, H. S. M. (1934) Discrete groups generated by reflections. Ann. of Math.

(2) 35, no. 3, 588-621.

[11] Coxeter, H. (1935). The complete enumeration of finite groups of the form R2
i =

(RiR j)
ki j = 1. Journal of the London Mathematical Society, s1-10(1), pp.21-25.

109



110 Bibliography

[12] Davey, B. and Priestley, H. (2002). Edition 2. Introduction to lattices and order.

Cambridge: University Press.

[13] Davis, M.W. (2008). The geometry and topology of Coxeter groups. Princeton Uni-

versity Press.

[14] De Loera, J., Rambau, J. and Santos, F. (2010). Triangulations: Structures for algo-

rithms and applications. Berlin: Springer.

[15] Dyer, M. (1990). Reflection subgroups of Coxeter systems. Journal of Algebra,

135(1), pp.57-73.

[16] Dyer, M. and Lehrer, G. (2011). Reflection subgroups of finite and affine Weyl

groups. Transactions of the American Mathematical Society, 363(11), pp.5971-

6005.

[17] Erdmann, K. and Wildon, M. (2006). Introduction to Lie algebras. London:

Springer.

[18] Felikson, A. and Tumarkin, P. (2010). Reflection subgroups of Coxeter groups.

Trans. Amer. Math. Soc. 362, no. 2, 847-858.

[19] Felikson, A. and Tumarkin, P. (2015). Coxeter groups and their quotients aris-

ing from cluster algebras. International Mathematics Research Notices, 2016(17),

pp.5135-5186.

[20] Felikson, A. and Tumarkin, P. (2016). Coxeter groups, quiver mutations and geo-

metric manifolds. J. Lond. Math. Soc. (2) 94, no. 1, 38-60.

[21] Fomin, S., Shapiro, M. and Thurston, D. (2008). Cluster algebras and triangulated

surfaces. Part I: Cluster complexes. Acta Mathematica, 201(1), pp.83-146.

[22] Fomin, S., Williams, L. and Zelevinsky, A. (2017). [Pre-print]. Introduction to clus-

ter algebras chapters 4-5, arxiv:math/1707.07190v1 [math.CO].

[23] Fomin, S. and Zelevinsky, A. (2002). Cluster algebras. I. Foundations, J. Amer.

Math. Soc. 15, no. 2, 497-529.

[24] Fomin, S. and Zelevinsky, A. (2002). The Laurent phenomenom, Adv. Appl. Math.

28 (2) 119-144.

[25] Fomin, S. and Zelevinsky, A. (2003). Cluster algebras. II. Finite type classification,

Invent. Math. 154, no. 1, 63-121.



Bibliography 111

[26] Gekhtman, M., Shapiro, M. and Vainshtein, A. (2003). Cluster algebras and Poisson

geometry. Moscow Mathematical Journal, 3(3), pp.899-934.

[27] Geronimo, J., Hardin, D. and Massopust, P. (1994). An application of Coxeter

groups to the construction of wavelet bases in Rn (English summary). Fourier anal-

ysis (Orono, ME, 1992), 187-196, Lecture Notes in Pure and Appl. Math., 157,

Dekker, New York.

[28] Grant, J. and Marsh, R. (2017). Braid groups and quiver mutation. Pacific Journal of

Mathematics, 290(1), pp.77-116.

[29] Haley, J., Hemminger, D., Landesman, A. and Peck, H. (2016). Artin group presen-

tations arising from cluster algebras. Algebras and Representation Theory, 20(3),

pp.629-653.

[30] Harer, J. (1986). The virtual cohomological dimension of the mapping class group

of an orientable surface. Inventiones Mathematicae, 84(1), pp.157-176.

[31] Hatcher, A. (1991). On triangulations of surfaces. Topology and its Applications,

40(2), pp.189-194.

[32] Henrich, T. (2011). Mutation classes of diagrams via infinite graphs. (English sum-

mary). Math. Nachr. 284, no. 17-18, 2184-2205.

[33] Humphreys, J. (1990). Reflection groups and Coxeter groups. New York: Cambridge

University Press.

[34] Humphreys, J. (2006). Introduction to Lie algebras and representation theory. Bei-

jing: World Publishing Corporation.

[35] James, G. and Kerber, A. (2009). The representation theory of the symmetric group.

New York: Cambridge University Press.

[36] Kac, V.G. (1990). Infinite dimensional Lie algebras: An introduction. Third Edition.

Cambridge: Cambridge University Press.

[37] Keller, B. (2010). Cluster algebras, quiver representations and triangulated cate-

gories (English summary). Triangulated categories, 76-160, London Math. Soc. Lec-

ture Note Ser., 375, Cambridge Univ. Press, Cambridge.

[38] Macdonald, I. G. (2003). Affine Hecke algebras and orthogonal polynomials. Cam-

bridge: Cambridge University Press.

[39] Maple (2015). Maplesoft, a division of Waterloo Maple Inc., Waterloo, Ontario.



112 Bibliography

[40] Marsh, R. J. (2013). Lecture notes on cluster algebras. Zürich: Zurich Lectures in
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Appendix A

The computations in the following sections were performed using MapleT M ([39]). Maple

is a trademark of Waterloo Maple Inc.

A.1 Example 7.2.2

To show the expression t2t3t1t2 is reduced, we perform the following computations us-

ing MapleT M ([39]). To begin, we define the permutations t[i] to be πQ(ti), for each

1≤ i≤ 3, and w = πQ(t2t3t1t2).

> with(GroupTheory);

> t[1] := Perm([[1, 2]]);

> t[2] := Perm([[2, 3]]);

> t[3] := Perm([[2, 4]]);

> w := PermProduct(t[2], t[1], t[3], t[2]);

The following code will check that no product of any two of these three permutations

equals πQ(w). That is, we check that w has no expression of length 2 in GQ.

> for i from 1 to 3 do

for j from 1 to 3 do

if not(i = j) then

if PermProduct(t[i], t[j]) = w then

print(i, j)

fi

fi

od
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od;

We remark that we include the instruction “if not(i = j) then” to reduce the

number of computations, as for each 1≤ i≤ 3 we know that t2
i = e.

A.2 Proposition 7.2.4

To show the expression t1t2t3t2 is reduced, we perform the following computations us-

ing MapleT M ([39]). To begin, we define the permutations t[i] to be πQ(ti), for each

1≤ i≤ 3, and w = πQ(t1t2t3t2).

> with(GroupTheory);

> t[1] := Perm([[1, 2]]);

> t[2] := Perm([[2, 3]]);

> t[3] := Perm([[2, 4]]);

> w := PermProduct(t[1], t[2], t[3], t[2]);

The following code will check that no product of any two of these three permutations

equals w. That is, we check that w has no expression of length 2 in GQ.

> for i from 1 to 3 do

for j from 1 to 3 do

if not(i = j) then

if PermProduct(t[i], t[j]) = w then

print(i, j)

fi

fi

od

od;
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A.3 Example 7.3.4

To show the expression t3t2t5t3t4 is reduced, we perform the following computations us-

ing MapleT M ([39]). To begin, we define the permutation t[i] to be πQ(ti), for each

1≤ i≤ 5, and w = πQ(t3t2t5t3t4).

> with(GroupTheory);

> t[1] := Perm([[1, 3]]);

> t[2] := Perm([[2, 3]]);

> t[3] := Perm([[3, 4]]);

> t[4] := Perm([[4, 5]]);

> t[5] := Perm([[4, 6]]);

> w := PermProduct(t[3], t[2], t[5], t[3], t[4]);

The following code will check that w 6= ti for all 1≤ i≤ 5.

> for i from 1 to 5 do

if PermProduct(t[i]) = w then

print(i)

fi

od:

The following code will check that no product of any three of these five permutations

equals πQ(w). That is, we check that w has no expression of length 3 in GQ.

> for i from 1 to 5 do

for j from 1 to 5 do

if not(i = j) then

for k from 1 to 5 do

if not(k = j) then

if PermProduct(t[i], t[j], t[k]) = w then

print(i, j, k)

fi

fi
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od

fi

od

od:

A.4 Example 7.3.7

To show the expression t3t2t4t5t6t3t5t1t2 is reduced, we perform the following computa-

tions using MapleT M ([39]). To begin, we define the permutation t[i] to be πQ(ti), for

each 1≤ i≤ 6, and w = πQ(t3t2t4t5t6t3t5t1t2).

> with(GroupTheory);

> t[1] := Perm([[1, 2]]);

> t[2] := Perm([[2, 3]]);

> t[3] := Perm([[3, 4]]);

> t[4] := Perm([[4, 5]]);

> t[5] := Perm([[4, 6]]);

> t[6] := Perm([[6, 7]]);

> w := PermProduct(t[3], t[2], t[4], t[5], t[6], t[3], t[5], t[1],

t[2]);

The following code will check that w 6= ti for all 1≤ i≤ 6.

> for i from 1 to 6 do

if t[i] = w then

print(i)

fi

od:

The following code will check that no product of any three of these six permutations

equals πQ(w). That is, we check that w has no expression of length 3 in GQ.

> for i from 1 to 6 do

for j from 1 to 6 do
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if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

if PermProduct(t[i], t[j], t[k]) = w then

print(i, j, k)

fi

fi

od

fi

od

od:

The following code will check that no product of any five of these six permutations equals

πQ(w). That is, we check that w has no expression of length 5 in GQ.

> for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(l = k) then

for m from 1 to 6 do

if not(m = l) then

if PermProduct(t[i], t[j], t[k], t[l], t[m]) = w then

print(i, j, k, l, m)

fi

fi

od

fi

od

fi

od

fi
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od

od:

The following code will check that no product of any seven of these six permutations

equals πQ(w). That is, we check that w has no expression of length 7 in GQ.

> for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(l = k) then

for m from 1 to 6 do

if not(m = l) then

for n from 1 to 6 do

if not(n = m) then

for 0 from 1 to 6 do

if not(n = o) then

if PermProduct(t[i], t[j], t[k], t[l], t[m], t[n], t[o]) = w

then

print(i, j, k, l, m, n, o)

fi

fi

od

fi

od

fi

od

fi

od

fi

od

fi
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od

od:

The following code will show that no products of any nine of these six permutations,

for which the first term in the product is not equal to t[3], is equal to πQ(w). That is, all

reduced expressions of w begin in t3.

>for i from 1 to 6 do

if not(i = 3) then

for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(k = l) then

for m from 1 to 6 do

if not(l = m) then

for n from 1 to 6 do

if not(n = m) then

for o from 1 to 6 do

if not(o = n) then

for p from 1 to 6 do

if not(p = o) then

for q from 1 to 6 do

if not(q = p) then

if PermProduct(t[i], t[j], t[k], t[l], t[m], t[n], t[o], t[p],

t[q]) = w then

print(i, j, k, l, m, n, o, p, q)

fi

fi

od

fi

od

fi
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od

fi

od

fi

od

fi

od

fi

od

fi

od

fi

od;

A.5 Example 7.4.6

To show the expression t3t2t4t5t6t3t5t1t2t3t4t3 is reduced, we perform the following com-

putations using MapleT M ([39]). To begin, we define the permutation t[i] to be πQ(ti),

for each 1≤ i≤ 6, and w = πQ(t3t2t4t5t6t3t5t1t2t3t4t3).

> with(GroupTheory);

> t[1] := Perm([[1, 2]]);

> t[2] := Perm([[2, 3]]);

> t[3] := Perm([[3, 4]]);

> t[4] := Perm([[4, 5]]);

> t[5] := Perm([[4, 6]]);

> t[6] := Perm([[6, 7]]);

> w := PermProduct(t[3], t[2], t[4], t[5], t[6], t[3], t[5], t[1],

t[2], t[3], t[4], t[3]);

w:= (1, 5, 7, 4)(2, 6)

The following code will check that no product of any two of these six permutations

equals πQ(w). That is, we check that w has no expression of length 2 in GQ.



A.5. Example 7.4.6 123

> for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then

if PermProduct(t[i], t[j]) = w then

print(i, j)

fi

fi

od

od;

The following code will check that no product of any four of these six permutations

equals πQ(w). That is, we check that w has no expression of length 4 in GQ.

>for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(k = l) then

if PermProduct(t[i], t[j], t[k], t[l]) = w then

print(i, j, k, l)

fi

fi

od

fi

od

fi

od

od;

The following code will check that no product of any six of these six permutations

equals πQ(w). That is, we check that w has no expression of length 6 in GQ.

>for i from 1 to 6 do
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for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(k = l) then

for m from 1 to 6 do

if not(l = m) then

for n from 1 to 6 do

if not(n = m) then

if PermProduct(t[i], t[j], t[k], t[l], t[m], t[n]) = w then

print(i, j, k, l, m, n)

fi

fi

od

fi

od

fi

od

fi

od

fi

od

od;

The following code will check that no product of any eight of these six permutations

equals πQ(w). That is, we check that w has no expression of length 8 in GQ.

>for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then

for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(k = l) then
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for m from 1 to 6 do

if not(l = m) then

for n from 1 to 6 do

if not(n = m) then

for o from 1 to 6 do

if not(o = n) then

for p from 1 to 6 do

if not(p = o) then

if PermProduct(t[i], t[j], t[k], t[l], t[m], t[n], t[o], t[p])

= w then

print(i, j, k, l, m, n, o, p)

fi

fi

od

fi

od

fi

od

fi

od

fi

od

fi

od

fi

od

od;

The following code will check that no product of any ten of these six permutations equals

πQ(w). That is, we check that w has no expression of length 10 in GQ.

>for i from 1 to 6 do

for j from 1 to 6 do

if not(i = j) then
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for k from 1 to 6 do

if not(k = j) then

for l from 1 to 6 do

if not(k = l) then

for m from 1 to 6 do

if not(l = m) then

for n from 1 to 6 do

if not(n = m) then

for o from 1 to 6 do

if not(o = n) then

for p from 1 to 6 do

if not(p = o) then

for q from 1 to 6 do

if not(q = p) then

for r from 1 to 6 do

if not(q = r) then

if PermProduct(t[i], t[j], t[k], t[l], t[m], t[n], t[o], t[p],

t[q], t[r]) = w then

print(i, j, k, l, m, n, o, p, q, r)

fi

fi

od

fi

od

fi

od

fi

od

fi

od

fi

od

fi

od



A.5. Example 7.4.6 127

fi

od

fi

od

od;


