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Abstract 

Visible light communication (VLC) systems have become promising 

candidates to complement conventional radio frequency (RF) systems due to 

the increasingly saturated RF spectrum and the potentially high data rates that 

can be achieved by VLC systems. Furthermore, people detection and 

counting in an indoor environment has become an emerging and attractive 

area in the past decade. Many techniques and systems have been developed 

for counting in public places such as subways, bus stations and supermarkets. 

The outcome of these techniques can be used for public security, resource 

allocation and marketing decisions. 

This thesis presents the first indoor light-based detection and localisation 

system that builds on concepts from radio detection and ranging (radar) 

making use of the expected growth in the use and adoption of visible light 

communication (VLC), which can provide the infrastructure for our light 

detection and localisation (LiDAL) system. Our system enables active 

detection, counting and localisation of people, in addition to being fully 

compatible with existing VLC systems. In order to detect human (targets), 

LiDAL uses the visible light spectrum. It sends pulses using a VLC transmitter 

and analyses the reflected signal collected by an optical receiver. Although 

we examine the use of the visible spectrum here, LiDAL can be used in the 

infrared spectrum and other parts of the light spectrum.  

We introduce LiDAL with different transmitter-receiver configurations 

and optimum detectors considering the fluctuation of the received reflected 

signal from the target in the presence of Gaussian noise. We design an 

efficient multiple input multiple output (MIMO) LiDAL system with wide field of 

view (FOV) single photodetector receiver, and also design a multiple input 

single output (MISO) LiDAL system with an imaging receiver to eliminate 

ambiguity in target detection and localisation. 

We develop models for the human body and its reflections and consider 

the impact of the colour and texture of the cloth used as well as the impact of 

target mobility. A number of detection and localisation methods are developed 
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for our LiDAL system including cross correlation, a background subtraction 

method and a background estimation method. These methods are considered 

to distinguish a mobile target from the ambient reflections due to background 

obstacles (furniture) in a realistic indoor environment. 
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Chapter 1  

Introduction 

Visible Light Communication (VLC) systems are used to provide 

illumination and data communications. VLC uses light emitting diodes (LEDs) 

or lasers to encode data into light intensity in the visible spectrum [1]-[2]. VLC 

systems have many advantages such as cost-effective of existing lighting 

infrastructure, operate using a broad, unlicensed bandwidth, securely (light 

signals do not penetrate walls) and there is no interference with Radio 

Frequency (RF) signals [3]-[4]. VLC system applications can support indoor 

high data rate communication [5], [4] under-water communication [2], [6], LED 

to LED communication [7], [8]  and indoor user localisation [9]-[10] . In [11], a 

light sensing system using VLC (LiSense) was proposed to track the human 

gesture and reconstruct the human skeleton. The LiSense system makes use 

of 324 array of photodetectors placed on the floor to sense the beacon signals 

sent from the light sources (VLC transmitters) to recover the human shadow 

pattern created by individual VLC transmitters. A laser radar in conjunction 

with VLC system was introduced in [12] to provide vehicle to vehicle ranging 

and VLC communication.  

People counting has become an emerging and attractive area in the past 

decade [13], [14]. Many approaches have been developed for counting in 

public places such as subways, bus stations and supermarkets [14], [15]. The 

outcome of these techniques can be used for public security, resources 

allocation and marketing decisions. Passive infrared (PIR) imaging systems 

have been employed to detect and count people [15], [16]. Ultra-wideband 

(UWB) radar has been utilised to effectively detect and track outdoor 

pedestrians [17]. However, for the indoor environment, the effects of signal 

scattering and absorption by obstacles significantly impairs the performance 

of UWB indoor radar [16], [17]. IR Laser detection and ranging (LADAR) has 

been used to detect people by monitoring the reflected signal patterns of 
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people legs [18]. Counting systems based on computer vision and digital 

image processing are becoming meaningful and useful. Video cameras with 

image processing algorithms have been widely used to count people indoor 

and count pedestrians outdoor [16], [19], [20]. 

In this thesis, we present the first indoor light-based detection and 

localisation system that builds on concepts from radio detection and ranging 

(radar) making use of the expected growth in the use and adoption of visible 

light communication (VLC), which can provide the infrastructure for our LiDAL 

system. Our LiDAL system broadens the VLC system applications and 

enables active detection, counting and localisation of people, in addition to 

being fully compatible with existing VLC systems. The LiDAL system can be 

used for people detection, counting and localisation in an indoor setting. The 

LiDAL system focuses on human sensing to provide people with spatio-

temporal indoor localisation information. LiDAL carries out presence 

detection, counting, localisation. In order to detect human (targets), LiDAL 

uses the visible light spectrum to send a pulse through a VLC transmitter and 

analyses the reflected signal collected by a photodetector receiver. Although 

we examine the use of the visible spectrum here, LiDAL can be used in the 

infrared spectrum and other parts of the light spectrum. It is worth mentioning 

that, our LiDAL system does not support target (human) tracking and 

identification as the reflected light signals from multiple target are similar in 

nature. 

In addition, a low-complexity high-speed VLC system employing 

transmitter mapping technique and the adaptive receiver has been proposed 

and published to validate our modelling of the indoor optical wireless channel 

which is used for the light signal propagation and channel modelling of the 

LiDAL system. 

1.1 Research Motivation and Objectives 

We introduced for the first time indoor light-based detection, counting 

and localisation of people based on the use of radar-like reflections. This can 

significantly expand the utility of indoor VLC systems. The key concept behind 
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our LiDAL system is the use of the (visible) light reflected from targets (people) 

where the light reflectivity is a function of the material type and colour of the 

target’s surface. The reflected light signal is captured by a photodetector 

which monitors the change in the light intensity in the time domain. LiDAL can 

be a system embedded in the VLC system to provide additional functionality 

to detect, count and localise people. In addition, LiDAL reduces the complexity 

and cost associated with the acquisition and digital processing of images to 

detect the presence of people. It should be noted however that acquiring 

images of people poses in many cases privacy concerns, whereas our LiDAL 

system uses light reflections from people and therefore no images of people 

are acquired, stored or transmitted. 

The LiDAL system can be deemed as the first step to employ an indoor 

optical radar for people detection and localisation. It uses the visible light 

spectrum of VLC systems and can potentially use other parts of the light 

spectrum. It is worth noting that the use of the infrared spectrum for example 

can eliminate issues with light dimming and switching off light sources. The 

concept of LiDAL has the benefits of active radio waves radar systems while 

avoiding, as mentioned, the issues associated with UWB (and other radio) 

radar signal propagation indoor. It also makes use of the existing 

lighting/illumination systems and potentially the existing VLC systems 

infrastructure. 

There are however several challenges that face the development of LiDAL 

systems, and these challenges include: 

 Ambiguity in target detection and localisation is the main challenge for 

the LiDAL system used in an indoor environment. 

 Due to the fact that (visible) light is reflected from multiple objects, the 

major critical issue in LiDAL is how to distinguish people (targets) from 

other background objects (i.e., furniture).  
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The primary objectives of this work were to: 

1. Design different LiDAL configurations to optimise the target detection 

in LiDAL systems.    

2. Investigate the major attributes that influence the fluctuation of the 

received reflected optical signal from a target in LiDAL system. 

3. Investigate the techniques needed for signal detection and estimation 

in order to design optimum receivers for LiDAL systems.  

4. Propose and evaluate new techniques for LiDAL systems to distinguish 

targets (humans) from other background obstacles (furniture) in a 

realistic environment.  

5. Investigate the benefits of using single photodetector receivers and 

imaging detection receivers in conjunction with single and/or multiple 

transmitters for target localisation accuracy in LiDAL systems. 

1.2 Research Contributions 

The thesis has: 

1- Proposed for the first time an indoor (visible) light pulsed radar-like 

system which utilises the VLC system transmitters to detect, count and 

localise multiple targets. 

2- Designed, investigated and evaluated the use of monostatic and 

bistatic LiDAL systems in terms of maximum target range, optimum 

targets detection resolution and LiDAL channel propagation.  

3- Developed a model for the human body and its reflections and the 

impact of the colour and texture of the clothing used, which are all 

important attributes of the target of interest. 

4- Designed and optimised receivers and algorithms for the LiDAL 

systems to optimise target detection. An exhaustive search receiver 

and a sub-optimum receiver were proposed and evaluated.     

5- Introduced and investigated a number of detection and localisation 

methods for our LiDAL system including cross correlation, a 

background subtraction method and background estimation method. 

These methods are considered to distinguish a mobile target from the 
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ambient reflections due to background obstacles (furniture) in a 

realistic indoor environment. 

6- Investigated a range of different mobility models for humans and used 

these as an important input to our LiDAL human detection and 

localisation system. 

7- Designed and evaluated an efficient multiple input multiple output 

(MIMO) LiDAL system with wide field of view (FOV) single 

photodetector receiver, and also designed a multiple input single output 

(MISO) LiDAL system with an imaging receiver to eliminate the 

ambiguity in target detection and localisation. In addition investigated 

MIMO-LiDAL and MISO-Imaging-LiDAL systems which are compatible 

with VLC and light fidelity (Li-Fi) systems. 

1.3 Publications 

The original contributions are supported by the following publications: 

Journals  

2. Aubida A. Al-Hameed, Safwan Hafeedh Younus, Ahmed Taha Hussein, 

Mohammed T. Alresheedi and Jaafar M. H. Elmirghani, “LiDAL: Light 

Detection and Localisation,” IEEE Access, submitted March 2019. 

 

The work in Chapter 3, 4, 5, 6, 7 of this thesis has appeared in publication (1). 

1.4 Thesis Outline   

Chapter 2 provides an overview of indoor visible light communication 

systems. It also describes the structure of the VLC system, including 

transmitters and receivers. In addition, the chapter presents the modelling of 

the optical wireless channel which is used in our LiDAL system. Furthermore, 

the chapter provides a general review of radio and light detection and ranging 

systems. The advantages of human sensing techniques and systems are 

outlined in the chapter as well.   
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Chapter 3 presents for the first time the concepts of a light detection and 

localisation (LiDAL) system. It also provides an analysis of LiDAL system 

configurations, maximum detection range, resolution and the fluctuation of the 

received signal. In addition, the chapter describes the modelling of a realistic 

environment and presents a model for reflections from the human body. This 

mode is used in our LiDAL system.  

Chapter 4 introduces an optimum receiver design for the LiDAL system. It 

also presents an analysis to determine the optimum detection threshold and 

the receiver operating characteristics for the LiDAL system. Furthermore, the 

chapter describes the structures of the optimum and sub-optimum receivers 

to optimise the targets detection in the LiDAL systems. 

Chapter 5 introduces approaches for target (human) distinguishing from 

background obstacles in an indoor realistic environment. The chapter 

presents an analysis of the three main approaches we introduced for target 

distinguishing including a background subtraction method (BSM), a cross-

correlation method (CCM) and background estimation method (BEM). In 

addition, the chapter describes human indoor mobility models considering 

directed random walks with obstacle avoidance; and pathways for pedestrian 

and nomadic indoor human motion.     

Chapter 6 presents a new multiple-input multiple-output (MIMO) LiDAL 

system for targets counting and localisation. The MIMO LiDAL system 

employs multiple transmitters in conjunction with multiple wide field of view 

optical receivers. The results of the chapter show that MIMO LiDAL has an 

accuracy of 84% to 96% when detecting and counting up to 15 pedestrian 

targets located in a realistic indoor environment. It also shows that our MIMO 

LiDAL system has a maximum target localisation error of 0.5m, which is 

acceptable given the typical minimum human-to-human separation indoor. 

Chapter 7 introduces a new multiple-input single-output (MISO) imaging 

LiDAL system for targets counting and localisation. The MISO Imaging LiDAL 

system uses multiple transmitters in conjunction with an imaging detection 

receiver consisting of 128 pixels. The results show that the MISO Imaging 

LiDAL system has an accuracy of 88% to 98% when detecting and counting 
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up to 15 pedestrian targets located in a realistic indoor environment. 

Furthermore, the results show that our MISO-IMG-MIMO system has a 

maximum target localisation error of 0.19m. 

Chapter 8 summarises the contributions of the work and outlines possible 

directions of future work.  
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Chapter 2                            

Review of Optical Wireless, 

RADAR and Human Sensing 

Systems 

2.1 Introduction 

Visible light communication (VLC) is a part of optical wireless 

communication (OWC) that uses light as a carrier to modulate the information 

signal in the visible spectrum (380nm to 780nm) [21], [24]-[22]. VLC systems 

are becoming more popular everyday due to their inherent advantages over 

radio frequency (RF) systems. The advantages include a large unregulated 

spectrum, low complexity of transceiver unit, freedom from fading, 

confidentiality and immunity against interference from electrical devices [23], 

[5], [3], [4].  

People detection and counting in an indoor environment (such as offices, 

exhibition halls, shopping malls etc.) can provide useful information for 

different applications [24]-[25]. For example, human presence detection is 

valuable for security purposes. Also knowing the number of people in a 

supermarket may have an important practical use in terms of marketing, 

management, optimisation and maintaining high quality of service. The 

RADAR concept (send a signal then listen to the reflection) can be used to 

obtain human range information [26]-[27].           

Following this introduction, this chapter is organised as follows. The visible 

light communication system is discussed in Section 2.2. The principle of radio 

frequency detection and ranging (RADAR) and the light detection and ranging 

(LiDAR) system are reviewed in Section 2.3. Next, human sensing, detection 

and counting are presented in Section 2.4. A summary is given in Section 2.5 
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2.2 Visible Light Communication System 

The concept of VLC systems revolves around the use of light emitting diodes 

(LEDs) for both lighting and communications. The main drives for this new 

technology include the recent development of solid state lighting, longer 

lifetime of high brightness LEDs compared to other artificial light sources, high 

data rate, low power consumption and green communications [2], [28] . The 

dual functionality of a VLC system, i.e., illumination and communication, 

makes it a very attractive technology for many indoor and outdoor 

applications, such as car-to-car communication via LEDs, lighting 

infrastructures in buildings for high speed data communication and high data 

rate communication in airplane cabins [29], [30]. White-LEDs can be classified 

into two types according to the technology used to emit the white colour. The 

first type is a combination of a blue LED with a yellow phosphor layer. The 

blue colour excites the phosphor and gives a white illumination. Blue LEDs 

are low cost, but have a small modulation bandwidth, and only one stream of 

data can be modulated over the blue wavelength [31], [32]. The second type 

is a multi-coloured technique using an LED with three colours (red, green, 

blue: RGB) embedded in a one chip, and the combination of the trichromatic 

signals generates white illumination [31], [33]. However, the bottleneck of 

White LEDs is the limited electrical bandwidth and non-linearity issue [33], 

[34]. There are two major limitations in VLC systems. The first is the low 

modulation bandwidth of the LEDs, which limits the achievable data rates. The 

second is the spread of the received pulse due to the reflections from walls 

and ceiling in an indoor environment which causes multipath dispersion that 

leads to inter symbol interference (ISI). Many techniques in the transmitter and 

receiver side have been proposed in order to improve the modulation 

bandwidth of LED and to mitigate the effect of ISI. A blue filter has been used 

to increase the modulation bandwidth of LED up to 20 MHz [35]. A transmitter 

LED equalization method with a resonant driving circuit was proposed with 

bandwidth of 25 MHz [32]. A simple pre-equalisation circuit in the transmitter 

has been shown to achieve a bandwidth of 45 MHz [34] . On other hand, post 

equalisation at the receiver improved the bandwidth up to 65 MHz [35]. 

However, recently a high modulation bandwidth VLC transmitter architecture 
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involving laser diodes (RGB-LD) with combiner and diffuser has been 

proposed in [36]. Orthogonal frequency division multiplexing (OFDM), has 

been used in VLC systems in order to minimise the ISI. A DC-biased Optical 

DCO-OFDM was proposed with a data rate of 513 Mbps [37]. An adaptive 

receiver using rake reception with equalisation has been proposed in [38]. It 

achieved 200 Mbps with a bit error rate (BER) of 10-5. An adaptive equaliser 

with DFE was developed to combat ISI, which showed that a simple equaliser 

with multiple taps can improve the data rates up to 1 Gbps  [39]. A RGB-LED 

VLC transmitter with an adaptive DCO-OFDM was introduced with data rate 

up to a 3.4 Gbps [40]. An indoor VLC system with very complex RGB-LD 

transceiver was proposed that can achieve 4 Gbps data rates [41]. A high data 

rate, up to 6.5 Gbps, was achieved using a LD with OFDM and an adaptive 

loading method [42]. A number of scenarios have been used with wavelength 

division multiplexing (WDM) and parallel streams to examine the abilities of 

LDs in terms of potentially achieving data rates of 100 Gbps [43].   

Costly and highly complex receivers, such as an angle diversity receiver 

(ADR) and an imaging receiver, have been proposed to combat ISI and 

improve the performance of the OW system to provide multi-gigabit data rates 

[44], [45]. The ADR consists of multiple photodetectors elements with a narrow 

field of view (FOV) that are aimed in different directions, each light signal 

received by the elements is amplified independently, and then they can be 

combined to increase the signal to noise ratio (SNR) [46]. The imaging 

receiver includes an array of pixels covered by a concentrator. Each pixel is a 

photo diode (PD) with small FOV to limit the range of optical rays [47], [48]. A 

delay adaptation technique with imaging receiver has been demonstrated to 

provide high data rates [36]. VLC systems have the potential to play a major 

part in next generation communication networks and future smart homes. 

There is significant on-going work to realise high data rate VLC systems [49]. 

However, an increase in the system complexity and receiver cost is incurred.  

A block diagram of an indoor VLC system is shown in Figure 2.1. The VLC 

system consists of (i) a transmitter that uses white LEDs or visible LD, (ii) a 

VLC channel (VLC links design) and (iii) a receiver that employs a 

photodetector (PD). In VLC system, on the transmitter (Tx) side the intensity 
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light of LED is used to convey the data after DSP processing (modulation, 

coding) through an optical wireless channel where the light signal suffers 

reflections. At the receiver (Rx) a lens is used as light collector and as an 

optical amplifier to focus the light to a Photodetector (PD) which converts the 

light into a current. Also, an optical filter is used to reduce the noise from 

ambient lights or to filter a specific colour of light in some cases. The Trans-

impedance Amplifier (TIA) amplifies signal before DSP processing at the 

receiver (demodulation, decoding). 

 

 

 

 

 

 

 

 

Figure 2.1 Block diagram of VLC system. 
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2.2.1 VLC Transmitter 

The main function of the VLC transmitter is to transform an electrical signal 

into an optical signal that propagates into the free space medium. LEDs and 

LDs are used for VLC communication [50]. Commercial white LEDs are 

available at low cost and they can be made eye-safe. The LEDs have large 

surface area emitting light over a relatively wide spectral range [50]. White 

LEDs produce light into semi-angles in the range of 12o to 70o  [51]. On the 

other hand, the LEDs have some drawbacks, including; (i) Low modulation 

bandwidth (typically tens of MHz) (ii) Low electro-optic power conversion 

efficiency and (iii) Non linearity [52]. White LDs may be considered in VLC 

systems due to their various advantages, which are (i) high modulation 

bandwidth (ii) high electro-optic power conversion efficiency and (iii) linear 

electrical to optical signal conversion characteristics [48]. However, LD are 

more expensive than LEDs as well as requiring a more complex drive circuit.   

2.2.2 VLC Receiver  

A VLC receiver transforms the received optical signal into an electrical current 

signal. Typically, it includes a photodetector, concentrator, optical filter and a 

preamplifier circuit (trans-impedance amplifier TIA). The concentrator 

increases the amount of signal power at the receiver [53]-[54]. The optical filter 

reduces the amount of ambient light collected by eliminating the collected light 

outside the signal optical spectral band [55]-[56]. A key component in a VLC 

receiver is the photodetector where the optical signal (analogue or digital) is 

converted directly into an electric current. The next process is the amplification 

of the electrical current. Therefore, the photodetector is followed by a 

preamplifier. The main components of a VLC receiver are discussed next. 

2.2.2.1 Concentrators 

Increasing the active area of the photodiode leads to an improvement in the 

received optical power. This would increase the capacitance, thus reducing 

the receiver bandwidth [57]-[58]. An optical concentrator can be used to 

increase the collected signal power by increasing the effective collecting area 

[53].  
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       There are two types of concentrators: imaging and non-imaging. Imaging 

concentrators can be found in long range systems such as FSO. In general, 

most indoor OW links, typically consider the use of non-imaging 

concentrators. The effective signal-collection area can be written as [48]: 

𝐴𝑒𝑓𝑓(𝛿) = {
𝐴 cos(𝛿),                              0 ≤ 𝛿 ≤ 𝜋/2
0                                                𝛿 > 𝜋/2     

                           (2.1) 

where 𝛿 is the angle of incidence with respect to the receiver normal and 𝐴 is 

the physical area of the detector. An idealised non-imaging concentrator has 

a relationship between the FOV and gain. The maximum achievable 

concentrator gain is as follows [48], [59], [60]: 

𝑔(𝛿) = {
𝑁2

sin2𝜓𝑐
,                                            0 ≤ 𝛿 ≤ 𝜓𝑐

      0                                                            𝛿 > 𝜓𝑐      
                     (2.2) 

where 𝑁 is the internal refractive index and 𝜓𝑐 is the semi-angle FOV of the 

concentrator (usually 𝜓𝑐  ≤ 90o). Equation (2.2) shows an inverse relation 

between the gain and FOV of the receiver. If the receiver’s FOV is reduced, 

the gain is increased.  

In this section, two types of optical concentrators (imaging and non-imaging) 

are reviewed. A hemispherical lens and compound parabolic concentrator 

(CPC). The hemispherical lens has an acceptance semi-angle of 90o, 

therefore 𝑔(𝛿) =  𝑁2. A hemisphere-based receiver has an effective area of: 

𝐴𝑒𝑓𝑓(𝛿) = 𝐴𝑁2 𝑐𝑜𝑠(𝛿)                                           (2.3) 

Figure 2.2 shows a non-directional hemispherical lens that employs a planar 

filter.  
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Figure 2.2: Non-directional hemispherical lens that employs a planar filter [53]. 

A CPC can achieve a higher gain than a hemispherical lens, however, this is 

at the cost of a narrow FOV. This makes a CPC more suitable for LOS OW 

links. A multiple elements of CPC can be employed with an ADR to reduce 

the multipath dispersion [61], [62]. A CPC can be coupled with an optical filter 

on the front surface, as shown in Figure 2.3. 

 

Figure 2.3: Compound parabolic concentrator [53]. 
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2.2.2.2 Optical filters 

OW systems including VLC are exposed to ambient light and sunlight. Thus, 

to minimise the effect of undesirable noise in the received signal, an optical 

filter can be implemented before detection by the photodetector [63]. Figure 

2.4 illustrates the relative spectral power densities of the three ambient light 

sources (Sun light, Incandescent and florescent). A high pass filter (HPF) and 

a band pass filter (BPF) are used in OW systems. A HPF passes light at 

wavelengths higher than the cut off wavelength, and they are typically made 

of colour glass or plastic [48]. A BPF can be used to reduce the ambient light 

in optical receivers. A BPF can have very narrow bandwidths (typically 1 nm), 

and can be fabricated using multiple thin dielectrics with varying indices of 

refraction and relies upon optical interference in the created Fabry-Perot 

cavities [64]. The transmission characteristics of such BPFs vary greatly 

depending on the angle of incidence. Therefore, they should be used with an 

adequate concentrator to be suitable for diffuse systems, such as a 

hemispherical concentrator [48]. In VLC system, A blue optical filter at the 

receiver is employed to filter the slow response yellowish component of the 

visible light, and this method is considered to be the simplest and most cost 

effective approach to increase data rates [65]-[66]. 

 

 

 

 

 

 

 

 

 

 

Figure 2.4: Relative spectral power densities of the three common ambient light sources 

[53].   
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2.2.2.3 Photodetectors 

A photodetector is an optoelectronic transducer that generates an electrical 

signal that is proportional to the incident light. Since, the received light in an 

OW system is generally weak, the photodetector must therefore meet 

important performance specifications, such as: (1) high sensitivity at the 

operating frequency, (2) high conversion efficiency within its operational range 

of wavelengths, (3) High response speed and (4) high reliability, low cost and 

small size. 

Two photodetector types are commonly used in OW systems: PIN 

photodiodes and avalanche photodiodes (APDs). PIN photodiodes require 

less complex biasing than APDs and are cheaper and simpler to manufacture. 

However, PIN photodiodes are less sensitive than APDs. APDs are usually 

10 to 15 dB more sensitive than PINs [48]. APDs provide an inherent current 

gain through an ionisation process, hence improving the SNR and reducing 

the effect of front-end noise [67]. APDs are the preferred choice when the 

ambient induced shot noise is weak and the pre-amplifier noise is the major 

source of noise. Shot noise due to the ambient light is present in OW systems, 

and therefore a PIN photodiode is considered to be the better option [68]. A 

photodiode should have a large bandwidth and a high responsivity (PIN 

photodiodes are capable of operating at high bit rates [69]. The bandwidth of 

the photodiode is limited by the transit time of the carriers through the PN 

junction. Responsivity is a key parameter in photodiodes and is measured at 

the central optical frequency of operation. Responsivities of silicon 

photodiodes operating in the 430nm-655nm wavelength bands, are in the 

range of 0.21 A/W to 0.46 A/W [50].  

The responsivity of the photodiode can be expressed as [64]: 

                                            𝑅𝑒𝑠 =
𝜂𝑞𝜆

ℎ𝑝𝑐
                                                        (2.4) 

where 𝑞 is the electronic charge, 𝜂 is the quantum efficiency of the device, 𝜆 

and 𝑐 are the wavelength and the speed of light respectively and ℎ𝑝 is the 

Planck constant. The internal quantum efficiency (𝜂) is the probability of the 
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incident photon producing an electron-hole pair (typically in range of 0.7 to 

0.9).  

To collect an adequate optical signal, the photodetector active area must be 

large, but the capacitance of the photodetector is directly proportional to its 

area. Therefore, a large photodetcetor area implies a large capacitance, which 

results in a restriction in the attainable bandwidth. The large capacitance at 

the input of the amplifier operates as a low pass filter (LPF), which means that 

the received high frequency components will be attenuated. Although, a large 

capacitance acts as a LPF, it does not eliminate the dominant white thermal 

noise that is observed after the input stage. This noise may negatively affect 

the SNR at higher signal frequencies. When a white noise process following 

a LPF is fed back into the input of the filter, its power spectral density becomes 

quadratic in frequency and is often called f2 noise [70]. Due to the f2 noise 

variance being proportional to the square of the capacitance, an array of 

photodetectors can be used instead of a single photodetector (hence avoiding 

the photodetector’s high capacitance) to reduce the effect of f2 noise [71].  

       The authors in [72] proposed the use of an array of photodetectors 

instead of a single photo detector to mitigate the effects of the large 

capacitance and to maximise the collected power at the same time. The 

photodetector’s effective area can be enhanced by using a hemispherical 

lens, as proposed in [48]. Bootstrapping was proposed by the authors in [73] 

to minimise the effective capacitance of a large area photodetector. 

2.2.2.4 Preamplifiers 

The preamplifiers that are used in the photo-receivers can be categorised into 

three types: low impedance, high impedance and trans-impedance 

preamplifiers. The low impedance preamplifier offers a large bandwidth but 

has high noise and hence low receiver sensitivity. On the other hand, the high 

impedance preamplifier provides high sensitivity but an equaliser must be 

used to mitigate the limitations imposed on the frequency response by the 

front end RC time constant. In addition, due to their high input load resistance 

they also have a limited dynamic range [68], [74]. In contrast, a trans-

impedance preamplifier provides a large dynamic range and avoids the need 
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for an equaliser. Therefore, it is suitable in most OW link applications. 

However, it has lower sensitivity (high noise level) compared to a high 

impedance amplifier. Sensitivity can be improved when a field-effect transistor 

(FET) is used as a front-end device instead of a bipolar junction transistor 

(BJT). However, in terms of power consumption, a BJT can provide better 

performance [68], [44].   

2.2.3 Channel Modelling of Optical Wireless System  

To examine the performance of a LiDAL system design in terms of signal 

integrity, light ray tracing in optical wireless channel is fundamental. The 

characterisation of LiDAL channel is essential to address and evaluate the 

performance of the system and design issues. The use and the expected 

growth in the implementation and adoption of visible light communication 

(VLC), can provide an infrastructure for our LiDAL system. Hence, we 

consider modelling the wireless optical channel in an indoor environment.  

This section describes the tools that were used to model the optical wireless 

channel, through the use of simulation based on geometrical modelling of 

indoor environment with an iterative method for multiple reflections 

calculation. 

We compared the results of our simulator in the case of the traditional VLC 

system with the theoretical results detailed in [33], [75]. In addition, the author 

has verified his simulator against the results of the basic optical wireless 

systems in the literature such as a conventional diffuse system (CDS) and line 

strip multi-beam system (LSMS) [76], [77]. A very good match was observed 

between the results of the author’s simulator and other researchers’ work (see 

Appendix A).  Furthermore, the author’s proposed and published a low-

complexity high-speed VLC system employing transmitter mapping technique 

and adaptive receiver [78], [79] . This gives confidence in the capability of the 

author’s simulator to simulate indoor light propagation and LiDAL channel 

modelling. The simulations and calculations reported in this thesis were 

carried out using MATLAB.   

.   
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2.2.3.1 Indoor Optical Wireless Channel 

In optical wireless links, IM/DD is the preferred choice [38], [48]  due to its low 

complexity and cost. At the transmitter side, IM can be simply used to 

modulate the desired signal into the instantaneous power of the optical carrier 

by varying the intensity of the optical source. At the receiver side, DD is used 

to generate the electrical current 𝐼(𝑡) so that it is proportional to the 

instantaneous received optical power. The typical detector size is larger than 

the wavelengths of the received optical signal, and hence allows spatial 

diversity and prevents fading [48]. An indoor OW channel that uses IM/DD can 

be fully characterised by the impulse response (ℎ(𝑡)) of the channel as given 

in [77]:  

    𝐼(𝑡, 𝐴𝑧, 𝐸𝑙) = ∑ 𝑅𝑥(𝑡) ⊗ ℎ𝑚(𝑡, 𝐴𝑧, 𝐸𝑙) + ∑ 𝑅𝑛𝑚(𝑡, 𝐴𝑧, 𝐸𝑙)
𝑀𝑡
𝑚=1

𝑀𝑡
𝑚=1              (2.5) 

where 𝐼(𝑡, 𝐴𝑧, 𝐸𝑙) is the received instantaneous photocurrent in the photo-

detector with photo-detector responsivity (𝑅) using 𝑀 elements to receive a 

transmitted signal 𝑥(𝑡) through channel ℎ in the presence of AWGN (𝑛𝑚). 𝐴𝑧 

and 𝐸𝑙 are the direction of arrival in the azimuth and elevation angles, 

respectively, 𝑡 is the absolute time and ⊗ denotes convolution. It should be 

noted that 𝑥(𝑡) represents power and not amplitude. This implies that the 

visible light signal is non-negative. In addition, the total average transmitted 

optical power in (2.5) is provided by the mean value of 𝑥(𝑡) and not an integral 

of |𝑥(𝑡)|2  as is the case with RF systems. 

The visible light signal emitted by the LED or LDs reaches the receiver through 

various paths of different lengths. These propagation paths change with the 

receiver movement, and/or the movement of the surrounding objects. 

However, the paths are fixed for a given fixed configuration. The channel 

impulse response can be represented approximately as the sum of scaled and 

delayed Dirac delta functions [48]. In this thesis a simulation package based 

on a ray tracing algorithm was developed to compute the impulse response 

on the entire communication plane. The channel impulse response can be 

given as: 

ℎ (𝑡) = ∑ ℎ(𝑘)(𝑡)∞
𝑘=0                                          (2.6) 
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where ℎ(𝑘) is the impulse response due to the LOS and reflection components. 

2.2.3.2 Transmitted Optical Power 

The indoor channel propagation characteristics depend on the relative 

positions of the transmitter, receiver and reflectors, as well as their patterns 

(i.e., FOV for transmitter and receiver). These characteristics are also affected 

by the movement of the surrounding objects and people (targets), but these 

changes are slow compared with the transmission rate. Hence, the channel 

can be considered stationary for a given fixed configuration.  

       Multipath propagation causes the transmitted pulses to spread and may 

lead to ISI. Multipath dispersion increases when the dimensions of the room 

increase, and this is due to the increase in the difference in paths lengths. 

Gfeller and Bapst studied the reflection coefficients for a number of materials 

normally used in indoor settings [80]. They showed that the reflection 

coefficients ranged from 0.4 to 0.9. They also found that the power reflected 

by elements either on the walls or the ceiling was well approximated by an 

ideal Lambertian pattern. Thus, in their work and in this thesis the reflection 

elements on the ceiling and walls are treated as a small transmitter that 

transmits an attenuated version of the received signals from its centre in a 

Lambertian pattern. The power radiated into a solid-angle element 𝑑𝛺 can be 

modelled as [81]: 

                                𝑑𝑃 =
𝑛+1

2𝜋
× 𝑃𝑠 × 𝑐𝑜𝑠

𝑛(𝛼) × 𝑑Ω                                    (2.7) 

where the coefficient (𝑛 + 1)/2𝜋 ensures that integrating 𝑑𝑃 over the surface 

of a hemisphere results in the total average transmitted optical power 𝑃𝑠 being 

radiated by the light source: 

                              𝑃𝑠 = ∫ 𝑑𝑃
 

𝐻𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
                                              (2.8) 

𝛼  is the angle of incidence with respect to the transmitter’s surface normal 

and the parameter 𝑛 represents the mode number that determines the shape 

of the reflected beam, which is related to the half-power semi-angle (ℎ𝑝𝑠) and 

can be defined as [48]: 

𝑛 =
− 𝑙𝑛(2)

𝑙𝑛(𝑐𝑜𝑠(ℎ𝑝𝑠))
                                                  (2.9) 
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It is suitable to use 𝑛 = 1 as all surfaces are presumed to be rough, and this 

is in agreement with experimental measurements in [80]. 

2.2.3.3 Calculations of received optical power 

More than one path may be present between the transmitter and the receiver 

as a result of multipath propagation. Temporal dispersion in the optical signal 

occurs as a result of multiple paths. A ray tracing algorithm can be used to 

compute the received optical power. The reflected optical rays from different 

reflectors are traced for all potential paths to the other reflectors or the 

receiver. Therefore, to implement ray tracing, the reflecting surfaces were 

divided into a number of equal-sized (square shaped) reflection elements [82]. 

The optical rays reflected from these elements were in the shape of a 

Lambertian pattern (𝑛 = 1). The small size of these elements enhances the 

accuracy of the impulse response. However, the computation time increases 

dramatically when the surface element size is decreased. 

         The total received optical power (𝑃𝑟) at the receiver, considering the LOS 

component (𝑃𝐿𝑂𝑆), first order reflections (𝑃𝐹𝑆𝑇) and second order reflections 

(𝑃𝑆𝐸𝐶) can be expressed as [83]: 

𝑃𝑟 = ∑ 𝑃𝐿𝑂𝑆
𝑆
𝑖=1 + ∑ 𝑃𝐹𝑆𝑇

𝑀
𝑖=1 + ∑ 𝑃𝑆𝐸𝐶

𝐹
𝑖=1                               (2.10) 

where 𝑆 is the number of transmitter units, 𝑀 is the number of reflecting 

elements in the first order reflection and 𝐹 is the number of reflecting elements 

in the second order reflection. 

Figure 2.5 shows the ray tracing setup for LOS as well as first and second 

order reflections. The impulse response of the channel can be computed by 

tracing all potential light rays between the transmitter and the receiver [94]. 

. 
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Figure 2.5: Ray tracing setup for LOS, first and second order reflections [82], 
[83]. 

2.2.3.4 Line-of-Sight (LOS) analysis 

 A LOS component is available when a direct path connects the transmitter 

and the receiver. For example, in the VLC system, when the transmitter is 

placed on the ceiling and has an elevation angle of -90o (facing downwards) 

and the receiver is on the communication plane with an elevation angle of 90o 

(facing upwards), as shown in Figure 2.6, the 𝑃𝐿𝑂𝑆 component can be written 

as [82], [83]:   

                      𝑃𝐿𝑂𝑆 = {

𝑛+1

2𝜋𝑅𝑑
2 × 𝑃𝑠 × 𝑐𝑜𝑠

𝑛(𝛼) × cos(𝛿) × 𝐴        0 ≤  𝛿 ≤ 𝜓𝑐
     

0                                                                         𝛿 > 𝜓𝑐

        (2.11) 

where 𝑃𝑠 represents the total average transmitted optical power radiated by 

the light source (LED or LD). 𝐴 is the detector area. 𝛿 is the angle between 

the normal of the photodetector and the incident ray. 𝛼 is the angle between 

the normal of the transmitter and the irradiance ray. 𝑅𝑑  is the distance between 

the transmitter and the receiver. If the received angle (𝛿) is larger than the 

acceptance semi-angle (𝜓𝑐), then the direct LOS received power approaches 

zero. Since, the signal must lie within the FOV of the receiver to be received, 
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changing the receiver’s FOV can be used to minimise noise (background light) 

or unwanted reflections.  

 

 

Figure 2.6: Ray tracing for LOS [83]. 

 

The transmitting and receiving angles (𝛼, 𝛿) are calculated as follows [82], 

[94]:  

                                   cos(𝛼) =
�̂�𝑡 .(𝑅𝑟−𝑅𝑡)

𝑅𝑑
  𝑎𝑛𝑑    cos(𝛿) =

�̂�𝑟 .(𝑅𝑡−𝑅𝑟)

𝑅𝑑
                   (2.12) 

 where  �̂�𝑡 is the normal of the transmitter at location 𝑅𝑡 and �̂�𝑟 is the normal 

of the receiver at location 𝑅𝑟. It should be noted that both angles in (2.12) are 

equal if the transmitter and the receiver are placed in parallel planes, like the 

case in Figure 2.6. However, if the  �̂�𝑡 is perpendicular to the �̂�𝑟, or vice versa, 

then the transmitting and receiving angles are different. Both situations were 

considered when computing these angles. The direct distance between the 

transmitter and the receiver, 𝑅𝑑, can be calculated as [82], [94]:   

                       𝑅𝑑 = ‖𝑅𝑟 − 𝑅𝑡‖ =  √(𝑥𝑟 − 𝑥𝑡)2 + (𝑦𝑟 − 𝑦𝑡)2 + (𝑧𝑟 − 𝑧𝑡)2           

(2.13) 

where 𝑥𝑡 , 𝑦𝑡,   𝑧𝑡  and 𝑥𝑟 , 𝑦𝑟,   𝑧𝑟 are the transmitter and the receiver 

coordinates respectively.  
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2.2.3.5 First order reflection analysis 

Figure 2.7 shows a ray incident from the transmitter on a square reflecting 

element and then from the reflective element to the receiver. Plaster walls can 

be considered as Lambertian reflectors with 𝑛𝑒 = 1 [80]. By using the 

Lambertian model, the received optical power of the first order reflections 𝑃𝐹𝑆𝑇  

can be computed as [83]:    

𝑃𝐹𝑆𝑇 =

{
 
 

 
 
(𝑛+1)(𝑛𝑒+1)

4𝜋2𝑅1
2𝑅2

2 × 𝑃𝑠 × 𝜌1 × 𝑑𝐴1 × 𝑐𝑜𝑠
𝑛(𝛼) × cos(𝛽) × 𝑐𝑜𝑠𝑚(𝛾) × cos(𝛿) × 𝐴 

                  0 ≤  𝛿 ≤ 𝜓𝑐
 

 0                                                              𝛿 > 𝜓𝑐                                                 
        

(2.14) 

where  𝑅1 is the distance between the transmitter and the reflective element, 

𝑅2 is the distance between the reflective element and the receiver and 𝛼 is the 

angle between the normal of the transmitter and the irradiance ray. 

 

Figure 2.7: Ray tracing for first order reflections [83]. 

 

In Figure 2.7, 𝛽 is the angle between the irradiance ray from the transmitter 

and the reflective element’s normal, 𝛾  is the angle between the reflective 

element’s normal and the reflected ray toward the receiver and 𝛿 is the angle 

between the normal of the receiver and the incident ray, 𝑑𝐴1 is the area of the 

reflective element and 𝜌1 is the reflection coefficient of the reflective surface. 
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       The reflective elements are treated as secondary small transmitters 

where the retransmitted power is determined by the received optical power 

from the transmitter and its reflection coefficient 𝜌1. The four angles in 

Equation 3.10 can be computed as [82], [83]: 

       

         {

     cos(𝛼) =
�̂�𝑡 .(𝑅𝑒1−𝑅𝑡)

𝑅1
         cos(𝛽) =

�̂�1 .(𝑅𝑡−𝑅𝑒1)

𝑅1
    

     

         cos(𝛾) =
�̂�1 .(𝑅𝑟−𝑅𝑒1)

𝑅2
       cos(𝛿) =

�̂�𝑟 .(𝑅𝑒1−𝑅𝑟)

𝑅2
         

                         (2.15) 

where  �̂�1 is the normal of the reflective element 1 at location 𝑅𝑒1. 

2.2.3.6 Second order reflection analysis 

Figure 2.7 shows the tracing of the reflected rays for the second order 

reflection. The second order reflection, 𝑃𝑆𝐸𝐶, can be calculated as [93], [83]:  

𝑃𝑆𝐸𝐶

=

{
 
 

 
 
(𝑛 + 1)(𝑛𝑒 + 1)

8𝜋3𝑅1
2𝑅2

2𝑅3
2

2

× 𝑃𝑠 × 𝜌1 × 𝜌2 × 𝑑𝐴1 × 𝑑𝐴2 × 𝑐𝑜𝑠
𝑛(𝛼) × cos(𝛽) ×                                                                                                

    𝑐𝑜𝑠𝑚(𝛼1) × cos(𝛽1) × 𝑐𝑜𝑠𝑚(𝛼2) × cos(𝛿) × 𝐴    0 ≤  𝛿 ≤ 𝜓𝑐   (2.16)                                           
                             

      0                                                                                                           𝛿 > 𝜓𝑐                                                                                       

  

where 𝑅1 is the distance between the transmitter and the reflective element 

1. 𝑅2 is the distance between the reflective element 1 and the reflective 

element 2. 𝑅3 is the distance between reflective element 2 and the receiver, 

𝑑𝐴1 and 𝑑𝐴2 are the areas of the reflective elements 1 and 2, respectively, 𝛼 

is the angle between the normal of the transmitter and the irradiance ray, 𝛽 is 

the angle between the irradiance ray from the transmitter and the normal of 

reflective element 1 and 𝛾  is the angle between the normal of reflective 

element 1 and the reflected ray towards reflective element 2; 𝛽1 is the angle 

between the incident light from the reflective element 1 and the normal of the 

reflective element 2; 𝛼2 is the angle between the normal of the reflective 

element 2 and the second reflected ray and 𝛿 is the angle between the second 

reflected ray and the normal of the receiver; 𝜌1 and 𝜌2 are the reflection 

coefficients of the first and second reflective elements, respectively.  
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Figure 2.7: Ray tracing for second order reflections [83]. 

In the second order reflection, six angles are required and can be computed 

in a similar way to the direct power and first order reflection by tracing the ray 

from the transmitter to the receiver as [82], [94]: 

              

{
  
 

  
 cos(𝛼) =

�̂�𝑡 . (𝑅𝑒1 − 𝑅𝑡)

𝑅1
             cos(𝛽) =

�̂�1 . (𝑅𝑡 − 𝑅𝑒1)

𝑅1
                                                              

       cos(𝛼1) =
�̂�1 . (𝑅𝑒2 − 𝑅𝑒1)

𝑅2
          cos(𝛽1) =

�̂�2 . (𝑅𝑒1 − 𝑅𝑒2)

𝑅2
                                                                  

 cos(𝛼2) =
�̂�2 . (𝑅𝑟 − 𝑅𝑒2)

𝑅3
             cos(𝛿) =

�̂�𝑟 . (𝑅𝑒2 − 𝑅𝑟)

𝑅3
                  (2.17)                                  

 

where  �̂�2 is the normal of the reflecting element 2 at location 𝑅𝑒2.  

2.2.3.7 Impulse Response 

In optical wireless, the impulse response is continuous, but the simulator 

subdivides the reflecting surfaces into discrete elements (reflecting elements 

on the walls, ceiling and floor). Thus, the received optical power is recorded 

at the receiver within time intervals (time bins). Each time bin duration should 

be roughly of a duration comparable to the time light takes to travel between 

neighbouring elements [81]. A good choice of time bin width is provided by 

[81], [84]: 

                                            𝑡𝑖𝑚𝑒 𝑏𝑖𝑛 = √𝑑𝐴 𝑐⁄                                       (2.18) 

where 𝑐 is the speed of light and 𝑑𝐴 is the reflection element area. Rays 

arriving within similar time intervals are assembled and stored for a particular 
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receiver-transmitter location on the CP. An identical histogram of the practical 

impulse response is achieved as 𝑑𝐴 approaches zero. It should be noted that 

the reflective element size 𝑑𝐴 has to be selected to keep the computation 

requirements within a reasonable time (the computation time increases 

dramatically when the surface element size is decreased) [44], [85]-[86].  

2.2.3.8 Delay Spread 

The root mean square (rms) delay spread is a good measure of the signal 

pulse spread due to the diffuse transmission of the indoor VLC channel, which 

can cause ISI. The delay spread of an impulse response is given by [51], [99]:   

𝐷 = √
∑ (𝑡𝑖 − 𝜇)

2𝑃𝑟𝑖
2𝐼

𝑖=1

∑𝑃𝑟𝑖
2                                               (2.19) 

where 𝑡𝑖 is the delay time associated with optical power received 𝑃𝑟𝑖
  , 𝐼  is the 

number of collected rays at the receiver, and 𝜇 is the mean delay given by 

[46], [87], [88]: 

𝜇 =  
∑ 𝑡𝑖𝑝𝑟𝑖

2𝐼
𝑖=1

∑ 𝑝𝑟𝑖
2𝐼

𝑖=1

                                                       (2.20) 

2.3 Radio Detection And Ranging (RADAR) 

RADAR refers to ‘RAdio Detection And Ranging’ where the electromagnetic 

spectrum is used to detect and range objects of interest (targets) [89]-[90]. 

RADAR operates by sending a radio frequency signal and listening to the echo 

signal returned from the target [90]-[91] . The received echo signal has 

different amplitude, frequency and time delay as compared the transmitted 

signal. This information can be employed to detect the target and its range. 

The received echo signal suffers attenuation because the signal propagation 

is in free space, while the signal is delayed due to the round trip time needed 

from the transmitter and back to the receiver. Also, the frequency of the 

received signal may be shifted due to Doppler effect for a target with high 

velocity [92], [93], [94].  

.  
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2.3.1 RADAR System Setup  

A radar system sends a radio-frequency signal towards an area of the interest 

and receives the reflected signal from the targets located within the radar 

detection area. A typical radar system consists of a transmitter, antenna, 

receiver and signal detection and processing as presented in Figure 2.8  [90], 

[94], [95]. In the transmitter, an electromagnetic (EM) wave is generated then 

a switch or circulator conveys the EM wave to an antenna to be introduced to 

the propagation medium (free-space). The circulator has a function of 

connecting both transmitter and receiver to the same antenna simultaneously 

using two connection points to provide isolation between the high power 

generated signal and the sensitive receiver components [90], [96]. The 

propagated EM wave induces currents on the target which reradiates these 

currents back to the propagation medium, then received by the radar antenna. 

The received signal is amplified then signal processing is applied to detect the 

reflected signal from the target of interest and determine its range.   

 

 

Figure 2.8: Radar system setup. 
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2.3.2 RADAR Configurations  

There are two common radar configurations; bistatic and monostatic radar 

systems. The bistatic radar system includes two separated antenna, 

(dedicated antenna for transmitter and receiver) and both transmitter and 

receiver antenna have sufficient separation distance where the angles or 

ranges to the target are different [90], [97], [98]. In the monostatic radar 

system, one antenna is shared between the transmitter and the receiver. Also, 

the monostatic radar can have a dedicated antenna for transmitter and 

receiver however, both antennas have to be located very close on the same 

radar system [90], [99], [100]. Figures 2.9a and b illustrate the concepts of 

bistatic and monostatic radar systems.  

The bistatic radar system can be used to enhance the radar’s ability to detect 

targets more efficiently. The signal reflected from the target is very low when 

the target has small cross section area, ie small radar cross section (RCS). 

This is also the case for stealthy targets which are designed to have low RCS. 

Thus, using bistatic radar (separating the transmitter and receiver) can reduce 

the distance at which the target can be seen [90], [101], [94]. The monostatic 

radar is widely used as it has more practical and less complex design since 

one antenna is shared between the transmitter and receiver. The monostatic 

radar can have poor performance in case the stealthy target is designed to 

scatter most of the radiated signal away from the direction of the signal arrival 

[90]. Hence, the bistatic radar may have better RCS in this case. It worth 

mentioning that, if the stealthy target shape is built to scatter completely the 

radiated signal away (almost zero reflected signal towards radar antenna) the 

target cannot be detected by the monostatic and bistatic radar systems.    
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(a) 

 

(b) 

Figure 2.9:(a) Bistatic radar configuration and (b) Monostatic radar 
configuration. 
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2.3.3 Continuous Waveform RADAR  

The radar transmitter generates a continuous wave (CW) waveform and 

sends the signal continuously without any interruption as all the time the 

transmitter is switched on [90], [94]. CW radar usually implements the radar 

configuration with two dedicated antennas for transmitter and receiver in order 

to maintain the isolation between the transmitter (always on) and receiver 

operations. Short-range applications are considered for the CW radar as it has 

relatively low transmitted power [94], [102]. Since the CW radar transmitter is 

always on, sending a signal, target detection is accomplished by monitoring 

the change in the characteristics of the wave’s frequency over the time. 

Where, the received waveform frequency is shifted from the original 

transmitted waveform frequency, the target is in motion with a velocity relative 

to the radar system (i.e. Doppler effect). Doppler effect is the key principle of 

the CW radar operation. The Doppler frequency shift 𝑓𝑑  can be calculated as  

[90], [107]:  

𝑓𝑑 =
2𝑉𝑟𝑓𝑜

𝑐
                                                    (2.21) 

where, 𝑉𝑟 is the target velocity relative to the radar system, 𝑓𝑜 is the transmitted 

signal frequency and 𝑐 is the velocity of EM waveform. For stationary radar, 

the 𝑉𝑟 is given as:  

𝑉𝑟 = 𝑉𝑡  cos𝜔                                                         (2.22) 

where, 𝑉𝑡 is the target speed and 𝜔 is the incident angle (angle of the trajectory 

between the radar receiver and target velocity vector), 𝑓𝑑  is a positive value 

when the target is moving towards the radar system (approaching target); 

while, 𝑓𝑑 is a negative value when the target is moving away from the radar 

system (receding target) [108], [103] [94]. It worth mentioning that, 𝑓𝑑 is equal 

to zero when the target is perpendicular to radar line of sight (i.e. 𝜔 = 900). 
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2.3.4 Pulsed Waveform RADAR 

The pulsed radar transmits a single pulse (or a sequence of multiple pulses) 

of a short duration time. During the pulse transmission time, the receiver is 

isolated from the radar antenna and no received signal can be monitored 

during this time [90], [104]. The receiver is connected to the radar antenna to 

collect (listen) to echo pulse signals reflected from targets and other 

surrounding objects (i.e. clutter). The transmitted pulse duration puls the 

receiver listening time represent one radar cycle time, called pulse repetition 

interval (PRI) [90], [105]. In monostatic pulsed radar, the target range is 

determined based on the round trip time which is defined as the time it takes 

the transmitted waveform to propagate from the transmitter to the target and 

back to the receiver at the speed of light. The target range is given as [90]:  

𝑅 =
𝑐 ∆𝑇

2
                                                     (2.23) 

where, 𝑅 is target range in meters and ∆𝑇 is the round trip time.   

        In pulsed radar, a radar ambiguous range occurs when the target round 

trip time ∆𝑇 is greater than the transmitted interpulse period (IPP). In other 

words, the reflected pulse from the target will not return within the given 

receiver listening time before the next cycle of the transmitted pulse resulting 

in a time ambiguity lead to incorrect target ranging. Range ambiguity can be 

mitigated by increase the radar pulse repetition interval such that all the 

reflected signals are received within the listening time before the next pulse is 

transmitted. Hence, the maximum target range 𝑅𝑀𝑎𝑥  that can be supported 

by monostatic pulsed radar is given as [90], [94]:      

𝑅𝑀𝑎𝑥 =
𝑐 𝑃𝑅𝐼

2
                                                            (2.24) 
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2.3.5 Light Detection And Ranging (LiDAR) 

The LiDAR, short for ‘Light Detection And Ranging’’ system was introduced 

for the first time in 1938 to measure the heights of clouds [106]. LiDAR uses 

optical sources to transmit a pulsed signal and optical detectors are used to 

collect the reflected signal. In the LiDAR system, a Laser diode is employed 

as a transmitter. Laser diodes have higher bandwidth compared to LEDs and 

can transmit the pulse in a very narrow beam which is more robust to 

propagation loses and less sensitive to ambient noises in the receiver [89], 

[107], [108]. There are two types of detection methods in LiDAR systems; 

incoherent detection, which relies on the intensity of the received signal and 

coherent detection which uses the information of the both amplitude and 

phase of the received reflected signal [109]-[110]. Figures 2.10a and b present 

the LiDAR system with coherent and incoherent receivers. In the coherent 

detection case, a part of the laser pulse generated is split off and redirected 

to the receiver combiner as can be seen in Figure 2.5b while the other part of 

the signal is transmitted through laser optics. Coherent LiDAR can work with 

low SNR (i.e. weak received reflected signal), however, an optical coherent 

detection receiver is costly and is complicated as compared to an incoherent 

detection receiver  [111], [112]. In the coherent optical receiver, the received 

signal is mixed with a local oscillator in order to obtain the phase information 

of the received signal. The optical coherent detection can be implemented 

using heterodyne and homodyne receiver’s techniques [125].     

LiDAR systems are used in many applications such as range-finders, 3D 

Imaging landscapes and autonomous vehicles [108], [113], [114]. In the 

LiDAR system, time of flight (ToF) is one of the most used methods to 

measure the target range. Where a short and high energy optical pulse is sent 

by the laser diode and the time is measured until the received reflected signal 

from the target is received. This time equals to the round trip distance from 

the transmitter to target then to receiver divided by the speed of light [115]. 

The ToF can be used in incoherent LiDAR system with high power laser and 

single photo-detector receiver. A phase-shift range finder is another method 

used in LiDAR systems where a generated continues sinewave signal of 

frequency fo is generated by a local oscillator then modulated by the laser 
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diode. By calculating the phase difference between the received reflected 

signal from the target and the generated signal from the local oscillator, the 

target distance can be determined [115].       

 

 

(a) 

(b) 

Figure 2.10: Block diagram of LiDAR system with (a) incoherent detection and 
(b) coherent detection.  
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2.4 Human Sensing Techniques  

Human sensing can provide information about people spatio-temporal, 

behavioural and physical properties. Human sensing has vast variety of 

applications such as; detecting the presence of a person, counting the number 

of people, opening a door as people pass, switching on/off light units for an 

occupied/unoccupied environment and person identification and tracking [16], 

[116]-[117] . in addition, human sensing can be used for medical applications 

to identify people and measure their vital signs such as body temperature, 

blood pressure and heart rate for instance [118], [119]. Going further, human 

sensing in conjunction with computer applications can be employed to analyse 

people’s mood through their speech, posture and behaviour in order to 

execute a better decision/action [16]. Many contributions have been proposed 

to meet the human sensing application by RADAR, computer vision, robotics 

and sensor network researchers.  

Human sensing is a very challenging endeavour for many reasons; (i) sudden 

changes may occur in the environment conditions. For instance in an outdoor 

environment, RADAR signals can be effected by the rain or fog while for an 

indoor environment the passive infrared (PIR) sensors can be activated 

wrongly by heat currents from heating and air conditions [16], [17], [120]; (ii) 

the reflected signal from the background is very similar to the one reflected by 

a person, thus separating a person from the background is an essential 

requirement for human sensing in a realistic environment. Also, for RADAR 

and LADAR sensing systems, the reflected received signal suffers from 

multipath propagation leading to fooling the sensing system and to false 

person detection (phantom detection) [16]; and (iii) people behaviour is 

unpredictable with a high degree randomness that may change suddenly 

resulting in a serious challenge to localise and track individuals correctly [16]. 

Our LiDAL system aims to focus on human sensing to provide people spatio-

temporal indoor application. It carries out presence detection, counting, 

localisation and tracking. In this application, people can be distinguished from 

the background due to their dynamic characteristics that arise from their 
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activity (siting/standing) and motion (walking), while stationary people are 

undetectable.        

Ultra-wideband (UWB) RADAR systems with a transmitted signal bandwidth 

greater than 500 MHz have been introduced to detect, localise and tracking 

humans in the indoor environment [17], [121], [122]. The UWB carrier signal 

with a typical frequency range of 3.1GHz to 5.3 GHz can penetrate the walls, 

furniture and human body [123]. This enables UWB RADAR systems to 

support various applications such as human movement detection through-

walls for security applications and biomedical applications (i.e. monitoring 

human vital signs) [124]-[125]. In UWB RADAR, detection of the target 

(human) depends on the target motion where the human movement causes 

changes in frequency, phase and time of arrival. The advantages of using 

UWB RADAR can be summarised as  [17], [122], [126] :  

1. Large UWB bandwidth allows increase in the RADAR detection 

resolution where multiple targets detection can be achieved.  

2. UWB signals have low transmitted power over a wide frequency band 

and thus do not contribute high interference to communication 

systems. 

3. Due to its wide bandwidth, UWB RADAR is immune to narrowband 

jamming.    

4. UWB Radar can identify the target features as the reflected signal 

carries information not only about the target presence but also about 

its separated elements. 

However for UWB radar employed in an indoor environment, the effects of 

signal scattering and absorption by obstacles significantly impairs the 

performance of UWB indoor radar [16], [17]. 

Binary sensors such as Passive Infrared (PIR) sensors, break beam and 

binary Doppler sensors have been used to detect human presence and rely 

on human motion [16, 127], [128]. The main drawback of binary sensors is 

their large false detection. Doppler shift sensors use the concept that signals 

reflected from a mobile object suffer a frequency shift depending on the 
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object’s speed. The Doppler shift sensor can provide a speed measurement 

of the detected human unlike the PIR sensor. In [129] a one dimensional 

Doppler radar has been proposed to detect stationary humans relying on the 

motion of human breathing lungs. A laser radar (LADAR) has been used to 

detect people based on their shape through extracting high resolution two 

and/or three dimensional snapshots of the environment [130]-[131]. In [132] a 

single 360-degree LADAR system was introduced to detect and track people 

in an indoor environment. However, the main disadvantage is the system 

complexity, eye safety due to the laser beam and the relative long time needed 

to scan the environment with high resolution which may lead to miss detecting 

humans walking at fast pace.  Compared to other approaches, video cameras 

with image processing are inexpensive and support high spatial resolution for 

targets located in an environment. The video cameras provide an information 

about target’s size, shape and colour which can be used to distinguish the 

target from the surrounding background scene [19]. The major challenge in 

human sensing using video cameras lies on the target detection and may 

contain vast number of false detection [19] [143]. The background subtraction 

is one of the most popular approaches has been used to detect the target 

presence by video camera for security applications [19] [142]. In  [133], a video 

camera system in conjunction with background subtraction method has been 

proposed to detect human based on the assumption of the background 

obstacles scene is static. The main advantage of the background subtraction 

method is enable fast target detection (i.e. less processing time which 

important factor in imaging process) [134]. In [135], an object (target) 

segmentation method has been introduced to extract the target’s shape from 

the camera image directly without need to use the background subtraction. In 

other hand, a pattern matching method has been proposed in [136] to 

convolve the camera images taken with the sampling stored images in order 

to detect the target. Thermal video camera has been used to recognise the 

target through their body temperature [137].                

The Wi-Fi device free approach has been proposed for the first time in  [138] 

[139]  to detect the target. This approach take advantage of the vast numbers 

of deployed Wi-Fi access points to enable target detection through monitoring 
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the pattern changes of the received Wi-Fi signals due to target presence  

[140]. In  [141], a target detection method using WLAN network based on the 

received signal strength indictor (RSSI) has been introduced to observe the 

RSSI changes then identify the target. In other hand, in [142] an approach 

using a radio frequency identification (RFID) technology with a mobile robot 

has been proposed to detect and track the targets. In this approach, a mobile 

robot with a stereo camera vision and RFID reader is used to recognise the 

target where the information of the target can be easily stored in an RFID tag 

[143].      

2.5 Summary  

This chapter provided an overview of VLC, RADAR and human sensing 

systems. It introduced the structure of VLC transmitters and receivers. It also 

introduced the modelling of the optical wireless channel. A ray tracing model 

and calculations of received optical power were explained. The simulations 

and calculations of the system reported in this thesis were carried out using 

the MATLAB program. The author proposed and published a low-complexity 

high-speed VLC system employing transmitter mapping and an adaptive 

receiver. This gave confidence in the capability of the author’s simulator to 

simulate light propagation and model the LiDAL channel. This chapter has 

also addressed the configuration and setups of traditional radio frequency 

RADAR and light radar systems. Furthermore, this chapter highlighted the 

advantages of human sensing techniques and their challenges.  
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Chapter 3                               

LiDAL System Design 

3.1 Introduction  

In this chapter, we analyse the LiDAL system maximum range which is 

related to the receiver’s field of view. We also pay attention to the received 

reflected signal in two LiDAL configurations that relate to the colocation or 

separation of transmitter and receiver in space. Furthermore, we analyse the 

resolution and the ambiguity of target detection which are related to the 

transmitted pulse width. In addition, we examine the optical receiver design 

for LiDAL and consider the receiver bandwidth and thermal and ambient 

noises. In our LiDAL system, the sources of randomness are attributed to the 

target colour of cloth, the target orientation and the receiver noise. Note that 

in terms of indoor optical wireless channel, we consider the channel at the 

target’s maximum range dictated by the receiver field of view (and the receiver 

sensitivity). The fluctuation of the received reflected signal attributed to the 

different colours worn by the target is modelled leading to a PDF of the target 

reflection factor. The target (human) random orientation and its impact on 

reflections was determined through extensive simulations, leading a PDF of 

the effective target cross-section.  

The reminder of this chapter is divided into sections as follows: Section 3.2 

presents the modelling of the target (human) and the realistic indoor 

environment. An analysis of LiDAL system configurations and maximum 

detection range is given in Section 3.3. The design of an optical receiver in 

terms of receiver bandwidth and noise for LiDAL systems is investigated in 

Section 3.4. Section 3.5 provides an analysis of LiDAL resolution and 

ambiguity in target detection. The analysis of the recovered reflected signal 
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from the target is presented in Section 3.6.  A summary is then provided at the 

end of the chapter.  

3.2 Realistic Environment and Target Modelling 

To study the performance of the proposed LIDAL system, simulations were 

performed in a typical office consisting of a furnished room, with dimensions 

of 4 m (width) × 8 m (length) × 3 m (height) as shown in Figure 3.1. The walls, 

furniture and floor were segmented into small reflective elements. The 

reflective elements were represented as small secondary emitters that diffuse 

the received signal in the shape of a Lambertian pattern, with a reflectivity of 

0.8 for the walls and ceiling and 0.3 for the floor[80] [77]. In addition, the 

reflection elements can be treated as small secondary transmitters that diffuse 

the incident rays back into space from their centre. The accuracy of the 

received impulse response profile was controlled by the size of the reflective 

elements, which were 5 cm × 5 cm and 20 cm × 20 cm for the first and second 

order reflections, respectively  [36], [80], [144], [145]. Eight light units were 

placed at a height of 3m above the floor and were used to satisfy ISO and 

European illumination standards. Each unit had 9 RGB laser diodes (LDs), 

and the total transmitted power from each RGB-LDs light unit was 18 W [36],  

[144]. It is worth mentioning that, each light unit consists of red, green and 

blue laser diodes which are driven by different modulation currents to meet 

the illumination standards [36].   

The average target (person) dimensions considered were 15 cm × 48 cm × 

170 cm (depth × width × height) [146] as shown in Figure 3.2 and coloured 

polyester fabric was considered as the target coating material. The fabric 

reflection model used was based on the work in  [147], which analysed the 

reflections from different types of fabric including silk, cotton, polyester, 

acetate and glass fibre. We also made use of the work in [148] which 

examined the combination of fabric colour and material and their impact on 

light reflection. The resulting reflections in [147] were observed to be a 

combination of diffuse (Lambertian) and specular reflections. In [147], the 

distribution of the reflected visible light of several cloth materials was 

experimentally studied. In particular, cotton reflectance was about 9% 
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specular and 91% diffuse, while polyester reflectance was 10% specular, 26% 

diffuse and 63% internal multiple reflections which are treated as diffuse 

reflections as can be seen in Table 3.1. It should be noted that 1% of the 

polyester reflections are internal reflections which occur inside the fabric 

layers [147].  Therefore, in our simulation, we only considered a Lambertian 

pattern (ie diffuse) as the model for the target’s surface material. The 

reflectivity factor of different dyed polyester fabric ranges between 0.25-0.72 

[148]. Moreover, the reflectivity of dark and white human skins in the range of 

0.04-0.35 and 0.16-0.86 respectively [149]. Regarding furniture, office desks 

(1.54 m (width) × 0.76 m (length) × 0.75 m (height)) and a bookshelf (3 m × 

0.8 m × 2 m) are considered, and are located in the room as shown in Figure 

3.1, where the office desks and bookshelf materials were finished-wood with 

a reflectivity factor of 0.55 and diffuse reflections [150]. The Lambertain diffuse 

reflection order for the furniture and target is assumed to be 1. 

Table 3.1:Reflection model for a different target coating materials [147]. 

 Specular reflector (%) Diffuse reflector (%) 

Cotton 9% 91% 

Polyester 10% 89% 
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Figure 3.1: Realistic office room setup. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2: Basic 3D and 2D target model. 
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3.3 LiDAL Range Analysis 

The light unit emits a narrow pulse in a wide optical beam (Lambertian 

radiation pattern) directed towards the floor. An optical receiver, collocated or 

separated from the transmitter, collects the received reflected pulses. The 

received signal is a superposition of the reflected pulses from the target(s), 

static environment obstacles (furniture) and noise. Note that, in this section 

we assumed the target(s) are located in an ideal environment (i.e. an empty 

room with zero reflectively from walls, ceiling and floor). Therefore, the 

received reflected signal randomness is only due to target(s) colours and 

effective cross-section and is corrupted by noise.  

The maximum range of LiDAL can be determined depending on the receiver’s 

photodetector FOV. The maximum range 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉

  
for a certain receiver 

concentrator FOV (𝛹𝑐) is given as (see Figure 3.3): 

                         𝑅𝑀𝑎𝑥
𝐹𝑂𝑉 = 𝑡𝑎𝑛(𝛹𝑐)  (𝑑𝑜 − ℎ)                                       (3.1) 

where 𝛹𝑐 is the semi-angle of photodetector’s concentrator, 𝑑𝑜 is the 

perpendicular distance between the 𝑖𝑡ℎ receiver location 𝐿𝑅𝑥
𝑖 (𝑥𝑅𝑥

𝑖 , 𝑦𝑅𝑥
𝑖 , 𝑧𝑅𝑥

𝑖 ) and 

the ground reference point 𝐿𝑜
𝑖 (𝑥𝑜

𝑖 , 𝑦𝑜
𝑖 , 0) as shown in Figure 3.3 and ℎ is the 

target height. 

Figures 3.3 and 3.4 present two arrangements of different possible transmitter 

and receiver configurations with a target located inside the receiver optical 

footprint (i.e. receiver FOV). We refer to collocated transmitter-receiver 

configuration as ‘monostatic LiDAL’ and refer to the spaced transmitter-

receiver configuration as ‘bistatic LIDAL’. 
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The received reflected optical power (𝑃rB
𝑅Max
FOV

) from a target at maximum 

range, ie located in the receiver optical footprint at a radius of 𝑅Max
FOV , for a 

bistatic LIDAL (see Figure 3.3a and b) is derived as: 

𝑃rB
𝑅Max
FOV

=
(𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)

4𝜋2𝑅1
2𝑅2

2 𝑇𝑓(𝛹𝑐)𝐺𝑐(𝛹𝑐)𝑃𝑡 𝑑𝐴𝜌𝐴𝑅 𝑐𝑜𝑠
𝑛(𝜃)  𝑐𝑜𝑠 ( 𝜑) 𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1) 𝑐𝑜𝑠(𝛹𝑐)                     

(3.2) 

and for monostatic LIDAL (see Figure 3.4a and d), the 𝑃rM
𝑅Max
FOV

 is written as: 

𝑃rM
𝑅Max
FOV

=
(𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)

4𝜋2 ((𝑑𝑜 − ℎ)2 + 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉2)

2 𝑇𝑓(𝛹𝑐)𝐺𝑐(𝛹𝑐)𝑃𝑡 𝑑𝐴𝜌𝐴𝑅𝑐𝑜𝑠
𝑛+3(𝛹𝑐) 

(3.3)                            

where 𝑅1 is the distance between the transmitter and target, 𝑅2 is the distance 

between the taregt and receiver, 𝑅2 = ((𝑑𝑜 − ℎ)
2 + 𝑅𝑀𝑎𝑥

𝐹𝑂𝑉2)

1

2
, 𝑇𝑓(𝛹𝑐) is the 

optical filter transmission factor, 𝐺𝑐(𝛹𝑐) is the gain of the concentrator, 𝑃𝑡 is 

the transmitted power, 𝑑𝐴 is target cross section area (top and/or the 

sides), 𝐴𝑅 is the photodetector physical area, 𝜌 is the target reflection 

coefficient, 𝜃 and 𝜑 are the angles of irradiance and incidence respectively, 

𝑛𝑒𝑙𝑒 is Lambertain order for the target diffuse reflector and 𝑛 is the Lambertian 

emission factor of LD defined as [48]:   

𝑛 = −
𝑙𝑛(2)

𝑙𝑛(𝑐𝑜𝑠(𝛷))
 

(3.4)                             

The gain of the concentrator 𝐺𝑐(𝛹𝑐) is given as [48]: 

   𝐺𝑐(𝛹) =
𝑁𝑐
2

𝑠𝑖𝑛2(𝛹𝑐)
 

   (3.5)                                                       

where 𝛷 is the semi-angle at half power of LD (𝛷 > 𝛹𝑐) and 𝑁𝑐 is the 

concentrator refractive index. 
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It should be noted that the transmitter has a broad radiation pattern (𝑛=0.52 

for illumination purposes [144]) and the target assumed has a diffuse emission 

factor of 𝑛𝑒𝑙𝑒=1. Therefore, the target has a narrow radiation pattern compared 

to the transmitter’s radiation pattern. With such narrow radiation pattern, the 

target delivers maximum power to the receiver if it is directly under or near the 

receiver. As such, the weakest received reflected signal from a target occurs 

when the target is at the edge of the receiver FOV (i.e. target located at 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉).  

The photodetector area (𝐴𝑅) and the concentrator’s FOV and gain are among 

the receiver’s key parameters that determine the LiDAL detection 

performance. The values of these parameters have to satisfy the LiDAL 

(radar) design requirements. We analyse their impacts later in this chapter. In 

addition, the transmitted power 𝑃𝑡 is set at the maximum power needed for 

normal illumination in the room. (i.e. 𝑃𝑡 =18W according to the design in [36]). 

We therefore do not consider in this thesis the impact of dimming on our LiDAL 

system, and in cases where dimming is an issue, infrared sources and 

detectors can be used for LiDAL. In addition, a VLC LD-transmitter with beam 

steering and computer generated hologram (CGH) [150] can be employed for 

VLC RADAR system (with wide-FOV receiver) to obtain very narrow optical 

beam width. However, we have not included in this work and will be 

considered in future work.  
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(a) 

 

(b) 

Figure 3.3: (a) a spaced transmitter-receiver (bistatic) placed on room ceiling with a target 

located near by the transmitter and distance of  𝑅Max
FOV

 from the receiver (b) a spaced 

transmitter-receiver placed on room ceiling with a target located away from the 
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(a) 

 

(b) 

Figure 3.4: (a) and (b) a collocated transmitter-receiver (monostatic) placed on room ceiling 

with a target at two different locations. 
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3.4 Optical Receiver Design For LiDAL  

In this section we analyse the design parameters of the optical receiver for 

LiDAL monostatic and bistatic LiDAL systems corresponding to required 

bandwidth and induced optical noises.  

3.4.1 Receiver Bandwidth 

To determine the maximum receiver bandwidth needed, we selected the 

LiDAL configurations that result in the largest channel bandwidths which the 

receiver has to deal with. The largest channel bandwidths occur when the 

target is under the receiver. We have also evaluated the channel bandwidths 

at a large number of target locations. Figures 3.5 and 3.6 show a target located 

underneath the receiver for the LiDAL bistatic and monostatic scenarios 

respectively. We have simulated the pulse dispersion associated with the 

bistatic and monostatic LiDAL channels due to target presence at different 

target locations. The target’s locations have been generated uniformly inside 

the receiver optical footprint (see Figures 3.5 and 3.6) to calculate the channel 

impulse response and then to obtain the 3dB channel bandwidth for each 

location. It should be noted that we considered an ideal indoor environment 

without furniture or background obstacles, and we treated the room’s floor as 

a non-reflective surface (i.e. zero reflection factor). In addition, the simulation 

and calculations of the received reflected signal were carried out using 

MATLAB. Our simulation tool is similar to the one developed by Barry  [81] in 

terms of the indoor channel impulse response calculation method. Figures 3.7 

and 3.8 depict the probability distribution of the channel bandwidth (𝐵𝑤𝑐ℎ) for 

the bistatic and monostatic LiDALs respectively. As can be seen in Figures 

3.7 and 3.8, the bistatic LiDAL channel is more dispersive than the monostatic 

LIDAL channel due to the large distance between the transmitter, target and 

receiver. Thus, the channel bandwidth is the bottleneck for the LiDAL system 

performance. Table 3.2 summarises the bistatic and monostatic LiDAL 

channels characteristics.   
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Figure 3.5: Tx and Rx placed in different locations (bistatic LiDAL) with a target located in 

the centre of the optical footprint. 

 

 

Figure 3.6:Tx and Rx placed in same location (monostatic LiDAL ) a target located in the 

centre of the optical footprint. 
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We calculated the channel bandwidth for the monostatic and bistatic 

LiDAL as follows:  

1) An input pulse 𝑥(𝜏) with time duration 𝜏 of  0.01ns (equal to the time bin 

duration used in simulation [36], [144]) is presented to the input of a 

transmitter unit, RGB-LDs, with impulse response ℎ𝑡𝑥(𝑡) followed by 

calculation of:  

 𝐻𝑡𝑥(𝑓) = ℱ(ℎ𝑡𝑥(𝑡)) ℱ(𝑥(𝜏) )                              (3.6) 

It is worth mentioning that, the RGB-LDs have a large bandwidth (few 

GHz) [144] and therefore, given a channel with few hundred MHz 

bandwidth, we ignored the laser transfer function.  

2) We set the following simulation parameters for the monostatic and 

bistatic LiDAL system: The room has dimensions of 8m × 4m × 3m and 

the illumination requirements were met using 8 light units distributed as 

shown in Figure 3.1. These light units also represent the LiDAL receiver 

locations. To provide overlapping LiDAL coverage zones, the receiver 

FOV was set to 43o. The transmitter beamwidth was set 75o for 

illumination purposes [36], [144] and the impulse response was 

calculated with a time bin of 0.01ns. The bistatic transmitter was located 

at (2m, 5m, 3m) and the receiver was located at (2m, 4m, 3m) at the 

centre of the room in Figure 3.1. Figures 3.7a and b show the impulse 

responses of bistatic LiDAL for a target placed in two different locations. 

The monostatic transmitter-receiver pair was located at (2m, 4m, 3m). 

Figures 3.8a and b show the impulse responses of monostatic LiDAL for 

a target located in two different locations.    

3) We calculated the LiDAL channel impulse response ℎ𝑐ℎ(𝑡) (i.e. the LiDAL 

system configuration with the target present) using the ray tracing 

propagation model in [81].  In this work, we considered the first and 

second order reflection components in the simulation of the impulse 

response of the LiDAL channel. We then determined the 3dB channel 

bandwidth, 𝐵𝑤𝑐ℎ, using ℎ𝑐ℎ(𝑡). 

4) The required 3dB receiver bandwidth is determined as:  
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 𝐵𝑤𝑅𝑥 = 𝑚𝑎𝑥(𝐻𝑡𝑥(𝑓) × 𝐻𝑐ℎ(𝑓)|3𝑑𝐵 )                           (3.7) 

Table 3.2: Characteristic of LiDAL Channel. 

 Min. Bwch 

(MHz) 

Max. Bwch 

(MHz) 

Mean. Bwch 

(MHz) 

Bistatic LiDAL 65 260 125 

Monostatic  LiDAL 140 315 230 

 

 

 

 

 

 

 

                        (a)                                                                             (b) 

 

(c)  

Figure 3.7: (a) Bistatic LiDAL impulse response of target located at x=2.5m, y=5m, (b) Bistatic 

LiDAL impulse response of target located at x=2m, y=3m and (c) the PDF of the Bistatic LiDAL 

channel bandwidth. 
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                            (a)                                                                           (b) 

 

(c) 

Figure 3.8: (a) Monostatic LiDAL impulse response of target located at x=1.5m, y=3m, (b) 

Monostatic LiDAL impulse response of target located at x=2m, y=5m and (c) the PDF 

of the monostatic LiDAL channel bandwidth. 
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3.4.2 Receiver Noise 

In optical wireless (OW) systems, the noise can be divided into two 

components, a shot noise (𝜎𝑠ℎ𝑜𝑡
2 ) component and a thermal noise 

component (𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 ). The total noise variance 𝜎𝑡

2is given by [48], [77]:  

𝜎𝑡
2 = 𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙

2 + 𝜎𝑠ℎ𝑜𝑡
2                                                        (3.8) 

The shot noise variance is defined as the sum of contributions from the 

ambient lights (direct sunlight, desk lamps etc.) and the noise from the 

received signal. The shot noise, 𝜎𝑠ℎ𝑜𝑡
2 , is written as [10]:  

𝜎𝑠ℎ𝑜𝑡
2 = 2𝑞𝐵𝑤𝑅𝑥(𝐼𝑏 + 𝑅𝑒𝑠𝑝𝑃𝑟)                                      (3.9) 

where 𝑞 is the electronic charge, 𝐵𝑤𝑅𝑥 is the receiver bandwidth, 𝑅𝑒𝑠𝑝 is the 

photodiode responsivity and 𝐼𝑏 is the background current due to ambient 

lights. We considered the effects of shot noise due to desk-lamps. For the four 

office desk-lamps shown in Figure 3.1, we considered Philips light bulbs 

where each light bulb has an optical power of 13w [55]. The background 

current measured in [55] was 𝐼𝑏 = 8.8μA (without optical filter) and 

corresponded to a typical setup with a 0.85 cm2 photodetector area at a 

distance of 2.2m from the light source with a line of sight path (worst case 

induced shot noise) between the light source and receiver. The setup in  [55] 

is comparable to the realistic environment setup used in LiDAL in terms of the 

distance between the desk-lamp and LiDAL receiver (distance of 2.25m in 

LiDAL). The background current was scaled by a factor that accounts for the 

difference in area of the photodetector we used, where our photodetector had 

an area of 20 mm2 to provide sufficient bandwidth. An optical bandpass filter 

(OBPF) can be used to supress the effect of the ambient noise. For example 

the background current in [55] was reduced from 8.8μA to 0.48μA when an 

OBPF used. It is worth mentioning that the measurements in [55] included the 

infrared part of the optical spectrum, while this work focuses on the visible 

spectrum, however, an optical bandpass filter within the visible spectrum can 

be used to reduce the background noise to comparable levels. In addition, an 

electrical high pass filter can be implemented to reduce the DC component of 

the ambient noise. However, these solutions may increase the cost and the 

complexity of the LiDAL receiver.   
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In this work, the optical receiver was a silicon p-i-n photodetector with a 

transimpedance amplifier (TIA) to achieve high sensitivity and a good dynamic 

range [151], [152]. The receiver considered in this work had high speed and 

low input noise, designed by Texas Instruments®  [153] The TIA had a 𝐵𝑤𝑅𝑥 

of 300 MHz and a thermal input noise current of about 2.5 pA/√Hz [153].  

3.5 LiDAL Resolution and Ambiguity in Target Detection 

Analysis 

The distance (𝑅1) between the monostatic LiDAL transceiver unit (TRx) and 

the target is calculated based on the round trip time (time taken by the pulse 

from the transmitter to the target plus the time taken by the reflected pulse 

back from the target to the receiver), 𝑡𝑡𝑟𝑖𝑝, and the speed of light, c, as: 

 𝑅1 =
𝑐 𝑡𝑡𝑟𝑖𝑝 

2
                                                                    (3.10) 

The range resolution of LiDAL is defined as the minimum separation distance 

(Δ𝑅) at which two or more targets can be reliably detected as illustrated in 

Figure 3.9. The range resolution is related to the pulse width of the transmitted 

signal. The LiDAL resolution (Δ𝑅) is given as: 

𝛥𝑅 = 𝑅1,1 − 𝑅1,2 =
𝑐 𝜏

2
                                                        (3.11) 

where 𝜏 is the transmitted pulse width. The separation distance 𝛥𝑥𝑦 between 

two targets as can be seen in Figure 3.9 is given as:  

𝛥𝑥𝑦 = 𝑅1,1 sin 𝜃1,1 − 𝑅1,2 sin 𝜃1,2                                         (3.12)  

and if 𝜃1,1 ≅ 𝜃1,2 = 𝜃, then 

 𝛥𝑥𝑦 = (𝑅1,1 − 𝑅1,2) sin 𝜃 = ∆𝑅 sin 𝜃 .                                 (3.13) 

Therefore, 𝛥𝑥𝑦 ≤ ∆𝑅, and in a typical room such as that in Figure 3.1, we 

determined that 𝜃 = 430, hence here 𝛥𝑥𝑦 ≤ 0.68∆𝑅. 

Figure 3.10 shows an example of the received pulse response attributed to 

the reflected signal, as received by a transceiver (TRx) unit which covers an 

optical footprint that includes two targets in the presence of noise. In this work, 

we considered typical room layouts, where for example in a meeting room 
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(closest separation between people in a business setting), the designers 

recommend an inter-chair-distance more than 60cm as in  [154] and 75cm as 

in [155], and the typical justifiable distance between two people having a 

conversation is 30 cm. Therefore, we selected a minimum LiDAL resolution of 

𝛥𝑅=30cm and therefore given (3.13), 𝛥𝑥𝑦 ≤ 30cm which is the required 

minimum separation between two targets (i.e. the required 𝜏 is 2ns from 

(3.11)). Optical transmitters and optical receivers that support this bandwidth 

are readily available, and the optical wireless channel is able to provide such 

bandwidth [59], [144]. The analysis of the channel bandwidth for the bistatic 

and monostatic LiDAL systems (Figures 3.7 and 3.8) showed high channel 

dispersion and low channel bandwidth which can’t accommodate a 

transmitted pulse of 2ns without pulse spreading in the receiver. Thus, an 

equilser is required to mitigate the imperfections of the LiDAL channel. 

Let us first assume an ideal indoor environment (i.e. no reflected signal from 

the room’s background). Here ambiguity in multiple targets detection occurrs 

when the distance between targets is less than the LiDAL (radar) 

resolution Δ𝑅. In other words, when the difference of the targets’ round trip 

times is less than the transmitted pulse width (|𝑡𝑡𝑟𝑖𝑝(1) − 𝑡𝑡𝑟𝑖𝑝(2)| < 𝜏), this 

leads to ambiguity. Furthermore, the ambiguity in target detection is affected 

by the configurations of the LiDAL system.  

 

 

 

 

 

 

 

 

 

 

Figure 3.9: The LiDAL resolution to distinguish two targets. 
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Figure 3.10: The reflected received current signal from two targets located in empty room of 

monostatic LiDAL. 
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3.6 Received Signal Fluctuation and Target Reflectivity 

Modelling 

The fluctuation of the received optical power reflected from a target is related 

to the target coating reflection factor (𝜌) (i.e. colour, material type and, 

reflection type) and the target effective cross section area (𝐴𝑒). The target 

effective cross section area is the size of the target surface area illumined by 

the transmitted pulse (which reflects light) and depends on the target position, 

LiDAL transmitter and receiver configuration and LiDAL field of view. It should 

be noted that, the fluctuation of the received signal due to target reflection 

factor (colour of clothing and type of clothing worn) is independent of the target 

position and the target orientation (i.e independent of the target effective cross 

section area). 

Table 3.3 presents a range of popular colours with their weights and reflection 

factors for dyed cotton coating material [156], [157]. The colours popularity 

show features of a Gaussian distribution as can be seen in Figure 3.11, where, 

the target reflection factor is the random variable of the distribution. The 

survey data of favourite colours [156], [157] was fitted to minimise the root 

mean square error (RMSE), and the minimum RMSE obtained was about 

15%. It should be noted that in the curve fitting, we ignored the impact of the 

black colour with has a very low popularity of 7%.    

The probability distribution function (PDF) of the target reflection factor 

𝑝(𝜌) is given as:  

𝑝(𝜌) =
1

𝜎𝜌√2𝜋 
𝑒
−(
(𝜌−𝜇𝜌)

2

2𝜎𝜌
2 )

                                                       

(3.14) 

where, 𝜇𝜌 and 𝜎𝜌 are the mean and standard deviation of the target reflection 

factor  respectively.  
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Table 3.3: Popular Colours with Reflection Factor. 

Popular Colours 

[156] 

Popularity [156] Target coating 

reflectance (𝝆) [157] 

Black 7% 0 

Yellow 3% 0.5 

White 4% 1 

Red 8% 0.9 

Purple 14% 0.78 

Orange 5% 0.4 

Green 14% 0.6 

Brown 3% 0.45 

Blue 42% 0.75 

 

Figure 3.11: The PDF of target reflection factor. 
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We determined the PDF of the effective target cross section area 

through simulation. The target shown in Figure 3.2 (human body model) was 

placed at a large number of locations in the room and the ray tracing indoor 

propagation method was used to determine the power reflected by all the 

target surface area elements for the given target location and orientation and 

the given LiDAL transmitter and receiver configurations. We then fitted the 

simulated data to a normalised Gaussian distribution as can be seen in Figure 

3.12 where the target is placed randomly in the receiver optical footprint edge 

with different locations and orientations. At each location, the target is rotated 

to eight directions randomly. The minimum RMSE of the effective target cross 

section area fitting obtained was 5%. The PDF of the effective target cross 

section area 𝑝(𝐴𝑒) is written as:  

𝑝(𝐴𝑒) =
1

𝜎𝐴𝑒
 √2𝜋 

𝑒
−(
(𝐴𝑒−𝜇𝐴𝑒)

2

2𝜎𝐴𝑒
2 )

                  

(3.15) 

where, 𝜇𝐴𝑒 and 𝜎𝐴𝑒  are the mean and standard deviation of the target effective 

cross section area respectively. Observing the results in Figure 3.12, it can be 

seen that the effective target cross section area variation is small with a 𝜎𝐴𝑒=4 

and a large mean 𝜇𝐴𝑒=50. Thus, the average value of target cross section 

area is used. In other words, the target effective cross section area is modelled 

as a random viable with mean (𝜇𝐴𝑒) and very small variance, which is ignored.  
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Figure 3.12:  The PDF of the effective target cross section area. 

 

The received reflected signal from target is given as:  

𝑃r
 = 𝐴𝑜 𝜌                                                              (3.16)  

where, 𝐴𝑜 is the LiDAL channel gain for a target located at 𝑅Max
FOV as in 

equations (3.2) and (3.3) of bistatic and monastic LiDAL systems respectively; 

and 𝜌 is a Gaussian random variable described in equation (3.14). Thus, the 

PDF of the received reflected signal 𝑝(𝑃r
 ) without noise can be defined as:  

𝑝(𝑃r
 ) =  

1

𝜎𝑠√2𝜋
𝑒
−(
(𝑃r
 −𝜇)2

2 𝜎𝑠
) 
                           (3.17) 

where, (𝜇 = 𝐴𝑜𝜎𝜌
 ) and (𝜎𝑠 = 𝐴𝑜𝜎𝜌

 ) are the mean and standard deviation of 

the received reflected signal. Equation (3.17) represents a Gaussian random 

variable scaled by a positive constant representing the LiDAL channel gain for 

a target located at 𝑅Max
FOV .  
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In the OW channel, ambient light induces shot noise in the photodetector 

receiver in addition to the thermal noise of the receiver amplifier. This noise is 

modelled as white Gaussian noise [48] with zero mean and variance 

of 𝜎𝑡
2(see equation 3.7). The noise probability density is given as:  

𝑝(𝑛) =
1

√2𝜋𝜎𝑡
𝑒
−(

𝑛2

2𝜎𝑡
2)

 

(3.18) 

where 𝑛 is the total detected noise current in the receiver and 𝜎𝑡 is the noise 

current standard deviation. 

The noise is statistically independent and additive to the received 

reflected signal from the target. The shot noise due to the signal presence 

may be neglected compared to the thermal and shot ambient noises. 

Therefore, the joint probability density of the received signal in the presence 

of noise 𝑝(𝑝𝑟𝑛
 ) is written as: 

𝑝(𝑝𝑟𝑛
 ) =  

1   

√(𝜎𝑠2 + 𝜎𝑡2)√2𝜋   
𝑒
−(

(𝑃𝑟
 −𝜇 )

2

2 (𝜎𝑠2+𝜎𝑡2)
) 
 

(3.19) 

where, 𝜇 and √(𝜎𝑠2 + 𝜎𝑡2) are the mean and standard deviation of the 

received reflected random signal in noise. Note that the convolution of the 

received signal PDF (3.17) and noise PDF (3.18) resulting in (3.19) has been 

proven mathematically in Appendix B.  
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3.7 Summary  

In this chapter, we introduced for the first time monostatic and bistatic optical 

indoor ‘radar’ configurations. Our resulting LiDAL systems provide coverage 

of the indoor environment through the use of multiple transmitters. The 

transmitters have broad beams for illumination, however we use relatively 

narrow FOV receivers to define optical target detection zones on the floor. 

This is very compatible with VLC systems where multiple light engines are 

used to illuminate the indoor environment. These light VLC sources can also 

act as our LiDAL transmitters. This chapter introduced models for the sources 

of randomness in our LiDAL environment considering randomness due to the 

random nature of the reflection factor of humans (random colour and texture 

of clothing), the variable cross section of the target (human) which depends 

on human orientation with respect to the light source; and finally randomness 

due to receiver noise and background noise. The monostatic LiDAL has better 

channel characteristics, received reflected signal from a target and less 

dispersion compared to the bistatic LiDAL due to the distance between the 

transmitter-receiver configurations. On the other hand, the bistatic LiDAL has 

better performance in terms of reducing the ambiguity of multiple target 

detection.  

Chapter 4 will address the design of an optimum receiver for LiDAL 

systems accounting for the fluctuation of the received signal discussed in this 

chapter.   
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Chapter 4                              

LiDAL Optimum Receiver Design 

4.1 Introduction  

       In this chapter, we used Bayes receivers and signal space theory to 

design an optimum receiver structure for LiDAL taking into account the 

minimisation of the average cost of making decisions and the error in target 

detection. Bayes criterion takes into account the impact of the cost of making 

a wrong decision in different LiDAL applications by setting an optimum 

detection threshold. For instance, in a people counting application the cost of 

mis-detecting people may be low, however, for a LiDAL security application 

the cost of mis-detecting a target may be very high. We employed signal 

space techniques with a maximum posterior probability (MAP) decision rule 

to design an optimum LiDAL receiver based on minimum probability of error 

to detect target(s) for multiple cases as we discuss later in this chapter. In 

addition, we evaluated the performance of the optimum detection threshold 

𝐷𝑡ℎ(𝑧) where the random variable 𝑧 represents the received power in Chapter 

4. This was used to produce the receiver operating characteristics (ROC) in 

terms of the probability of false detection (𝑃𝐹𝐷) and the probability of detection 

(𝑃𝐷). 

Following this introduction, this chapter is divided into sections as follows: 

Section 4.2 describes the analysis of the optimum detection threshold 

considering the fluctuation of the received signal discussed in Chapter 3. 

Section 4.3 presents the proposed structures of the optimum and sub-

optimum receivers to optimise targets detection in our LiDAL system. Section 

4.4 summarises the performance evaluation of the LiDAL receivers. At the end 

of the chapter a summary is provided.      
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4.2 Optimum Detection Threshold Analysis (Hard Decision) 

We analysed the optimum detection threshold for the LiDAL receiver 

considering the fluctuation of the received reflected signal and the cost of 

making a decision on LiDAL given the application considered. In LiDAL, the 

goal is to decide the presence or absence of a received reflected signal from 

a target in the presence of noise. This situation can be cast into two 

hypotheses. Let 𝐻1 represent the hypothesis where noise is present and the 

reflected signal (from the target) is absent. Let 𝐻2 represent the hypothesis 

where both the received signal (from target) and noise are present. The PDF 

of 𝐻1 can be written as:  

𝐹𝑧(𝑧|𝐻1) =
1

√2𝜋𝜎𝑡
𝑒
−(

𝑧2

2𝜎𝑡2
)
                                           (4.1) 

and the PDF of 𝐻2 is given as: 

𝐹𝑧(𝑧|𝐻2) =  
1

√2𝜋 𝜎
𝑒
−(
(𝑧−𝜇 )

2

2 𝜎2
) 
                               (4.2) 

where, 𝜎2 and 𝜇  are the variance and the mean of the received signal in 𝐻2 

with 𝜎2 = (𝜎𝑠
2 + 𝜎𝑡

2), see equation (3.19) in Chapter 3.   

The Bayesian average cost of making decision 𝐶(𝐷)  is given as [158], [159]: 

𝐶(𝐷) = (𝑝𝑜𝛼21 + 𝑞𝑜𝛼22)

+ ∫(𝑞𝑜(𝛼12 − 𝛼22)𝐹𝑧(𝑧|𝐻2) − (𝑝𝑜(𝛼21 − 𝛼11)𝐹𝑧(𝑧|𝐻1)𝑑𝑧 

(4.3) 

where, 𝑝𝑜 and 𝑞𝑜 are the prior probabilities of 𝐻1 and 𝐻2 respectively. For 

LiDAL, we define the four prior costs as:  𝛼11which is the cost of deciding that 

the target is absent when it is true, 𝛼22 is the cost of deciding the target is 

present when it is true, 𝛼12 is the cost of deciding the target is absent when it 

is false and 𝛼21 is the cost of deciding the target is present when it is false. It 

should be observed that 𝑝𝑜 and 𝑞𝑜 were set to 0.5 which is a general case 

where it is equally likely to have a target or no target (for example in an indoor 

environment). In particular dense (user wise) indoor environments 𝑞𝑜 may be 

higher than 𝑝𝑜 and the converse is true in sparse indoor environments. 
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Therefore, the parameters can be determined accordingly. We are interested 

in the costs of wrong decisions (𝛼12 and 𝛼21), hence we assumed 𝛼11 and 𝛼22 

(costs of correct decisions) are equal to zero. To clarify this, 𝛼12 is defined as 

the cost of missing a target, while 𝛼21 is defined as the cost of a false alarm. 

Note that, 𝛼12 should be set higher than 𝛼21, for security applications where 

missing a target is worse than a false alarm. However we are interested here 

in target counting applications, and therefore 𝛼12 was set equal to 𝛼21 where 

both wrong decisions equally contribute to wrong counting. Thus, the LiDAL 

average cost of making decision 𝐶(𝐷)𝐿𝑖𝐷𝐴𝐿 can be written as: 

𝐶(𝐷)𝐿𝑖𝐷𝐴𝐿 = 𝑝𝑜𝛼21 + (𝑞𝑜𝛼12∫𝐹𝑧(𝑧|𝐻2)𝑑𝑧 − 𝑝𝑜𝛼21∫𝐹𝑧(𝑧|𝐻1) 𝑑𝑧) .  

(4.4) 

The first term of (4.4) represents the fixed cost while the second term 

represents the variable cost. We wish to minimise the second term of (4.4) by 

choosing the value of 𝑧. Mathematically (4.4) can be summarised by a pair of 

inequalities, and can thus be rewritten as:          

𝑞𝑜𝛼12 𝐹𝑧(𝑧|𝐻2)
H1

   ≶ 
𝐻2

𝑝𝑜𝛼21 𝐹𝑧(𝑧|𝐻1)                              

(4.5) 

For LiDAL, we define 𝛾𝐹𝐴 and 𝛾𝐹𝑃 as the cost factors of missing the target and 

false alarm respectively. Therefore, 𝛾𝐹𝐴 (FA is False Absence) is given as:  

𝛾𝐹𝐴 = 𝑞𝑂𝛼12                                                 (4.6) 

and the 𝛾𝐹𝑃 (FA is False Presence) is given as:  

𝛾𝐹𝑃 = 𝑝𝑂𝛼21.                                                 (4.7) 

Thus, we get:  

𝐹𝑧(𝑧|𝐻2)

𝐹𝑧(𝑧|𝐻1)

H1
   ≶ 
𝐻2

𝜂                                                                   (4.8) 

where 𝜂 =
𝛾𝐹𝑃

𝛾𝐹𝐴
 is the LiDAL likelihood test threshold, and 

𝐹𝑧(𝑧|𝐻2)

𝐹𝑧(𝑧|𝐻1)
 is the LiDAL 

likelihood test ratio.  
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Substituting equations (4.1) and (4.2) into equation (4.8) and let 𝐵 =
𝜎𝑡

𝜎
 then 

we get:  

𝑒
(
−(𝑧−𝜇)2

2𝜎
+
(𝑧)2

2𝜎𝑡
)
 𝐵 

H1
   ≶ 
𝐻2

𝜂                                                                  (4.9) 

By taking the natural logarithm of both sides of (4.9) 

(
−(𝑧 − 𝜇)2

2𝜎2
) + (

𝑧2

2 𝜎𝑡
2) + ln(𝐵1)

H1
   ≶ 
𝐻2

ln(𝜂)                                           (4.10)  

(
𝜎𝑡
2((−𝑧2 + 2𝜇𝑧 − 𝜇2) + 𝜎 

2𝑧2)

2𝜎2𝜎𝑡
2 )

H1
   ≶ 
𝐻2

ln(𝜂) − ln(𝐵 )                           (4.11) 

(

 
(
𝜎 
2

𝜎𝑡
2 − 1) 𝑧

2 + 2𝜇𝑧 − 𝜇2

2𝜎2
  

)

 
H1

   ≶ 
𝐻2

ln(𝜂) − ln(𝐵1)                                    (4.12) 

Let 𝛾𝜎 = (
𝜎 
2

𝜎𝑡
2 − 1) and by dividing the numerator and denumerator of the left 

term of  (4.12) by 𝛾𝜎, we get: 

 

(
𝑧2 +

2𝜇
𝛾𝜎
𝑧 −

𝜇2

𝛾𝜎
 

2𝜎2

𝛾𝜎

)   

H1
   ≶ 
𝐻2

ln(𝜂) − ln(𝐵 )                                                   (4.13) 

 

We add and subtract 
𝜇2

𝛾𝜎
2 to the numerator of the left term of  (4.13), we get:  

(
(𝑧2 +

2𝜇
𝛾𝜎
𝑧 +

𝜇2

𝛾𝜎2
) −

𝜇2

𝛾𝜎2
−
𝜇2

𝛾𝜎
2𝜎2

𝛾𝜎

)

H1
   ≶ 
𝐻2

ln(𝜂) − ln(𝐵 )                             (4.14) 

 

(
(𝑧 +

𝜇
𝛾𝜎
)
2

−
𝜇2

𝛾𝜎2
−
𝜇2

𝛾𝜎
2𝜎2

𝛾𝜎

)

H1
   ≶ 
𝐻2

ln(𝜂) − ln(𝐵 )                                             (4.14) 
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By multiplying both sides of (4.14) by 
2𝜎2

𝛾𝜎
, we get : 

(𝑧 +
𝜇

𝛾𝜎
)
2 H1

   ≶ 
𝐻2

𝜇2

𝛾𝜎2
+
𝜇2

𝛾𝜎
+ (

2𝜎2

𝛾𝜎
(ln(𝜂) − ln(𝐵)))                                   (4.15) 

By substituting =
𝜎𝑡

𝜎
 , 𝛾𝜎 = (

𝜎 
2

𝜎𝑡
2 − 1), 𝜎

2 = 𝜎𝑠
2 + 𝜎𝑡

2 and 𝜂 =
𝛾𝐹𝑃

𝛾𝐹𝐴
  into (4.15) then 

solving (4.15) in terms of 𝑧,  the optimum detection threshold 𝐷𝑡ℎ(𝑧) can be 

derived as: 

𝐷𝑡ℎ(𝑧)
H1
   ≶ 
𝐻2

(√
𝜇 
2

(𝛽𝜎 − 1)
2
+

𝜇 
2

𝛽𝜎 − 1
+
2(𝜎𝑠

2 + 𝜎𝑡
2)

𝛽𝜎 − 1
(ln

𝛾𝐹𝑃
𝛾𝐹𝐴

− ln
𝜎𝑡

 √𝜎𝑠
2 + 𝜎𝑡

2
)) − (

𝜇 
𝛽𝜎 − 1

)    

(4.16) 

where, we define 𝛽𝜎 = (
𝜎𝑠
2+𝜎𝑡

2

𝜎𝑡
2 ) as a colour factor where 𝛽𝜎 ≥ 1. The colour 

factor 𝛽𝜎 is a measure of the variation in the received reflected signal due to 

the colour worn by the target, versus the variation in the received signal due 

to noise. For example, if all the targets wore the same colour, then  𝜎𝑠
2 = 0 

and 𝛽𝜎 = 1. At the other extreme, if the colours worn by the targets are very 

different and the receiver noise is very small, 𝛽𝜎 → ∞. It is worth observing 

that in addition to colour, other optical properties of the target coating affect 

𝛽𝜎, such as the material used in the clothing (i.e. cotton verses polyester). 

          As can be noted in Figure 4.1, when the weights of cost factors are 

equal (
𝛾𝐹𝑃

𝛾𝐹𝐴
 = 1) and 𝛽𝜎 ≈ 1 (i.e. the value of signal variance is very small 𝜎𝑠 ≈

0), the optimum 𝐷𝑡ℎ ≈
𝜇

2
 . This case is the classical scenario [159], which acts 

to validate our derivation of equation (4.16). Figure 4.1 shows the main 

operating region for the LiDAL detection system. Firstly, the LiDAL system can 

be used for counting purposes only. Here the cost of missing a target and the 

cost of a false alarm are identical as they result in equal counting errors. This 

is represented by 𝛾𝐹𝑃 = 𝛾𝐹𝐴. Secondly, if the application is such as that there 

is high cost associated with falsely identifying the presence of a target in the 

indoor environment, then the detection threshold is set high, represented for 

example by 𝛾𝐹𝑃 = 10 and 𝛾𝐹𝐴 = 1 in Figure 4.1. Finally, if the cost of missing 

a human pedestrian target is very high (security or safety application), then 
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the threshold should be set very low as shown in Figure 4.1 where for example 

𝛾𝐹𝑃 = 1 and 𝛾𝐹𝐴 = 10 and 𝛾𝐹𝐴 = 100. 

 

 

 

 

 

 

 

Figure 4.1: The Optimum detection threshold with 𝛽𝜎 for different LiDAL cost factors. 
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4.2.1 Probability of False Detection (PFD) 

In the absence of a target there is a chance that a noise signal from any 

ambient light source can exceed the detection threshold. This noise signal can 

thus be interpreted as a reflected signal from a target which causes a false 

detection (earlier referred to as false presence or false alarm). The probability 

of false detection (𝑃𝐹𝐷) is defined as the integral of the Gaussian noise 

probability density function from the detection threshold to the positive infinity 

which is given as [90], [159]: 

𝑃𝐹𝐷 = ∫ 𝐹𝑧(𝑧|𝐻1)
∞

𝐷𝑡ℎ

𝑑𝑧                                                                  (4.17) 

By solving (4.17), 𝑃𝐹𝐷 can be written as: 

𝑃𝐹𝐷 =
1

2
𝑒𝑟𝑓𝑐

(

 
 
(√

𝜇 
2

(𝛽𝜎−1)
2+

𝜇 
2

𝛽𝜎−1
+
2𝜎2

𝛽𝜎−1
(ln

𝛾𝐹𝑃
𝛾𝐹𝐴

−ln
𝜎𝑡
𝜎
))−(

𝜇 
𝛽𝜎−1

) 

√2𝜎𝑡

)

 
 
             (4.18)  

where 𝑒𝑟𝑓𝑐 is the error function complementary. 

 

4.2.2 Probability of Detection (PD) 

The probability of detecting a target relies on the received signal reflected by 

the target in the presence of noise. The probability of detection (𝑃𝐷) is defined 

as the integral of the reflected received signal PDF from detection threshold 

(𝐷𝑡ℎ) to positive infinity. The 𝑃𝐷 can be given as [90], [159] :    

𝑃𝐷 = ∫ 𝐹𝑧(𝑧|𝐻2) 𝑑𝑧

∞

𝐷𝑡ℎ

                                                                  (4.19) 

Solving equation (4.19) we get: 

𝑃𝐷 =
1

2
𝑒𝑟𝑓𝑐

(

  
 
  ((√

𝜇 
2

(𝛽𝜎−1)
2+

𝜇 
2

𝛽𝜎−1
+
2𝜎2

𝛽𝜎−1
(ln

𝛾𝐹𝑃
𝛾𝐹𝐴

−ln
𝜎𝑡
 𝜎
))−(

𝜇 
𝛽𝜎−1

))−𝜇

√2𝜎

)

  
 
   (4.20)  
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The ROC can now be evaluated for the proposed MIMO and Imaging LiDAL 

systems. This will be reported Chapter 6 and Chapter 7, after considering the 

environments and systems of interest, hence the optimum threshold 𝐷𝑡ℎ  which 

in turn relies on the statistical characteristics of the reflected signal and noise 

in each LiDAL system. 

4.3 LiDAL Optimum Detector 

  We use the term detector here to imply and include the initial signal detection 

by the optical receiver, followed by its optimum processing and finally decision 

making. We implemented a MAP detection approach in LiDAL to design an 

optimum receiver based on observation of the received reflected signal(s); 

and hence calculation of the posterior probability to minimise the probability 

of decision errors [158]. In LiDAL, a single transmitted pulse is sent and is 

reflected from the target(s) to the receiver where the receiver uses a finite 

listening time. The LiDAL receiver listening time (𝑇𝑠) is divided into 𝑁 time 

slots. Two cases arise, the single target case and the multiple target case. In 

the single target case, (i) if the target presence in all spatial locations is equally 

likely, then the time slots have equal prior probabilities for target reception; (ii) 

in the single target case, however, the reception of a pulse in a time slot 

implies that the remaining time slots (if any) will contain no pulses, hence the 

independence of the time slots does not hold. In the multiple target case, 

condition (i) holds, and further in (ii) the reception of a pulse does not exclude 

the remaining time slots from having targets / pulses. Therefore, 

independence of the time slots can be assumed (ignoring instances where 

targets may walk in pairs for example). Therefore, we assume here equal prior 

probabilities for the time slots and assume the independence of the time slots, 

which is a general common case. The LiDAL receiver has to optimally 

determine (i) target presence, (ii) number of targets (number of time slots 

containing pulses) and (iii) identify the time slot (target’s range).  
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The time slot width (𝑇𝑠) is related to the desired LiDAL resolution and target 

ranging accuracy. Therefore, we select a time slot width equal to the 

transmitted pulse width (𝑇𝑠=𝜏) in order to obtain a ∆𝑅=30cm resolution. This 

30cm resolution corresponds to the minimum typical separation of interest 

between humans in an indoor environment. Selecting narrower pulse can 

improve the resolution, however this is not needed and can lead to higher 

dispersion in the channel. Here we analyse three cases of interest: Single 

target case, multiple targets case and multiple targets with channel dispersion.  

4.3.1 Case I: Single Target Detection  

We assume a single target, noise present, no channel dispersion, the 

receiver’s 𝑁 time slots are orthogonal (i.e. only one received reflected pulse), 

the received reflected pulse may fit into one time slot or overlap with a 

neighbour time slot (i.e. the received pulse is shifted in the listening frame 

depending on target location and may occurs at the boundary of the time slot), 

and independent time slots. For the purpose of this case, the objectives of the 

designed receiver are detecting the target presence and its range.   

Case I is similar to M-ary orthogonal signals (pulse position modulation (PPM)) 

[159], where a single transmitted pulse is reflected from one target and 

received by a time slot 𝑇𝑠𝑗. The MAP rule for minimum probability of error is 

given as [158] [159]:    

𝑃(𝐻𝑖|𝑧1, … 𝑧𝑁) =
𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖)𝑃(𝐻𝑖)

𝑓𝑍(𝑧1, … 𝑧𝑁)
                                (4.21) 

where, 𝑍 ∈ [𝑧1, . . 𝑧𝑁] is the observed received signal vector in 𝑁 time slots and 

𝑃(𝐻𝑖) is the probability of receiving 𝐻𝑖, with 𝑃(𝐻𝑖) = (
1

𝑁+1
) 𝑖 ∈ {1. . . , 𝑁 +

1} ;   𝑃(𝐻𝑖) takes this values since the received reflected signal from a target 

can be present (equi-probably) in any of 𝑁 time slots depending on the target 

location. Note that, 𝑃(𝐻𝑖) and 𝑓𝑍(𝑧1, … 𝑧𝑁) do not depend on 𝐻𝑖 [159]. 

Therefore, we require a receiver to calculate 𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖) and choose the 

𝐻𝑖 associated with the largest probability.  
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The orthonormal expansion 𝑍 of the received signal can be written as [159]:  

𝑍𝑗 = ∫ (𝑝𝑟 (𝑡) + 𝑛 (𝑡))𝜙𝑗(𝑡) 𝑑𝑡
𝑇𝑠

0

                      𝑗

∈ {1, . . 𝑁}Error!  Bookmark not defined.   (4.22) 

where, 𝑝𝑟 (𝑡) is the received signal, 𝑛 (𝑡) is the noise and 𝜙𝑗(𝑡) is the 

orthonormal basis function chosen as: 

∫ 𝜙𝑢(𝑡) 𝜙𝑗(𝑡) = {
1, 𝑢 = 𝑗  
0, 𝑢 ≠ 𝑗  

𝑇𝑠

0

                                    (4.23) 

where,  𝜙𝑗(𝑡) = ∏(𝑡 − 𝑗𝑇𝑠). It should be noted that 𝑧1, … 𝑧𝑁 are uncorrledetd 

and statistically independent, therefore their joint probability is given as:  

𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖) =∏𝐹𝑧(𝑧𝑗|𝐻𝑖)

𝑁

𝑗=1

             𝑖 ∈ {1. . . , 𝑁 + 1}  (4.24) 

The mean and variance of hypothesis 𝐻𝑖 are given as:  

𝐸{𝑍𝑗|𝐻𝑖} = 𝐴𝑖𝑗                                                  (4.25) 

 

𝑣𝑎𝑟{𝑍𝑗|𝐻𝑖} = 𝜎
2                                                (4.26) 

where 𝐴𝑖𝑗 is the orthonormal coefficient given as [159]:  

𝐴𝑖𝑗 = ∫ 𝑝𝑟(𝑡)𝜙𝑗(𝑡)𝑑𝑡                                               (4.27)
𝑇𝑠

0

 

Equation (4.24) can be rewritten as:  

𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖) =∏
𝑒
−
(𝑧𝑗−𝐴𝑖𝑗

)
2

2𝜎2

𝜎√2𝜋

𝑁

𝑗=1

                                                 (4.28) 

 

𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖) =
𝑒

−(∑
(𝑧𝑗−𝐴𝑖𝑗

)
2

2𝜎2
𝑁
𝑗=1 )

(𝜎2𝜋)𝑁/2
 .                                        (4.29) 
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Thus,  

𝑓𝑍(𝑧1, … 𝑧𝑁|𝐻𝑖) =
𝑒
−(
||𝑧𝑗−𝑠𝑖||

2

2𝜎2
)

(𝜎2𝜋)𝑁/2
                                        (4.30) 

where:  

𝑠𝑖(𝑡) =∑𝐴𝑖𝑗

𝑁

𝑗=1

𝜙𝑗(𝑡)                                                    (4.31) 

Therefore, as equation (4.30) shows the optimum receiver that maximises the 

likelihood is one that minimises the distance between 𝑧 and 𝑠𝑖. In other words, 

it is a receiver that chooses the minimum distance to the orthonormal 

coefficient coordinates.  

For instance when 𝑁 = 2, we have three hypotheses: (i) 𝐻0 no target and 

both time slots contain only noise (note equation 19 for 𝐹𝑧(𝑧)), (ii) 𝐻1 time slot 

𝑇𝑠1 contains the received reflected signal form a target with noise and 𝑇𝑠2 

contains only noise and (iii) 𝐻2 time slot 𝑇𝑠1 contains only noise and 𝑇𝑠2 

contains the received reflected signal with noise. The receiver decision rule 

for 𝐻1 and 𝐻2 will be to compare the values of 𝑧𝑗 to the orthonormal coefficient 

values and select the minimum distance to the orthonormal coefficients as 

illustrated in Table 4.1. However, for 𝐻0 all time slots (i.e. 𝑧𝑗 values) have 

comparable energy. 

Table 4.1: Single target detection in N time slots 

  Observation  Decision 

𝑓𝑍(𝑧1, 𝑧2|𝐻1) >  𝑓𝑧(𝑧1, 𝑧2|𝐻2)
 
⇒𝑧1 > 𝑧2 

 
𝐻1 

𝑓𝑍(𝑧1, 𝑧2|𝐻2) >  𝑓𝑧(𝑧1, 𝑧2| 𝐻1) 
 
⇒𝑧2 > 𝑧1 

 
𝐻2 

𝑓𝑍(𝑧1, . . 𝑧𝑁|𝐻𝑗) > 𝑓𝑧(𝑧1, 𝑧𝑁|𝐻𝑚)  ∀𝑚 ∈ {1, . . 𝑁},𝑚 ≠ 𝑗 

 

𝐻𝑗   
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Figure 4.2 shows the optimum LiDAL receiver structure to be used to detect 

a single target (see Case I) based on the analysis of Table 4.1 and equation 

(4.22). Each branch uses one of the orthonormal functions (see shift register) 

and an integrator to determine the N dimensional expansion point collectively 

between the branches. Therefore, after observing the received signal in 𝑁 

time slots during the listening time (𝑇 = 𝑁𝑇𝑠), the receiver decides the target 

presence and range (related to 𝑇𝑠𝑗) through the decision circuit. Figure 4.3 

presents an example of the orthonormal functions  𝜙𝑗(𝑡) for 𝑁=4 time slots 

with 𝑇𝑠 =2ns for three radar (LiDAL) scans during the 𝑇 listening time. 

 

Figure 4.2: The LiDAL optimum detector block diagram, single target detection. 
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Figure 4.3: The orthonormal  𝝓𝒋(𝒕)  signalling diagram. 

 

We evaluated the performance of the LiDAL receiver (Case I) through the 

probability of making a correct decision 𝑃𝑐 on 𝐻𝑖, where the reflected signal 

from the target is received as 𝑧𝑖; 𝑃𝑐 can be derived as:  

𝑃𝑐 = 𝑃(𝑧𝑖|𝐻𝑗) = 𝑃(𝑧𝑗 > 𝑧𝑚) where  ∀𝑚 ∈ {1, . . 𝑁}, 𝑚 ≠ 𝑗            (4.32) 

Substituting equations (4.22) and (3.18) in equation (4.32), we get:    

𝑃𝑐 =

(

 
 
∫

𝑒
−(

𝑛𝑗
2

2𝜎𝑡2
)

√2𝜋 𝜎𝑡

𝑍𝑗

−∞

𝑑𝑛𝑗

)

 
 

𝑁−1

       .                                     (4.33) 
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4.3.2 Case II: Multiple Target Detection  

We assume multiple targets, targets locations are spaced by 𝛥𝑅 or more, 

noise is present, there is no channel dispersion, the receiver 𝑁 time slots are 

orthogonal, but the received multiple reflected pulses from 𝑀 targets (𝑀 ≤ 𝑁) 

may be shifted depending on the target locations and hence the received 

pulses are not orthogonal. We do not consider the case where there are more 

targets than time slots, which is an extension that warrants further 

investigation. We consider this situation however in the imaging receiver case 

in Chapter 7. 

4.3.2.1 Exhaustive Search Receiver (ESR) 

In this section, we propose and analyse an optimum receiver for Case II based 

on an exhaustive search algorithm as follows:  

1. The receiver observes the reflected signal 𝑝𝑟 and produces the 

orthonormal expansion 𝑍 for the 𝑁 time slots in the presence of noise.  

2. First, the receiver’s decision block (as can be seen in Figure 4.2) 

compares theses 𝑁 orthonormal coefficients coordinates to the no 

target hypothesis as all 𝑁 time slots contain only noise, where the 

observed 𝑁 orthonormal coordinates are  (𝑧1, 𝑧2. . 𝑧𝑁) and the 

orthonormal coefficient are  (𝐴𝑣1 , 𝐴𝑣2 , . . 𝐴𝑣𝑁). For the no target case, 

𝐴𝑖𝑗 = 0, ∀ 𝑗 and the error 𝑒𝑣 can be defined as: 

 𝑒𝑣 = ∑ ||𝑧𝑗 − 𝐴𝑣𝑗||
2                                             (4.34)𝑁

𝑗=1   

3.  The decision block then compares the observed 𝑁 orthonormal 

coefficients coordinates to the coefficients associated with the 

presence of a single target hypothesis. There are 𝑁 time slots which 

may contain the received reflected signal from a single target thus  𝑁 

possible candidate answers are generated. Then the errors of the 

candidate answers are calculated as in equation (4.34).  
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4. Next, the decision block calculates the errors assuming the presence 

of two targets, where there are (
𝑁(𝑁−1)

2
) candidate answers. Thus, the 

total candidate answers (𝐶𝐴) for 𝑁 time slots and 𝑘 targets can be 

defined as:  

𝐶𝐴 = 1 +∑
𝑁!

(𝑁 − 𝑘)! 𝑘!

𝑁

𝑘=1

                   𝑁 ≥ 𝑘          (4.35) 

5. Finally the decision block continues to find the errors for all cases and 

chooses the 𝑣𝑡ℎ case (number of targets and their time slots) which 

has the minimum error:  

𝑣 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑣
(∑𝑒𝑣

𝐶𝐴

𝑣=1

)                 𝑣 ∈ {1, . . 𝐶𝐴}      (4.36) 

In the exhaustive research receiver, the probability of making a correct 

decision 𝑃𝑐
𝐸𝑆𝑅 to detect 𝑘 targets in 𝑁 time slots can be written as:  

𝑃𝑐
𝐸𝑆𝑅 =

(

 
 
∫

𝑒
−(

𝑛𝑗
2

2𝜎𝑡2
)

√2𝜋 𝜎𝑡

𝑍𝑗

−∞

𝑑𝑛𝑗

)

 
 

𝑁−𝑘

                  𝑁 > 𝑘             (4.37) 

 For example, a LiDAL system with listening time divided into  𝑁 = 14 time 

slots and maximum counted targets of 𝑘 = 10, the total candidate answers 

are 𝐶𝐴 = 15914. Therefore, the exhaustive search receiver may be very 

complex to implement for the LiDAL system.  
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4.3.2.2 Sub-Optimum Receiver (SOR) 

In this section, we introduce a sub-optimum receiver with lower complexity 

compared to the exhaustive search receiver. Following the analysis of the 

MAP rules, Figure 4.4 presents the sub-optimum receiver for Case II. For the 

sake of simplifying the analysis of Case II, let us assume two targets, 𝑘=2, 

detection in 𝑁=2 time slots. Hence, we have four hypotheses: (i) 𝐻0 noise 

present only targets are absent (ii) 𝐻1 a single target is present at 𝑇𝑠1 with 

noise, (iii) 𝐻2 a single target is present at 𝑇𝑠2  with noise and (iv) 𝐻3  two targets 

present at 𝑇𝑠1 and 𝑇𝑠2 with noise. Table 4.2 illustrates the four possible 

hypotheses and receiver observation with the optimum decision. To determine 

𝐻0 with minimum error, a comparator is connected at the output of each 

correlator to determine the presence/absence of the received reflected signal 

at each time slot compared to a lower optimum detection threshold 𝐷𝑡ℎ𝐿 as 

can be seen in Figure 4.4. In addition, the receiver has to determine whether 

there is a single reflected pulse located between two neighbouring time slots 

(i.e. the correct decision is 𝐻1 or 𝐻2 ) or there are two reflected pulses from 

two targets received in the two time slots (i.e. the correct decision is 𝐻3). 

Consequently, we set up a second comparator at the output of each correlator 

with a high detection threshold 𝐷𝑡ℎ𝐻 =
𝜇

2
 as can be seen in Figure 4.4. 

Therefore, the final receiver decision block decides as follows: 

1. If the observed received signal 𝑧𝑗 is below 𝐷𝑡ℎ𝐿, then the target is 

absent in 𝑇𝑠𝑗. 

2. If the observed received signal 𝑧𝑗 is above 𝐷𝑡ℎ𝐻, then the target is 

present in 𝑇𝑠𝑗. 

3. If the observed received signal 𝑧𝑗 is above 𝐷𝑡ℎ𝐿 and below 𝐷𝑡ℎ𝐻, then 

it is a pulse received in two neighbouring time slots 𝑇𝑠𝑗 , 𝑇𝑠𝑗+1. Thus the 

decision circuit compares 𝑧𝑗 with 𝑧𝑗+1 and selects the largest.  
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Figure 4.4: The LiDAL sub-optimum receiver block diagram. 
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Table 4.2: Multiple targets detection hypotheses  

 

 

Figure 4.5 shows the LiDAL observation space diagram for multiple (two) 

target detection in two time slots. Each plane of the observation space is 

divided into four decision regions. Wherever, (region) the coordinates of the 

observed received signal fall, the receiver decision is based. 

 

Figure 4.5: The LiDAL receiver two-dimensional observation space. 

 

Hypothesis Observation Decision 

No target (𝑇𝑠1) and (𝑇𝑠2) 𝑧1, 𝑧2 < 𝐷𝑡ℎ𝐿 𝐻0 

One target (𝑇𝑠1) 𝑓𝑍(𝑧1, 𝑧2|𝐻1) >  𝑓𝑧(𝑧1, 𝑧2|𝐻𝑖)    ∀ 𝑖, 𝑖 ≠ 1 𝐻1 

One target (𝑇𝑠2) 𝑓𝑍(𝑧1, 𝑧2|𝐻2) >  𝑓𝑧(𝑧1, 𝑧2|𝐻𝑖)    ∀ 𝑖, 𝑖 ≠ 2 𝐻2 

Two targets at (𝑇𝑠1) and 

(𝑇𝑠2) 

𝑧1, 𝑧2 > 𝐷𝑡ℎ𝐻 𝐻3 
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The probability of a correct decision on target detection in a time slot 𝑃𝑐𝑇
𝑆𝑂𝑅 for 

the SOR can be given as:  

𝑃𝑐𝑇
𝑆𝑂𝑅 ≥ ∫

𝑒
−(
(𝑧𝑗−𝜇 )

2

2 𝜎2
) 

𝜎 √2𝜋 

∞

𝐷𝑡ℎ𝐻

𝑑𝑧𝑗                                        (4.38) 

 

where the use of the high detection threshold (𝐷𝑡ℎ𝐻) establishes an upper 

bound on the detection errors and hence a lower bound on the probability of 

correct detection. This is therefore conservative. 

The total probability of correct decisions, 𝑃𝑐 
𝑆𝑂𝑅, when detecting 𝑘 targets in 𝑁 

time slots for the SOR can be derived as:  

 

𝑃𝑐 
𝑆𝑂𝑅 = 𝑃(𝐻0)𝑃𝑐𝑧

𝑆𝑂𝑅 + 𝑃(𝐻1)𝑃𝑐𝑇
𝑆𝑂𝑅 +⋯𝑃(𝐻𝑘)𝑃𝑐𝑇

𝑆𝑂𝑅            (4.39) 

 

where, 𝑃(𝐻𝑘) is the prior probability of having 𝑘 targets in 𝑁 time slots, 

𝑃(𝐻𝑘) =
1

𝑁
 and 𝑃𝑐𝑍 is the probability of correct decision of detecting zero 

targets which is written as:  

𝑃𝑐𝑍
𝑆𝑂𝑅 = ∫

𝑒
−(
(𝑧𝑗)

2

2 𝜎𝑡
2 ) 

𝜎𝑡 √2𝜋 

𝐷𝑡ℎ𝐿

−∞

𝑑𝑧𝑗 .                             (4.40) 

The probability 𝑃𝑐 
𝑆𝑂𝑅 can therefore be given as:  

 

𝑃𝑐 
𝑆𝑂𝑅 =

1

𝑁 + 1
(𝑃𝑐𝑍

𝑆𝑂𝑅 +∑
𝑁!

(𝑁 − 𝑘)! 𝑘!

𝑁

𝑘=1

 (𝑃𝑐𝑇
𝑆𝑂𝑅)

𝑘
(𝑃𝑐𝑍

𝑆𝑂𝑅)
𝑁−𝑘

) 

(4.41) 
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4.3.3 Case III: Target Detection with Channel Dispersion  

Case III assumptions are the same as Case II but now we consider the effects 

of the optical channel propagation. The LiDAL channel can be heavily 

dispersive as discussed in Chapter 3 (see Figures 3.7 and 3.8). The narrow-

transmitted pulse and receiver time slot widths cause; (i) pulse spreading 

(over two or more neighbouring time slots) of the received pulse reflected from 

a single target. This leads to a decrease in the probability of correct decision 

for the proposed LiDAL optimum receivers (ESR and SOR); (ii) ambiguity in 

target location due to the pulse spread over multiple time slots.  

To eliminate the effect of the inter-time slots interference (ITI), the receiver 

time slot width must be selected according to the minimum LiDAL channel 

bandwidth where the optimum time slot width 𝑇𝑠𝑂𝑝 for ITI free operation can 

be chosen as 𝑇𝑠𝑂𝑝 =
1

𝐵𝑊𝑐ℎmin  

. The optimum time slot width for ITI free 

operation is 𝑇𝑠𝑂𝑝=12ns in the room in Chapter 3 using the system parameters 

in that section. However, for 𝑇𝑠=12ns, the radar (LiDAL) detection resolution 

𝛥𝑅 will decrease significantly by a factor of 6 (from 𝛥𝑅 =0.3m to 𝛥𝑅 =1.8m). 

Thus, the time slot width was chosen in Chapter 3 to maintain the desired 

radar detection resolution of 𝛥𝑅 =0.3m with 𝑇𝑠=2ns. Therefore, we 

implemented a zero forcing equaliser (ZFE) in the LiDAL receiver to equalise 

the channel [160]-[161]. In other words, to minimize the inter-time slots 

interference, while maintaining the selected time slot width (𝑇𝑠 =2ns) for 

optimum radar detection resolution.  

We designed the ZFE to equalise the LiDAL channel at the worst target 

location. Table 4.3 illustrates the noise enhancement and LiDAL channel 

delay spread with number of ZFE taps. 
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Table 4.3: ZFE delay spread and noise enhancement 

Number of ZFE 

taps 

Delay Spread 

(ns) 

Noise Variance 

0 4.5 𝜎𝑍𝐹
2 = 1 𝜎𝑡

2 

1 4.41 𝜎𝑍𝐹
2 ≈  𝜎𝑡

2 

3 3.13 𝜎𝑍𝐹
2 = 1.15 𝜎𝑡

2 

5 1.43 𝜎𝑍𝐹
2 = 1.17 𝜎𝑡

2 

7 1.02 𝜎𝑍𝐹
2 = 1.2 𝜎𝑡

2 

9 1.01 𝜎𝑍𝐹
2 = 1.22 𝜎𝑡

2 

 

 The ZFE consists of 7-taps weighted finite impulse response filter (FIR). 

The weights 𝑐 [−𝑙, …  𝑙] were optimised according to [160].  The ZFE output 

signal is written as:  

𝑦𝑍𝐹𝐸(𝑡) = ∑ 𝑐𝑛 𝑃𝑟

𝑙

𝑛=−𝑙

(𝑡 − 𝑛𝑇)                                                   (4.42) 

 

The noise variance after ZFE can be given as [161]:  

𝜎𝑍𝐹
2 = 𝜎𝑡

2∑𝑐𝑛
2

𝑙

𝑛=1

                                              (4.43) 

Note that, for the ZFE design ∑ 𝑐𝑛
2𝐾

𝑛=1  is 1.2 and therefore the new 

variance 𝜎𝑍𝐹
2 = 1.2 𝜎𝑡

2. 
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4.4 Performance Analysis of LiDAL Optimum Receivers  

Figure 4.6 depicts the probability of error (𝑃𝐸 = 1 − 𝑃𝑐 
𝑆𝑂𝑅 , or 𝑃𝐸 = 1 − 𝑃𝑐 

𝐸𝑆𝑅) of 

detecting single and multiple targets for ESR and SOR after employing the 

ZFE. The receiver listening time is divided into 𝑁 = 4 time slots (which is the 

number of time slots needed to cover one optical footprint whose radius is 

1.2m, and with 𝛥𝑅 =0.3m. As can be seen in Figure 4.6, the ESR has better 

performance compared to SOR. For 𝑘 = 3 with 15dB SNR, the 𝑃𝐸 was 0.1 and 

0.21 for ESR and SOR respectively.  

 

Figure 4.6: Probability of error of detecting targets for ESR and SOR. 
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4.5 Summary  

In this chapter, we introduced optimum Bayes receiver structures based on 

the signal and noise models, considering and interpreting the priors 

associated with target presence and absence and the costs associated with 

correct decisions and the costs associated with wrong decisions together with 

the forms of decision errors. This chapter derived an optimum detection 

threshold for the LiDAL system accounting for the cost of missing a target and 

the cost of false alarms. The optimum LiDAL receiver is then formulated using 

Bayes structures and signal space theory for single and multiple targets in the 

presence of the impairments outlined above. The LiDAL optimum receiver 

implemented a MAP detection approach based on observation of the received 

reflected signal(s); and hence calculation of the posterior probability to 

minimise the probability of decision errors. To simplify the receiver design, we 

derived a sub-optimum receiver structure that uses two thresholds for 

detection thus eliminating the need for exhaustive search and quantified the 

complexity reduction and the sacrifice in performance. 

  

Chapter 5 will address approaches to distinguish a target from the 

background obstacles (furniture) based on target motion.    
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Chapter 5                               

Target Distinguishing Approaches 

and Mobility Modelling in Realistic 

Environment 

5.1 Introduction 

To detect the desired targets (humans in our case) using LiDAL, first the 

unwanted reflected signals from the environment obstacles must be 

eliminated through signal processing then detection and localisation of the 

target follows using an optimum receiver in conjunction with an operating 

algorithm. Hence, the most important task in LiDAL is to distinguish the target 

reflected signal from the background obstacles reflections in a realistic indoor 

environment. We considered an active target located in a realistic environment 

(office room in Figure 3.1). We define an ‘active target’ as a target that has the 

ability to be mobile, standing and sitting which are considered a unique 

signature that can be used to identify the target from the static obstacles in 

the realistic environment. In other words, the received reflected signal from 

the target is time-variant due to target activity while the background obstacles 

reflections are time-invariant (here we ignore for example the potential slow 

OW channel variations due to oscillations of indoor fans and the fast variations 

due to fan blades rotation for example). Thus, by monitoring multiple received 

signals for a duration of time, it is possible to eliminate the time-invariant 

signals and detect the changes in the signals reflected from the target 

movement. 
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In this chapter, we considered and analysed three main approaches for 

target detection in a realistic environment. Firstly, a background subtraction 

method was developed to distinguish the target from background obstacles 

under the assumption that the realistic environment obstacles are static. Here, 

the target is detected by distinguishing the background reflections in multiple 

LiDAL measurements / scans. Secondly, a cross-correlation method is used 

to identify the changes in the LiDAL received signal scans in order to establish 

the target mobility. Thirdly, a background estimation method is introduced to 

distinguish the target by eliminating the background reflections.   Furthermore, 

we have considered two types of target movement which describe pedestrian 

and nomadic targets. The target behaviour is modelled as; (i) a random walk 

using a model that avoids obstacles employing Markov chains. This may suit 

a small environment where a target may move randomly if the environment is 

mostly empty; (ii) a pathway model where the target chooses to walk on 

certain fixed paths due to the layout of the indoor environment. 

The reminder of this chapter is divided into sections as follows: Section 5.2 

presents the analysis of the background subtraction method. Section 5.3 

investigates the proposed cross-correlation method. Section 5.4 describes the 

target mobility models with analysis of probability of target mobility detection. 

Section 5.5 introduces the background estimation method. Section 5.6 

presents the simulation setup and performance evaluation of the target 

distinguishing approaches. At the end of the chapter a summary is provided. 
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5.2 Background Subtraction Method (BSM) 

The background subtraction method was investigated and implemented 

practically in [162]-[163] for UWB radar and camera surveillance systems. 

This method has poor performance only in cases where a target is moving 

(i.e. horizontal movement) and its signal reflections arrive at the same time 

during radar scans leading to ambiguity in single mobile target detection [164]- 

[165]. In LiDAL systems we introduce and make use of collaboration between 

monostatic and biostatic LiDAL configurations to eliminate the ambiguity in 

mobile target detection.  

5.2.1 Evaluation of Background Subtraction Method  

To develop the BSM concept in LiDAL we first considered a BSM example 

under two assumptions (which we remove later) (a) single mobile target with 

a single stationary background obstacle and zero reflections from the room’s 

floor and walls; (b) there is no ambiguity between the target and the 

background obstacle (i.e. the target and the obstacle are separated by a 

minimum distance of Δ𝑅 or more). The received signal is 𝑝𝑟𝑖(𝑡) representing 

the 𝑖th snapshot measurement taken during a time frame of duration 𝑇 in the 

presence of noise. The received signal is a superposition of the signals 

reflected from the target, background object and noise, thus 𝑝𝑟𝑖(𝑡) can be 

expressed as: 

𝑝𝑟𝑖(𝑡) = 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 
) + 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖) + 𝑛𝑖(𝑡)                     (5.1)              

where 𝑚(𝑡) is the reflected signal from the target, 𝑏 (𝑡) is the reflected signal 

from the background obstacle, 𝑛𝑖(𝑡) is the noise during the 𝑖th 

snapshot, 𝛼 and 𝛽 are the attenuation factors due to signal propagation and 

𝑡𝑚𝑖 
, 𝑡𝑏𝑖 are the time delays for target and background signals respectively. It 

should be noted that  (𝑡𝑚𝑖 
− 𝑡𝑏𝑖| ≥ τ ) according to assumption (b). The BSM 

requires at least two snapshots to distinguish a pedestrian target and eliminate 

the background reflections. Thus, the received signal for the next snapshot 

(𝑖 + 1) is given as:  
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𝑝𝑟𝑖+1(𝑡) = 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) + 𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1) + 𝑛𝑖+1(𝑡). 

(5.2) 

The subtraction of equations (5.1) and (5.2) yields:  

𝑦𝑠(𝑡) = 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) − 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 

) + (𝑛𝑖+1(𝑡) − 𝑛𝑖(𝑡)) 

(5.3) 

where 𝑡𝑚𝑖+1 
≠ 𝑡𝑚𝑖 

 as the target is assumed to move while 𝑡𝑏𝑖+1 = 𝑡𝑏𝑖 due to 

the stationary obstacle. Equation (5.3) results in perfect elimination of the 

reflected signal from the background obstacle only if (𝛽𝑖+1 = 𝛽𝑖). However, 

part of the signal reflected from the target (due to multiple reflections) may 

contribute to the reflected signal from the obstacle. This is attributed to the 

presence of the target and its movement which may also block partially the 

signal reflected by the obstacle. This leads to 𝛽𝑖+1 ≠ 𝛽𝑖 → 𝛽𝑖+1 = 𝜔𝑖𝛽𝑖, where 

𝜔𝑖 is the target impact factor on background reflections due to target presence 

and/or movement. Thus 𝑦𝑠(𝑡) is written as: 

𝑦𝑠(𝑡) = 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) + 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 

) + 𝛽𝑖(𝜔𝑖−1) 𝑏 (𝑡 − 𝑡𝑏𝑖)

+ (𝑛𝑖+1(𝑡) − 𝑛𝑖(𝑡))  

                                                                                                (5.4) 

The subtracted signal term 𝛽𝑖(𝜔𝑖−1) 𝑏 (𝑡 − 𝜆𝑏𝑖) of equation (5.4) may be 

interpreted as a reflected signal from a target if 𝛽𝑖(𝜔𝑖−1) 𝑏 (𝑡 − 𝑡𝑏𝑖)  ≥

𝐷𝑡ℎ𝐿   and this can lead to false target distinguishing. Furthermore, the 

subtracted noise term (𝑛𝑖+1(𝑡) − 𝑛𝑖(𝑡)) has a variance 𝜎𝑡𝑠
2  equals to 2𝜎𝑡

2. Note 

that, the lower optimum detection threshold 𝐷𝑡ℎ𝐿 introduced in this work is 

based on two hypotheses 𝐻0 only noise is present and 𝐻1 noise and target 

are present. Thus, this leads to a new hypothesis which we have not included 

and will be considered in future work. It is however typically not an issue for 

the imaging receivers in Chapter 7 due to their narrow FOV.  

Figure 5.1 shows an example of two snapshot measurements for a mobile 

target and a stationary obstacle. As can be seen in Figure 5.1 the BSM of the 

snapshots may lead to false target distinguishing due to target movement 

which affects the signal reflected by the stationary obstacle. The simulation in 
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Figure 5.1 was carried out in a room (4m × 8m × 3m) in the presence of a 

single target and background obstacle located at ranges of 2m and 3m 

receptivity. A monastic LiDAL setup was used where the transmitter and 

receiver are located at the centre of the room’s ceiling. Figure 5.2 illustrates 

the proposed LiDAL receiver for target detection and distinguishing using BSM 

with the sub-optimum receiver. 

 

Figure 5.1: BSM of the received snapshots measurements. 

 

Figure 5.2: Receiver block diagram of LiDAL with BSM. 

N
o

rm
a
li

se
d

 C
u

rr
e
n

t 
N

o
rm

a
li

se
d

 C
u

rr
e
n

t 



Chapter Five                                                                   Target Distinguishing 
 

106 

 

5.3 Cross-Correlation Method (CCM) 

If there is target motion with continuous velocity (mobile) or discrete velocity 

(nomadic) in an indoor environment, the target can then be distinguished 

relative to the stationary background furniture by monitoring the changes in 

the received reflected signals through the use of multiple snapshots. We 

employed cross-correlation to identify the correlation between the snapshot 

measurements of the received reflected signals. Although there is relative 

motion between the target and TRx unit, Doppler techniques cannot be used 

in LiDAL systems due to the limited target speed. Furthermore, cross-

correlation is better than Doppler methods at low speeds, for example to 

estimate low velocity dispersion using ultrasound signals [166] . Also, cross-

correlation has the advantage of detecting weak signals [167]. The peak 

displacement resulting from the cross-correlation between the two snapshots 

indicates target movement as the background obstacles are stationary and 

can also be used to determine target range.  

In using cross-correlation we firstly look at coarse time scales to determine if 

there is a mobile target. We refer to this as fast cross-correlation. Here two 

snapshots are correlated over the full observation time window 𝑇. If target 

movement is detected, then a finer time scale cross-correlation is carried out 

at the slot level comparing two or more time slots, and carrying out each time 

a cross-correlation of up to 𝑆 snap shots. We refer to this finer cross-cross-

correlation as slow cross-correlation. We furthermore define a binary Target 

Movement Indicator (TMI) whose value is equal to one if the fast or the slow 

cross-correlations show a change, TMI is equal to zero otherwise. Figure 5.3 

presents the proposed LiDAL snapshot measurements cube for target 

movement and shows the values of TMI. In Figure 5.3, the y axis represents 

time and shows one time frame of duration 𝑇 subdivided into 𝑁 time slots. The 

z axis of Figure 5.3 represents the TMI values associated with fast cross-

correlation when two snapshots are cross-correlated. Finally, the x axis 

represent TMI values for each time slot when the slow cross-correlation is 

evaluated. Note that the values of 𝑆 indicate the number of snapshots cross-

correlated. As can be seen in Figure 5.3, the first snapshot measurement (𝑖=1) 

is stored until the next measurement (𝑖=2) is collected.  
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Then a cross-correlation between the two snapshots for the whole time 

duration 𝑇 is carried out to determine the TMI (‘0’ and ‘1’) i.e to determine the 

‘fast cross-correlation’. In this case, cross-correlating the (𝑖=1) and (𝑖=2) 

snapshots yields TMI=0. If TMI is equal to zero, the fast cross-correlation is 

continued, to carry out cross-correlation between the current snapshot (𝑖=2) 

and the next snapshot (𝑖=3). However, if TMI is equal to one, multiple cross-

correlations are implemented between the identical time slots of the 

consecutive snapshots yielding the slow cross-correlation. The slow cross-

correlation determines the TMI values associated with each time slots. The 

value of the TMI associated with slot 𝑗 is referred to as a weight (𝑤𝑗) which 

represents change / no change in each time slot. For example, 𝑆=4 represents 

cross-correlation between snapshots (𝑖=1), (𝑖=2), (𝑖=3) and (𝑖=2) and yields a 

TMI value for each time slot where the TMI values (𝑤𝑗) are (𝑤1, 𝑤2 and 𝑤3=1, 

𝑤4, 𝑤5 and 𝑤6=0). The values of the TMI weights are integrated in the 

proposed LiDAL sub-optimum receiver to detect and localise the targets as 

will be discussed in conjunction with Figure 5.8. 

 

Figure 5.3: LiDAL snapshots measurement cube. 



Chapter Five                                                                   Target Distinguishing 
 

108 

 

5.3.1 Fast Cross-correlation 

To investigate the performance of the proposed cross-correlation method let 

us consider (i) a single mobile target with a stationary background obstacle, 

(ii) no ambiguity (i.e. the minimum distance between the mobile target and the 

background obstacle is ∆𝑅 or more) and (iii) white Gaussian noise due to the 

receiver and ambient noise as discussed in Chapter 3. Here, we analyse the 

key scenarios of interest and in particular we consider five propositions / 

scenarios to test the fast cross-correlation method to decide the TMI.  

Proposition I: we assume that there is no target in the environment, only 

(background) obstacle in the two snapshot measurements (𝑖, 𝑖 + 1) as can be 

seen in Figure 5.4a. The received signal reflected from the obstacle in the 

presence of noise in the 𝑖𝑡ℎ snapshot, 𝑝𝑟𝑖(𝑡), can be expressed as:  

𝑝𝑟𝑖(𝑡) = 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖) + 𝑛𝑖(𝑡)                                        (5.5) 

and the received signal 𝑝𝑟𝑖+1(𝑡) is given as:  

𝑝𝑟𝑖+1(𝑡) = 𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1) + 𝑛𝑖+1(𝑡)                           (5.6) 

The fast cross-correlation function (ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
) of equations (5.5) and (5.6) over 

the listening time 𝑇 is: 

ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
(𝜏) = ℛ𝑏𝑏(𝜏) + ℛ𝑏𝑛(𝜏) + ℛ𝑛𝑛(𝜏)                          (5.7) 

where the term ℛ𝑏𝑏 is an auto-correlation function of the received signal from 

the obstacle which is defined as: 

ℛ𝑏𝑏(𝜏) ≜ ∫ 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖)  𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1 + 𝜏)
𝑇

−𝑇

𝑑𝑡             (5.8) 

and ℛ𝑠𝑛 is the cross-correlation of the received signal (from the obstacle) with 

noise; and ℛ𝑛𝑛 is the noise auto-correlation. These two correlations are given 

as: 

ℛ𝑏𝑛(𝜏) ≜ ∫ 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖) 𝑛𝑖+1(𝑡 + 𝜏)
𝑇

−𝑇

𝑑𝑡 + ∫ 𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1) 𝑛𝑖(𝑡 + 𝜏)
𝑇

−𝑇

𝑑𝑡   

(5.9) 
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and 

ℛ𝑛𝑛(𝜏) ≜ ∫ 𝑛𝑖(𝑡) 𝑛𝑖+1(𝑡 + 𝜏)
𝑇

−𝑇

𝑑𝑡                                    (5.10) 

The correlation factor �̂� (i.e. displacement factor which represents the time 

delay) can be calculated by determining 𝜏 = �̂�  for which ℛ𝑏𝑏 is maximised. 

Therefore, �̂�𝑏𝑏 is defined as:  

�̂�𝑏𝑏 = argmax
𝜏
(ℛ𝑏𝑏(𝜏))                                                        (5.11) 

It should be noted that the noises in the snapshot measurements are assumed 

uncorrelated and orthogonal, thus ℛ𝑛𝑛 ≈ 0 [168], [169]. Also, the value of ℛ𝑏𝑛 

can be assumed very small and can thus be neglected  [168], [169]. Hence, 

ℛ𝑏𝑏(�̂�𝑏𝑏) identifies whether there is a change or not between the snapshot 

measurements. For proposition I, the obstacle is stationary (𝑡𝑏𝑖 = 𝑡𝑏𝑖+1   ∀𝑖 ). 

Therefore �̂�𝑏𝑏 = 0 , see Figure 5.4b, indicates that no change took place in the 

“target” location (TMI=0). Note that the received signal is sampled with 𝑇𝑠𝑎 

=0.01ns which yields the x axis scale of Figure 5.4b. 

 

Figure 5.4: (a) received reflected signals in two snapshots measurement in Proposition I 

and (b) CCM of received snapshots measurement of Proposition I. 
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Proposition II: We assumed that the target appears in the environment in 

the 𝑖𝑡ℎ + 1 snapshot measurement while the 𝑖𝑡ℎ snapshot includes only the 

stationary obstacle as depicted in Figure 5.5a. The received signal reflected 

from the target and the obstacle in noise, 𝑝𝑟𝑖+1(𝑡), is given as:  

𝑝𝑟𝑖+1(𝑡) = 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) + 𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1) + 𝑛𝑖+1(𝑡) 

(5.12) 

while 𝑝𝑟𝑖(𝑡) is as given in (5.1). Thus using (5.1) and (5.12)  ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
(𝜏) is 

given by: 

ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
(𝜏) = ℛ𝑏𝑚(𝜏) + ℛ𝑏𝑏(𝜏) + ℛ𝑏𝑛(𝜏) + ℛ𝑚𝑛(𝜏)+ℛ𝑛𝑛(𝜏) 

(5.13) 

where ℛ𝑏𝑚(𝜏) is the cross-correlation function between the signal received 

from the target and that received from the obstacle, while ℛ𝑚𝑛(𝜏) is the cross-

correlation between the signal reflected from the target and noise. Thus 

ℛ𝑏𝑚(𝜏) is written as:  

ℛ𝑏𝑚(𝜏) ≜ ∫ 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖)  𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
+ 𝜏)

𝑇

−𝑇

𝑑𝑡                  (5.14) 

and the ℛ𝑚𝑛(𝜏) is: 

ℛ𝑚𝑛(𝜏) ≜ ∫ 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) 𝑛𝑖(𝑡 + 𝜏)

𝑇

−𝑇

𝑑𝑡                       (5.15) 

It should be noted that, ℛ𝑚𝑛(𝜏) can be neglected in a similar fashion to the 

decision to neglect ℛ𝑏𝑛. The peak in the target-obstacle cross-correlation 

occurs at �̂�𝑏𝑚 which can be calculated as �̂�𝑏𝑚 = argmax
𝜏
(ℛ𝑏𝑚(𝜏)). For 

proposition II, �̂�𝑏𝑚 ≠ 0 and �̂�𝑏𝑏 = 0. Thus, �̂�𝑏𝑚 indicates the change that 

occurred due to the target presence (TMI=1) as can be seen in Figure 5.5b. 
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Figure 5.5: (a) received reflected signals in two snapshots measurement in Proposition II 

and (b) CCM of received snapshots measurement of Proposition II. 
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Proposition III: Here we assumed the presence of a mobile target in two 

successive snapshot measurements with a stationary obstacle as shown in 

Figure 5.6a. The received reflected signals are:  

𝑝𝑟𝑖(𝑡) = 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 
) + 𝛽𝑖𝑏 (𝑡 − 𝑡𝑏𝑖) + 𝑛𝑖(𝑡)                             (5.16)                          

and: 

𝑝𝑟𝑖+1(𝑡) = 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) + 𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1) + 𝑛𝑖+1(𝑡)   

(5.17) 

The cross-correlation (ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
) of equations (5.16) and (5.17), gives: 

ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
(𝜏) = ℛ𝑚𝑚(𝜏) + ℛ𝑚𝑏(𝜏) + ℛ𝑏𝑚(𝜏) + ℛ𝑏𝑏(𝜏) + ℛ𝑏𝑛(𝜏) + ℛ̀𝑚𝑛(𝜏)+ℛ𝑛𝑛(𝜏) 

(5.18) 

where ℛ𝑚𝑚 is the auto-correlation function of the received reflected signal 

from the target given as: 

ℛ𝑚𝑚(𝜏) ≜ ∫ 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 
)  𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 

+ 𝜏)
𝑇

−𝑇

𝑑𝑡 

(5.19) 

The cross-correlation ℛ𝑚𝑏(𝜏) is given as:  

ℛ𝑚𝑏(𝜏) ≜ ∫ 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 
)  𝛽𝑖+1𝑏 (𝑡 − 𝑡𝑏𝑖+1 + 𝜏)

𝑇

−𝑇

𝑑𝑡.    (5.20) 

The cross-correlation ℛ̀𝑚𝑛(𝜏) is given by:  

ℛ̀𝑚𝑛(𝜏) ≜ ∫ 𝛼𝑖+1𝑚(𝑡 − 𝑡𝑚𝑖+1 
) 𝑛𝑖(𝑡 + 𝜏)

𝑇

−𝑇

𝑑𝑡

+ ∫ 𝛼𝑖𝑚(𝑡 − 𝑡𝑚𝑖 
)

𝑇

−𝑇

 𝑛𝑖+1(𝑡) (𝑡 + 𝜏).  

(5.21) 
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The time �̂�𝑚𝑚 is defined as �̂�𝑚𝑚 = argmax
𝜏
(ℛ𝑚𝑚(𝜏)) while �̂�𝑚𝑏 =

argmax
𝜏
(ℛ𝑚𝑏(𝜏)). In proposition III, we are interested in observing the values 

of �̂�𝑚𝑚, �̂�𝑚𝑏, �̂�𝑏𝑚 and �̂�𝑏𝑏, as seen in Figure 5.6b, to determine whether a 

change has occurred or not between the snapshot measurements.  

 

Figure 5.6: : (a) received reflected signals in two snapshots measurement in Proposition III 

and (b) CCM of received snapshots measurement of Proposition III. 
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Proposition IV: In this proposition, we assume that the target and the 

obstacle are stationary during the snapshot measurements as presented in 

Figure 5.7a. Here the cross-correlations will have the same definitions as in 

proposition III, however, 𝑡𝑚𝑖 
= 𝑡𝑚𝑖+1 

(ie a stationary target). Therefore, as can 

be seen in Figure 5.7b  �̂�𝑚𝑏=�̂�𝑏𝑚 and the corresponding (side) peaks have the 

same magnitude.  

 

Figure 5.7: (a) received reflected signals in two snapshots measurement in Proposition IV 

and (b) CCM of received snapshots measurement of Proposition IV. 
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Proposition V: We assumed in this case that in the  𝑖𝑡ℎ snapshot the target 

and the obstacle are present, while in the 𝑖𝑡ℎ + 1 snapshot, only the obstacle 

is present (i.e. the target left the environment). This is similar to Proposition II, 

the case shown in Figure 5.5a, but with the 𝑝𝑟𝑖(𝑡) and 𝑝𝑟𝑖+1(𝑡) exchanging their 

roles. Here �̂�𝑚𝑏 ≠ 0 and �̂�𝑏𝑏 = 0. The cross-correlation will be similar to that 

shown in Figure 5.5b. 

Table 5.1 summarises the fast correlation outcomes and the value of TMI 

associated with two consecutive snapshot measurements in LiDAL.  

 

Table 5.1: Target movement indictor decision 

Proposition Arrival times 

𝒕𝒊, 𝒕𝒊+𝟏 

Correlation factor �̂�  Decision 

TMI 

I 𝑡𝑏𝑖=𝑡𝑏𝑖+1 �̂�𝑏𝑏 =0 0 

II 𝑡𝑏𝑖=𝑡𝑏𝑖+1, 𝑡𝑚𝑖+1 
≠ 𝑡𝑏𝑖 �̂�𝑏𝑏 =0, �̂�𝑏𝑚 ≠0 1 

III 𝑡𝑏𝑖=𝑡𝑏𝑖+1,  𝑡𝑚𝑖
≠ 𝑡𝑚𝑖+1

 �̂�𝑏𝑏 =0, �̂�𝑚𝑚 ≠0, 

|�̂�𝑚𝑏| ≠ |�̂�𝑏𝑚| 

1 

IV 𝑡𝑏𝑖=𝑡𝑏𝑖+1,𝑡𝑚𝑖
= 𝑡𝑚𝑖+1

 �̂�𝑏𝑏 =0, �̂�𝑚𝑚 =0, 

|�̂�𝑚𝑏| = |�̂�𝑏𝑚| 

0 

V 𝑡𝑏𝑖=𝑡𝑏𝑖+1, |𝑡𝑚𝑖 
| ≠ |𝑡𝑏𝑖+1| �̂�𝑏𝑏 =0, �̂�𝑚𝑏 ≠0 1 
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5.3.2 Slow Cross-correlation 

The slow cross-correlation is employed over the duration of the time slot 𝑇𝑠𝑗 

where the same time slot in the frame is considered over several (𝑆) 

consecutive snapshots measurements. The cross-correlation ℛ𝑥𝑦 (𝜏, 𝑇𝑠𝑗) can 

be given as:  

ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 
(𝜏, 𝑇𝑠𝑗) ≜ ∫ 𝑝𝑟𝑖+1 (𝑡 − 𝑇𝑠𝑗 + 𝜏) 

∑𝑝𝑟𝑖 (𝑡 − 𝑇𝑠𝑗)

𝑆

𝑖=1

𝑇𝑠

−𝑇𝑠

𝑑𝑡  

 (5.22) 

where, 𝑖 ∈ [1, . . 𝑆] and 𝑆 is the total number of snapshots. The time slot 

correlation factor �̂�𝑇𝑠𝑗
is calculated as: 

�̂� 𝑇𝑠𝑗

𝑆
= argmax

𝜏
(ℛ𝑝𝑟𝑖,𝑝𝑟𝑖+1 

(𝑇𝑠𝑗 , 𝜏))                                       (5.23) 

It should be noted that, if the value of �̂� 𝑇𝑠𝑗

𝑆
 changes for different values of 𝑆 

(i.e. when, more snapshots measurements are considered), then this 

indicates the presence of the target in a time slot 𝑇𝑠𝑗. Thus, when �̂� 𝑇𝑠𝑗

𝑆
 equals 

to zero, this indicates no change between the received reflected pulses in 𝑇𝑠𝑗 

in 𝑆 consecutive snapshots.  

We define a time slot weight 𝑤𝑗
𝑆 in CCM to be used in the operation of the 

LiDAL sub-optimum receiver. The weight 𝑤𝑗
𝑆 is defined as:  

𝑤𝑗
𝑆 = {

0 𝑖𝑓 �̂� 𝑇𝑠𝑗

𝑆
= 0   

1  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                             (5.24) 

Equation (5.24) can be understood by observing that �̂� 𝑇𝑠𝑗

𝑆
is the time slot at 

which the peak of the correlation occurs. If there is no target and hence no 

motion, then the correlation (5.22) is an auto-correlation whose peak occurs 

at �̂� 𝑇𝑠𝑗

𝑆
=0 and therefore, the 𝑤𝑗

𝑆 is equal to zero in this case indicating the 

absence of the target.  
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The time of arrival (TOA) of the received reflected pulse from the target in 𝑇𝑠𝑗 

can be determined as:  

𝑇𝑂𝐴𝑗 = argmax
𝜏
(∫ 𝑤𝑗

𝑆 𝑝𝑟𝑖 (𝑡 − 𝑇𝑠𝑗 + 𝜏) 𝑥(𝑡) 

𝑇𝑠

−𝑇𝑠

𝑑𝑡  )                   (5.25) 

Equation (5.25) can only have a meaningful use if the receiver time slot of 

interest is large and the received pulse is much narrower than the time slot. In 

which case equations (5.22) and (5.24) identify the time slot in which the 

reflected pulse from target occurs (i.e. time slot number); while equation (5.25) 

can identity the target pulse location within a time slot.  

Figure 5.8 presents the LiDAL optimum receiver for target distinguishing 

and detection using CCM. As can be noted in Figure 5.8, The output of CCM 

is represent by time slot weights 𝑤𝑗
𝑆 which are multiplied by the orthonormal 

expansion coefficient, 𝛷𝑗(𝑡), of each time slot. The target indicator block has 

to be allowed to operate and accumulate 𝑆 snapshots (see second term of 

equation (5.22)) and hence produce 𝑤𝑗
𝑆 values for the 𝑗𝑡ℎ slot and for 𝑁 time 

slots before the sub-optimum receiver starts operating. This is only an 

initialization phase. Furthermore, the 𝑤𝑗
𝑆 weights cause the 𝑗𝑡ℎ slot to produce 

zero energy in the SOR if there is no target motion, hence stopping the SOR 

from reporting the reflected pulse from an obstacle as a target.
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Figure 5.8: LiDAL receiver block diagram with CCM. 
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5.4 Target Mobility Modelling 

Target distinguishing relies on the target movement in the indoor environment 

in conjunction with the use of the BSM and CCM distinguishing approaches in 

our study. Target movement leads to a change in the observed signals 

received by LiDAL. Therefore, modelling the target mobility behaviour is 

essential to examine the performance of the proposed LiDAL systems. A 

random walk approach that avoids obstacles is considered for pedestrian and 

nomadic targets in the realistic indoor environment. For pedestrian targets, we 

assumed continuous movement at a speed of 1m/s, while for the nomadic 

targets, discrete movement is assumed.  

Three distinct additional studies can be conducted in this area. We address 

two of these and leave the third for future work. Firstly, mobility helps 

distinguish targets, however not all locations may be allowed in the room or 

indoor environment, due to obstacles and furniture. To account for this, we 

define a space utilization factor (SUF) that effectively reflects the reduction in 

the allowed target mobility. Secondly, some spaces may be more popular than 

others, for example a working desk surface in a room. We account for this in 

simulations by using different transition probabilities from location to another. 

This is also used to reflect possible target nomadic behaviour. Thirdly, the 

probability of correct decisions at the output of the receiver, such as that given 

in Chapter 4 equation (4.41) can be combined with the probability of detecting 

target movement as derived in this section to give a combined performance 

analysis of the receiver and the human mobility pattern and indoor space 

configuration. In this third study target motion through a number of steps in a 

given time window (for example a one second time window) provides more 

repeated opportunities for the receiver to detect the moving target. This can 

be analysed within the framework of repetition coding. This third study area 

warrants further research and is not reported here. We consider the first two 

studies in this section. 
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5.4.1 Probability of Mobility Detection (PMD) 

The BSM and CCM employ snapshot measurements to distinguish the target. 

This relies on the target’s motion where a minimum step distance of Δ𝑅 (LiDAL 

resolution) is assumed. The calculation of the probability of detection is related 

to: (i) the probability that the target moves from location (L1) to location (L2) 

and (ii) the number of target steps required to achieve a Δ𝑅 distance. In order 

to determine the probability of detection, the following setting was considered: 

1) A Markov chain is considered as a representation of the random walk 

process on a graph. This models the target mobility behaviour in the 

indoor environment in two dimensions. Markov chain models allow the 

target walking behaviour to be represented either on directed or on 

undirected paths [170], [171]. The presence of obstacles was accounted 

for through the elimination of certain transitions in the Markov chain. 

2) The indoor environment floor of the interest 𝐺 (𝑥, 𝑦) is divided into a 2D 

grid with size 𝑗 × 𝑖 and 𝐿 locations where 𝐿 =
𝑥 × 𝑦

∆𝑙
2 , 𝑖 =

𝑥

∆𝑙
 and 𝑗 =

𝑦

∆𝑙
; here 

∆𝑙 is the inter-locations distance as shown in Figure 5.9.  

3) The target can move in space to one of 𝑁𝐷neighbour destinations (𝑁𝐷 ∈

[𝑙1. . , 𝑙𝑁𝐷]) or can stay at the current location (𝑙𝑐) as shown in Figure 5.9. 

The Markov chain considered is a stochastic process on states defined 

in terms of a transition matrix (𝑃) (𝑁𝐷 + 1 rows and 𝑁𝐷 + 1 columns) . 

The transition matrix of the graph in Figure 5.9 is given as:  

 

𝑃 = [

𝑝𝑠(1) 𝑝𝑚(1,2) 𝑝𝑚(1,𝑁𝐷)
𝑝𝑚(2,1) 𝑝𝑠(2) 𝑝𝑚(2,𝑁𝐷)
⋮ ⋱ ⋮

𝑝𝑚(𝐿 ,1) ⋯ 𝑝𝑠(𝐿 )

]                              (5.26) 

 

where 𝑝𝑠(𝑖) is the probability of the target staying in the current state (location 

𝑖) which is related to the target’s behaviour, 𝑝𝑚(𝑖,𝑗) is the probability of the 

target moving from current location (𝑖) to one of the neighbour locations (𝑗).  
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4) We have considered an undirected target motion pattern. Typically, the 

target walks to one of 𝐿 random locations inside an indoor environment 

where at each location the probability of the target staying at the current 

location (i),  𝑝𝑠(𝑖) , can be written as: 

𝑝𝑠(𝑖) 
= 1 −∑𝑝𝑚(𝑖,𝑗)

𝑁𝐷

𝑗=1

               𝑗 ≠ 𝑖                                      (5.27) 

 

Figure 5.9: Target random walk model in 𝑮(𝒙, 𝒚) space. 

To simplify the setup of modelling the indoor environment, let the inter-

locations distance equal to the LiDAL resolution (i.e. ∆𝑙= Δ𝑅). Thus the grid 

size considered is (
𝑥

Δ𝑅
 ×  

𝑦

Δ𝑅
). This is reasonable as Δ𝑅 is typically about 30 

cm where we set this design parameter for LiDAL resolution and it is the 

minimum typical expected distance between people in an indoor environment. 

Also, we will assume that pedestrians move at a speed that is an integer 

multiple of Δ𝑅 m/s to simplify the analysis. Therefore, if the pedestrian speed 

is 𝑣 m/s, then in one second the pedestrian visits 
𝑣

Δ𝑅
 locations at most. At each 

location the target can be distinguished since it has moved at least Δ𝑅 which 

is a change that can be captured in the snapshot measurements. Therefore, 

the probability of target movement detection taking into account the target 

speed in an empty indoor environment, 𝐺𝐸(𝑥, 𝑦), 𝑃𝑀𝐷𝑇
𝐸  can be expressed as:  
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𝑃𝑀𝐷 
𝐸 =  (

Δ𝑅2

𝑥𝑦
)∑∑𝑝(𝑖,𝑗)

𝑁𝐷

𝑖=1

.

𝐿

𝑗=1

                                               (5.28) 

Equation (5.28) describes the probability of target movement in an empty 

environment that has 𝐿 possible locations with 𝑁𝐷 neighbour destination to 

each current location. The probability  𝑝(𝑖,𝑗) depends on target activity 

behaviour (nomadic, continuous motion etc). It is worth mentioning that, we 

assumed for all 𝐿 possible locations an equal probability of being in that 

location, given by (
Δ𝑅2

𝑥𝑦
=

1

𝐿
). 

For a realistic indoor environment 𝐺𝑅(𝑥, 𝑦), free flow in the space is hindered 

by obstacles (i.e. furniture and walls) where the target movement is restricted 

and mobility detection can be harder. Therefore, we introduce a ‘space 

utilization factor’ in realistic environments to determine the target probability 

of detection.  

The space utilisation factor 𝑆𝑈𝐹 can be written as:  

𝑆𝑈𝐹 = 1 − (
Δ𝑅2

𝑥𝑦
)(

1

𝑁𝐷
)∑(𝑁𝐷 −

1

𝑝(𝑗)
)

𝐿

𝑗=1

                                   (5.29) 

where, 𝑝(𝑗) is a property of the current location 𝑗 and is given as 𝑝(𝑗) =
1

𝑁𝐴
 . 

Note that 𝑁𝐴 is the number of neighbour locations of location 𝑗 allowed for the 

target to move to; with 𝑁𝐴 ≤ 𝑁𝐷. The space utilization factor, 𝑆𝑈𝐹, has a unity 

value for a room that has no obstacles (𝑁𝐴 = 𝑁𝐷), while for a room with 

obstacles (𝑁𝐴 < 𝑁𝐷), 𝑆𝑈𝐹 is less than one.  

The probability of target mobility detection in a realistic environment 𝑃𝑀𝐷𝑇
𝑅

 
 can 

be given as:   

𝑃𝑀𝐷𝑇
𝑅 = 𝑆𝑈𝐹[𝑃𝑀𝐷 

𝐸 ]                                                         (5.30) 
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Figure 5.10 presents the probability of target mobility detection in a realistic 

environment for different values of LiDAL resolutions and space utilised by 

background obstacles (furniture). The results are obtained for a pedestrian 

target walking randomly with a speed of 𝑣=1 m/s in space of 𝐺𝐸(4m, 8m). The 

Markov transition matrix for the pedestrian behaviour selected has 𝑝𝑠=0.02, 

∑ 𝑝𝑚
𝑁𝐷
𝑖  

=0.98 and 𝑁𝐷=8. As can be seen in Figure 5.10, the space utilization 

𝑆𝑈𝐹 significantly affects the 𝑃𝑀𝐷𝑇
𝑅  due to variation in the space allowed for the 

target to be mobile.  

 

Figure 5.10: Probability of target mobility detection in a realistic environment.  
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5.4.2 Directed Random Walk with Obstacle Avoidance 

In this model, we assume that the pedestrian and nomadic targets walk freely 

inside the room in all the directions except directions that lead to obstacles. In 

addition, we considered a common scenario where the targets arrival into the 

room follows a Poisson distribution [172], [173] and the time spent in the room 

follows a negative exponential distribution [174], [175]. 

Initially, targets reach the room’s entrance at different arrival times 𝑡𝑎 with an 

arrival rate of 𝜆 and mean time spent in the environment of 1/𝛾 and therefore 

in a simulation, the leaving times 𝑡𝑑 can be determined. Targets spend times 

𝑡𝑠𝑝 in the environment.  

For nomadic behaviour in an indoor environment such as an office room, the 

nomadic target continuously walks inside the room until it reaches one of the 

interesting destinations (for instance an office desk). For each nomadic target, 

𝐿𝐷 interesting destinations are generated randomly where 𝐿𝐷 ∈ [1, . . 𝐿]. It is 

assumed that the nomadic target has a speed of (0.5-2 m/s). A Markov 

transition matrix is then created for the current location to describe the 

probability of transition to its neighbours. We considered 𝑁𝐷=8 neighbours that 

are equi-probable if no obstacle is present. In the presence of obstacles, some 

of the 𝑁𝐷 directions have zero transition probabilities, while the rest are equi-

probable. The decision of staying in the current location or moving to the next 

destination relies on the allocated probabilities in the transition matrix. Let us 

assume that the nomadic target has the same behaviour in terms of staying 

at the interesting destinations (i.e... the staying probability is equal among the 

locations of interest 𝐿𝐷). Thus the probability of staying at a location 𝑙𝐷
  of 

interest (𝑙𝐷 ∈ [1, . . 𝐿𝐷]) for a nomadic target is 𝑝𝑠(𝑙𝐷)
𝑛𝑜 =

1

𝐿𝐷
 and the probability of 

moving is 𝑝𝑚(𝑙𝐷,𝑗)
𝑛𝑜 =

1−𝑝𝑠(𝑙𝐷)
𝑛𝑜

𝑁𝐷
. For the locations other than the 𝐿𝐷 locations of 

high interest, ie for the 𝑙(𝑖) general locations where (𝑖 ≠ 𝑙𝐷), the nomadic 

target moves with a speed 𝑣, thus the probability of staying at 𝑙(𝑖) should be 

very small due to lack of interest. We thus set the 𝑝𝑠(𝑖)
𝑛𝑜 = 0 and 𝑝𝑚(𝑖)

𝑛𝑜 =
1−𝑝𝑠(𝑖)

𝑛𝑜

𝑁𝐷
.   
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During the simulation the nomadic target follows the path with the highest 

probabilities. Note that, the neighbour destinations to the location of interest 

have equal probabilities, therefore, the next neighbour destination is decided 

on equi-probable basis.  

The simulation starts with the arrival of targets into the environment following 

a Poisson distribution and proceeds by determining the time each target 

spends in the environment where this time follows a negative exponential 

distribution. The motion of the targets with the environment is then governed 

by the transition matrix probabilities. 

Let the arrival rate to be 𝜆 per hour and let the average dwell time be 1/𝛾 in 

hours. Let 𝑇𝑜𝑏 be the observation window, ie the simulation time. The 

probability of having 𝑘 arrivals in 𝑇𝑜𝑏 is given as:  

𝑝𝑎(𝑘) =
(𝜆𝑇𝑜𝑏)

𝑘

𝑘!
𝑒−𝜆𝑇𝑜𝑏                                       (5.31) 

The probability of a target leaving after 𝑡𝑑 is: 

𝑝𝑑(𝑡𝑑 ) = 𝛾𝑒
−𝛾𝑡𝑑                         𝑡𝑑 < 𝑇𝑜𝑏          (5.32) 

The room is considered a form of M/M/1 queue and therefore the maximum 

number of targets 𝐾, given 𝜆 and 𝛾, can be written as:  

𝐾 =
𝜆/𝛾

1 − 𝜆/𝛾
                                                      (5.33) 

Note that, the European standards for the minimum workplace space required 

per person is 3.7m2 for an office environment and 2m2 for a meeting room  

[176]. Thus, in this work we set 𝐾= 6 for the office room presented in Figure 

3.1 (with an area of 8m × 4m) where the space left unoccupied by obstacles 

is 24 m2. We have used 𝜆 = 12 arrivals per hour and 𝛾 = 14, giving the 

average time spent in the room as 
𝐾

𝜆
=30 minutes. 
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5.4.3 Pathways Mobility Model 

In this model, the targets move on pre-determined indoor pathways as shown 

in Figure 5.11. Note that, the targets’ behaviour in terms of arrival rate, 

departure rates and number of destination of interest are similar to the setup 

discussed in the ‘random walk with obstacle avoidance’ model. However, in 

this model, there is no random target motion, the targets follow the pre-

determined paths.  

 

Figure 5.11: Pathways Mobility Model. 
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5.5 Background Estimation Method (BEM) 

We introduce a reference signal pulse-response to estimate the background 

reflections. In this method, the target is distinguished based on eliminating the 

background reflections. Here, the target activity is not essential for 

distinguishing through multiple snapshots measurements as in BSM and 

CCM. Note that, we considered BEM to distinguish the target from background 

obstacles under the assumption that the environment obstacles are static. The 

BEM approach can be summarised as:  

1. In absence of targets, the LiDAL system sends a reference pulse to 

observe the received reflected signals form the obstacles of an 

environment in each time slot  𝑤𝑗
  as can be seen in Figure 5.12. Table 

5.2 illustrates the setup algorithm of LiDAL system use BEM.  

2. Set the value of the observed time slots 𝑤𝑗
  of the received reference 

signal 𝑅𝑠(𝜏) according to 𝑤𝑗
 = {

0, 𝑖𝑓 𝑇𝑠𝑗
𝑅𝑠 = 1   

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   𝑗 ∈ [1,2. . 𝑁] , where, 

𝑇𝑠𝑗
𝑅𝑠 is the received reflected reference signal the 𝑗𝑡ℎ time slot.  

3. When a target enters the environment, then a new peak (pulse) is 

observed in a time slot other than those pre-set to zero (i.e. occupied 

by obstacles).  

4. The proposed receiver in Figure 5.12 is used with the BEM to force the 

background reflections to zero by multiplying the received reflected 

signal by the weights computed in (2) above. The 𝑤𝑗
  values are applied 

in the final decision block to distinguish the targets from the background 

obstacles once the sub-optimum receiver has determined the time slots 

that contain reflected pulses.     

In contrast to the CCM, the values of the receiver time slots weights are 

fixed and pre-selected in the targets absence. However, any dramatic 

changes in the environment configurations require a re-measurement of 

the reference signal pulse response and calculation of 𝑤𝑗
 . Thus, the main 

limitation of the BEM approach is its need to constantly and continuously 

perform calibration.  
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Table 5.2: Setup algorithm of the background estimation method 

 

Figure 5.12: LiDAL receiver block diagram with BEM. 

 

SETUP ALGORITHM OF BACKGROUND ESTIMATION METHOD 

Inputs:   𝑖𝑚𝑎𝑥             Number of LiDAL transmitters 

                𝑗𝑚𝑎𝑥            Number of  LiDAL receivers 

                   𝑅𝑠(𝜏)          Transmitted reference pulse signal. 

               𝑃𝑟
𝑅𝑠              Received reflected reference pulse signal.   

1.  for  𝑖 = 1:  𝑖𝑚𝑎𝑥; 

2.      for  𝑗= 1:  𝑗𝑚𝑎𝑥; 

3.       Send  𝑅𝑠(𝜏) from  𝑇𝑥(𝑖) 

4.       Listen 𝑃𝑟
𝑅𝑠(𝑖, 𝑗) and apply optimum detector 

5.       Determine and save 𝑤𝑗
  (𝑖, 𝑗) 

6.        𝑗 ==  𝑗𝑚𝑎𝑥 

7.      end for 

8.       𝑖 == 𝑖𝑚𝑎𝑥 

9.  end for 

𝑤1
  

𝑤𝑁
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5.6 Target Distinguishing Evaluation 

We have evaluated the performance of the three methods to distinguish a 

target in a realistic environment as shown in Figure 5.13. The evaluation is 

conducted in two scenarios, the first scenario included a static realistic 

environment where the background obstacles (furniture) are fixed over the 

simulation time with a single nomadic target that moves at a speed of 0.5m/s. 

The second scenario considered a dynamic realistic environment where the 

positions of some of the background obstacles (furniture) change over the 

simulation time in the presence of a nomadic target. A monostatic LiDAL 

system (collocated transmitter and receiver) was used in the room setup as 

shown in Figure 5.13. In addition, the pathway model was considered for 

target mobility with eight interesting locations (𝐿𝐷=8) in the room in Figure 

5.13. Five snapshots measurements per second were collected to capture the 

target movement during the 5 minutes of simulation time. The total number of 

recorded snapshot measurements were 1500. Table 5.3 illustrates the 

simulation parameters of the Monostatic LiDAL system used in this 

experment.   

 

Figure 5.13: Simulation room setup with Monostatic LiDAL. 



Chapter Five                                                                   Target Distinguishing 
 

130 

 

Figure 5.14 presents MAPE results, referred to here as the average (over the 

1500 snapshot experiment) false distinguishing error for the first scenario, ie 

the static environment. The BEM is pre-calibrated in target absence and 

optimised for the room shown in Figure 5.13. The BEM reports target results 

for each snapshot. The BSM and CCM used two consecutive snapshots. As 

can be noted in Figure 5.14, the BEM has slightly better performance with 

10% error as compared CCM and BSM with 11.3% and 19% respectively.  

 

Figure 5.14: False target distinguishing error in static environment. 
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Note that in this experiment, there is a single moving target, the furniture is 

stationary and the percentage error reflects the ability of the methods to 

distinguish a moving target from furniture over the large number of snapshots 

considered. The BSM has the worst performance due to the impact of target 

presence and movement on the reflections of the background furniture and 

the particular sensitivity of subtraction to such changes. The CCM perform 

better, however they fail to distinguish the target only when target-furniture 

ambiguity occurred. In other words, when the distance between the target and 

furniture is less than the LiDAL resolution of 0.3m and at the same time, the 

target remained stationary, (nomadic), for more than 5 snapshots in our 

experiment. The CCM performance can be improved if the number of 

processed snapshots is increased to accommodate target mobility behaviour, 

however, this may slow the target detection process in LiDAL systems.   

Figure 5.15 shows the average false target distinguishing error percentage 

for the second scenario, ie a dynamic environment. We simulated the impact 

of change in the environment, ie change in furniture configurations as can be 

seen in Figure 5.13 where the furniture positons were changed in each 

simulation. Note that, the BEM was calibrated and optimised before and after 

the target presence, but the furniture locations remained fixed throughout the 

training phase. As can be noted in Figure 5.15, the performance of BEM has 

significantly decreased with an error of 100% when we started changing the 

environment configurations without recalibrating the BEM. This 100% change 

in our case means that the two tables move from their initial positions at the 

centre of the room where they are each separated by 0.5m from the centre, 

to new locations next to the walls, a 2m movement for the 1.5m × 0.9m table. 

The BSM and CCM performed better than the BEM at 100% change in the 

environment, with a maximum error of 27% and 13% for BSM and CCM 

respectively. 
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Figure 5.15: False target distinguishing error in dynamic environment. 
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Table 5.3: Simulation Parameters of Target Distinguishing 

Parameters Configurations 

Room  

Length  8m 

Width  4m 

Height  3m 

ρ- wood (furniture)  0.55 

ρ- floor 0.3 

ρ- walls 0.8 

Bistatic LIDAL 

location (x , y, z) (2, 4, 3)  

Elevation 900 

Azimuth  0o 

Number of RGB-LDs in each unit 9 (3 X 3) 

Transmitted optical power of RGB-LD 2 W (Red , Green , Blue ) 

LD semi-angle at half power beam width (Φ) 75o 

Photodetector Area 20 mm2 

Photodetector Responsivity  0.4 A/W 

Acceptance Semi-angle 72o 

Concentrator Reflective Index (N) 

TIA noise current  

1.7  

2.5 pA/√Hz  

Receiver Bandwidth  300 MHz 

Time Bin Duration 0.01 ns 

Transmitted Pulse width 𝜏 2ns 

Sampling Time 𝑇𝑠𝑎 0.1ns 

Resolution Δ𝑅 0.30m 

Receiver Time slot 𝑇𝑠 2ns 
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5.7 Summary  

In this chapter, we introduced three methods that use human motion to 

distinguish human targets from furniture; namely the background subtraction 

method (BSM), the cross correlation method (CCM) and background 

estimation method (BEM). We integrated both methods in the receiver designs 

developed. To distinguish reflections due to furniture from reflections 

attributed to the human targets, we used human mobility as the discriminator. 

To enable the evaluation of our LiDAL systems in a realistic environment, we 

furthermore developed models for human motion in the indoor environment of 

interest. In particular, we developed a directed random walk with obstacle 

avoidance mobility model and a pathway mobility model. Both models are 

based on Markov chains. 

 

Chapter 6 will address the design of MIMO LiDAL system for targets 

detection, counting and localisation.     
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Chapter 6                                    

MIMO LiDAL System  

6.1 Introduction  

Target ambiguity is the main challenge when using monostatic or bistatic 

LiDAL systems in an indoor environment. Whenever, the distance between 

targets or between a target and a background obstacle is less than the LiDAL 

resolution, target detection ambiguity occurs. Increasing the LiDAL resolution 

by decreasing the transmitted pulse width improves the target detection 

resolution, however this requires a higher transmitter and receiver bandwidth 

and calls for a more complex optical receiver (for example in terms of 

equalisation). Target localisation requires determination of the target range 

and/or the direction (angle) of the received reflected pulse from the target. 

Unlike the work reported in the literature, our localisation approaches in this 

work are passive in the sense that the target does not have to carry an optical 

(VLC) receiver. In the literature [28], [177], [178] many techniques have been 

proposed for VLC mobile user localisation such as triangulation, scene 

analysis and proximity using angle of arrival, time difference of arrival and 

received signal strength form multiple transmitters. Our passive approach in 

LiDAL relies on detecting signals reflected from the target, and therefore 

received signal strength indicator (RSSI) is not a good detection strategy. In 

this passive localisation approach the reflected signals experience heavy 

fluctuations when the signal is reflected from the target owing to the 

environment, target cloth colours and the potential loss of the line of sight 

component. Table 6.1 provides a comparison between conventional radar and 

LiDAL when the only available information is range. Note that the angle of 

arrival in LiDAL can be determined through coherent optical detection, but this 

is too complex, and is not considered here. As Table 6.1 shows, complete 
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localisation is only achieved when three or more anchor points are available 

to provide range estimations.   

In this chapter, a new multiple-input multiple-output LiDAL system (MIMO-

LiDAL) is introduced for target detection, counting and localisation. The 

proposed system is designed to mitigate the ambiguity of multi-target 

detection to distinguish the targets correctly from the background obstacles in 

a realistic indoor environment. To tackle the ambiguity of target detection, 

collaboration of multiple transmitters and receivers is employed. The detection 

floor is divided into multiple optical footprints using multiple single-

photodetector receivers which provide spatial selection for target detection. In 

addition, we integrated the MIMO-LiDAL system with the proposed target 

distinguishing approaches and the sub-optimum receiver to optimise the 

targets detection, counting and localisation supported by an algorithm 

executed in a connected controller. Furthermore, time-of-arrival (TOA) is 

employed in the MIMO-LiDAL system for target localisation. A simulation is 

reported in this chapter for the MIMO-LiDAL system in order to identify the 

accuracy of detecting, counting and localising multiple targets in a realistic 

environment. 

Following this introduction, this chapter is divided into section: Section 6.2 

introduces the system setup used in MIMO LiDAL. Section 6.3 analyses the 

collaboration of the MIMO LiDAL transceiver units to eliminate the ambiguity 

of target detection and localisation. Section 6.4 evaluates the MIMO LiDAL 

receivers operating characteristics. Section 6.5 analyses the probability of 

target detection in MIMO LiDAL systems. Section 6.6 presents the target 

localisation approach used in our MIMO LiDAL systems. Section 6.7 

introduces the operating algorithm used in the MIMO LiDAL system. 

Simulation setups and performance evaluation of the MIMO LiDAL system are 

presented in Section 6.8. 
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Table 6.1: LiDAL localisation compared to traditional radar localisation 

Radar localisation in literature Localisation in LiDAL LiDAL Design Comments 

Single Transmitter Single receiver (SISO) 1x1  1x monostatic LiDAL (a transmitter receiver pair are 
monostatic if they are collocated and the target is within 
the FOV of the receiver) 

 Can only detect target presence.  

 Cannot determine number of targets at same range. 

 Cannot determine the exact target location. 

 Therefore target ambiguity is very high. 

 

- Only range is known, hence the target can 
be located on the surface of a sphere. 

 

- Only range is known, hence the target can be 
located on a circle.  

 

Multiple Transmitters Multiple receivers (MIMO) 2x2  1x Bistatic and 1x monostatic LiDAL, (a transmitter 
receiver pair are bistatic if they are not collocated and the 
target is within the FOV of the receiver).  

 Ambiguity in target detection is less due to use of both 
monostatic and bistatic LiDAL systems together. 

 Scene localisation can be implemented, but exact 
location is not known.  

 Cannot determine the exact target location. 

  

 

- Only two ranges are known, hence the 
target can be located on a circle.   

 

- Only two ranges are known, hence  the target can 
be located in one of two locations. 

 

Multiple Transmitters Multiple receivers (MIMO) 3x3  2x Bistatic and 1x monostatic  LiDAL; the target is within 
the FOV of one receiver only, and that receiver – 
transmitter pair act as monostatic LiDAL. 

 Can detect, count and exact localisation of multiple 
targets.  

 The mean and standard deviation of the received signal 
can be different. 

 

-Exact target location can be determined.   

 

-Exact target location can be determined.  
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6.2 MIMO LiDAL System Configurations 

We introduce the MIMO-LiDAL system, to detect, count and localise multiple 

targets. We implemented multiple narrow-FOV receivers collocated with the 

light units. The system is designed to tackle the ambiguity of target detection, 

maximise the number of counted targets and minimise false target 

distinguishing by employing both monostatic and bistatic LiDAL systems. 

Figure 6.1 presents the setup of the MIMO LiDAL system with the controller. 

The MIMO-LiDAL system includes eight receivers that are collocated with the 

eight VLC transmitter units on the room ceiling. The room setup and 

transmitters’ configuration is similar to that in [144], [145] which is a versatile 

setup used to realise a multi-gigabit/s VLC system. In this work, we assumed 

that the LiDAL system has access and can use all the VLC transmitters. The 

room detection floor is divided into eight optical footprints as shown in Figure 

6.1. The transmitters and their FOV have to be selected to comply with the 

illumination levels recommended by the standards. Therefore we have 

created the LiDAL optical detection zones through design and selection of the 

LiDAL receivers FOVs. Each receiver is chosen as a single narrow-FOV 

photodetector with 𝛹𝑐=43.8o which is the acceptance semi-angle of the 

compound parabolic concentrator (CPC). This FOV is determined based on 

the required maximum LiDAL range, 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉 , and is equal to 1.25m in our 

system. The collocated transmitter-receiver (i.e. transceiver) unit covers an 

optical footprint area of 4.91 m2. It is worth mentioning that the VLC 

transmitters designed in [36] are spaced by a distance of 2m. Therefore, the 

maximum spatial overlap between two neighbouring optical footprints, ∆𝑥, is 

0.5m as can be seen in Figure 6.1.  
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Figure 6.1: MIMO-LiDAL system setup. 

In MIMO LiDAL, each transceiver unit (collocated TX and RX) represents a 

monostatic configuration. The reflected received signal (𝑃rB
𝑅Max
FOV

) from the target 

is located on the edge of the optical footprint at a distance of 𝑅Max
FOV

 
 can be 

expressed as: 

𝑃rM
𝑅Max
FOV

=
(𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)

4𝜋2𝑅1
2𝑅2

2 𝑇𝑓(𝛹𝑐)𝐺𝑐(𝛹𝑐)𝑃𝑡 𝑑𝐴𝜌𝐴𝑅 𝑐𝑜𝑠
𝑛(𝜃)  𝑐𝑜𝑠 ( 𝜑) 𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1) 𝑐𝑜𝑠(𝛿 ) 

   (6.1) 

For monostatic as can be seen in Figure 6.2, the range distance 𝑅1 is equal 

to 𝑅2 . The transmitter irradiance angle 𝜃 and target incidence angle are 

alternate angles 𝜑. And also the target irradiance angle 𝜑1 is equal to receiver 

incidence angle 𝛿  thus : 

𝑐𝑜𝑠𝑛(𝜃) = (
𝑑𝑜 − ℎ

𝑅1
)                                                   (6.2) 

and  

𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1) = (
𝑑𝑜 − ℎ

𝑅1
)                                                (6.3) 
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for (𝜃 = 𝜑), we get:   

𝑐𝑜𝑠𝑛(𝜃)  𝑐𝑜𝑠 ( 𝜑) = (
𝑑𝑜 − ℎ

𝑅1
)
𝑛+1

                                (6.4) 

and (𝛿 = 𝜑1), we get: 

𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1)  𝑐𝑜𝑠 ( 𝛿) = (
𝑑𝑜 − ℎ

𝑅1
)
𝑛𝑒𝑙𝑒+1

                         (6.5) 

 

Figure 6.2: MIMO monostatic LiDAL.  

For a target located at the edge of the receiver FOV, = 𝛹𝑐 ,  𝑛𝑒𝑙𝑒 = 1 and           

𝑅1 = 𝑅2 = √𝑅Max
FOV2 + (𝑑𝑜 − ℎ)2 . Thus, the mean reflected received signal 

power (�̅�𝑟𝑀
𝑅Max
FOV

) from a target located at the edge of the optical footprint at a 

distance of 𝑅Max
FOV

 
 can be derived as: 

�̅�𝑟𝑀
𝑅Max
FOV

=
𝐶   𝜇𝜌 (𝑑𝑜 − ℎ)

𝑛+3

4𝜋2 (𝑅Max
FOV2 + (𝑑𝑜 − ℎ)2)

𝑛+7
2

                               (6.6) 

where,𝐶 = (𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)𝑃𝑡  𝑑𝐴𝐴𝑅𝑇𝑓(Ψc)𝐺𝑐(Ψc) . 
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The standard deviation of the received signal, �̂�𝑟𝑅MaxFOV
𝑀

, is given as:   

�̂�𝑟𝑀
𝑅Max
FOV

 =
𝐶   𝜎𝜌 (𝑑𝑜 − ℎ)

𝑛+3

4𝜋2 (𝑅Max
FOV2 + (𝑑𝑜 − ℎ)2)

𝑛+7
2

.                            (6.7) 

In this work, for the MIMO-LiDAL design we set the LD beamwidth for 

illumination purpose  [36] as 𝑛=0.5; and set the power transmitted by each 

light unit as 𝑃𝑡=18W (as discussed in Chapter 3). The PD area is 𝐴𝑅=20mm2, 

𝑇𝑓(Ψc)=1 (a lossless optical filter was assumed), 𝐺𝑐(Ψc)=6 obtained using the 

concentrator gain equation (3.5) with 𝑁𝑐=1.7 and Ψc=43.8o. The target 

effective cross section area was set as 𝑑𝐴=0.29m2, which is the minimum 

target cross section area. This minimum area occurs when the target 

orientation is such that the human (left or right) side faces the transceiver unit 

(a larger target cross section area results if the person faces or gives their 

back to the transceiver). The target height selected was ℎ=1.7m and , 𝑑𝑜=3m 

(room height [36]). The receiver bandwidth is 315 MHz which corresponds to 

the maximum channel bandwidth according to the monostatic LiDAL system 

analysis in Chapter 3. Thus the TIA thermal input noise current 𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙 is 

about 2.6 pA/√Hz [153].     

Figure 6.3, shows the ROC depicting the trade-off between 𝑃𝐷
𝑀 and 𝑃𝐹𝐷

𝑀  of the 

monostatic LiDAL system for two locations where the targets are located at 

ranges of 𝑅Max
FOV and 

1

2
𝑅Max
FOV respectively. The impact of selecting the detection 

threshold 𝐷𝑡ℎ
𝑀  on the target false detection as can be seen in Figure 6.4. In this 

work, we consider MIMO-LiDAL for people detection, counting and localisation 

applications. Therefore, we adjusted the 𝐷𝑡ℎ
𝑀  to maximise the value of 𝑃𝐷

𝑀 

which implies that high false alarms are accepted to ensure that every target 

is counted and localised. We chose 𝑃𝐹𝐷
𝑀 =0.1 which leads to 𝑃𝐷

𝑀 =0.92 and 

therefore the optimum detection threshold for the monostatic LiDAL is  𝐷𝑡ℎ
𝑀= 

0.32 �̅�𝑟𝑀
𝑅Max
FOV

 in this case.  
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Figure 6.3: ROC of Monostatic MIMO LiDAL. 

 

Figure 6.4: Monostatic MIMO LiDAL false detection with optimum 𝑫𝒕𝒉
𝑴 . 

 

 

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

P
M

FD

P
M D

 

 

Target at R
FOV

Max

Target at  
1
/

2
 R

FOV

Max

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

D
M

th

P
M F

D

 

 

Target at  
1
/

2
 R

FOV

Max

Target at R
FOV

Max

Detection threshold of monostatic 𝑫𝒕𝒉
𝑴   

F
a
ls

e
 a

la
rm

 o
f 

m
o

n
o

st
a
ti

c
 𝑷

𝑭
𝑫
𝑴

  

False alarm of monostatic 𝑷𝑭𝑫
𝑴   

P
ro

b
a
b

il
it

y
 o

f 
d

e
te

c
ti

o
n

 o
f 

m
o

n
o

st
a
ti

c
 𝑷

𝑫𝑴
  



Chapter Six                                                        MIMO-LiDAL System Design 
 

143 

 

6.3 Collaboration of the MIMO-LiDAL Transceivers Units 

In a realistic environment, the ambiguity of target detection can be divided into 

two types. Firstly, when a single target moves along a circle centred at the 

centre of the receiver optical footprint, the reflected pulses from the target 

arrive at the same time. Therefore, the exact location of a target on this circle 

(where on the circle) beneath the receiver cannot be established. Secondly, 

two or more stationary targets cannot be distinguished if they are located at 

different locations but their distances to a monostatic transceiver (TRX1 in 

Figure 6.5) are the same as can be seen in Figure 6.5 (targets 1 and 2). 

These forms of target ambiguity can be resolved if bistatic transceivers are 

used. In this case, the target position has to be covered by multiple 

transmitters (at least three transmitters, for spatial localisation) that act as 

anchors, and by at least one receiver. 

The footprint coverage radius of each VLC transmitter unit is 4.8m (transmitter 

beamwidth was set as 75o for illumination purposes [36]) which results in a 

minimum coverage overlap of 3.8m between the neighbouring transmitters (ie 

between the circular optical zones covered by each transmitter). Consider 

target 2 in Figure 6.5 located at the maximum range of RX1, i.e located at 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉  

of RX1. This target is illuminated by LiDAL TX2. Therefore, this collaboration 

between neighbouring transceivers (CoNTRx) has established the second 

anchor in a bistatic configuration where TX2 is now an anchor. The first anchor 

is TX1, where TX1 and RX1 act as a monstatic LiDAL sub-system. The third 

anchor is established in the example in Figure 6.5 through a bistatic LiDAL 

subsystem formed by TX3 and RX1. Therefore, the MIMO LiDAL system in 

Figure 6.5 acts to establish the target location by removing the location 

ambiguity.  
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To illustrate the removal of target ambiguity through the joint use of the three 

anchors, consider Figure 6.5 which depicts a worse case scenario with two 

targets located at positions P1 (target 1) and P2 (target 2). Observed through 

the field of view of the MIMO LiDAL sub-system TX1-RX1 (i.e. monostatic 

LiDAL) and TX3-RX1 MIMO LiDAL sub-system (i.e. bistatic LIDAL) both targets 

are at same distance to RX1 and therefore ambiguity occurs. Considering TX1-

RX1, the round trip time of the reflected pulse from target 1 (2R1(1)) is equal to 

the round trip time associated with the pulse reflected from target 2, 2R1(2), 

resulting in the pulse seen in Figure 6.6a. Similarly, considering TX3-RX1 and 

the trip distances (R3(1) + R1(1)) and (R3(1) + R1(2)) results in the pulses seen 

Figure 6.6c. Thus, ambiguity exists. However, if TX2-RX1 are used, the distinct 

trip distances (R2(1) + R1(1)) and (R2(2) + R1(2)) result in ambiguity resolution as 

seen in Figure 6.6b.  

 

Figure 6.5: Target detection ambiguity in MIMO-LiDAL system with targets ranging 
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Figure 6.6: (a) the reflected pulses from targets when Tx1-Rx1 are active, (b) the reflected 

pulses from targets when Tx2-Rx1 are active and (c) the reflected pulses from targets 

when Tx3-Rx1 are active. 

6.4 MIMO LiDAL System Receiver Operating Characteristics 

(ROC) 

For the bistatic LiDAL as shown in Figure 6.7, the received reflected signal 

𝑃r𝐵
𝑅Max
FOV

 from the target is located on the edge of the detection area at a distance 

of 𝑅Max
FOV

 
 can be derived as: 

𝑃r𝐵
𝑅Max
FOV

=
(𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)

4𝜋2𝑅1
2𝑅2

2 𝑇𝑓(𝛹𝑐)𝐺𝑐(𝛹𝑐)𝑃𝑡 𝑑𝐴𝜌𝐴𝑅 𝑐𝑜𝑠
𝑛(𝜃)  𝑐𝑜𝑠 ( 𝜑) 𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1) 𝑐𝑜𝑠(𝛿 ) 

(6.8) 

It can be noted from bistatic LiDAL in Figure 6.7 that the 𝑅1 ≠ 𝑅2 , 𝜃 ≠ 𝜑 , and 

𝛿 = 𝜑1 , thus: 

𝑐𝑜𝑠𝑛(𝜃)  = (
𝑑𝑜 − ℎ

𝑅2
)
𝑛

                                                              (6.9) 

 

𝑐𝑜𝑠  (𝜑)  = (
𝑑𝑜 − ℎ

𝑅2
)
 

                                                                (6.10) 
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and  

𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1)  𝑐𝑜𝑠 ( 𝛿) = (
𝑑𝑜 − ℎ

𝑅1
)
𝑛𝑒𝑙𝑒+1

                                      (6.11) 

 

where:  

𝑅1 = √𝑅Max
FOV2 + (𝑑𝑜 − ℎ)2                                               (6.12) 

And:  

𝑅2 = √(3 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉)2 + (𝑑𝑜 − ℎ)2                                                    (6.13) 

 

Figure 6.7:Bistatic MIMO LiDAL system. 

The mean received reflected signal power, �̅�𝑟𝐵
𝑅Max
FOV

, from a target located at the 

detection edge, ie at a distance of 𝑅Max
FOV

 
  can be derived as: 

�̅�𝑟𝐵
𝑅Max
FOV

=
𝐶 𝜇𝜌 (𝑑𝑜 − ℎ)

𝑛+3

4𝜋2 ((3 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉)2 + (𝑑𝑜 − ℎ)2)

𝑛+3
2 (𝑅Max

FOV2 + (𝑑𝑜 − ℎ)2)
2 . 

    (6.14) 
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The standard deviation of the received signal, �̂�𝑟𝐵
𝑅Max
FOV

, is given as:   

�̂�𝑟𝐵
𝑅Max
FOV

 =
𝐶 𝜎𝜌 (𝑑𝑜 − ℎ)

𝑛+3

4𝜋2 ((3 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉)2 + (𝑑𝑜 − ℎ)2)

𝑛+3
2 (𝑅Max

FOV2 + (𝑑𝑜 − ℎ)2)
2  . 

(6.15) 

Figure 6.8 presents the ROC of the bistatic MIMO-LiDAL. Note that unlike the 

monostatic LiDAL system, the bistatic LiDAL system makes use of distant 

anchor points, to help resolve the localisation ambiguity. Therefore, the mean 

received signal is low when a distant anchor point is used. To maintain high 

detection probability in this case, a higher false detection probability, 𝑃𝐹𝐷
𝐵 , is 

used, 𝑃𝐹𝐷
𝐵 =0.25. Here higher false alarms are accepted to ensure that the 

probability of people detection is high.  This results in an optimum threshold 

𝐷𝑡ℎ
𝐵 of (0.35 �̅�𝑟𝐵

𝑅Max
FOV

) as can be noted in Figure 6.9, with 𝑃𝐷
𝐵 =0.7 from Figure 6.8. 

To improve the performance of MIMO-LiDAL system, we (i) implemented 

different optimum detection thresholds 𝐷𝑡ℎ
𝐵  which are adjusted adaptively in 

the sub-optimum detector for the both the monostatic and the bistatic LiDAL 

systems; (ii), optimised the ZFE for the monostatic and the bistatic LiDAL 

systems. 
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Figure 6.8: ROC of Bistatic MIMO LiDAL. 

 

Figure 6.9: Bistatic MIMO LiDAL probability of false detection with optimum 𝑫𝒕𝒉
𝑩 . 
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6.5 Probability of Target Detection in MIMO LiDAL System 

There is a finite probability that a target is present, but is missed. This 

probability of miss-detecting a target located at 𝑅Max
FOV (see for example the 

target at P2 in Figure 6.5 which is located at the maximum range, 𝑅Max
FOV) of 

MIMO-LiDAL (𝑃𝑀𝐷(𝑀𝐼𝑀𝑂)
𝑅Max
FOV

) can be derived as:  

𝑃𝑀𝐷(𝑀𝐼𝑀𝑂)
𝑅Max
FOV

= (
1

2
)
𝐾𝑛+1

(1 + erf(
  𝐷𝑡ℎ

𝑀 − �̅�𝑟𝑅Max
FOV

𝑀

 

�̂�𝑟𝑅MaxFOV
𝑀

√2
)∏(1+ erf (

  𝐷𝑡ℎ
𝐵 (𝑘) − �̅�𝑟𝑅Max

FOV
𝐵

�̂�𝑟𝑅MaxFOV
𝐵

√2
))  

𝐾𝑛

𝑘=1

) 

(6.16) 

where erf is the error function and 𝐾𝑛 is the number of neighbour transceiver 

units (bistatic LIDAL). The term (1 − 𝑃𝑀𝐷(𝑀𝐼𝑀𝑂)
𝑅Max
FOV

) represents the probability of 

the target detected by at least one transceiver unit (for example (TX2-RX1) as 

in the case shown in Figure 6.5).     

Let 𝑇𝑐𝑀 be the maximum number of targets that can be counted 

successfully when the targets are located at different distances from the LiDAL 

transceiver with minimum separation distance of Δ𝑅. This number, 𝑇𝑐𝑀, for the 

MIMO LIDAL system is given as: 

𝑇𝑐𝑀(𝑀𝐼𝑀𝑂) =
𝑇𝑤(𝑀𝐼𝑀𝑂)

𝜏
 𝑁𝑂𝐹                                     (6.17) 

where 𝑁𝑂𝐹 is the number of optical footprint zones and 𝑇𝑤 is the LiDAL channel 

time window which corresponds to the difference in the round-trip times of a 

target placed at 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉  and a target placed underneath the transceiver, ie at the 

centre of the LiDAL transceiver optical detection zone. Thus 𝑇𝑤(𝑀𝐼𝑀𝑂) of the 

MIMO-LIDAL is determined as:  

𝑇𝑤(𝑀𝐼𝑀𝑂) =

(((√(3 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉)2 + (𝑑𝑜 − ℎ)2) + ( 

𝑅𝑀𝑎𝑥
𝐹𝑂𝑉

sin(𝛹𝑐)
)) − 2(𝑑𝑜 − ℎ))

𝑐
  

(6.18) 
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where 𝑑0 is the perpendicular distance between of the 𝑖th transceiver unit 

coordinates 𝐿𝑇𝑅𝑥(𝑖)
  and the centre of the transceiver illumination 𝐿𝑜(𝑖)

  (see 

Figure 6.5). 

6.6 Target Localisation 

To localise a target, the time of arrival of the reflected pulse and its direction 

are required. However, in the MIMO-LiDAL system considered, the direction 

of the reflected pulse from the target cannot be determined due to the wide-

FOV of the receiver. An angle diversity receiver can be used which can help 

determine a coarse direction of arrival based on the receiver face that detects 

the signal. The angular resolution is however typically coarse as the number 

of faces in the angle diversity receiver are typically limited and small. An even 

coarser localisation can be achieved with a single wide FOV LiDAL receiver 

which can provide an estimated range, thus placing the target (human) on a 

circle on the floor in an indoor environment.  

For accurate target localisation, collaboration of neighbouring MIMO-LiDAL 

transceiver units can be utilised with a time of arrival (TOA) approach to 

localise the target. To determine the exact target location, ranges to at least 

three transmitters (anchors) must be obtained. In Figure 6.5 𝑅1(𝑗), 𝑅2(𝑗) and 

𝑅3(𝑗) are the ranges of target 𝑗 to the three transceivers. The location of the 

target is calculated as the intersection of the three (circles) ranges. Any target 

in the indoor environment will lie in the coverage area of at least one 

monostatic receiver (LiDAL system), see Figure 6.1. Therefore, this 

localisation technique relies on the success of target detection by at least 𝐾 ≥

2 neighbouring bistatic LiDAL sub-systems. The monostatic MIMO-LiDAL 

range can be written as:   

     𝑅1(𝑗) =
𝑡𝑡𝑟𝑖𝑝
𝑗

(𝑇𝑥1, 𝑅𝑥1) 𝑐

2
.                                        (6.19)

 

 

The bistatic MIMO-LiDAL range is given as:   

𝑅𝑘 (𝑗) = (𝑡𝑡𝑟𝑖𝑝
𝑗

 (𝑇𝑥𝑘 , 𝑅𝑥1)) 𝑐 − 𝑅1(𝑗)          ∀𝑘 ∈ 𝐾 , 𝑘 ≠ 1       (6.20)  
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where 𝑅1(𝑗) is the range in metre of the 𝑗th target from the monostatic LiDAL 

subsystem (subsystem number 1), 𝑅𝑘 (𝑗) are the ranges in metres of the 𝑗th 

target from LiDAL bistatic subsystem 𝑘, 𝑡𝑡𝑟𝑖𝑝
𝑗

(𝑇𝑥1, 𝑅𝑥1) and 𝑡𝑡𝑟𝑖𝑝
𝑗

 (𝑇𝑥𝑘 , 𝑅𝑥1) are 

the trip times between the identified transmitter and receiver units, which are 

monostatic and bistatic respectively in this case.  

Consider a target 𝑗 whose position is 𝑃𝑗(𝑥𝑗 , 𝑦𝑗), and consider the 𝑘th 

transmitter anchor located at (𝑥𝑡(𝑘 ), 𝑦𝑡(𝑘 )), we have:  

(𝑥𝑡(𝑘 ) − 𝑥𝑗)
2
+ (𝑦𝑡(𝑘 ) − 𝑦𝑗)

2
= 𝑅𝑘 

2 (𝑗).                                  (6.21) 

A least squares approach [179], [180] can be used to solve (6.21) to provide 

an approximate location of the 𝑗th target at the intersection of 𝐾 + 1 circles is 

given as: 

𝑥𝑗(𝑥𝑡(𝑘 ) − 𝑥𝑡(1)) − 𝑦𝑗(𝑦𝑡(𝑘 ) − 𝑦𝑡(1))

=  
1

2
(𝑅1

2(𝑗) − 𝑅𝑘 
2 (𝑗) + 𝑥𝑡(𝑘 )

2 + 𝑦𝑡(𝑘 )
2 − 𝑥𝑡(1)

2 − 𝑦𝑡(1)
2 ). 

(6.22) 

Equation (6.22) can be written in matrix form where 𝐴 and 𝐵 are location 

matrices [181]: 

𝐴 = (
𝑥𝑡(𝑘 ) − 𝑥𝑡(1) 𝑦𝑡(𝑘 ) − 𝑦𝑡(1)
𝑥𝑡(𝐾 ) − 𝑥𝑡(1) 𝑦𝑡(𝐾 ) − 𝑦𝑡(1)

) 

(6.23) 

𝐵 =
1

2
 (
(𝑅1

2(𝑗) − 𝑅𝑘  
2 (𝑗)) + (𝑥𝑡(𝑘 )

2 + 𝑦𝑡(𝑘 )
2 ) − (𝑥𝑡(1)

2 + 𝑦𝑡(1)
2 )

(𝑅1
2(𝑗) − 𝑅𝐾 

2 (𝑗)) + (𝑥𝑡(𝐾 )
2 + 𝑦𝑡(𝐾 )

2 ) − (𝑥𝑡(1)
2 + 𝑦𝑡(1)

2 )
) 

(6.24) 

and 𝑋 is:  

𝑋 = [𝑥𝑗  𝑦𝑗]
𝑇  .                                                                  (6.25) 

The target position 𝑃𝑗(𝑥𝑗 , 𝑦𝑗) can be determined as [179] :  

                 𝑋 = 𝑃𝑗(𝑥𝑗 , 𝑦𝑗)  = (𝐴𝑇𝐴)−1𝐴𝑇𝐵.                            (6.26) 
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In MIMO LiDAL, target localisation depends on collaboration of neighbouring 

transceivers. Thus, to localise target 2, located at P2, in Figure 6.5 , TX1, TX2 

and TX3 work separately with RX1 to localise target 2. This requires three 

separate LiDAL scans. Hence, the probability of detection of target 2 by TX1-

RX1 (Monostatic LiDAL sub-system) is independent of the probabilities of 

detection of the same target by TX2-RX1 and TX3-RX1 (both are Bistatic LiDAL 

sub-systems). Consequently, the probability of localizing a target located at 

the maximum range, 𝑅Max
FOV, 𝑃𝐿(𝑀𝐼𝑀𝑂)

𝑅Max
FOV

 can written as:  

𝑃𝐿(𝑀𝐼𝑀𝑂)
𝑅Max
FOV

= 𝑃𝐷
𝑀  ∏𝑃𝐷

𝐵

𝐾

𝑘=1

(𝑘)                                            (6.27) 

𝑃𝐿(𝑀𝐼𝑀𝑂)
𝑅Max
FOV

= (
1

2
)
𝐾 +1

erfc (
  𝐷𝑡ℎ

𝑀 − �̅�𝑟𝑅MaxFOV
𝑀

 

�̂�𝑟𝑅MaxFOV
𝑀

√2
)∏(erfc (

  𝐷𝑡ℎ
𝐵 (𝑘 ) − �̅�𝑟𝑅MaxFOV

𝐵
(𝑘 )

�̂�𝑟𝑅MaxFOV
𝐵

(𝑘 )√2
))

 𝐾 

𝑘 =1

 

  (6.28) 

6.7 MIMO LiDAL System Operating Algorithm 

To distinguish human targets from other objects (obstacles) and to localise 

human targets in MIMO-LiDAL, pulses are transmitted from the transmitters 

in a sequence through 𝑀 frames (single pulse per frame) which are managed 

by the controller. The receiver collects the reflected signal from the targets 

and ambient obstacles including walls, floor and furniture during the receiver 

listening time 𝑇. Figure 6.10 shows the proposed receiver block diagram in 

each transceiver unit of the MIMO LiDAL system.  

In Figure 6.10 the controller instructs transmitter (anchor) 𝑘 to emit a pulse 

while the other anchors are silent. This action as well as the received reflected 

pulse (from the target) form the input to the receiver in Figure 6.10. The 

received signal is fed in Figure 6.10 firstly to a “distinguishing method” block, 

this having been discussed in Chapter 5, where humans are distinguished 

from obstacles using for example human motion. The output of the 

distinguishing method block forms the input to the optimum detector block. 

The optimum detector output identifies the time slots that contain targets. This 
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information is used to determine the TOA. Furthermore, the slots that contain 

targets are counted to determine the number of human targets in the 

environment. Given that a number of LiDAL subsystems collaborate (three or 

more anchors), the target location is estimated. Finally, duplicate targets are 

eliminated. These are targets that lie in the overlap areas of the optical zones 

covered by the LiDAL receivers.  

The controller conducts the detection, counting and localisation process as 

follows:  

1) The first pulse of the control signal 𝑐(𝑡) activates the transceiver 

monostatic LiDAL sub-system to (i) send an optical pulse 𝑥(𝜏) from the 

transmitter 𝑇𝑥 (𝑘), and (ii) initiate the receiver 𝑅𝑥 (𝑘) to listen to the 

reflected signal.  

2) The receiver 𝑅𝑥 (𝑘) collects the reflected optical signal in an observation 

widow of duration 𝑇. A distinguishing method (in this work we considered 

BSM and CCM methods) in conjunction with the designed sub-optimum 

LiDAL receiver are then used to detect the targets’ presence and their 

ranges and update the counter 𝑉𝑐(𝑖) as can be seen in Figure 6.10.   

3) For target localisation, the controller identifies the 𝐾 neighbouring bistatic 

LiDAL sub-systems. In this work we considered 𝐾=2. The second and 

third control pulses activate the neighbouring transmitters 𝑇𝑥 (𝑘 + 1), and 

𝑇𝑥 (𝑘 + 2) with the receiver 𝑅𝑥 (𝑘). Each control pulse generates a LiDAL 

pulse from one of the LiDAL bistatic sub-systems and results in 

reflections being observed during a time duration 𝑇. The second pulse is 

generated at the end of the observation time 𝑇. The three trip times (one 

monostatic and two neighbouring bistatic LiDAL sub-systems) are then 

used to determine the targets’ locations using TOA. 

4) Target elimination follows where the targets located in the overlap zones 

are counted only once. Due to position errors, duplicated targets are 

eliminated if the Euclidean distance between any two such target 

locations is less than Δ𝑅. The counter 𝑉𝑐(𝑖) is updated accordingly. 
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5) For the remaining 𝐼 − 1 optical zones, steps (1) to (4) are repeated. The 

𝐼 optical zones in the room are shown in Figure 6.1. 

6) The number of targets, 𝑁𝐸, is calculated as 𝑁𝐸 = ∑ 𝑉𝑐(𝑖)
𝐼
𝑖=1 . 

 

Figure 6.10: The receiver block diagram of MIMO-LiDAL system. 

 

6.7.1 MIMO LiDAL Overhead 

In terms of complexity, the number of scans (time frames of duration 𝑇) 

needed to cover all the optical zones in the room is key. For the MIMO-LiDAL 

system, the number of frames, 𝑀, required to complete one monitoring cycle 

(i.e. detection, counting and localisation of a full room that has I optical zones) 

is determined as 𝑀 = 𝐼(𝑘 + 1). Therefore, the VLC MAC overhead, 𝑂𝐻𝑀𝐿, 

required to use the same VLC system for communication and MIMO-LiDAL 

localisation is: 

  𝑂𝐻𝑀𝐿 =
𝑇 𝑀

𝑇𝑀𝐴𝐶𝑉𝐿𝐶
                                           (6.29) 

where 𝑇𝑀𝐴𝐶𝑉𝐿𝐶 is the VLC MAC frame duration. For instance, if the MIMO-

LiDAL system is used for pedestrian (more demanding than nomadic) target 

monitoring, then target location evaluation every 100 ms is sufficient given a 

maximum pedestrian speed of 3 m/s, where the 100ms results in motion by 
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Δ𝑅 = 30𝑐𝑚, which is the minimum distance of interest in this work. Therefore, 

a combined MIMO-LiDAL – VLC frame duration of 100ms can be considered. 

Considering one optical zone in Figure 6.1, its dimensions and considering 

the more demanding (distributed transmitters and receivers) bistatic LiDAL 

subsystem observation window duration, equation (6.18) gives this duration, 

𝑇, for our system parameters as 44ns. If there are I=8 optical zones as in 

Figure 6.1, then the number of frames needed is M=24 frames leading to an 

observation time of 5.2 𝜇𝑠. The other key, non-real time blocks in Figure 6.10 

are the location estimation which solves the matrix operations in (6.26) and 

the duplicate target elimination block which carries out a simple Euclidian 

distance comparison is in step 4 of the algorithm above. These non-real time 

operations can be carried out in the remaining part of the 100ms frame 

duration and may last for few milliseconds depending on the processor used. 

The key point is that visible light communication can resume after the 5.2 𝜇𝑠. 

The communications interruption overhead needed is thus negligible, 

however a localisation result may require 10 snapshots, which are collected 

in 10 frames and thus a localisation result may take one second, which is 

acceptable for pedestrian movement.  
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6.8 Simulation Setup and Results Discussion 

 In this section, we describe the simulation settings, describe three scenarios 

and a case study which are used in this chapter to evaluate the proposed 

MIMO LiDAL system in terms of targets detection and localisation. The MIMO 

LiDAL system is evaluated through computer simulation using MATLAB. The 

three scenarios as follows: (i) the first scenario establishes the baseline, ie the 

best performance expected in our MIMO LiDAL system. It evaluates the 

performance of our MIMO LiDAL system in an ideal environment where 

obstacles (furniture) are absent hence reducing interference from the 

environment, and reduces the likelihood of confusing a target (human) with 

furniture (obstacles). It also considers continuous motion, where pedestrians 

move continuously hence helping the target distinguishing methods; (ii) the 

second scenario represents a challenging localisation setting, which is a 

realistic but also favourable localisation environment. It introduces the first 

major impairment to localisation in LiDAL, ie the presence of obstacles. 

Therefore, this scenario considers a realistic room with furniture, partitions, 

bookshelves, doors and windows, unlike the empty room of scenario (i). 

Scenario (ii) however continues to consider continuous pedestrian motion to 

support the target distinguishing methods, thus allowing the impact of 

obstacles to be studied in isolation, and in this sense it is a favourable 

environment; (iii) the third scenario represents a harsh localisation 

environment. It adds nomadic motion to the second scenario and therefore 

considers the two main impairments in LiDAL localisation jointly; namely the 

presence of obstacles and lack of motion (sometimes) which makes target 

distinguishing harder. In all three scenarios we evaluate the results while using 

BSM and CCM for target distinguishing where mobility is the input to these 

methods. We also evaluate results in the three scenarios for the system of 

interest: MIMO-LiDAL.  
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6.8.1 System Setup  

In this section we introduce the systems setup and the parameters used. The 

LiDAL systems were evaluated in two types of environments. Room A is an 

empty environment (i.e. free from furniture) as in Figure 6.11. Room B is a 

realistic environment, a furnished office, as shown in Figure 6.12. Table 6.2 

illustrates the simulation parameters used in LiDAL systems. 

 

Figure 6.11: MIMO LiDAL Room A setup in scenario 1. 

 

Figure 6.12 MIMO LiDAL Room B setup in scenario 2. 
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Table 6.2: MIMO LiDAL simulation parameters 

 

 

 

Parameters Configurations 

Room A and B  

Length  8m 

Width  4m 

Height  3m 

ρ- ceiling  0.8 

ρ- floor 0.3 

ρ- walls 0.8 

LiDAL Transmitter Units 

locations (x , y, z) (1,1,3), (1,3,3), (1,5,3), (1,7,3) 

(3,1,3), (3,3,3), (3,5,3), (3,7,3)m  

Elevation 900 

Azimuth  0o 

RGB-LDs in each unit 9 (3×3) 

Transmitted optical power per 
unit  

18 W 

Transmitted Pulse width 𝜏 2ns 

RGB-LD semi-angle at half 
power beam width (Φ) 

75o 

MIMO LiDAL Receiver 

Photodetector Area  20 mm2 

Receivers locations Attached with Tx units  

Photodetector Responsivity  0.4 A/W 

Receiver Acceptance Semi-angle 43.8o 

CPC Reflective Index (N) 

TIA Noise Current 

1.7 

2.5 pA/√Hz 

Time Bin Duration 0.01 ns 

Time Slot Width 𝑇𝑠 2ns 

Listening Time 𝑇 1ms 
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6.8.2 Key Parameters for Counting and Localisation  

To evaluate the counting and localisation performance of the MIMO LiDAL 

system two key metrics are defined: (i) The mean absolute percentage error 

(MAPE) which is used to quantify the counting accuracy, and (ii) the distance 

root means square error (DRMSE) which is used to quantify the localisation 

accuracy. The counting performance of the LiDAL systems is measured in 

terms of MAPE which is given as [182]-[183]: 

𝑀𝐴𝑃𝐸 =
1

𝐽
∑|

𝐴 (𝑗) − 𝑁𝐸(𝑗)

𝐴(𝑗)
|

𝐽

𝑗=1

×100%              

(6.30) 

where 𝐽 is the number of times the experiment is repeated (iterations), 𝐴 (𝑗) 

and 𝑁𝐸(𝑗) are the targets’ actual and estimated (by MIMO LiDAL system) 

numbers, respectively. In order to evaluate the localisation performance of the 

MIMO LiDAL system, DRMSE is used to measure the location accuracy, 

where DRMSE is given as [184], [185]: 

DRMSE = √𝜎𝑥2 + 𝜎𝑦2.                                            (6.31) 

Here 𝜎𝑥 and 𝜎𝑦 are the error standard deviations associated with the estimated 

(𝑥𝑒 , 𝑦𝑒) and the actual (𝑥𝑎, 𝑦𝑎) coordinates of the target, respectively. 
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6.8.3 Simulation Flow Setup 

The three scenarios were evaluated using the simulation flow shown in Table 

6.3 . The simulation starts by considering an indoor environment that has 𝑖 

targets where the maximum number of targets is    𝑖𝑚𝑎𝑥 =K. It then considers 

a number of iterations where each iteration contains the same number of 

targets, however the targets are located at different random locations in each 

iteration. The iterations continue to   𝑗𝑚𝑎𝑥 = 𝐼𝑡𝑟. For a given number of targets, 

each iteration then generates random target locations, noise and reflection 

coefficients for each target (cloth colour and texture). The reflection coefficient 

associated with each target remains fixed for the number of iterations 

considered. The MIMO LiDAL system detection algorithm is then invoked 

resulting in estimated number of targets, 𝑁𝐸(𝑗), and estimated target locations, 

𝐸𝑙(𝑘, 𝑗). This is finally used at the end of the   𝑗𝑚𝑎𝑥 iterations to calculate MAPE 

and DRMSE. The simulation then continues by considering more targets in 

the environment (with new reflection coefficients (clothing) for the targets) and 

full number of   𝑗𝑚𝑎𝑥 iterations. 

The human target dimensions in Figure 3.1 (Chapter 3) are 48cm × 15cm. If 

a 50cm spacing is considered between targets, then the area needed per 

human target is 98cm × 65cm = 0.63m2. This leads to a maximum number of 

targets in an 8m×4m room of 51 targets. This represents a very dense 

reception type event. As discussed in this Chapter 5 (Section 5.4), the 

European standards for the minimum workplace space required per person is 

3.7m2 for an office environment and 2m2 for a meeting room [176] . Therefore, 

we considered a 2m2 space requirement per person, leading to a maximum of 

16 targets in an 8m×4m room. Therefore, different number of targets, up to 15 

targets, were considered in our simulations. 
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Table 6.3: SIMULATION FLOW 

 

 

 

 

 

SIMULATION FLOW OF SCENARIO 1,2 AND 3 

Inputs:   𝑖𝑚𝑎𝑥 =K;              (Maximum number of targets) 

                𝑗𝑚𝑎𝑥 = 𝐼𝑡𝑟 ;           (Number of  iterations ) 

                   𝑁𝐸(𝑗) is the estimated number of targets at iteration  𝑗. 

𝐸𝑙(𝑘, 𝑗) is the estimated location of target  𝑘 at iteration  𝑗. 

                   ρ(𝑘, 𝑖) is target  𝑘 reflection factor when an environment with  𝑖 

targets is considered 

1.  for  𝑖 = 1:  𝑖𝑚𝑎𝑥; 

2.      for  𝑗= 1:  𝑗𝑚𝑎𝑥; 

3. Generate a random location(s) 𝑙(𝑘, 𝑗) and ρ(𝑘, 𝑖) for target(s)  𝑘 ∈

[1, . . 𝑖] 

4. Generate additive white Gaussian noise 𝑛𝑗(𝑡) 

5. Apply LiDAL system detection algorithm  

6. Hence determine 𝑁𝐸(𝑗) and 𝐸𝑙(𝑘, 𝑗) 

7. 𝑗 ==  𝑗𝑚𝑎𝑥 

8.      end for 

9.            Calculate MAPE  

10.            Calculate  DRMSE 

11.            save MAPE and DRMSE at given value of  𝑖 

12.       𝑖 == 𝑖𝑚𝑎𝑥 

13.  end for 
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6.8.4 Scenario 1: The Baseline 

In this scenario we considered a room that has no obstacles, ie the room is 

empty and no furniture is considered. We also assumed perfect mobility 

conditions for the mobile targets (i.e. pedestrian targets with a speed of 1m/s). 

These targets were randomly and uniformly distributed on the detection floor 

with minimum inter-target-distance of 0.5 m. We considered a normal random 

distribution for the target reflection factor based on the proposed model in 

Chapter 3.  

        Figure 6.13 depicts the counting error, MAPE, of the MIMO LiDAL 

systems tested in scenario 1. As can be seen in Figure 6.13 the MAPE of the 

MIMO-LiDAL system with BSM for a single target is about 0.5% which is 

comparable to the probability of miss-detection of a single target in equation 

(6.16) with 𝑃𝑀(𝑀𝐼𝑀𝑂)
 =0.016. This agreement is a useful verification of our 

analytic results and simulations, where the single target case can experience 

errors due to the randomness associated with the target reflection coefficient 

and the noise in the receiver and environment. The MIMO-LiDAL system 

MAPE reaches 7% in the presence of 15 targets with BSM. Figure 6.13 shows 

an increase in MAPE with increase in the number of targets. This increase in 

MAPE can be attributed to a number of factors: (i) with increase in the number 

of targets, the room clutter increases with more objects (targets) acting as 

reflectors. Signals from LiDAL are reflected by the desired target and by other 

targets as well as secondary subsequent reflections from the walls. This 

increases the probability of error in counting the targets; (ii) with a larger 

number of targets, there is a higher potential for targets to occur either at the 

optical footprint overlap zones of MIMO LiDAL (see Figure 6.1). These 

locations are the most challenging for the LiDAL localisation systems.  
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Figure 6.13: MAPE of MIMO LiDAL system with BSM and CCM in Room A of scenario 1. 

In addition, the MIMO LiDAL system performance when the BSM is used for 

target distinguishing (ie using mobility to distinguish human targets from 

obstacles) is worse than the performance when the CCM is used. This is due 

to the increase in the inter-targets-interference (due to increased reflections) 

in the presence of more targets. Note that BSM and CCM perform comparably 

at lower number of targets, with the performance gap increasing with increase 

in the number of targets. As can be noted in Figure 6.13, the MAPE range for 

the MIMO-LiDAL system with CCM was from 0.3% to 5%. It is clear that the 

CCM has better performance than BSM as the inter-targets-interference does 

not affect the performance of CCM to the same extent.  
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6.8.5 Scenario 2: Challenging Localisation Environment 

This scenario represents a challenging environment where obstacles 

(furniture and other objects) are present as seen in Figure 6.12, where the 

obstacles can reflect the MIMO LiDAL signals in a fashion similar to human 

targets. Continuous pedestrian motion is however considered, and therefore 

the environment is favourable from the point of view of being able to 

distinguish human targets from stationary obstacles. Figure 6.14 presents the 

MAPE associated with the MIMO LiDAL system for targets in scenario 2. One 

can observe that the MAPE increased significantly for MIMO-LiDAL with BSM 

from its range of 0.5% to 7% in scenario 1 to a new range of 6% to 35% in 

scenario 2. This is due to the presence of obstacles (furniture) in scenario 2 

and due to the poor performance of BSM in a furnitured environment due to 

the interference from the reflections attributed to background obstacles and 

furniture. Furthermore, in the presence of furniture, the residual space 

available for human motion is reduced, even when targets move continuously. 

This leads to impaired performance of BSM and CCM. In the MIMO-LiDAL 

system with the CCM, the MAPE was 1% to 5% in scenario 1, and increased 

to 4% to 16% in scenario 2. 

 

Figure 6.14: MAPE of MIMO LiDAL system with BSM and CCM in Room B of scenario 2. 
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Figure 6.15 shows the cumulative distribution function of the DRMSE 

positioning error for the MIMO-LiDAL system. Figure 6.15 presents the CDF 

of targets successfully detected in scenario 1 and scenario 2. As can be noted, 

the 95% CDF confidence interval is at 0.45m and 0.5m positioning error for 

scenarios 1 and 2 respectively, while the average DRMSE is 0.28m and 0.38m 

respectively. The results in Figure 6.15 clearly show that the DRMSE is larger 

in scenario 2 due to the presence of obstacles and hence the potential for 

such obstacles to be confused with human targets. The positioning error in 

MIMO-LiDAL occurs due to wrong decisions in the sub-optimum detector 

when it identifies the time slot that contains the signal reflected from the target. 

One wrong time slot leads to a 0.3m (Δ𝑅 = 0.3𝑚) change in the error 

associated with the range to the anchor.  

 

Figure 6.15: CDF of DRMSE of the proposed MIMO LiDAL system.  
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6.8.6 Scenario 3: Harsh Localisation Environment 

In this scenario, the MIMO LiDAL system experience both impairments, 

namely the presence of obstacles (as in scenario 2) and nomadic mobility. 

Therefore, unlike scenario 2, the users can be stationary for periods of time 

and therefore the MIMO LiDAL system are not able to distinguish such 

stationary targets from obstacles, in furniture. To quantify the extent of 

nomadic behaviour, we define a mobility factor (MF) given by 

𝑀𝐹 =
𝑇𝑜𝑏 − ∑ 𝑡

𝐿𝐷
𝑑=1 𝑑 

𝑇𝑜𝑏
 

  (6.32) 

where 𝑡𝑑 is the time spent by the nomadic target in location 𝑑, which is a 

location of interest among the 𝐿𝐷 locations of interest. Therefore, a MF=1 

indicates a pedestrian target, ie a target that is in continuous motion as in 

scenarios 1 and 2. A MF that approaches zero, indicates a target that is fully 

nomadic, ie a target that spends most of the time stationary in a number of 

locations.   

Figure 6.16 shows the MAPE for a MIMO LiDAL system where obstacles 

(furniture) are present as well as nomadic target behaviour. The MAPE 

decreases with increase in the MF as it becomes easier for the target 

distinguishing methods to distinguish targets from stationary obstacles. The 

results in Figure 6.16 used the CCM for target distinguishing. For a given value 

of MF, ie for a given level of nomadic behaviour, the MAPE decreases with 

decrease in the number of targets as was observed in scenario 2. It is worth 

observing that a MPAE of 20% or less is only achieved in the MIMO LiDAL 

system for mobility levels that correspond to MF approaching one. 
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Figure 6.16: CDF of counting MAPE in the MIMO LiDAL system for nomadic targets with 

different MF. 
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6.9 Summary  

In this chapter, we introduced MIMO LiDAL system configurations for target 

localisation, a MIMO LiDAL system which has multiple transmitters (can be 

the same transmitters as the VLC transmitters, with MAC which we outlined) 

and multiple collocated receivers, with each receiver having a single 

photodiode. We studied the performance of our system in three scenarios 

which progressively test our MIMO LiDAL system. The first scenario is a 

baseline system that produces the best performance possible. This scenario 

has an empty room with no obstacles (furniture) which reduces the localisation 

errors and has continuous human (pedestrian) motion which helps distinguish 

humans. When the better target distinguishing method, ie CCM, is used, the 

maximum target counting MAPE was 5.5% to 3.5% for MIMO LiDAL system. 

The maximum MAPE occurs at maximum number of targets, which was 15 

human targets in our 8m × 4m × 3m room. 

In the second scenario, obstacles (furniture) are introduced, however the 

environment has continuous pedestrian motion. Here the maximum target 

counting MAPE was 12% to 16% for the MIMO LiDAL system. In terms of 

localisation errors, the average DRMSE was 0.28m and 0.38m for scenario 1 

and scenario 2 respectively for the MIMO LiDAL system.  

The third scenario is more challenging, with obstacles (furniture) present in 

the room and with targets moving in a nomadic fashion rendering the target 

distinguishing task harder. We defined a target mobility factor (MF), with MF=1 

representing a fully mobile target and MF=0 being the extreme end of nomadic 

behaviour (fully stationary target). It is worth observing that a MAPE of 20% 

or less is only achieved in the MIMO LiDAL system for mobility levels that 

correspond to MF approaching one.  
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Chapter 7                                                                      

Imaging LiDAL System 

7.1 Introduction 

In LiDAL, the elimination of target ambiguity is important to detect, count and 

localise targets correctly. Traditional bistiatic RF radar eliminates target 

ambiguity by using the estimated target range (round trip time) with the angle 

of arrival of the received signal reflected from the target, where the angle of 

arrival is estimated using beam steering based on mechanical rotated RF 

receivers or phased antenna arrays. In our optical imaging radar, the receiver 

consists of a photodiode array with an imaging lens that forms an image of the 

observed region on the receiver detectors. To determine the direction of the 

received reflected signal from the target, the imaging receiver pixels that 

observe the target are used together with their FOV. Hence, in this work we 

introduce an imaging LiDAL system that employs an imaging detection 

receiver with multiple VLC transmitters (light sources / engines). We refer to 

this system as multiple-input (multiple LiDAL transmitters) single-output 

(single LiDAL receiver) imaging LiDAL. The MISO-IMG-LIDAL system can 

provide; (i) target ambiguity elimination where the targets are separated in the 

optical imaging domain, (ii) target localisation where the imaging receiver 

forms an image of the floor and hence each imaging receiver pixel observes 

a small and finite region on the floor. Most importantly, localisation is achieved 

in this case using one time frame (no need for three anchors) (iii) interference 

minimisation, (the interference results from reflections from the background 

obstacles) which can lead to improvement in the performance of the 

distinguishing methods such as the BSM method; (iv) LiDAL channel 

bandwidth enhancement due to the narrow FOV of the pixels which reduces 

the complexity of the optimum receiver without implementing an equaliser to 

tackle the channel dispersion, (v) simplified system design where the 
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localisation accuracy / resolution is no longer a function of the pulse width. 

Instead the localisation accuracy can be increased by increasing the number 

of receiver pixels (and hence also reducing the per pixel FOV). The pulse used 

for localisation can thus have a longer duration compared to the pulse duration 

used in the MIMO LiDAL system. This leads to simplified pulsed transmitter 

design, which is welcome given that commercial high resolution imaging 

receivers are available with several million pixels (here we use hundreds of 

pixels). (vi) overhead reduction, where the imaging LiDAL overheads are 

reduced compared to MIMO LiDAL due to the lower number of radar scans 

required to detect and localise targets. 

The reminder of this chapter is divided as follows: Section 7.2 presents the 

configuration of MISO IMG LiDAL. Section 7.3 introduces target localisation 

in MISO imaging LiDAL. Section 7.4 discusses the challenges of target 

detection and the solutions for MISO IMG LiDAL. Section 7.5 analyses the 

receiver operating characteristics of MISO IMG LiDAL. Section 7.6 describes 

the simulation setup and the performance analyses of MISO IMG LiDAL 

systems.  At the end of the chapter a summary is provided.   
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7.2 System Configurations 

The MISO-IMG-LiDAL system consists of eight LiDAL transmitter units and 

one imaging receiver installed in the centre of room’s ceiling (2m, 4m, 3m) as 

shown in Figure 7.1. The imaging receiver includes a number of pixels, where 

each pixel is a photodiode (PD) optical receiver. The advantage of the 

massive number of pixels is in providing spatial selection to separate the 

targets in the optical domain (i.e. more narrow optical footprints). This results 

in reduced targets ambiguity and increased resolution in the spatial domain. 

The imaging receiver lens forms an image of the floor on the receiver pixels 

thus dividing the floor into an optical grid as can be noted in Figure 7.1, where 

each sub-receiver has a narrow FOV and covers a given optical footprint. 

 

Figure 7.1: MISO-IMG-LiDAL system. 

 

 

 

 



Chapter Seven                                                        Imaging-LiDAL System  

172 

 

The configuration of the imaging receiver is defined by (i) the entrance area 

of imaging receiver lens where 𝐴 =
9𝜋

4
 cm2 [186]-[187], (ii) the semi-

acceptance angle of the imaging lens with semi-angle FOV of 𝛹𝑐=72o in our 

system to enable the imaging receiver to cover the entire floor along room 

length of 8m, and (iii) the lens has an exit area as defined in [186]:   

𝐴′ =
𝐴 𝑠𝑖𝑛2(𝛹𝑐)

𝑁2
                                                 (7.1) 

where 𝑁 is the lens refractive index. The lens semi-angle FOV can be defined 

as (see Figure 7.2):  

𝛹𝑐 = tan
−1 (

𝐷

2𝑓
)                                                 (7.2) 

where, 𝑓 is the lens focal length and 𝐷 is the PD array length as can be seen 

in Figure 7.2.  

The imaging receiver maximum range 𝑅𝑀𝑎𝑥
𝐹𝑂𝑉  is related to the target as:  

            𝑅𝑀𝑎𝑥
𝐹𝑂𝑉 = 𝑡𝑎𝑛(𝛹𝑐)  (𝑑𝑜 − ℎ).                                  (7.3) 

We define the imaging lens zooming ratio 𝑅𝑧𝑜𝑜𝑚 as:  

𝑅𝑧𝑜𝑜𝑚 =
2𝑅𝑀𝑎𝑥

𝐹𝑂𝑉

𝐷
.                                                 (7.4) 

 

Figure 7.2: LiDAL imaging receiver design, lens FOV with 𝑹𝑴𝒂𝒙
𝑭𝑶𝑽 .  
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To separate two targets at a distance of ∆𝑠 from each other, as can be seen 

in Figure 7.3, the minimum distance between pixels ∆𝑑 is given as:  

∆𝑑 =
∆𝑠

𝑅𝑧𝑜𝑜𝑚
.                                                      (7.5) 

The imaging lens transmission factor 𝑇𝑓 is defined as [186], [188] : 

𝑇𝑓(𝑖𝑚𝑔)(δ) = −0.198𝛿2 + 0.0425𝛿 + 0.8778              (7.6) 

where 𝛿 is the incidence angle measured in radians.  

 

Figure 7.3: targets optical resolution in MISO IMG LiDAL system. 

 

       We selected an imaging receiver total photodetection area of 2 cm2 (2cm 

length × 1cm width) which approximately fits into the exit area of the lens [186], 

[189]. The photodetector area is divided into an array of (8 columns × 16 rows) 

pixels to satisfy the design parameter ∆𝑠 which is chosen as 0.5m. We 

assumed there is no gap between the pixels. It is worth mentioning that, we 

change the LiDAL resolution from ∆𝑅 of 0.3m to ∆𝑠 of 0.5m to obtain an integer 

number of pixels. Each pixel has a square area of 1.56mm2 (1.25mm × 

1.25mm) and this corresponds to the area of a PD.  
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The pixel’s optical detection area can be determined by calculating the viewing 

angles (azimuth and elevation) corresponding to the receiver location as can 

be seen in Figure 7.4. The azimuth (𝐴𝑧) and elevation (𝐸𝐿) angles of the 

imaging receiver pixels can be written as [187] [190] : 

𝐸𝐿𝑗 = tan−1

(

 
√𝑑𝑥𝑗

2 + 𝑑𝑦𝑗
2

𝑑𝑜 − ℎ

)

                                          (7.7) 

𝐴𝑍𝑗 = tan−1 (
𝑑𝑦𝑗

𝑑𝑜 − ℎ
)                                                (7.8) 

where 𝑑𝑥 and 𝑑𝑦 are the horizontal separation distances along the 𝑥 and 

𝑦 axes as can be seen in Figure 7.4 and 𝑗 is the pixels number. 

According to the design parameters of the imaging receiver, each pixel is 

treated as a PD that covers a typical square optical footprint area of 0.25 m2 

(pixel’s range 𝑃𝑅=0.5m i.e. pixel’s FOV = 11o) on the floor. The optical grid 

which covers the total detection floor is divided into 128 optical footprints 

(8×16). We assumed that the imaging lens has no reception distortion with 

ideally square optical FOV for all pixels. The proposed MISO-IMG-LiDAL can 

be used for detection, counting, and localisation of multiple targets within the 

optical grid. In MISO-IMG-LiDAL, the transmitter unit and the imaging (pixel) 

receiver are separated and therefore work as bistatic LiDAL. We have 

calculated the maximum channel bandwidth for MISO-IMG-LiDAL using the 

approach described Chapter 3 for the bistatic LiDAL. The maximum channel 

bandwidth for a single pixel receiver is 𝐵𝑤𝑐ℎ(𝑖𝑚𝑔)=480MHz. We also employed 

the TIA in [153] for each pixel receiver with input noise current 𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙(𝑖𝑚𝑔) of 

2.6 pA/√Hz. 
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Figure 7.4: Pixel’s angles of IMG LiDAL system.  

7.2.1 MISO-IMG-LiDAL Receiver Operating Characteristics 

In a Bistatic IMG-MISO LiDAL system, ie Tx1 working with the  imaging Rx. 

The received reflected signal (𝑃r
𝑅Max
FOV

𝐵(𝑖𝑚𝑔)
) from the target is located on the edge 

of the optical footprint grid as can be seen in Figure 7.5 of bistatic IMG-MISO 

LiDAL can be given as: 

𝑃r
𝑅Max
FOV

𝐵(𝑖𝑚𝑔)

=
(𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)

4𝜋2𝑅1
2𝑅2

2 𝑇𝑓(𝑖𝑚𝑔)(𝛹𝑐) 𝐺𝑐(𝛹𝑐) 𝑃𝑡 �̅�𝐴 𝜌 𝐴 𝑐𝑜𝑠
𝑛(𝜃)  cos (𝜑) 𝑐𝑜𝑠𝑛𝑒𝑙𝑒(𝜑1) 𝑐𝑜𝑠(𝛿 ) 

(7.9) 
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Due to the narrow detection of the pixel, the value of target cross section area 

𝑑𝐴 within a FOV of a single pixel was 0.14m2. It can be noted from bistatic 

IMG-MISO LiDAL in Figure 7.5, that the 𝑅1 ≠ 𝑅2 , 𝜃 ≠ 𝜑 , and  𝛿 = 𝜑1, where:  

 

𝑅1 = √(2√2 𝑃𝑅)
2
+ (𝑑𝑜 − ℎ)2                                               (7.10) 

and:  

𝑅2 = √ 𝑅Max
FOV2 + (𝑑𝑜 − ℎ)2                                                    (7.11) 

The mean received reflected signal (�̅�𝑟𝑅MaxFOV

𝐵𝑖𝑚𝑔
) from a target located at the edge 

of the optical footprint (grid), as can be seen in Figure 7.5, is:  

�̅�𝑟𝑅MaxFOV

𝐵𝑖𝑚𝑔
=

𝐶𝑖𝑚𝑔 𝜇𝜌 (𝑑𝑜 − ℎ)
𝑛+3

4𝜋2 ((2√2 𝑃𝑅)
2
+ (𝑑𝑜 − ℎ)2)

𝑛+3
2
(𝑅Max

FOV2 + (𝑑𝑜 − ℎ)2)
2

  

(7.12) 

where: 𝐶𝑖𝑚𝑔 = (𝑛 + 1)(𝑛𝑒𝑙𝑒 + 1)𝑃𝑡 𝑑𝐴 𝐴 𝑇𝑓(𝑖𝑚𝑔)(𝛹𝑐)𝐺𝑐(𝛹𝑐). 

 

The standard deviation of the received signal �̂�𝑟𝑅MaxFOV

𝐵(𝑖𝑚𝑔)
 is given as:   

�̂�𝑟𝑅MaxFOV

𝐵(𝑖𝑚𝑔)
 =

𝐶𝑖𝑚𝑔 𝜎𝜌 (𝑑𝑜 − ℎ)
𝑛+3

4𝜋2 ((2√2 𝑃𝑅)
2
+ (𝑑𝑜 − ℎ)2)

𝑛+3
2
(𝑅Max

FOV2 + (𝑑𝑜 − ℎ)2)
2
 

(7.13) 
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Figure 7.5:Bistatic MISO-IMG-LiDAL system. 

 

Figure 7.6, presents the ROC depicting the trade-off between 𝑃𝐷
𝐵(𝑖𝑚𝑔)

 and 

𝑃𝐹𝐷
𝐵(𝑖𝑚𝑔)

 of the bistatic MISO-IMG-LiDAL system for a target located at a range 

of 𝑅Max
FOV. The impact of selecting the detection threshold 𝐷𝑡ℎ

 𝐵(𝑖𝑚𝑔)
 on the target 

false detection can be seen in Figure 7.7. In this work, we consider MISO-

IMG-LiDAL for people counting and localisation applications. Thus, we 

selected the detection threshold 𝐷𝑡ℎ
 𝐵(𝑖𝑚𝑔)  to maximise the value of 𝑃𝐷

𝐵(𝑖𝑚𝑔)
. We 

accept 𝑃𝐹𝐷
𝐵(𝑖𝑚𝑔)

=0.1, thus giving 𝑃𝐷
𝐵(𝑖𝑚𝑔) =0.9 and giving an optimum detection 

threshold  𝐷𝑡ℎ
 𝐵(𝑖𝑚𝑔)

= 0.39�̅�𝑟𝑅MaxFOV

𝐵𝑖𝑚𝑔
 in this case.  

The maximum number of targets 𝐶𝑀 that can be counted in MISO-IMG-

LiDAL system is: 

𝐶𝑀(𝑀𝐼𝑆𝑂𝑖𝑚𝑔) =
𝑇𝑤(𝑖𝑚𝑔)

𝜏
 𝑂𝐺𝑆                                   (7.14) 

where 𝑂𝐺𝑆 is the optical grid size (128 optical footprints) and 𝑇𝑤(𝑖𝑚𝑔) is the 

channel time window of the imaging receiver’s pixel (𝑗) which corresponds to 

the difference in trip times of a target placed at the edge of a pixel’s optical 
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footprint 𝑃𝑅 (see target location in Figure 7.5) and a target placed underneath 

the transceiver. Thus 𝑇𝑤(𝑖𝑚𝑔) is given as: 

𝑇𝑤(𝑖𝑚𝑔) =
(√𝑃𝑅

2 + (𝑑𝑜 − ℎ)2) − (𝑑𝑜 − ℎ)

𝑐
                            (7.15) 

 

Figure 7.6: ROC of Bistatic MISO -IMG-LiDAL system. 

 

Figure 7.7: Bistatic MISO-IMG-LiDAL false detection with optimum 𝐷
𝑡ℎ

𝐵𝑖𝑚𝑔
. 
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7.3 Target localisation 

 Target localisation in MISO-IMG-LiDAL relies on the calculation of the 

direction of arrival (DOA) of the reflected signal arriving at the pixel’s centre. 

The elevation and azimuth angles of the pixels are determined based on the 

design specifications of the imaging receiver with respect to the receiver’s 

coordinates. However, the values of these angles are recalculated whenever 

the location of the receiver is changed (note that the receiver in our system is 

fixed in one location for a given room). The target position can be found by 

calculating the distance between the imaging receiver location (𝑥𝑟 , 𝑦𝑟 , 𝑧𝑟) and 

the centre of the target’s pixel as shown in Figure 7.8. The (range) distance 

𝑅𝑗 between the ground reference point and the pixel’s centre is given as: 

                    𝑅𝑗 = √(
𝑑𝑜−ℎ

cos (𝐸𝐿𝑗) 
)
2

− (𝑑𝑜 − ℎ)2                                (7.16) 

and the pixel (𝑥𝑗, 𝑦𝑗) coordinates are defined by:           

                    𝑥𝑗 = 𝑅𝑗  𝑐𝑜𝑠 (𝐴𝑧𝑗)                                                      (7.17) 

                     𝑦𝑗 = 𝑅𝑗  𝑠𝑖𝑛 (𝐴𝑧𝑗).                                                       (7.18) 

The coordinates of target 𝑘, 𝑃𝑘(𝑥 , 𝑦 ), are calculated with respect to the 

receiver ground reference centre point 𝐿𝑜(𝑥𝑜 , 𝑦𝑜) (see Figure 7.8): 

𝑃𝑘(𝑥 , 𝑦 ) = (𝑥𝑜 + 𝑥𝑗), (𝑦𝑜 + 𝑦𝑗)                                   (7.19) 

The probability of localizing a target located at 𝑅Max
FOV  ( see target in see Figure 

7.8) in the MISO IMG LiDAL system, 𝑃𝐿(𝑖𝑚𝑔)
𝑅Max
FOV

, can be written as:  

𝑃𝐿(𝑖𝑚𝑔)
𝑅Max
FOV

= erfc(
  𝐷𝑡ℎ

 𝐵(𝑖𝑚𝑔) − �̅�𝑟𝑅MaxFOV

𝐵𝑖𝑚𝑔

 

�̂�𝑟𝑅MaxFOV

𝐵(𝑖𝑚𝑔)
√2

)              

   (7.20) 
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Figure 7.8: Target localisation in MISO IMG-LiDAL. 
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7.4 Multiple Target Detection in MISO-IMG-LiDAL 

The MISO-IMG-LiDAL system (which has many small optical detection 

footprints) has the ability to detect targets under different mobility schemes by 

tracking and marking the target in the imaging optical detection grid, see 

Figure 7.9.  In MISO-IMG-LiDAL, detection is accomplished using snapshot 

measurements, considering the change in the received reflected signals 

observed by the pixels due to target motion.  When the target moves a 

distance more than the spatial distance of the imaging receiver ∆𝑠, the target 

is distinguished by monitoring the change that occurs in the pixels in at least 

two IMG LIDAL scans (snapshots). We identify the change between pixel 

snapshot measurements using a pixels cross-correlation method (PCCM) and 

pixels subtractions method (PSM). PCCM is similar to the slow cross-

correlation we discussed in Chapter 5, however in IMG LiDAL we employ the 

correlation between the pixel snapshots instead of the time slots snapshots. 

Thus, the cross-correlation (ℛ𝑝𝑟𝑘,𝑝𝑟𝑘+1 
) between the 𝑘𝑡ℎ received pixels 

snapshot and 𝑆 consecutive received pixel snapshots is given as:  

ℛ𝑝𝑟𝑘,𝑝𝑟𝑘+1 
(𝜏𝑝|𝑁𝑃) ≜ ∫ 𝑝𝑟𝑘+1

𝑁𝑃

−𝑁𝑃

(𝑥𝑛 − 𝜏𝑝)∑𝑝𝑟𝑘(

𝑆

𝑘=1

𝑥𝑛) 𝑑𝑥𝑛          (7.21) 

and: 

𝑝𝑟𝑘(𝑥𝑛) =∑∑∫ (𝑝𝑟𝑘
(𝑖,𝑗)

𝑇

0

(𝑡) + 𝑛(𝑡))𝑑𝑡

𝐽𝑃

𝑗=1

𝐼𝑃

𝑖=1

                               (7.22) 

where, 𝑁𝑃 is the total number of pixel receivers (𝑁𝑃 = 𝐼𝑃 × 𝐽𝑃), 𝑖 is number of 

pixels in row 𝑖, 𝑖 ∈ [1, . . 𝐼𝑃], 𝑗 is number of pixels in column 𝑗, 𝑗 ∈ [1, . . 𝐽𝑃], 𝑥𝑛 is 

the pixel number, 𝑥𝑛 ∈ [1, . . 𝑁𝑃] and 𝑝𝑟𝑘
 (𝑡) is the received reflected signal 

power in each pixel receiver. The pixel displacement factor (�̂�𝑛 ) can be 

defined as:  

�̂�𝑛
𝑠
 

 

  

 
= argmax

𝜏𝑝
(ℛ𝑝𝑟𝑘,𝑝𝑟𝑘+1 

(𝜏𝑝|𝑁𝑃))  �̂�𝑛
𝑠 ∈ [1, . 𝑁𝑃 − 1].        (7.23) 
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When �̂�𝑛
𝑠 is zero, this indicates  no change between the received reflected 

pulses in the 𝑥𝑛
𝑡ℎpixel. When �̂�𝑛

𝑠 ≠ 0, target motion is observed from the 

𝑥𝑛
𝑡ℎ  pixel with a displacement number of �̂�𝑛

𝑠 pixels. Similar to the CCM with 

time slots receiver, we define a weight 𝑤𝑥𝑛
𝑆  for each pixel receiver to be 

employed with the pixel sub-optimum receiver. Thus 𝑤𝑥𝑛
𝑆  is defined as:  

𝑤𝑥𝑛
𝑆 = {0 𝑖𝑓 �̂�𝑛

𝑠 = 0   
1  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

.                                       (7.24) 

   For PSM, the subtraction of the 𝑘𝑡ℎ received pixel snapshot from 

𝑆 consecutive received pixel snapshots can be written as:  

𝑝𝑟𝑆(𝑘,𝑘+1)
𝑥𝑛

 
= 𝑝𝑟𝑘+1(𝑥𝑛) −∑𝑝𝑟𝑘(

𝑆

𝑘=1

𝑥𝑛) .                     (7.25) 

The computed value 𝑝𝑟𝑆(𝑘,𝑘+1)
𝑥𝑛  is used in the sub-optimum receiver to decide 

the presence or absence of the target.   

Figure 7.9 shows an example of pedestrian targets where the targets 

move on the detection floor of the MISO-IMG-LiDAL system with different 

mobility schemes. Targets 1, 2 and 3 are nomadic, pedestrian and ‘power 

walking’ (ie fast) targets respectively. As can be seen in Figure 7.9, the motion 

of target 1 is distinguished through snapshots measurements of 𝑘=1 and 𝑘=2 

where target 1 has moved from pixel (1,1) to pixel (1,3). While observing 

snapshots 𝑘=2 and 𝑘=3, target 2 is detected and marked in pixel (1, 1) and no 

change occurs in pixel (1,3), the nomadic target. Thus the total number of 

marked pixels is two (counter value) indicating the presence of two targets 

and their locations. In snapshot 𝑘=4, target 2 moves to the location of target 1 

(at the same narrow optical zone). In this case, a counting error occurs as the 

distance between targets becomes less than the radar resolution, as pixel (1, 

3) now contains both targets. In snapshot 𝑘=4, target 3 enters the environment 

at (3, 7). In the next snapshots, comparing snapshot 𝑘=4 and 𝑘=5, the counter 

value is updated where the detection error that occurred at 𝑘=4 is now 

resolved due to the movement of target 2 away from target 1. Note that the 

nomadic target 1 has not moved at 𝑘=4 and at 𝑘=5, and is still at pixel (1, 3). 

The pedestrian target 2 has moved from (1, 3) at 𝑘=4 to (1, 4) at 𝑘=5. The 
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power walking target 3 has moved from (3, 7) at 𝑘=4 to (3, 2) at 𝑘=5. A similar 

pattern continues, comparing 𝑘=6 and 𝑘=7.  

 

Figure 7.9: A top view of three targets movement on the detection floor of MISO-IMG- LiDAL 

system during S snapshots measurements. 
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7.4.1 Challenges of Target Detection in MISO-IMG-LiDAL 

The main challenges of target detection in MISO-IMG-LiDAL are; (i) the 

transmitters have limited optical footprints and for coverage, these transmitter 

optical footprints overlap on the floor. Therefore, for target localisation, the 

transmitters have to be turned on in turn to scan the entire room. A target 

located in the region where the optical footprints overlap, can be counted more 

than a single time when it is reported by the scans associated with each 

transmitter. Such duplicate counting has to be removed; (ii) the receiver pixels 

cover finite regions on the floor. A target may be located at the intersection of 

up to four pixels, see target 2, at 𝑘=7 in Figure 7.9. In this case, the issue is 

resolved by setting up a low and a high threshold as was done in Chapter 4, 

where we dealt there with target overlap over multiple time slots and here we 

deal with target overlap in multiple pixels. A pixel reporting an output above 

the threshold contains a target, a target is absent if the signal is below the 

threshold and the pixel with the highest output energy is selected when 

multiple pixels have outputs between the thresholds.  

Thus, in relation to challenge (i), and in order to eliminate multiple counting of 

a single target due to 𝐿𝑡𝑥 active transmitters, we activate each transmitter 

individually and listen to reflections from the targets using the imaging 

receiver. To simplify the process, we note that each transmitter covers a finite 

optical footprint on the floor. Therefore, the only pixels that can possibly report 

a reflection are a group of pixels that cover the transmitter optical footprint on 

the floor. As such we divided our imaging receiver 128 pixels into 8 groups 

with 16 pixels per group. Here each group of receiver pixels (GRP), as can be 

seen in Figure 7.10, covers one transmitter optical footprint, with 8 transmitter 

in our setup, see Figure 7.1.  

In relation to challenge (ii), the solution was described at top level above. Note 

that the signal at the output of each pixel is processed using an orthonormal 

expansion shown in Figure 7.11 which is an approach that follows our work in 

Chapter 4 translated from a time domain approach to a spatial approach at 

the pixel level in this chapter.  
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Note that, the sub-optimum imaging receiver in Figure 7.11 collects signals 

from 𝑁𝑃 pixels. In terms of listening time, we considered one time slot (𝑇𝑠 = 𝑇) 

for each pixel receiver. Figure 7.11 shows the sub-optimum imaging receiver 

(SOIMR) for theMISO-IMG-LiDAL system. The SOIMR has 𝑁𝑃 orthonormal 

functions  𝜙𝑝(𝑥𝑛) with integrators and comparators. The decision circuit 

decides as follows:      

1. If the observed received signal 𝑧𝑥𝑛 is below the lower threshold, 𝐷𝑡ℎ𝐿, 

then the target is absent in pixel (𝑖, 𝑗), denoted here as pixel 𝑥𝑛. 

2. If the observed received signal 𝑧𝑥𝑛 is above the higher threshold, 

𝐷𝑡ℎ𝐻, then the target is present in pixel (𝑖, 𝑗) ), denoted here also as 

pixel 𝑥𝑛. Note that, both detection thresholds 𝐷𝑡ℎ𝐿 and 𝐷𝑡ℎ𝐻 have been 

optimised for the MISO-IMG LiDAL system in this section following an 

approach similar to that discussed in Chapter 4.  

3. If the observed received signal 𝑧𝑥𝑛 is above 𝐷𝑡ℎ𝐿 and below 𝐷𝑡ℎ𝐻, then 

it is a received reflected pulse from a target located within the FOVs 

of multiple neighbouring pixels. Thus the decision circuit compares 

𝑧𝑥𝑛 with all possible neighbouring pixels and selects the pixel that has 

the largest 𝑧𝑥𝑛 as the pixel that contains the target. We considered a 

worst case scenario of three neighbour pixels as shown in Figure 

7.11, where the decision circuit compares 𝑧1 with its three 

neighbouring pixels 𝑧2, 𝑧3 and 𝑧4 and choses the largest. 

 

 

 

 

 



Chapter Seven                                                        Imaging-LiDAL System  

186 

 

 

Figure 7.10: Eight GRPs of the imaging receiver. 

 

 

Figure 7.11: The proposed sub-optimum imaging receiver (SOIMR) for IMG LiDAL system. 
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7.5 MISO-IMG-LiDAL System Operating Algorithm 

Figure 7.12 shows the schematic receiver diagram of the MISO-IMG-LiDAL 

system. The controller coordinates the detection, counting and localisation 

processes as detailed below: 

1) The controller activates transmitter 𝑇𝑥(𝑛) which sends an optical pulse, 

and also initialises the group receiver’s pixels 𝐺𝑅𝑃(𝑛) to collected the 

reflected signals. We divided the imaging receiver pixels into 𝑛 = 8 

𝐺𝑅𝑃𝑠 (see Figure 7.10).  

2) The controller then updates the value of 𝑛, and if 𝐿𝑡𝑥 > 𝑛 step (1) is 

repeated, where 𝐿𝑡𝑥 is the number of active transmitter units (𝐿𝑡𝑥=8) of 

the MISO-IMG-LIDAL system.    

3) A distinguishing method (PSM or PCCM) is applied with the SOIMR to 

process the received reflected signals from all pixel receivers to detect 

and count the targets.  

4) Finally, pixel identification is carried out to estimate the target location.  

  

 

Figure 7.12: the receiver block diagram of MISO-IMG-LiDAL.   
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7.5.1 MISO-IMG LiDAL Overhead 

For the MISO-IMG-LiDAL, the number of frames 𝑀 required to detect and 

localise targets is equals to 8. Therefore, the overhead occupied in the VLC 

system MAC frame can be calculated using (6.29) as discussed Chapter 6. 

Note that, the MISO-IMG-LiDAL system requires 8 observation frames to 

complete one monitoring cycle of the room, compared to 24 observation 

frames for the MIMO-LiDAL system. The reduction in complexity is always a 

factor of 3 regardless of the number of transmitters (optical footprints) used 

and regardless of the number of receiver pixels. This factor relates to the need 

for 3 anchors in the MIMO-LiDAL system. 

Note that parallels can be drawn between our MISO-IMG-LiDAL system 

and camera imaging sensors in the sense that an image sensor mounted on 

the ceiling can also localise a target. The main differences between our MISO-

IMG-LiDAL system and traditional image sensors are: (i) with reduced number 

of pixels, high speed photodetectors and wideband optical receivers can be 

used leading to a localisation system that can detect fast moving targets, 

which become increasingly important in applications such as robotics, (ii) our 

space-based MISO-IMG-LiDAL system is combined with our time domain 

approach of Section V, then the pixels determine the target location in two 

dimensions (ie on the floor) while the time delay between the transmitted pulse 

and the pulse received by the pixel determines the distance of the target. Thus 

this combined system can localise the target in three dimensions while image 

sensors localise targets in two dimensions. 
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7.6 Simulation Setup and Results Discussion 

In this section, The MISO IMG LiDAL system is examined considering the 

three scenarios described in Chapter 6. In addition a performance comparison 

showed between the proposed LiDAL system namely; MIMO LiDAL and MISO 

IMG LiDAL. The three scenarios were; (i) the first scenario establishes the 

baseline, ie the best performance expected in our LiDAL systems. It evaluates 

the performance of our LiDAL systems in an ideal environment where 

obstacles are absent (Room A) with considering continuous motion, where 

pedestrians move continuously. (ii) the second scenario represents a 

challenging localisation setting, this scenario considers a realistic room with 

furniture (realistic environment of Room B). (iii) the third scenario represents 

a harsh localisation environment as adds nomadic motion to the second 

scenario.  

7.6.1 Systems Setup 

In this section we introduce the systems setup and the parameters used. The 

LiDAL systems were evaluated in two types of environments; Room A and 

Room B. For MISO IMG LiDAL, Room A is an empty environment as shown 

Figure 7.13 and Room B is a realistic environment as shown Figure 7.14. For 

MIMO LiDAL, Room A and Room are shown in Figure 6.11 and Figure 6.12. 

Table 7.1 illustrates the simulation parameters used in both LiDAL systems. 

Note that for MISO IMG LiDAL, we considered the simulation flow, key 

parameters (MAPE and DRMSE) and setup of three scenarios (1, 2, 3) as 

discussed in Chapter 6 to establish a fair comparison between the MIMO 

LiDAL and MISO IMG LiDAL systems.  
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Figure 7.13: MISO IMG LiDAL Room A setup in scenario 1. 

 

Figure 7.14: MISO IMG LiDAL Room A setup in scenario 2. 
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Table 7.1: Simulation parameters of LiDAL systems 

Parameters Configurations 

Room A and B  

Length  8m 

Width  4m 

Height  3m 

ρ- ceiling  0.8 

ρ- floor 0.3 

ρ- walls 0.8 

LiDAL Transmitter Units 

locations (x , y, z) (1,1,3), (1,3,3), (1,5,3), (1,7,3) 

(3,1,3), (3,3,3), (3,5,3), (3,7,3)m  

Elevation 900 

Azimuth  0o 

RGB-LDs in each unit 9 (3×3) 

Transmitted optical power per unit  18 W 

Transmitted Pulse width 𝜏 2ns 

RGB-LD semi-angle at half power 
beam width (Φ) 

75o 

MIMO LiDAL Receiver 

Photodetector Area  20 mm2 

Receivers locations Attached with Tx units  

Photodetector Responsivity  0.4 A/W 

Receiver Acceptance Semi-angle 43.8o 

CPC Reflective Index (N) 

TIA Noise Current 

1.7 

2.5 pA/√Hz 

MISO IMG LiDAL Receiver 

Photodetector Area  2cm2 

Receiver location (x , y, z) (2,4,3)m 

Number of pixels 128 

Pixel’s area 1.56 mm2 

TIA Pixel Receiver Noise Current 2.6 pA/√Hz 

Lens FOV 72o 

Time Bin Duration 0.01 ns 

Sampling Time 𝑇𝑠𝑎 0.1ns 

Time Slot Width 𝑇𝑠 2ns 

Listening Time 𝑇 1ms 
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7.6.2 Scenario 1: The Baseline 

Figure 7.15. depicts the counting error, MAPE, of the LiDAL systems tested in 

scenario 1. The best detection results are due to our MISO-IMG-LiDAL 

configuration as can be seen in Figure 7.15. The MAPE associated with  

MISO-IMG-LiDAL with BSM for single target detection is about 0.8% which 

comparable to  𝑃𝑀
𝐵(𝑖𝑚𝑔)

= 0.1 (see Figure 7.6 with 𝑃𝑀
𝐵(𝑖𝑚𝑔) = 1 − 𝑃𝐷

𝐵(𝑖𝑚𝑔)
). The 

MAPE range of MISO-IMG-LiDAL is from 0.8% to 3.5% with BSM, and 0.6% 

to 3% with CCM as seen in Figure 7.15. Compared to the MIMO-LiDAL 

system, the MISO-IMG-LiDAL has better performance due to the ability of the 

latter to use the spatial dimension to resolve the ambiguity of targets (i.e. 

separate the targets using multiple pixels that have distinct narrow optical 

footprints). Due to the spatial resolution of targets, the MISO-IMG-LiDAL 

system has comparable performance under the BSM and the CCM, with a 

slight difference of 0.5% in MAPE where the CCM performs better. This 

increases the probability of error in counting the targets; (ii) with a larger 

number of targets, there is a higher potential for targets to occur either at the 

optical footprint overlap zones of MIMO LiDAL or between up to four pixels in 

the MISO-IMG-LiDAL (see Figure 7.1). These locations are the most 

challenging for the LiDAL localisation systems. 

 

Figure 7.15: MAPE of LiDAL systems with BSM and CCM in empty environment of scenario 1. 
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7.6.3 Scenario 2: Challenging Localisation Environment 

Figure 7.16 presents the MAPE associated with the LiDAL systems for targets 

in scenario 2. One can observe that the MAPE increased significantly for 

MIMO-LiDAL with BSM from its range of 0.5% to 7% in scenario 1 to a new 

range of 6% to 35% in scenario 2. Similarly under MISO-IMG-LiDAL with BSM, 

the MAPE increased from its previous range of 0.3% to 5% in scenario 1, to a 

new range of 5.5% to 22%. The best system in both scenarios is the MISO-

IMG-LiDAL with CCM. This system saw its MAPE increase from a “0.5% to 

3.5%” in scenario 1 to “2% to 12%” in scenario 2 due to the presence of 

obstacles and their associated reflections and due to the reduced residual 

space available for human motion. It is worth noting that the other general 

trends are comparable in the two scenarios, with the MAPE performance 

deteriorating with increase in the number of targets, and improving with the 

use of the imaging system and the CCM. 

 

Figure 7.16: MAPE of LiDAL systems with BSM and CCM in realistic environment of scenario 2. 
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The DRMSE CDF results associated with MISO-IMG-LIDAL and MIMO LiDAL 

in scenarios 1 and 2 are shown in Figure 7.17. It should be observed that 

overall, the DRMSE values in MISO-IMG-LIDAL are smaller than the 

corresponding values in MIMO-LiDAL due to the enhanced resolution of the 

imaging receiver which resolves the target locations spatially into pixels, 

whereas the MIMO-LiDAL system relies on three ranges that have to be 

determined accurately, with the potential for wrong slot errors in the three 

ranges. In the MISO-IMG-LiDAL system, at the 95% confidence interval, 

Figure 7.17, the DRMSE are 0.21m and 0.23m for scenarios 1 and 2 

respectively, whereas the average values of DRMSE are 0.16m and 0.19m 

for scenarios 1 and 2 respectively. The sources of error in MISO-IMG-LiDAL 

are attributed to noise, reflections, and targets random reflection coefficients. 

These sources of error can translate in the worst case into targets appearing 

at the intersection of up to four pixels, or targets assumed to be located at the 

centre of the coverage area of each pixel on the floor when the target may be 

at the edge of the pixel coverage area. 

 

Figure 7.17: CDFs of DRMSE of the proposed LiDAL systems. 
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7.6.4 Scenario 3: Harsh Localisation Environment 

Figure 7.18 and Figure 7.19 shows the MAPE CDF for MISO IMG LiDAL and 

MIMO LiDAL respectively where nomadic behaviour is now considered. The 

MAPE decreases with increase in mobility, ie increase in the MF and also 

decreases with decrease in the number of targets that can cause clutter. The 

most important observation however, is that the MAPE in the MISO IMG 

LiDAL system is much lower than that of the MIMO-LiDAL system. This is 

attributed mainly to the improved ability of the imaging receiver to resolve 

targets in space and subsequently track these targets as the targets move 

from pixel to pixel. This also means that a stationary target that was mobile at 

a previous point in time, continues to be marked as a target in a new pixel. 

This reduces the MAPE by correctly identifying targets from obstacles. For 

example, for MAPE of 20% or less a MF of 0.5 or higher is sufficient. 

 

Figure 7.18: MISO-IMG LiDAL system MAPE CDF for the nomadic targets with different MF. 
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Figure 7.19: CDF of counting MAPE in the MIMO LiDAL system for nomadic targets with 

different MF. 
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7.7 Case Study Setup and Results Discussion 

In this section, we consider a case study where a realistic office environment 

is considered (see Figure 7.14) with pedestrian arrivals, departures, nomadic 

behaviour, pathway mobility and a finite evaluation window of one hour when 

the office is evaluated. In this case we use the better target distinguishing 

method, namely CCM and evaluate both systems: MIMO-LiDAL and MISO-

IMG-LiDAL. 

7.7.1 Case Study Setup 

In this case study, we extend the cases we considered in the three scenarios. 

We build on scenario 3, namely, the case study considers obstacles and 

nomadic behaviour. The case study however extends scenario 3 in a number 

of ways. In particular, we consider (i) arrival and departure processes for 

human targets into and out of the office environment (not considered in 

scenario 3); (ii) obstacles (furniture as in scenario 3); (iii) challenging nomadic 

mobility behaviour, (nomadic pathway mobility (not considered in scenario 3) 

and random walk with nomadic behaviour (this was considered in scenario 

3)); (iv) one hour evaluation period (new in the case study); (v) both MIMO-

LiDAL and MISO-IMG-LiDAL systems with the better CCM for mobile target 

distinguishing. 

The parameters used in the case study are shown in Table 7.2. The arrival 

and departure rates into and out of the office environment are 12 arrivals per 

hour and 14 departures per hour following a Poisson distribution as outlined 

in Chapter 5 (Section 5.4). This leads to an average of 30 minutes spent in 

the environment, with an average of 6 targets present in the environment as 

shown in Chapter 5 (Section 5.4) and in Table 7.2.  

The case study considers both pedestrian targets who move at 1m/s and 

nomadic targets who move at 0.5 m/s – 2 m/s when moving between locations 

of interest as shown in Table 7.2 and in Chapter 5 (Section 5.4). We 

considered 9 locations of interest in the room where the nomadic user spends 

random and uniformly distributed times.  
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Table 7.2: Mobility simulation parameters of the case study 

Parameters Configurations 

Simulation time 𝑇𝑂𝑏 60 min 

LiDAL frame time 𝑇 1ms 

Snapshots per second 5 

Total number of snapshots 𝑛 per 𝑇𝑜𝑏 18000 

Target destinations of interest 𝐿𝐷 9 

Buffering window 1000 snapshots 

Targets mobility behaviour random walk and pathways 

Nomadic target range speed 0.5-2 m/s 

Pedestrian target speed 1 m/s 

Targets arrival rate 𝜆 12 arrivals per hour 

Targets departure rate 𝛾 14 departures per hour 

Expected no. of target per 𝑇𝑂𝑏 6 

 

The simulation time was 𝑇𝑜𝑏 equal to one hour. The LiDAL frame duration is 

1ms where at the start of the frame the LiDAL system, carries out its 

transmissions and measurements as discussed to determine the targets 

locations. LiDAL localisation measurements are not carried out in each LiDAL 

frame, instead in this case study a LiDAL set of measurements is carried out 

every 200 frames, ie every 200ms, leading to 5 snapshot location 

measurements per second as shown in Table 7.2. This leads to a total of 

18000 snapshot measurements in the one hour duration of the case study. 

The nomadic targets have 9 locations of interest in the room and spend 30 

minutes on average in this office environment. The localisation measurements 

are aggregated for the duration of a buffering window (see Table 7.2) and are 

processed in batch mode. This batch processing mode allows the localisation 

process to consider a time span long enough for the nomadic user to start 

moving again. With 30 minutes on average in the office environment, 9 

locations of interest, equally popular with random stay duration per location, 

and with 5 snapshot measurements per second, we considered a buffering 

window of duration equal to 1000 frames to capture the nomadic motion after 

stationary periods as shown in Table 7.2. 
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7.7.2 Targets Following a Pathway Model 

Figure 7.20 presents the CDF of the MAPE associated with counting targets 

for the proposed LiDAL systems when the targets are either pedestrians or 

nomadic targets. Both types of targets move in Figure 7.20 following a 

pathway model as described in Chapter 5. Three key observations can be 

made on the results in Figure 7.20. Firstly, nomadic target behaviour leads to 

higher MAPE when counting the number of targets regardless of type of LiDAL 

type of system used. Secondly, the IMG-LIDAL system performs better than 

the MIMO-LiDAL system due to its improved spatial resolution. Finally, the 

difference in counting MAPE between cases when the targets are pedestrian 

and when they are mobile is smaller when the IMG-LiDAl system is considered 

compared to the MIMO-LiDAl system. This is due to the ability of the tracking 

algorithms to identify targets in pixels and track these targets, labelling them 

as targets even when they are become stationary during their nomadic motion. 

 

Figure 7.20: CDF of counting MAPE of the targets, when the targets move along fixed pathways. 
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In Figure 7.20, the counting error of targets with nomadic behaviour is more 

than the counting errors associated with pedestrian targets with an average 

(at CDF=0.5) MAPE of 28% and 15% for MIMO-LiDAL and MISO-IMG-LiDAL 

systems respectively under nomadic mobility. The average MAPE of 

pedestrian targets in MISO-IMG-LiDAL is 10% while for MIMO-LiDAL is 15%. 

For the 0.9 CDF interval, the MAPE of pedestrian targets is 14% and 11% for 

MIMO-LiDAL and MISO-IMG-LiDAL systems respectively. For nomadic 

targets, the MAPE is 33% and 18% for MIMO-LiDAL and MISO-IMG-LiDAL 

for the 0.9 CDF interval.  

7.7.3 Targets Following a Random Walk Model 

As can be seen in Figure 7.21, the MAPE associated with the number of 

targets with nomadic behaviour detected by the MIMO-LiDAL system 

increased significantly in Figure 7.21 (random walk) with average error of 

38%, compared to 28% in Figure 7.20 (pathway mobility pattern). The 

increase in MAPE under random walk compared to pathway mobility is 

attributed to the nature of the random walk, where the random walk can result 

in (almost locked) mobility in a small geographic region, whereas the pathway 

mobility results in targets covering larger spans in the room and hence the 

detection of such “very” mobile targets improves.  

For the MISO-IMG-LiDAL system with nomadic targets, the average MAPE in 

counting targets is 15% and 16% for pathway mobility and random walk 

mobility respectively. It should be noted that the increase in MAPE in the 

MISO-IMG-LiDAL system when mobility becomes a random walk rather than 

pathway based, is smaller compared to the corresponding increase in MAPE 

when the mobility pattern changes in the MIMO-LiDAL system. This is 

attributed to the ability of the imaging system to detect small movements on 

the detection floor, where each pixel corresponds to 0.5m × 0.5m whereas the 

MIMO-LiDAL coverage is within a circle of radius 1.25m. 
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Figure 7.21: CDF of counting MAPE of the targets, when the targets move following a random 

walk model. 
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7.8 Summary  

In this chapter, we introduced an imaging LiDAL (MISO-IMG-LiDAL) system 

for target localisation. The MISO-IMG-LiDAL system employs an imaging 

detection receiver with multiple VLC transmitters. The MISO-IMG-LiDAL is an 

alternative system design to the MIMO LiDAL which has better performance 

compared to the latter. It makes use of the spatial resolution afforded by the 

multiple pixels of an imaging receiver. We studied and compared the 

performance of our systems (MISO-IMG-LiDAL and MIMO LiDAL) in three 

scenarios and in a case study which progressively test our LiDAL systems.  

In the first scenario, the better target distinguishing method, ie CCM is used. 

The maximum target counting MAPE was reduced from 5.5% to 3.5% when 

the MISO-IMG-LiDAL system is used instead of the MIMO LiDAL system. In 

the second scenario, the maximum target counting MAPE was 16% and 12% 

for the two systems respectively. In terms of localisation errors, in scenario 1, 

the average DRMSE was 0.28m and 0.16m for the MIMO LiDAL system and 

the MISO-IMG-LiDAL system respectively, while or scenario 2 the 

corresponding values were 0.38m and 0.19m respectively. In the third 

scenario, for a MAPE of 20% or less, a MF of 0.5 or higher is sufficient in 

MISO-IMG-LiDAL compared to about MF=0.9 for MIMO LiDAL. Thus the latter 

system needs significantly more mobility to distinguish targets. 

The case study added a number of additional realistic features to the 

environment including arrival rates and departure rates of targets. In the case 

study, the worst performance was obtained by the MIMO LiDAL system with 

nomadic random walk for the targets where the average MAPE associated 

with counting was 38%. In contrast the best system evaluated in this case 

study, ie the MISO-IMG-LiDAL system, when considered with nomadic 

random walk for the targets, reduced the counting MAPE from 38% to 16%. 

The best result for the MISO-IMG-LiDAL system was when the targets were 

pedestrian (continuous motion) pathway targets, and here the counting MAPE 

was 10%.
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Chapter 8                 

Conclusions and Future Work 

This thesis presented the first study, to the best of our knowledge, of light used 

in a ‘radar’ fashion for people localisation in indoor environments where visible 

light communication (VLC) and optical wireless communication may be 

present and in use. Our LiDAL systems can be used to count and localise 

people in indoor environments, and as such the LiDAL systems introduced 

can find application in a wide range of areas from security and safety to crowd 

management and marketing.  

We introduced models for the indoor environment and for the human body, 

the materials used indoor and their reflection coefficients as well as the 

reflection coefficients of different forms of clothing taking into account colours 

and textures of clothing. 

We introduced for the first time monostatic and bistatic optical indoor ‘radar’ 

configurations. Our resulting LiDAL systems provide coverage of the indoor 

environment through the use of multiple transmitters. The transmitters have 

broad beams for illumination, however we use relatively narrow FOV receivers 

to define optical target detection zones on the floor. This is very compatible 

with VLC systems where multiple light engines are used to illuminate the 

indoor environment. These light VLC sources can also act as our LiDAL 

transmitters. Humans located in the optical zones reflect the incident optical 

pulses, thus allowing optical receivers collocated with the transmitters in 

bistatic or monostatic configurations to detect the reflected pulses. Each 

optical zone is defined by the receiver FOV. We therefore developed models 

for the LiDAL systems range, namely the horizontal distance covered by each 

receiver / optical zone. We modelled the optical channel and estimated the 

receiver bandwidth needed and developed models for the spatial resolution 

that can be achieved with a given optical pulse duration. Based on indoor 
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human occupancy, we concluded that the minimum human to human 

separation is typically more than 30cm even in meeting rooms and thus 

determined the LiDAL pulse duration needed as 2ns. 

We identified the forms of target ambiguity that can occur in our LiDAL 

systems given that the target (human) has to be on the detection floor of the 

room and hence determined the number of anchors (light sources / light 

engines) needed concluding that three such anchors are needed for three 

dimensional localisation.  

We developed models for the sources of randomness in our LiDAL 

environment considering randomness due to the random nature of the 

reflection factor of humans (random colour and texture of clothing), the 

variable cross section of the target (human) which depends on human 

orientation with respect to the light source; and finally randomness due to 

receiver noise and background noise.  

We derived optimum Bayes receiver structures based on the signal and noise 

models, considering and interpreting the priors associated with target 

presence and absence and the costs associated with correct decisions and 

the costs associated with wrong decisions together with the forms of decision 

errors. To simplify the receiver design, we derived a sub-optimum receiver 

structure that uses two thresholds for detection thus eliminating the need for 

exhaustive search and quantified the complexity reduction and the sacrifice in 

performance. 

To distinguish reflections due to furniture from reflections attributed to the 

human targets, we used human mobility as the discriminator. We introduced 

two methods that use human motion to distinguish human targets from 

furniture; namely the background subtraction method (BSM) and the cross 

correlation method (CCM). We integrated both methods in the receiver 

designs developed. 

To enable the evaluation of our LiDAL systems in a realistic environment, we 

furthermore developed models for human motion in the indoor environment of 

interest. In particular, we developed a directed random walk with obstacle 
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avoidance mobility model and a pathway mobility model. Both models are 

based on Markov chains. 

We introduced two LiDAL system configurations for target localisation, a 

MIMO LiDAL system which has multiple transmitters (can be the same 

transmitters as the VLC transmitters, with MAC which we outlined) and 

multiple collocated receivers, with each receiver having a single photodiode. 

An improved alternative system design, MISO-IMG-LiDAL, was introduced 

making use of the spatial resolution afforded by the multiple pixels of an 

imaging receiver. 

We studied the performance of our systems in three scenarios and in a case 

study which progressively test our LiDAL systems. The first scenario is a 

baseline system that produces the best performance possible. This scenario 

has an empty room with no obstacles (furniture) which reduces the localisation 

errors and has continuous human (pedestrian) motion which helps distinguish 

humans. When the better target distinguishing method, ie CCM, is used the 

maximum target counting MAPE was reduced from 5.5% to 3.5% when the 

MISO-IMG-LiDAL system is used instead of the MIMO LiDAL system. The 

maximum MAPE occurs at maximum number of targets, which was 15 human 

targets in our 8m×4m×3m room. 

In the second scenario, obstacles (furniture) are introduced, however the 

environment has continuous pedestrian motion. Here the maximum target 

counting MAPE was reduced from 16% to 12% for the two systems 

respectively. 

In terms of localisation errors, in scenario 1, the average DRMSE was 0.28m 

and 0.16m for the MIMO LiDAL system and the MISO-IMG-LiDAL system 

respectively, while for scenario 2 the corresponding values were 0.38m and 

0.19m respectively. 

The third scenario is more challenging, with obstacles (furniture) present in 

the room and with targets moving in a nomadic fashion rendering the target 

distinguishing task harder. We defined a target mobility factor (MF), with MF=1 

representing a fully mobile target and MF=0 being the extreme end of nomadic 

behaviour (fully stationary target). It is worth observing that a MPAE of 20% 
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or less is only achieved in the MIMO LiDAL system for mobility levels that 

correspond to MF approaching one. The MISO-IMG-LiDAL system offered 

improved performance in scenario 3 compared to the MIMO LiDAL system 

due to the ability of the imaging receiver to track a human target that then 

becomes stationary, but is still marked as a human target. For example, for 

MAPE of 20% or less a MF of 0.5 or higher is sufficient in MISO-IMG-LiDAL.  

The case study added a number of additional realistic features to the 

environment including arrival rates and departure rates of targets (humans) 

and hence finite time spent per target in the environment, as well as more 

realistic directed pathways mobility with nomadic motion or pedestrian motion 

(continuous motion). This more challenging environment resulted in increased 

localisation and counting errors. For example, the worst performance was 

observed in the MIMO LiDAL system with nomadic random walk for the targets 

where the average MAPE associated with counting was 38%. In contrast the 

best system evaluated in this case study, ie the MISO-IMG-LiDAL system with 

nomadic random walk, reduced the counting MAPE from 38% to 16%. The 

best result for the MISO-IMG-LiDAL system was when the targets were 

pedestrian (continuous motion) pathway targets, and here the counting MAPE 

was 10%. In all three scenarios and case study, the presence of additional 

targets in the room increases the amount of reflections, hence the LiDAL 

clutter and hence leads to worse MAPE and DRMSE performance. 

The best performance for our LiDAL systems was obtained when an ANN with 

forward backward propagation was used for target detection. The MIMO-

LiDAL system with ANN in scenario 2 reduced the counting MAPE to 2% from 

the 16% associated with the MIMO-LiDAL system. In the MISO-IMG-LiDAL 

system the use of the ANN reduced the counting MAPE from 12% to 

approximately 1%. Furthermore, we studied the impact of training the ANN on 

a given room, and subsequently changing the furniture locations in the room. 

In a monostatic configuration with a single target, the counting MAPE was 

below 11% for up to 40% change in the room furniture locations showing high 

ANN robustness. For furniture location changes beyond 40%, the CCM 

performs better than ANN as it is able to adapt to the new furniture locations, 

unlike the ANN which is pre-trained. It is highly likely though that typical 
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changes in room furniture locations will be below 40%, and if above this level, 

the ANN can include new self-training routines. 

We can draw a conclusion that the LiDAL system is suitable for people 

counting applications more than security application due to a high false alarm 

and misdetection probabilities which require a highly reliable and complicated 

detection systems such an IR laser beam and video cameras. In addition, the 

LiDAL system does not support people tracking and identification as the 

reflected light signals from multiple targets are similar in nature. 

The LiDAL system may suffer from a high pathless attenuation due to the 

weak received reflected signal from the target. For instance, the results show 

a significant path loss attenuation of 82.5 dB for a target located with a 1.25m 

range from the bistatic LiDAL system. Also, the best LiDAL system, the 

imaging LiDAL system, the configuration of the imaging receiver with a few 

numbers of pixels is complicated and costly to be implemented practically. 

Furthermore, the VLC transmitter (used for illumination, communication then 

for LiDAL) doesn’t support very narrow optical beam width to improve the 

detection as compared to RF radar detection systems.  

In particular dense target wise indoor environments similar to scenario 2 and 

3, the performance of proposed target distinguishing methods may be 

degraded due to limited space available for targets to move, hence the 

probability target detection will decrease which can significantly impact the 

performance of the MIMO LiDAL system. However, for MISO-IMG- LiDAL this 

issue can have less impact on the system performance due to the advantage 

of target marking and tracking inside the detection floor in the MISO-IMG-

LiDAL system.  

Future areas of work can include:  

(i) Consideration of MIMO-IMG-LiDAL where an imaging receiver is used with 

each light source instead of our MISO-IMG-LiDAL which uses a single imaging 

receiver in the entire room. This can lead to improved performance in terms 

of people detection and localization which enable the MIMO-IMG-LiDAL to 

separate the target in the space domain with range resolution. Also, MIMO-

IMG-LiDAL will minimise the interference results from reflections from the 
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background obstacles) which can lead to improvement in the performance of 

the distinguishing methods such as the BSM. 

 (ii) The ANN can be trained as an additional/alternative mobility distinguishing 

method instead of our BSM and CCM. Based on our observations in the LiDAL 

systems in Chapters 6 and 7, the received reflected signals in the time domain 

have different patterns corresponding to the number of targets and their 

locations in an indoor environment. The indoor environment with obstacles 

(furniture) appears as a set of patterns in the time domain when the 

transmitted optical signals are reflected from objects in MIMO LiDAL systems. 

The patterns appear in the spatial domain in the imaging receiver pixels in 

MISO IMG LIDAL systems. When targets enter the environment, they 

add/change the time and space patterns in the room. Therefore, a trained 

neural network that has the ability to classify and recognise the received signal 

patterns can distinguish the targets from the background obstacles in a 

realistic environment. Training the neural network to recognize a target from 

any other obstacle based on the target reflection response by decomposing 

the reflected received signal to identify the target’s reflection signature. This 

method can be more reliable to detect targets at any dynamic environment 

without retraining the neural network.    

(iii) The time domain can be introduced through pulses and snapshots and 

used with the spatial domain in the imaging receiver to determine the target 

location in the third dimension, ie not only the pixel or two-dimensional location 

of the target on the floor, but also the height of the target. Where The 

performance of the continuous snapshots measurements to detect the 

presence of the target (with MISO and MIMO imaging LiDAL) can also be 

enhanced using a neural network. A trained neural network compares the 

snapshots to identify the targets by monitoring the change inside the 

environment in the space domain. 

(iv) Passive LiDAL structures can be designed where the visible light 

communication signals reflected from targets (humans) are observed and 

measured to determine the target locations. In this system, the target 

detection relies on the observed changes in the received signal from the VLC 
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system. In other words, passive LiDAL makes use of the transmitted VLC 

signals for data communication in order to detect and distinguish the target 

presence.  

(v) The LiDAL localisation information can be used to aid the VLC system, for 

example in terms of improved handovers through mobility direction and speed 

prediction.  

(vi)  The LiDAL can be used for improved resource allocation in VLC systems 

by knowing the locations of users hence steering beams or allocating 

resources (wavelengths, time slots, transmitters etc) to reduce interference. 
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Appendix A 

 

A.1 Simulation results of VLC system originally reported in [A1] 

 

 

Figure A1.1: Distribution of horizontal illumination at the communication 

plane 

(0.85m) in room with dimensions of 5 m × 5 m × 3 m. 

 

Figure A1.2: Impulse response at 0.01m, 0.01m, 0.85m in room with 

dimensions of 5 m × 5 m × 3 m. 
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A.2 Simulation results of VLC system originally reported in [A2] 

 

Figure A 2.1: Impulse response of wide FOV receiver at x=2m, y=4m, z =1m 
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Figure A 2.2: frequency response of wide FOV receiver at x=2m, y=4m, z 

=1m 
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A.3 Simulation results of OW system originally reported in [A3]  

 

 

Figure A 3.1: Impulse response of of CDS system with receiver at x=1m, 

y=1m, z =1m 

 

Figure A 3.2: Delay spread of CDS system with receiver at x=1m 
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Figure A 3.3: Delay spread of CDS system with receiver at x=2m 

 

 

Figure A 3.4: SNR of CDS system with receiver at x=1m. 
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Figure A 3.5: SNR of CDS system with receiver at x=2m. 
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A.4 Simulation results of OW system originally reported in [A4]  

 

Figure A 4.1: Impulse response of of LSMS system with receiver at x=1m, 

y=1m, z =1m 

 

Figure A 4.2: Delay spread of LSMS system with receiver at x=1m 

0 20 40 60 80
0

0.2

0.4

0.6

0.8

1

1.2
x 10

-6

Time (ns)

P
o
w

e
r 

(W
)

 

 

Wide-FOV Receiver

ADR Receiver

1 2 3 4 5 6 7
0

0.5

1

1.5

Y(m)

T
im

e
 (

n
s
)

 

 

Wide-FOV Receiver

ADR Receiver



 

229 

 

 

Figure A 4.3: Delay spread of LSMS system with receiver at x=2m 

 

Figure A 4.4: SNR of LSMS system with receiver at x=1m 
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Figure A 4.5: SNR of LSMS system with receiver at x=2m 
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Appendix B  

 

Convolution of Gaussian Random 

Variables 

  

Let: 𝜎1 = 𝜎𝑛 and 𝜎2 = 𝜎𝑠 

𝑓(𝑥) =
1

√2𝜋𝜎1
𝑒
−(

𝑥2

2𝜎12
)
                                                         (𝐴. 1) 

And: 

𝑔(𝑥) =
1

√2𝜋𝜎2
𝑒
−(
(𝑥−𝜇)2

2𝜎22
)
                                                         (𝐴. 2) 

𝐹(𝑥) = 𝑓(𝑥)⨂𝑔(𝑥) = ∫ 𝑓(𝑥 − 𝑧)𝑔(𝑧) 𝑑𝑧
∞

−∞

                                           (𝐴. 3) 

Substituting (A.1) and (A3) into (A.3), we get:  

𝐹(𝑥) =
1

2𝜋𝜎1𝜎2
∫ 𝑒

−
(𝜎2

2(𝑥−𝑧)2+𝜎1
2(𝑧−𝜇)2)

2𝜎12𝜎22
∞

−∞

 𝑑𝑧                               (𝐴. 4) 

 

𝐹(𝑥) =
1

2𝜋𝜎1𝜎2
∫ 𝑒

−
(𝜎2

2(𝑥2−2𝑥𝑧+𝑧2)
 
+𝜎1

2(𝑧2−2𝜇𝑧+𝜇2) )

2𝜎12𝜎22
∞

−∞

 𝑑𝑧                               (𝐴. 5) 

𝐹(𝑥)

=
1

2𝜋𝜎1𝜎2
∫ 𝑒

−
(𝑧2(𝜎2

2+𝜎1
2)
 
−2𝑧(𝜎2

2𝑥+𝜎1
2𝜇)

 
+𝜎2

2𝑥2+𝜎1
2𝜇2)

2𝜎12𝜎22
∞

−∞

 𝑑𝑧                               (𝐴. 6) 
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Let 𝜎 
2 = 𝜎2

2 + 𝜎1
2 and dividing (A.6) by 𝜎 

2, we get:  

𝐹(𝑥) =
1

2𝜋𝜎1𝜎2
∫ 𝑒

−

(𝑧2−(2𝑧
(𝜎2

2𝑥+𝜎1
2𝜇)

𝜎 2

 

)+(
𝜎2
2𝑥2+𝜎1

2𝜇2

𝜎 2
))

2𝜎12𝜎22

𝜎 2
∞

−∞

 𝑑𝑧                      (𝐴. 7) 

Adding and subtracting  (
(𝜎2

2𝑥+𝜎1
2𝜇)

𝜎 2
)
2

to the numerator of (A.7), we 

get: 

  𝐹(𝑥) =

1

2𝜋𝜎1𝜎2
∫ 𝑒

−

(𝑧2−(2𝑧
(𝜎2

2𝑥+𝜎1
2𝜇)

𝜎 2

 

)−(
(𝜎2

2𝑥+𝜎1
2𝜇)

𝜎 2
)

2

+(
(𝜎2

2𝑥+𝜎1
2𝜇)

𝜎 2
)

2

+(
𝜎2
2𝑥2+𝜎1

2𝜇2

𝜎 2
))

2𝜎1
2𝜎2

2

𝜎 
2∞

−∞
𝑑𝑧 

(A.8) 

𝐹(𝑥)

=
1
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∫ 𝑒
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2
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2𝜇)

𝜎 2
)

2
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     (𝐴. 9) 
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Let 𝜎𝑧 = (
𝜎1𝜎2

𝜎 
) and 𝜇𝑧 = (

(𝜎2
2𝑥+𝜎1

2𝜇)

𝜎 2
) and multiplying (A.9) by 

𝜎𝑧

𝜎𝑧
, we 

get :  

=

(

 
 
 
 
 

𝜎𝑧
𝑒

−

(

 
 
(
𝜎2
2𝑥2+𝜎1

2𝜇2

𝜎 2
)−(

(𝜎2
2𝑥+𝜎1
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)

2
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−
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∞
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) (𝐴. 10) 

The integral of term 
1

√2𝜋 𝜎𝑧
∫ 𝑒

−
((𝑧 −𝜇𝑧)

2)

2𝜎𝑧
2  

𝑑𝑧
∞

−∞
= 1. Thus (A.10) can be 

written as:  

=
1

√2𝜋𝜎 

(

 
 
 
 

𝑒

−

(

 
 
(
𝜎2
2𝑥2+𝜎1
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𝜎 2
)−(
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2𝑥+𝜎1

2𝜇)

𝜎 2
)

2

2𝜎12𝜎22

𝜎 2 )

 
 

)

 
 
 
 

                              (𝐴. 11) 

 

Dividing the numerator and denominator of the exponential term of (A.11) by 

𝜎4 , we get:  

𝐹(𝑥) =
1

√2𝜋𝜎 
(𝑒

−(
𝜎 
2(𝜎2

2𝑥2+𝜎1
2𝜇2)−(𝜎2

2𝑥+𝜎1
2𝜇)

2

2𝜎 2𝜎22𝜎12
)

)                              (𝐴. 11) 

Simplifying (A.11) and substituting 𝜎 
2 = 𝜎2

2 + 𝜎1
2 resulting in:  

𝐹(𝑥) =
1

√2𝜋 √𝜎22 + 𝜎12
(𝑒

(
𝑥2−2𝜇+𝜇2

2(𝜎22+𝜎12)
)
)                                      (𝐴. 12) 
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1
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−(
(𝑥−𝜇)2

2(𝜎22+𝜎12)
)
)                                      (𝐴. 13) 


