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Abstract

In a bid to meet the latest government regulations on pollution, and consumer de-
mands, engine manufacturers are continually looking at new combustion strategies
that consume less fuel, produce fewer emissions or improve engine thermal effi-
ciency. The automotive industry are also looking to reduce production and design
costs. Computational models save prototyping costs in drafting, manufacturing and
assembly of parts, as well as eliminating the time taken to produce these prototypes.

One possible combustion strategy to meet these demands is fuel stratification
where the fuel-air mixture is not perfectly mixed, leaving a fuel rich zone near the
spark and a fuel lean zone near the cylinder walls. Combustion of a spatially and
temporally varying equivalence ratio has been modelled using the Leeds Univer-
sity Spark Ignition Engine (LUSIE) quasi-dimensional thermodynamic code. The
radially varying equivalence ratio was informed by distributions found within the
literature. New sub-models that simulate the effect of burnt gas expansion and tur-
bulent mixing on the initial equivalence ratio distribution have been integrated into
the combustion code. The stratified fuel model was validated against experimental
engine data, showing reasonable agreement for both the pressure trace and heat re-
lease profile. Further simulations investigated the effect of increasing stratification
and centrally lean fuel with a rich zone near the walls. Qualitative trends from these
studies agree with the literature, increasing model validity.

A second strategy to be employed is the recirculation of cooled exhaust gas
(EGR) into the cylinder. Compared here is the accuracy of EGR correction factors
under engine conditions. The effect of EGR on the laminar burning velocity has been
determined from engine data using the Leeds University Spark Ignition Engine Data
Analysis (LUSIEDA) reverse thermodynamic code. The engine data ranges from 5-
25% EGR with the spark advance and intake pressure altered to maintain a constant
engine load. A correlation is suggested for how the laminar burning velocity reduces
with increasing EGR, based on experimental data. Existing correlations along with
that found in this study were implemented into the predictive LUSIE with the
resulting predictions compared against measurements. The correlation suggested
here is in good agreement over the entire experimental range, providing the best
fit to engine data under a number of running conditions when compared to models
from the literature.
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Chapter 1

Introduction

1.1 Introduction

Spark ignition engines are extremely versatile and are used in numerous applications,
from two-stroke engines in scooters, motorbikes (older models) and lawnmowers,
to four-stroke engines in cars and light aircraft. The number of vehicles on the
road is continuously growing with the total licensed vehicles on the road in the UK
increasing by an average of 650,000 a year between 2012 and 2015 (Department for
Transport [2016]). Coupled with the decrease in the availability and sustainability
of fossil fuels, government legislation on controlling emissions is becoming ever more
stringent.

Computational modelling looks a promising technique in the development of
Internal Combustion Engines (ICEs) allowing for a reduction in the number of pro-
totypes manufactured, thus lowering cost. Two common methods of numerical en-
gine modelling are: Computational Fluid Dynamics (CFD) and Thermodynamic
quasi-dimensional modelling. CFD solves fluid dynamic equations and can resolve
engine processes in 3-D. The thermodynamic code solves thermodynamic relations
and utilises burning velocity correlations to compute combustion. The thermody-
namic model typically resolves the flame radius at a given time step but does not
fully resolve in 3-D. While the spatial resolution is reduced for the quasi-dimensional
model the computational power needed is greatly reduced with typical computation
times measured in seconds and minutes as opposed to hours, days or even weeks for
the CFD case.

The latest European regulations (EURO VI) came into effect in 2014, with the

1
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primary focus to reduce nitrogen oxide (NOx) emissions, albeit in Diesel engines.
While NOx limits may not have changed from EURO V to EURO VI for gasoline
engines, NOx emissions still remain a hurdle when looking to improve thermal effi-
ciency of the engine and prevent the use of a lean-burn strategy. The introduction
of cooled exhaust gas into the combustion chamber has proven to be an effective
strategy in NOx reduction (Takaki et al. [2014], Kumano and Yamaoka [2014], Alger
et al. [2011]) while increasing the ratio of specific heats and thus thermal efficiency
of the engine. The cooled EGR leads to a reduction in the laminar burning veloc-
ity. For computer simulations of combustion engines the EGR is modelled using a
correction factor that reduces the laminar burning velocity with increasing EGR.
Multiple examples of these correction factors exist however none have been derived
directly from an engine. Currently, to the best of the author’s knowledge, no work
exists that compares these models in terms of their accuracy under engine condi-
tions. Therefore, it is not clear which models are useful to simulate the effect of
EGR on combustion in SI engines or whether any of them are predictive at all.

Another promising engine strategy at low speeds and low loads is to operate with
a stratified charge as opposed to the ‘traditional’ homogeneous charge. Benefits of
utilising a stratified charge include reduced pumping losses due to unthrottled part-
load operation, decreased heat loss to cylinder walls and an increase in compression
ratio due to lower end gas temperatures associated with stratified combustion (Zhao
et al. [1999]).

1.2 Scope of the current work

The scope of the current work was to develop new simulation techniques to model
EGR and stratified combustion and then integrate these models into a quasi-dimensional
thermodynamic predictive code known as the Leeds University Spark Ignition Engine
(LUSIE) code to predict the modern combustion strategies introduced in section 1.1.
The pre-existing homogeneous combustion code, which has been validated numer-
ous times under these conditions, is extended to now predict the entire engine map.
This includes additional sub-models to account for the stratified mode of operation
and an updated correlation for the effect of EGR on SI engine combustion. The
performance of these models is typically evaluated for the in-cylinder pressure data,
and mass fraction burned profile. Finally conclusions are drawn from the research
and provide a direction for future work.
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1.2.1 Novel contributions

The most important novel aspects of this work can be identified as:

• Conception of a method to determine the EGR correction factor, which is
associated with the laminar burning velocity, using engine pressure trace data
and a reverse thermodynamic code. The correlation found is, to the author’s
knowledge, the only case derived directly from engine data.

• Identifying which EGR correction factors from the literature are capable of
predicting accurate engine pressure trace data (if any) at various engine speed/
load conditions with EGR rates from 5-25% compared.

• Derivation of the model constant Cut for the Zimont-Lipatnikov turbulent
burning velocity model using the U/K turbulent burning velocity correlation

• Validation of a quasi-dimensional fuel model against experimental engine data.
The model includes a burned gas expansion for a spherically propagating flame
and turbulent mixing model simulating the temporal change in an initial equiv-
alence ratio distribution.

1.3 Thesis Outline

• Chapter 2 - In this chapter an extended review into turbulence, combustion
and two engine strategies of interest is undertaken. Statements made on these
topics have been supported by peer-reviewed publications. Work has been crit-
ically reviewed and any issues with studies from the literature are highlighted.
The engine strategies of interest are the stratified charge operating mode and
the effects on combustion when introducing cool recirculated exhaust gas into
the cylinder. These strategies, being the focus of the work presented here, are
discussed in depth.

• Chapter 3 - The predictive SI engine combustion code and the reverse ther-
modynamic analysis code are introduced and described in detail. The chapter
includes a description of the quasi-dimensional zonal models, turbulent and
laminar burning velocity sub-models, heat-transfer and blow-by. The inclusion
of turbulence into a quasi-dimensional model is discussed. The single-cylinder
research engine used to carry out experimental work for model validation pur-
poses is also introduced.
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• Chapter 4 - The focus of this chapter is the effect of exhaust gas recirculation on
SI engine combustion. The chapter describes the novel method of determining
an EGR correction factor to the laminar burning velocity from engine data.
The correlation from engine data is then compared to correlations found in
the literature. These correlations are compared to experimental pressure data
under a number of engine speed/load conditions to determine the predictability
of each model.

• Chapter 5 - A quasi-dimensional thermodynamic model is extended to include
the stratified charge operating range. The stratified charge model is incor-
porated through the use of a radially varying equivalence ratio. The effect
of burned gas expansion and turbulent mixing alter the profile in time. The
quasi-dimensional model is validated against experimental engine data for the
pressure trace and heat release. A parametric study into changing the equiv-
alence ratio profile is also described.

• Chapter 6 - Important conclusions drawn from the investigations into EGR
correction factors (Chapter 4) and stratified fuel modelling (Chapter 5) are
stated in this chapter. Suggestions for future work to improve the combustion
codes, as well as further general combustion research are put forward.



Chapter 2

Spark Ignition Engines

2.1 Overview

Spark ignition (SI) engines use a spark, that is generated using a spark plug, to
ignite the unburned mixture in the engine, converting the chemical energy of the
fuel into useful work through an exothermic reaction known as combustion. The
reciprocating piston engine is the dominant SI engine design and is the focus of the
work presented in this thesis.

The reciprocating piston engine can use a four stroke cycle, where each engine
cycle comprises of:

• Intake - Air is inducted into the cylinder through intake valves as the pis-
ton moves from top dead centre (TDC), where the cylinder volume is at its
minimum, to bottom dead centre (BDC), where the cylinder volume is at its
maximum. The induction of fresh gas creates in-cylinder turbulence motion.

• Compression - The compression stroke starts when both valves are closed
and the cylinder is compressed to a small fraction of its total volume. The
in-cylinder volume decrease leads to an increase of in-cylinder pressure. When
the compression stroke approaches TDC combustion is initiated and the in-
cylinder pressure increases more rapidly.

• Expansion - The expansion stroke starts at TDC, where the high pressure
and high temperature gas pushes the piston down forcing the crank to rotate.
As the piston approaches BDC the exhaust valve is opened.

• Exhaust - The exhaust stroke starts at BDC and moves to TDC. The increase

5
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of in-cylinder pressure forces mass to flow through the open exhaust valve into
the low pressure exhaust manifold. As the piston approaches TDC the cycle
restarts.

This study focuses on the closed part of the engine cycle, neglecting to model
the intricate intake and exhaust processes, which are accounted for when setting
initial boundary conditions. The thermodynamic effects of isentropic compres-
sion/expansion of a gas within the engine can be simply calculated from the first
law of thermodynamics, for a perfect gas, by (Adkins [1987]):

PV γ = Constant (2.1a)

TV γ−1 = Constant (2.1b)

where P is pressure, V is volume, T is temperature and γ is the specific heat at
constant pressure, cP , divided by the specific heat at constant volume, cV .

γ =
cP
cV

(2.2)

While the ideal gas law breaks down at high pressures, any possible invalidity in
assuming an ideal gas under engine conditions is countered by the high temperatures
associated with combustion (Verhelst and Sheppard [2009]).

The indicating diagram describes the change in in-cylinder pressure w.r.t vol-
ume, from which the Gross Mean Effective Pressure (GMEP) can be calculated by:∫ 180°

−180°

P dV

Vd
(2.3)

where Vd is the displaced volume. An indicating diagram for 300 firing cycles is
shown in Figure 2.1, where the sharp increase in pressure in the indicating diagram
is due to heat release from combustion, with the steady pressure rise/decline due to
compression/expansion effects of the gas respectively. It is therefore the combustion
process that is the defining performance parameter of any spark ignition internal
combustion engine (ICE).
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Figure 2.1: Indicating diagram for a Jaguar Land Rover Single Cylinder Research
Engine at 2000 rpm and wide open throttle. With regards to valve timings the
intake valve opened at 344° bTDC and closed at 90° bTDC with the exhaust valve
opening at 134° aTDC and closing at 347° bTDC.

2.2 Turbulence in SI engines

Turbulent motion in a fluid flow was defined by Bradshaw [1971] as:

“Turbulence is a three dimensional time dependent motion in which vortex stretch-
ing causes velocity fluctuations to spread to all wavelengths between a maximum de-
termined by the boundary conditions of the flow and minimum determined by viscous
forces. It is the usual state of fluid motion except at low Reynolds numbers”.

The Reynolds number is a dimensionless quantity which compares inertial to vis-
cous forces:

Re =
u′L

ν
(2.4)
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where u′ is the turbulent root mean squared (RMS) velocity, L is the integral
length scale of turbulence and ν is the kinematic viscosity. A high Reynolds number
indicates that a flow is turbulent, whereas a low Reynolds number indicates a lam-
inar flow. The majority of the in-cylinder turbulence found in an SI engine comes
from the intake flow (Tabaczynski [1976]). Knowledge of turbulence is required to
understand the concepts of turbulent combustion that occurs within reciprocating
internal combustion engines.

Turbulence can be described as homogeneous when the mean properties of the
flow are spatially uniform and are statistically equivalent to measures taken at other
positions. Isotropic turbulence is where the flow has no preferential direction. This
means that measurements taken using from one probe orientation are statistically
the same when taken from another orientation. Due to the stochastic nature of
turbulence, statistical analysis is required to describe the complexity of turbulence
problems.

This section outlines turbulence parameters that are important for turbulent
combustion such as turbulence velocity and length scales. It also introduces the bulk
motions that occur within engines and why these bulk flows offer various advantages
to engine designers.

2.2.1 Turbulent velocity

The turbulent velocity can be thought of as a mean flow velocity and an instanta-
neous statistically varying turbulent velocity. The two are related via the Reynolds
decomposition (Heywood [1988]):

U(t) = Ū(t) + u(t) (2.5)

For a steady flow, Ū is time independent and can be described by:

Ū = lim
τ→∞

1

τ

∫ t0+τ

t0

U dt (2.6)

The fluctuating velocity, u, is defined by a Root Mean Squared (RMS) value:

u′ = lim
τ→∞

[
1

τ

∫ t0+τ

t0

(U2 − Ū2)dt]
1
2 (2.7)

The “turbulence intensity” is defined as u′/Ū , however for cases in which the mean
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flow velocity is zero it is typical for the turbulence intensity to be simply given by
u′. Essentially u′ can be thought of as the standard deviation of the fluctuations
around the mean. The Reynolds decomposition of a Eulerian turbulent velocity
measurement is shown schematically in Figure 2.2.

Figure 2.2: Reynolds decomposition for time-dependent flow, reproduced from Ling
[2014].

In an engine the turbulence velocity is dependent upon the crank angle and the
cycle number and is a measure of the turbulent velocity at some point in the com-
bustion chamber. Eq. (2.5) is modified to correspond to the Reynolds decomposition
found within an internal combustion engine (ICE):

U(θ, i) = Ū(θ) + u(θ, i) (2.8)

where θ is the crank angle and i is the cycle number. Large scale flow structures have
been found to be present for each cycle. The ensemble average mean velocity, ŪEA,
represents the “bulk” flow present in the combustion chamber and is calculated by:

ŪEA =
1

N

N∑
i=1

U(θ, i) (2.9)

where N is the number of cycles used in the averaging. Hussin [2012] investigated
the number of cycles required to determine a u′ value, where it was concluded that
N ≥ Engine speed (rpm)/7.5 gives a good statistical sample.



Chapter 2 10 Spark Ignition Engines

2.2.2 Turbulent kinetic energy

The specific turbulent kinetic energy, k, is another important parameter when study-
ing turbulence. For a 3-D flow field the turbulent kinetic energy can be expressed as:

k =
1

2

(
u′2x + u′2y + u′2z

)
(2.10)

For the case of isotropic turbulence, which is often assumed for engines, the turbu-
lent kinetic energy is reduced to:

k =
3

2
u′2 (2.11)

Conway [2013], who looked to implement a 0-D k-ε model into LUSIE, where ε is
the kinetic energy dissipation, states that from a modelling perspective it is the tur-
bulent kinetic energy that is predicted before being converted into turbulent RMS
velocity:

u′ =

√
2

3
k (2.12)

The in-cylinder turbulence is largely driven by the intake of air through the inlet
valve. Once the inlet valve is closed the turbulent kinetic energy starts to dissipate
due to the lack of driving force1 (Tennekes and Lumley [1972]). The dissipation of
turbulent kinetic energy is given by:

ε = u′3/L. (2.13)

Three key implications of Eq. (2.13) are:

• The dissipation rate is controlled by the largest eddy scales only

• The rate of dissipation is independent of viscosity

• The rate of dissipation is proportional to the kinetic energy, k.

Although a 0-D model has been incorporated into LUSIE, the k-ε (and some
variations upon the original) is a common technique used for engine turbulence
modelling using 3-D CFD (Payri et al. [2004], Rakopoulos et al. [2010], Roberts
et al. [2018]). The 0-D case has recently been extended in the study by Bozza et al.

1While the turbulence does gerenally dissipate throughout the cycle it is not unusual to see an
increase in turbulent kinetic energy as the cylinder approaches TDC, due to piston motion.
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[2018a] and Bozza et al. [2018b] in an aim to account for the turbulent bulk motion
of tumble (see section 2.2.4) within the cylinder.

2.2.3 Turbulent scales in engines

Three scales are typically used to characterise the size of the eddies in turbulent
flow: the integral length scale, L, the Taylor scale, λ and the Kolmogorov scale, η.
The scales have no precise numbers to define them as the scales can vary hugely
depending on the application, instead they characterise orders of magnitude. The
length scale of turbulence can be thought of as the diameter of a given eddy.

The largest eddy length/time scale, also known as the integral scale, can be de-
rived using an autocorrelation function. The concept of autocorrelation is based on
taking the product of u(x)u(x+ r) at increasing values of r. If the product remains
almost constant as r is increased then u is said to correlate well with itself. The
distance over which u correlates well with itself is then a measure of the largest
eddies in the flow field. Typically a normalised autocorrelation function is used:

R(r) =
u(x)u(x+ r)

u′2
(2.14)

The area under an autocorrelation function R(r) gives an indication of the char-
acteristic size of the energy containing eddies within a flow (Tennekes and Lumley
[1972]). This is known as the integral scale.

L =

∫ ∞
0

R(r) dr (2.15)

The normalised autocorrelation function may be either longitudinal or transverse
depending upon the vector orientation of u and r. This difference is presented in
Figure 2.3.

The longitudinal and transverse integral length scales, for homogeneous and
isotropic flow, are related by (Hinze [1959]):

LL = 2LT (2.16)

The autocorrelation function can also be expressed temporally, where the turbulent
velocity is measured at two points in time:
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Figure 2.3: Transversal and longitudinal spatial velocity correlations. The arrows
represent the vector orientation of u.

R(t) =
u(t0)u(t0 + t)

u′2
(2.17)

where t0 is the initial point in time. From this the integral time scale, τL can be
calculated:

τL =

∫ t=∞

t=0

R(t) dt (2.18)

The integral length scale can therefore be related to the integral time scale by:

L = u′ τL (2.19)

The Kolmogorov length scale is that of the smallest dissipative eddies. The
energy of the small scale eddies is dissipated due to the viscosity of the fluid. Kol-
mogorov theory is based upon two hypotheses of similarity [Kolmogorov [1991b,a]].
The first hypothesis of similarity states that in locally isotropic turbulence the statis-
tics of the smallest scale eddies is dependent upon the viscosity, ν, and the mean
energy dissipation ε̄. The Kolmogorov length scale can therefore be calculated using:

η =

(
ν

ε

) 1
4

(2.20)

The Kolmogorov scale can also be defined in terms of the Reynolds number and
integral scale:

η =
L

Re3/4
(2.21)
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The second hypothesis of similarity proposed by Kolmogorov stated that: at large
Reynolds numbers turbulent motions in the range η � l � L on the scale of l are
dependent upon the mean dissipation rate but are independent of the viscosity.

The scale in between the largest integral scale and smallest Kolmogorov scale
is known as the Taylor scale, or Taylor micro-scale (Hinze [1959], Tennekes and
Lumley [1972], Turns [1996]). However, while the general consensus is that the
Taylor scale lies between the largest and smallest scales, the overall definition is
somewhat ambiguous. It has been proposed that the Taylor scale can be derived
from the autocorrelation used to determine the integral scale by (Lipatnikov [2012]):

λ =

(
− 1

2

d2R

dr2

)−1/2

r→0

(2.22)

The longitudinal and transverse Taylor scales are related by:

λL = λT
√

2 (2.23)

Like the integral scale the temporal autocorrelation function can be used to find the
Taylor time scale of turbulence:

τλ =

(
− 1

2

d2R

dt2

)−1/2

t→0

(2.24)

The Taylor scale in practice can be linked to a predictive integral scale by (Law
[2006]):

λ =
L

FλRe0.5
(2.25)

where Fλ is a proportionality constant based on empirical data, with values from
the literature stated in Table 2.1

Table 2.1: Turbulence constant, Fλ to determine Taylor length scale from integral
length scale.

Fλ Source√
40 Abdel-Gayed et al. [1987]√
15 Tennekes and Lumley [1972]√
16 Scott [1992]
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Figure 2.4: Schematic of in-cylinder Swirl and Tumble. Reproduced from Wilson
et al. [1993]

2.2.4 Turbulent bulk flow in engines: Swirl and Tumble

While turbulence is random, bulk motions can form within engines. These bulk
motions are referred to as swirl and tumble, where swirl is defined as a rotating flow
along an axis parallel to the cylinder axis, and tumble is a rotating flow along the
axis perpendicular to the cylinder axis. Swirl and tumble are shown schematically
in Figure 2.4.

It has been well documented that the intake port and combustion chamber ge-
ometries are what dictate the formation of these bulk motions (Heywood [1988]),
thus enabling engine designers to consciously choose the type of coherent in-cylinder
motion based on their requirements.

For a gasoline direct injection (GDI) engine the effect of swirl motion inhibits
mixing and is typically seen as beneficial to stratified charge engines. The review
paper by Hill and Zhang [1994] found that the effect of swirl increases the rate
of combustion and the burning speed, due to the enhanced turbulence intensity of
the flow structure. As swirl decays the turbulence tends to become homogeneous
and isotropic (Liou and Santavicca [1983], Liou et al. [1984]), assumptions typically
made using turbulence modelling techniques.

Tumble motion is of significant importance to this study as the experimental
engine modelled here generates a tumbling in-cylinder flow. Both Wheeler et al.
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[2013] and Takahashi et al. [2016] found that medium to high tumble increased the
EGR limit, with the EGR limit being the maximum level of EGR permissable for
combustion to occur. This increase in EGR limit is needed to offset the increase in
NOx emissions at higher levels of tumble (Zhang et al. [2014]). The mechanism of
NOx increase is due to the reduced burning times and therefore increased in-cylinder
temperature that occur due to increased turbulence levels when comparing high to
low tumble cases (Takahashi et al. [2016]). The increase in turbulence caused by
tumble has also been found to be amplified during compression due to piston motion
(Witze [1983]). This faster burning for high tumble also results in a reduction of
CO formation and an improvement in Brake Specific Fuel Consumption. It has
also been found that higher levels of tumble leads to a reduction in cycle-to-cycle
variability (Omura et al. [2016]). The probable cause of this reduction is the increase
in mixing for GDI engines reducing the levels of small inhomogeneities within the
charge. Greater mixing would however lead to an increase in wall wetting, where
the mixture condenses on the combustion chamber walls, leading to an increase
in HC emissions which is observed for greater tumble (Zhang et al. [2014]). From
these observations it can be concluded that higher levels of tumble increases the
in-cylinder charge mixing.

2.3 Combustion in SI engines

Combustion is the self-supported release of energy through the exothermic oxidation
of fuel (Griffiths et al. [1995]), converting the energy within said fuel into mechanical
work. Combustion in a SI engine occurs within a cylinder, which can also be referred
to as a combustion chamber, where a spark electrode is used to determine the point of
ignition. The point of ignition, also known as the spark advance, is a vital parameter
with regards to engine performance. The optimum spark timing, also known as
Maximum Brake Torque (MBT) timing, is when the engine torque is at a maximum
for a given engine speed. The MBT spark timing is typically when 50% of the mass
is burned by around 10°after Top Dead Centre (aTDC). Achieving this depends
on other engine running conditions, such as pressure, temperature and levels of
exhaust gas recirculation. MBT timing is typically determined experimentally using
an engine dynamometer or through simulations (Heywood [1988]), where multiple
MBT timings can be found for a single running condition. To reduce the chance of
autoignition it is the least advanced MBT spark timing that is used.
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2.3.1 Laminar premixed flames

With the flow field within an SI engine being highly turbulent, the transition between
laminar and turbulent flame propagation is extremely fast. Although the flame
kernel is initially laminar, wrinkling quickly occurs as the flame is subjected to in-
cylinder turbulence. This section describes the physiochemical properties of laminar
combustion such as burning velocity, effects due to stretching and laminar flame
instabilities.

2.3.1.1 Propagation of laminar premixed flames

Laminar premixed flames comprise of a thin reaction zone which is also known as
the laminar flame thickness. The mechanism of laminar flame propagation within
this reaction zone is highly complex, however the overall propagation of a laminar
flame can be simplified into four zones. This zonal division is shown in Figure 2.5
and assumes a one-dimensional adiabatic unstretched premixed flame.

Figure 2.5: Concentration and temperature profiles for the mechanism of flame
propagation. Taken from Conway [2013] where it was adapted from Griffiths et al.
[1995].

The four main zones are as follows: Reactant zone, where the fuel and air mixture
are contained. Preheat zone, where the reaction rate is negligible and conductive
heat flow into the cooler region is greater than the heat loss, causing an increase in
gas temperature. The reaction zone structure is determined by the balance between
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the reaction and the molecular diffusion. The reaction rate is small except in a small
temperature interval Tu < T < Tb where Tu is the temperature of the unburned
reactants and Tb is the temperature of the burned gas. In this temperature interval
self-sustaining reactions are supported. These self-sustaining reactions lead to all of
the reactants being consumed. Once all the reactants are consumed only products
of the combustion remain, this is the product zone. The emission of electronically
excited species such as CH, CN, C2, CHO and CO2, emit light in the reaction zone
as they return to their ground state (Griffiths et al. [1995]), hence the flame becomes
visible.

2.3.1.2 Laminar burning velocity and flame thickness

An unstretched laminar flame will propagate through a mixture at a characteristic
rate, known as the burning velocity. This unstretched burning velocity is only de-
pendent upon the mixture composition, temperature and pressure (Gillespie et al.
[2000]). The laminar burning velocity is defined as the relative velocity, normal
to the flame front, with which the unburned gas moves into this front (Rallis and
Garforth [1980]). Under ideal conditions, where the flame stretch rate is zero, the
laminar burning velocity is also the mass burning rate, i.e. the rate of propagation
equal to rate of conversion of unburned gas into burned gas, and can be expressed as:

ul =
1

ρu

(
ṁr

A

)
(2.26)

where ρu is the density of the unburned gas, A is the surface area of the cold front
and ṁr is the mass burning rate of the reactants. Most practical flames can rarely
be modelled as one-dimensional and require a stretch factor to take into account
strain and curvature effects.

A propagating flame in a non-uniform laminar flow-field is subjected to strain
and curvature effects, leading to changes in frontal area and thus laminar burning
velocity (see Eq. (2.26)). The total rate of flame stretch, acting at a point on the
flame surface, is defined as the rate of change of the flame area, A, of an infinitesi-
mal element surrounding that point over the infinitesimal area (Bradley et al. [1998]):

α =
1

A

(
dA

dt

)
(2.27)

The effect of flame stretching is essential to suppress the onset of cellularity,
where the flame is perturbed by instabilities and is deemed unstable. The form of
instabilities are characterised by cells, cracks or ridges appearing within the flame
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front for what should be a smooth laminar flame. It is worth noting that for this
work flame instabilities were neither observed or predicted due to the effect of turbu-
lence on the flame. However, the high pressures associated with engines means that
instabilities are highly likely to exist during the initial laminar-like flame propaga-
tion, prior to the main turbulent flame, under engine running conditions (Bradley
et al. [2009]). The transition from a stable flame into a cellular flame structure is
observed at the critical Peclet number (Gu et al. [2000]):

Pecl =
rcl
δl

(2.28)

where rcl is the radius at which the cellular flame structure becomes apparent.
A schlieren image of a cellular flame is shown in Figure 2.6. The laminar flame
instabilities have the appearance of cracks in the flame structure, before the flame
cracking leads to a metastable cellular flame (Bradley and Harper [1994]). The

Figure 2.6: Schlieren image of a cellular iso-octane/air mixture at 360 K and 0.5
MPa, taken from Mumby [2016].

effect of this cellular structure on the laminar flame speed, and therefore laminar
burning velocity, is presented in Figure 2.7. Once the stable flame becomes unstable
at the critical Peclet number, Pecl, the stretched laminar flame speed experiences a
sharp increase due to the cellular structure, where the surface area is much greater
than it is for the smooth laminar flame. The cause of these instabilities can be
categorised into two mechanisms, the hydrodynamic instability and the diffusive
thermal instability. A full description of these mechanisms has been omitted for
the sake of brevity. Readers are directed to the works of Lipatnikov [2012], Conway
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Figure 2.7: Variation of laminar flame speed with flame stretch for iso-octane/air
mixtures at 360 K and 1.0 MPa, taken from Mumby [2016].

[2013], Ling [2014], Mumby [2016] for further detailed information.

For a non-planar flame the mass of gas entrained into the flame is seldom the
same as the rate of formation of the burned product, due to flame thickness (Gille-
spie et al. [2000]). The stretched laminar burning velocity can therefore be defined
based on the entrainment velocity (Rallis and Garforth [1980]):

un =
1

ρu

(
ṁe

A

)
(2.29)

or on the rate of production of burned gas (Bradley et al. [1996]):

unr =
1

ρu

(
ṁr

A

)
. (2.30)

The stretched laminar burning velocity, un, based on the rate of entrainment is deter-
mined from optical experiments, such as those by Bradley et al. [1998], Jerzembeck
et al. [2009] and Baloo et al. [2016]. Whereas the laminar burning velocity based
on the rate of burned gas production, unr, is typically determined from pressure
rises (Ryan and Lestz [1980], Metghalchi and Keck [1982], Rhodes and Keck [1985]).
Presented in Figure 2.8 are the two burning velocities described by Eqs. (2.29) and
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(2.30) at increasing stretch rates. It is shown that at zero stretch these two quantities
are equal.

Figure 2.8: Variation of un and unr with stretch rate for iso-octane-air mixtures.
Taken from Gillespie et al. [2000].

As previously stated the laminar burning velocity depends on mixture com-
position. This can mean either the type of fuel, equivalence ratio, or for engine
applications the amount of residual gas recirculated into the combustion chamber.
The effect of this exhaust gas recirculation (EGR) on the laminar burning velocity is
discussed in section 2.7. The dependence of the laminar burning velocity on fuel:air
equivalence ratio is shown in Figure 2.9. The maximum laminar burning velocity
is shown to be at an equivalence ratio between 1.0 (stoichiometric) and 1.1. An
investigation into the effect of carbon number on the burning velocity of gasoline
components2 was carried out by Burluka et al. [2016] who found that the maximum
burning velocity was at φ = 1.1 regardless of carbon number. Despite the short
time spent propagating as a laminar flame, the laminar burning velocity, ul, is a
vital parameter for calculating premixed turbulent combustion.

The laminar burning velocity is different to the laminar flame speed, which is
defined as a measure of the flame propagation velocity relative to a stationary ob-

2The gasoline componenets analysed were: n-pentane, n-hexane, n-heptane and n-octane.
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Figure 2.9: Laminar burning velocity for iso-octane and 90 RON (90% iso-octane,
10% n-heptane mixture) at varying equivalence ratios at 358 K and 0.1 MPa, taken
from Bradley et al. [1998].

server. The flame speed is not a intrinsic property of the mixture instead being
dependent upon the configuration of the experiment. The laminar flame speed is
easily measured as it is simply the rate of change of the flame radius, fr, w.r.t time.

Sn =
dfr
dt

(2.31)

The stretched laminar flame speed, Sn, is the sum of the stretched laminar burning
velocity and the velocity of the gas, vg, expanding adjacent to the flame front.

Sn = vg + un (2.32)

The laminar flame thickness represents the depth of the reaction zone (Griffiths
et al. [1995]), where the conversion of unburned gas to burned gas occurs gradu-
ally. The flame thickness of a laminar flame is difficult to quantify, and as such
numerous definitions exist. Definitions of laminar flame thickness can be based on
mass diffusion, thermal diffusion or a hydrodynamic length (Gillespie et al. [2000]).
An approximation of the laminar flame thickness using a hydrodynamic length is
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expressed as (Abdel-Gayed et al. [1984]):

δl = ν/ul (2.33)

2.3.2 Turbulent premixed flames

Both experimental and Direct Numerical Solution (DNS) data show that the dif-
ference in molecular transport coefficients for the fuel, oxidant and heat at weak,
moderate and high turbulence are important for describing turbulent premixed com-
bustion (Lipatnikov and Chomiak [2005]).

A turbulent flame has three primary regions associated with it: the flame has a
leading edge (front), fre, a reaction zone (thickness), δt, and a trailing edge (burned
gas radius), frb, as is illustrated diagramatically in Figure 2.10. These definitions
are used throughout this study. The average radius, frav, is included for clarity,
however it does not take part in any of the modelling used in this study.

Figure 2.10: Radii definitions that are traditionally attributed to turbulent premixed
flames, modified from Conway [2013].

This section describes relevant combustion parameters, flame propagation (in-
cluding flame structure), and burning velocity for turbulent premixed flames.
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2.3.2.1 Turbulent combustion parameters

Turbulent flames are subject to constant deformation through interaction with the
flow field. The wrinkling effect of turbulence on a flame surface can be described us-
ing the Karlovitz number, K, which is the ratio of chemical lifetime, τc, to turbulent
scale lifetime, τλ, for which the turbulent scale is typically the Taylor micro-scale
(Abdel-Gayed et al. [1987]):

K =
τc
τλ

(2.34)

The Karlovitz number can be written in terms of the laminar burning velocity, ul,
and laminar flame thickness, δl:

K =

(
u′

λ

) (
δl
ul

)
(2.35)

Another dimensionless number used to describe the effect of turbulence on combus-
tion is the Damköhler number:

Da =

(
L

u′

) (
ul
δl

)
(2.36)

The Damköhler number is a ratio of turbulent time-scale to chemical lifetime, i.e.
the inverse of the Karlovitz number. The Damköhler number uses the integral
length scale unlike the definition of the Karlovitz number in Eq.(2.34) which uses
the Taylor micro-scale. These two dimensionless numbers can be used to quantify
the structures of common flames. A discussion of the flame structure of turbulent
premixed combustion and the relevant structure to SI engines is found in section
2.3.2.3.

2.3.2.2 Turbulent burning velocity

Experimental data of turbulent burning velocities and turbulent flame speeds at
moderate turbulence were reviewed by Lipatnikov and Chomiak [2002]. The general
trends were:

• Turbulent burning velocity and turbulent flame speed increased with increasing
turbulent RMS velocity.

• Turbulent burning velocity and dut/du
′ increase with an increasing laminar
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burning velocity.

• Turbulent flame speed and burning velocity increases due to increasing pres-
sure despite the laminar burning velocity decreasing.

• The effect of the integral length scale on the turbulent flame speed can be
contradictory but most available results show an increase in turbulent burning
for an increasing integral length scale.

• A decrease in turbulent burning velocities and flame speeds for an increasing
molecular heat diffusivity.

While the turbulent burning velocity does increase with turbulent RMS velocity,
this effect does not hold true for ever increasing RMS values. Nivarti and Cant
[2017] used DNS to investigate the bending effect in premixed turbulent flames.
The bending effect is presented in Fig. 2.11, where the turbulent burning velocity
stops increasing linearly with turbulent RMS velocity. This effect has been reviewed
by Lipatnikov and Chomiak [2002], Lipatnikov [2012] and Driscoll [2008] without
any real explanation being formed.

Figure 2.11: DNS simulations showing how turbulent burning velocity diminishses
at high turbulence intensity, taken from Nivarti and Cant [2017].

Nivarti and Cant [2017] concluded that the turbulent burning velocity is governed
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by the flame surface area even at high levels of turbulence. Through analysing the
tangential strain and mean curvature the non-linear flame surface area is calculated.
One important conclusion drawn is that local flame quenching appears not to govern
the “bending” effect.

2.3.2.3 Combustion regimes

The combustion can be described as either laminar or turbulent depending on the
Reynolds number of the unburnt gas. Premixed turbulent combustion may be fur-
ther categorised based on L/δl, a dimensionless turbulent length scale, and u′/ul, a
dimensionless turbulent velocity. These are plotted against each other on logarith-
mic scales in Figure 2.12.
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Figure 2.12: A Borghi diagram containing information on turbulent combustion
regimes.

The lines in Figure 2.12 separate the boundaries between different combustion
regimes, which are typically defined as follows (Griffiths et al. [1995], Borghi et al.
[1998])

Re < 1 Laminar combustion
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Re > 1, K > 1, Da > 1 Thickened flames: Turbulence is fast compared to
chemistry and combustion occurs without a distinct propagating flame front.

Re > 1, K > 1, Da < 1, u′ > ul Wrinkled flames with pockets: The flame
surface is wrinkled and may be discontinuous but remains similar to a laminar
flame in structure. This is because chemical reactions occur faster than they
can be acted upon by the turbulence. Due to it behaving as a wrinkled laminar
flame it can be grouped into the flamelet regime.

Re > 1, K > 1, Da < 1, u′ < ul Wrinkled flamelets: A laminar flame that
is wrinkled by the turbulence with a continuous unbroken flame surface.

Conway [2013] found for four different engines (boosted and non-boosted) that SI
engine combustion lies within the wrinkled flame with pockets region. The study by
Ling [2014] was found to be in agreement that SI combustion occurs in the flamelet
regime, however some points were determined to be in the wrinkled flamelets region.
This is possibly attributed to the low engine speed of 750 rpm3, where the turbulent
RMS velocity would be considerably lower. Borghi et al. [1998] stated that the
boundaries between domains are fairly arbitrary and in reality are much less well
defined than the lines indicate.

2.3.2.4 Flame propagation

For the flame to propagate the spark plug must provide enough energy for the
reactions to be self-sustaining. Liu et al. [2013] found that a flame propagating in
an SI engine has three main stages. The first stage is where the flame has a fast
initial acceleration. This is possibly associated with the transition from a laminar
to turbulent flame shortly after the spark kernel is formed. During this initial stage
only around 3% of the mass is burned. The second stage is where the flame then
propagates at relatively constant burning rate, with around 30% of the total mass
burned at the end of the steady propagation stage. The final stage is where the flame
decelerates and quenches as it approaches the cylinder walls, the distance at which
the flame decelerates was found to be one and half times the integral length scale
of the turbulent flow. It is during this deceleration of the flame that the remaining
mass (≈70%) is burned.

As the flame radius increases the turbulence length scales relative to the size of
the flame change. This relative change between flame radius and turbulent length

3750 rpm is typically an idling engine speed, as opposed to a running speed. A typical running
speed of 1500rpm would produce higher u′ values.
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scales effects how the turbulence interacts with the flame as it propagates. Small
radii flames are more likely to be convected by the larger scale eddies, with only
the smaller scales capable of wrinkling the flame. As the flame grows the larger
eddy length scales will also contribute to flame wrinkling and the flame will undergo
wrinkling for the whole turbulence spectrum. The increase in turbulent burning
velocity due to this phenomena is typically accounted for through use of a flame
development factor (Lipatnikov and Chomiak [1997]) or an effective turbulent RMS
velocity (Abdel-Gayed et al. [1987]). A description of these models can be found in
section 3.2.6.

2.4 Autoignition

While autoignition itself has not been investigated in this study, an advantage of in-
troducing recirculated exhaust gas into the cylinder is a reduction in the probability
of an autoignition event occurring, and this is one of the fundamental reasons why
this strategy is employed (see section 2.7 ). It therefore seems prudent to provide
a brief description of autoignition and explain why engine manufacturers seek to
reduce the probability of its occurrence.

Autoignition occurs when the end gas (unburned mixture away from the prop-
agating flame front) spontaneously ignites due to the pressure and temperature of
the mixture (Heywood [1988]). This end gas autoignition then causes the remaining
unburned gas to ignite. This process can lead to knocking where the in-cylinder
pressure fluctuates largely, creating large vibrational noise within the engine. En-
gine manufactures seek to reduce knocking as the violent pressure oscillations have
been known to destroy engine components. Autoignition is a limiting factor when
looking to improve the thermal efficiency of SI engines. Thermal efficiency is gov-
erned by compression ratio and specific heat ratio. Increasing the compression ratio
is limited due to the increased chance of an autoignition event.

2.5 Cycle-to-cycle Variability

Cyclic variations in engines may be defined as the non-repeatability of the combus-
tion process on a cycle-resolved basis (Ball et al. [1998]). Deterministic effects from
previous combustion cycles are carried on to subsequent cycles. The changes in pres-
sure traces between cycles is dependant upon the operating conditions and is not
random, however due to the fluctuations of the in-cylinder turbulent flow, the pres-
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sure trace may be different even under the same operating conditions. Abdi Aghdam
et al. [2007] found that a linear variation in the turbulent RMS velocity induces non-
linear changes in the pressure development that is associated with the temperature
feedback of the flame. The most significant causes of cyclic variation are as follows
(Dai et al. [2000]):

• The turbulent RMS velocity (u′).

• The speed and direction of the mean turbulent flow at the spark plug.

• Equivalence ratio at the spark plug and in the chamber.

• Variation in spark discharge characteristics.

• Charge mass variations.

• Effects such as blow-by and other crevice effects.

These causes can be categorised into prior cycle effects, such as the amount of
residual gas, which changes the A/F ratio in cylinder, or same cycle effects such
as the flow within the cylinder. These characteristics vary from engine to engine
depending on a number of factors, such as: engine geometry, the fuel injection
system in use and the operating conditions of the engine (Dai et al. [2000]). Cycle
to cycle variability in the combustion rate is manifest from the moment of ignition
(Hill and Zhang [1994]). However the observed magnitude of the cyclic variability
cannot be entirely attributed to the initial flame formation (Aleiferis et al. [2004]).

There are several ways in which cyclic variation can be measured. The most
common parameters are as follows (Heywood [1988], Dai et al. [2000], Bade Shrestha
and Karim [2001]):

• Indicated Mean Effective Pressure (IMEP).

• In cylinder pressure versus crank angle.

• The rate of in-cylinder pressure change.

• Mass burning rate.

• Ignition delay.

• Flame front position.
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A statistical spread of the cyclic variations is known as the Coefficient of Variability
(COV). The COV is measured for one of the above parameters to determine the
cyclic variability. The most appropriate parameter to measure for the COV is a
topic of debate. Dai et al. [2000] argues that the COV of the IMEP is a better
measure for the cyclic variability as in cylinder pressure can be effected by spark
phasing. Heywood [1988] suggested that a COV in IMEP that was greater than
10% would result in a deterioration of drivability noticeable to the driver. However,
Samuel et al. [2010] found that COV analysis of in-cylinder pressure provided more
insight into the cyclic variations during different parts of the combustion cycle. This
analysis is not possible using the COV of IMEP. Throughout the work presented
here the cyclic variability is utilised as a means to further categorise the type of
combustion cycle predicted (fast, middle, slow) from the quasi-dimensional engine
simulations.

2.6 Stratified Charge Engines

The concept of fuel stratification started in the 1920’s when engineers tried to in-
corporate the best facets of SI and Diesel engines. The general idea was to use the
direct-injection (DI) of the Diesel engine and ignite the fuel as it mixes with the
air, thus allowing a greater compression ratio (Heywood [1988]). The combustion
of inhomogeneous fuel distributions is described as partially-premixed combustion.
When the charge-air mixture is simultaneously fuel rich and fuel lean at different
points in space, the charge is stratified. If the composition includes fuel-air mixture
at stoichiometric conditions then the combustion zone structure resembles both pre-
mixed and non-premixed flames. Due to the rich fuel mixture near the spark plug
a longer spark duration is required to properly ignite the fuel.

The benefits of stratified charge were stated by Zhao et al. [1999] and include (i)
reduced pumping losses due to unthrottled part-load operation, (ii) decreased heat
loss to cylinder walls due to the cool air/lean mixture near the cylinder walls and
(iii) an increase in compression ratio due to lower end gas temperatures associated
with stratified combustion. Lower end gas temperatures reduce the chance of au-
toignition, although typically the stratified charge engines run under conditions in
which the probability of autoignition is already small. Typically stratified mixtures
are utilised at lower engine speeds at part-load conditions where the reduction in
pumping losses has the greatest impact. This strategy was employed in the GDI en-
gine maps by Mitsubishi, Mercedes-Benz, Nissan and Honda (Iwamoto et al. [1997],
Karl et al. [1997], Ashizawa et al. [1998], Horie et al. [2004].) The GDI engine map
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for the Honda engine is shown in Figure 2.13.

Figure 2.13: General engine operating map for a GDI engine. Recreation based on
engine map found in Horie et al. [2004].

Disadvantages of fuel stratification are an increase in HC emissions when com-
pared to a homogeneous lean burn engine due to the excess air, as well as control of
the fuel spray to ensure the fuel arrives at the spark plug at the correct time. Stratifi-
cation also causes the exhaust temperature to be cooler than that of a homogeneous
lean burn engine, therefore consideration must be given to the aftertreatment as
the three way catalyst efficiency can become sub-optimal when operating at these
low temperatures (Schmieg [2010]). However, Wirth et al. [1998] found that fuel
stratification is a viable combustion strategy at low load, showing a decrease in
both fuel consumption and NOx emissions. This finding is supported by Silva et al.
[2017] who compared a split injection stratified charge to a homogeneous baseline in
a 3-cylinder engine at 4 bar BMEP and 1000 rpm using ethanol air mixtures. The
lean stratified mixture at the cylinder walls will have a greater O2 concentration
than the homogeneous case and therefore, at the same temperature, produce more
NOx emissions. The decrease in NOx is most likely attributed to the difference in
combustion temperature, as the mechanism for NOx formation is dependent upon
both temperature and O2 concentration (Zeldovich [1985], Lavoie et al. [1970]):
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O + N2
k1←→ N + NO (2.37a)

N + O2
k2←→ O + NO (2.37b)

N + OH k3←→ H + NO (2.37c)

where ki is a reaction rate constant in the form of an Arrhenius function:

ki ∼ exp

(
− Eact
RT

)
(2.38)

Fujimoto et al. [1995] investigated the combustion and NOx emissions of mix-
ture stratification in a constant volume combustion chamber (CVCC) using both
propane-air and hydrogen-air mixtures. The study compared NOx emissions for ho-
mogeneous, centrally rich and centrally lean stratified mixtures, with the homoge-
neous case producing the lowest NOx emissions across the range of total equivalence
ratios investigated. For overall lean mixtures the centrally rich stratified mixture
produced the greatest NOx emissions. The results reported are for the propane-air
mixtures due to it being a hydrocarbon fuel and therefore a better representation of
SI engine combustion. These results contradict the findings by Wirth et al. [1998]
and Silva et al. [2017]. The contradiction could be attributed to in-cylinder residuals
for the engine experiments, reducing the oxygen concentration in the lean mixture
as no description of skip firing (a strategy to flush out any in-cylinder residuals) is
mentioned in either engine paper.

Not only has fuel stratification been investigated for NOx emissions but also
soot and Particulate Number (PN). Bock et al. [2018] used a 2.0 L BMW N43B20
four-cylinder engine to analyse emissions in homogeneous (stoichiometric and lean)
and stratified (lean) modes. The fuel injection for the stratified condition employed
a triple injection strategy, with two injections during compression prior to the spark
event and a final injection just after the spark timing. The soot levels for the strat-
ified case at an engine speed of 1400 rpm and load of 2 bar BMEP were found to be
approximately 2 mg/kWh, which is 200 times greater than the lean homogeneous
case (0.01 mg/kWh) and 67 times greater than the stoichiometric homogeneous case
(0.03 mg/kWh). Although emissions do suffer when operating under stratified con-
ditions, fuel consumption does improve under the same speed and load conditions.
The same study found a 8.3% improvement in Brake Specific Fuel Consumption
(BSFC) when comparing the lean stratified and lean homogeneous cases, and a
17.5% improvement for the the lean stratified case when compared to the stoichio-
metric homogeneous case.
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The heat loss to cylinder walls of a stratified charge has been investigated experi-
mentally by Huegel et al. [2015] who used surface thermocouples in a single-cylinder
engine to determine the instantaneous heat flux at various locations within the en-
gine. The stratified charge led to lower liner temperatures for the stratified case
compared to the homogeneous across all the spark timings that were investigated,
however the temperature of the piston was found to be dependent upon spark timing.

The results from the literature report that stratified charge operation has a num-
ber of advantages, such as improved BSFC and a reduction in NOx emissions. These
advantages make the stratified operating mode viable for engine manufacturers. It
therefore seems prudent to improve modelling capability of this engine operating
mode.

2.6.1 Mixture formation

Most modern engines utilise a direct injection (DI) technique, where the fuel is in-
jected straight into the combustion chamber. Experimental work by Berckmüller
et al. [1996] determined that injection timing is an important parameter for mixture
formation in stratified engines. In an attempt to stratify the charge and prevent it
mixing throughout the cylinder a late injection timing strategy is employed. Strat-
ified charge (SC) engines can be further divided into three categories, based on the
method used during mixture formation. These methods are: air-guided, wall-guided
or spray-guided stratified charge engines. A schematic depicting the different cate-
gories is presented in Figure 2.14.

Figure 2.14: Categories of stratified charge engines, taken from Fansler et al. [2015]
where it was reproduced from Zhao et al. [1999].

The spray-guided technique is the simplest method, where the spray is directly
injected into the vicinity of the spark plug. This still requires design consideration
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and exact positioning of the spark plug and injector. It also creates high stress on
the spark plug. The wall-guided method injects onto a specially designed surface
that directs the charge towards the spark plug. The issue with wall-guided systems
is the level of fuel wetting that occurs on the piston surface, resulting in greater
hydro-carbon (HC) emissions (Stanglmaier et al. [1999], Sandquist et al. [2000]).
The air-guided system utilises the in-cylinder flow properties to transport the fuel
into the vicinity of the spark plug. This method would seem the hardest to control
as the turbulent in-cylinder motion varies from cycle to cycle (Dai et al. [2000]).

A recent investigation into the effect of injection timing on the air-flow structure
was carried out by Chen et al. [2018], using Particle Image Velocimetry (PIV) in
an optical engine running at 1300 rpm. The study found that for the late injection
stratified case it took 21 crank angle degrees (CA°) to vaporise all of the fuel. It was
also found that late injection timing did not increase the cycle-to-cycle variability
(CCV) of the air-flow, however it did increase the (CCV) of the kinetic energy,
which is thought to be the possible contributing factor in the increase in CCV of
combustion.

Addepalli et al. [2017] studied the effect of mixture distribution using CFD anal-
ysis. Four stratified cases were compared, one being an “ideally” stratified case and
the other three for different fuel injector orientations. The “ideally”stratified case
was defined as a linearly decreasing equivalence ratio w.r.t a dimensionless distance.
The study concluded that the peak heat release rate for the non-idealised cases are
much lower than the idealised case, with the case closest to the ideal case still having
a 32% lower peak heat release rate. The study also found that the NOx formation
was greatest for the ideal condition. Performance and emissions levels were found
to be highly dependent upon the mixture formation.

It can be concluded that SC engines need to be both designed and operated “just
right” to work effectively (Fansler et al. [2015]). This was first postulated by Ricardo
[1922] almost a century ago.

2.6.2 Partially premixed combustion

Partially premixed combustion occurs when a flame propagates through an inhomo-
geneous mixture. Lipatnikov [2012] summarises five specific effects that are involved
in partially premixed combustion. These effects are:

1. Dependence of the burning rate on the inhomogeneity of the mean mixture
composition.
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2. Dependence of the burning rate on the turbulent pulsations in the local mixture
composition.

3. Mixture-controlled after-burning of lean and rich combustion products.

4. An increase in flame surface area due to mixture inhomogeneities.

5. Variations in local burning rate due to the heat and reactant fluxes from/to
neighbouring leaner or richer components.

However Bilger et al. [2005] states that in a situation where the mixture is either
all fuel-rich or all fuel-lean, and the presence of a stoichiometric mixture is absent,
the local combustion zone mixture resembles premixed combustion. Although the
zone structure is representative of a premixed flame, the inhomogeneities do lead to
local fluctuations in burning rate. This is in agreement with point 1 in the above
list.

2.6.3 Stratified charge modelling

The literature reviewed in this section for stratified charge modelling has led to the
following summary:

• CFD does a reasonable job of predicting in-cylinder pressure for a stratified
charge GDI engine.

• The thermodynamic/ quasi-dimensional models have either not been validated
against any experimental data, draw conclusions that have not been backed up
anywhere in the literature, or simply lack the details of how fuel stratification
was modelled.

There was therefore a need to develop a quasi-dimensional thermodynamic stratified
charge model and validate it against experimental data. The details of the studies
that allowed for such statements to be made are described in the remainder of this
section.

Traditionally SC charge engines have been modelled using CFD to allow for
the the spray and mixture formation to be resolved in three-dimensions. An early
investigation into Gasoline Direct Injection (GDI) engines by Ahmadi-Befrui et al.
[1991] investigated inhomogeneous charge combustion using a Favre averaged Navier
Stokes equation. The study concluded that the pre-combustion charge distribution
was largely preserved throughout the flame propagation. The charge preservation is
typical for the in-cylinder generated swirl motion.
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Duclos and Zolver [1998] investigated a GDI engine under three running condi-
tions: lean homogeneous, stoichiometric homogeneous and lean stratified, using the
KIVA code to solve the Reynolds Averaged Navier Stokes (RANS) equation. The
study established that the flame propagation for the stratified case was different to
the homogeneous case. Typically the homogeneous case burned most of the fuel as
the flame approaches the liner. The stratified case had oxidised over 50% of the
fuel as the piston approached TDC. At this point in time the flame was not close
to the cylinder walls. This supports the claims by Ahmadi-Befrui et al. [1991] that
the charge is largely preserved over the course of the flame propagation, implying
small changes occur to the charge distribution over time. However, the context of
these findings must be accounted for, with the charge preservation in Duclos and
Zolver [1998] most likely due to the bowl-in-piston engine design used. The swirl
assisted engine studied in Ahmadi-Befrui et al. [1991] also helped to preserve the
charge. This charge preservation is therefore due to the engine design only and
is not necessarily a trait of stratified charge operation. The study by Duclos and
Zolver [1998] also found that the interactions between liquid droplets of fuel and the
piston is a major problem for stratified charge engines. This wall wetting is why
newer engines opt for spray-guided stratification systems. The requirement for the
quasi-dimensional model is therefore to physically model the fuel injection without
3-D spatial resolution.

The studies by Huang et al. [2014b], Huang et al. [2014a] and Huang et al. [2016]
also utilise the RANS equation to solve for stratified combustion in a GDI engine.
The first study looked to extend the flame speed closure (FSC) model that is then
closed by the Zimont-Lipatnikov turbulent burning velocity model (see section 3.2.5).
The extension to the FSC model is a new method for calculating the mean density.
The study also introduces a probability density function (PDF) to model the local
turbulent fluctuations. This PDF is extended in Huang et al. [2014a], where a Favre
averaged and Canonical PDF are compared. The results comparing the effect of
the local turbulent fluctuations for both early and late injection strategies is shown
in Figure 2.15. The effect of turbulent fluctuations on the in-cylinder pressure case
for early fuel injection is negligible. For later fuel injection, where the mixture
is likely to be stratified, the in-cylinder pressure traces do show some variation,
however any variation is small when compared to the spread of experimental data
that occurs due to cyclic variability. A conclusion drawn from Huang et al. [2016] is
that the calculated pressure is sensitive to the invoked turbulence model, implying
that modelling the spray-turbulence interaction is extremely important and therefore
must be included in this project.

Wadekar et al. [2018] uses Large Eddy Simulation (LES) as opposed to RANS
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Figure 2.15: In-cylinder pressure curves computed by neglecting turbulent fluctu-
ations in mixture fraction (solid lines) and by invoking the mass-weighted (dashed
lines) and canonical (dotted-dashed lines) beta-PDFs for the mixture fraction, taken
from Huang et al. [2014a].

simulations that provide ensemble and time-averaged information, which is “unsuit-
able for studying transient behaviour”. The study showed a reasonable agreement
with experimental pressure trace data, although the error increased with engine
load. Like the RANS simulations of Huang et al. [2014b,a] and Huang et al. [2016]
it was found that the effect of turbulent fluctuations had a relatively large difference
on peak pressure traces.

Robeck and Ellzey [1998] investigated a closed boundary combustion event using a
1-D stratified charge. The modelling aim was to replicate the boundary conditions of
the experiments carried out by Moriyoshi et al. [1996]. The equivalence ratio profile
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had a rich mixture of φ = 1.0 and a lean mixture of φ = 0.4 for a propane-air mixture.
Under these conditions the flame structure of the stratified case was found to be
similar to that of the homogeneous case, thus allowing this study to utilise the pre-
existing homogeneous code under certain running conditions. Stronger stratification
resulted in greater amounts of unburned mixture and increased levels of CO.

Thermodynamic and quasi-dimensional models of stratified charge engines have
also been developed. Abdi Aghdam [2003] tried to develop a stratified charge model
in the Leeds University Spark Ignition Engine (LUSIE) code. This included a radi-
ally varying equivalence ratio distribution and a term to model the effect of burned
gas expansion on these profiles. The effect of the burned gas expansion is further de-
scribed in section 5.4. Two equivalence ratio profiles were incorporated, a linear and
a parabolic function. The model was never validated against experimental data, and
as such had not been included in the last 3 versions of the code. Schmid et al. [2009]
looked to include a fuel injection and vaporisation model into a quasi-dimensional
engine code using a simple mass flow rate equation. The evaporation of the liquid
fuel was validated against CFD data showing good agreement. The combustion is
modelled using the entrainment approach found in Blizard and Keck [1974], and is
also the approach adopted in this thesis. The study by Schmid et al. [2009] states
that CFD simulations predict two stages of flame propagation. First the flame is
said to propagate spherically before propagating toroidally. This change in propaga-
tion is surprising as none of the CFD data found within the literature has suggested
that this is the case (Ahmadi-Befrui et al. [1991], Huang et al. [2014a,b], Duclos
and Zolver [1998], Huang et al. [2016], Wadekar et al. [2018], Wallesten et al. [2002],
Miyagawa et al. [2003]). Although the flame propagation seems odd compared to
the other literature, the predicted pressure trace data shows good agreement with
experimental data.

A slightly different approach was utilised by Sjeric et al. [2011] who looked to
implement a predictive stratified charge model into a fractal combustion model.
Fractal models use two zones, a burned and unburned zone, calculating the flame
front as a highly wrinkled area. The rate of mass burned is calculated using:

dmb

dt
= ρu AT Sl (2.39)

where Sl is the laminar flame speed. The effect of turbulence wrinkling the flame
surface is taken into account in the term AT . Essentially the fractal model predicts
the propagation of a wrinkled laminar flame4. The study modelled the charge strat-

4The wrinkled laminar flame is found within the flamelet regime that is typically associated
with SI engine combustion. The different turbulent combustion regimes are described in section
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ification by varying the equivalence ratio as a function of mass burned. The model
was not validated against any experimental or CFD engine data and has since been
coupled with cyclic variability models (Sjeric et al. [2015, 2016]).

Another example of zonal thermodynamic modelling of a stratified charge can be
found in the article by Aliramezani et al. [2013], who looked to model a hydrogen-
methane blend. Although the paper makes it clear that the equivalence ratio profile
should vary radially it fails to disclose any details on how this is achieved. The model
found that the trends in indicated mean effective pressure (IMEP) and brake specific
fuel consumption (BSFC) agreed well with experiment, however the absolute values
showed poor agreement. The use of IMEP as a metric to determine the accuracy of
a stratified fuel model is questionable as little in-cylinder combustion information
can be gained i.e. the in-cylinder event may look quite different for two cycles with
the same IMEP.

2.7 Exhaust Gas Recirculation and Residuals

Exhaust gas recirculation involves purposefully reintroducing exhausted combustion
products into the combustion chamber through the intake manifold. Residuals on
the other hand are combustion products that are left in-cylinder after a firing cycle
due to an inability for all combustion products to be exhausted. The advantages
and disadvantages of both EGR and residuals are discussed in the following sections.

A review into the literature surrounding the effect of EGR on the laminar burning
velocity has led to following summary:

• Only one study has investigated the effect of EGR on the laminar burning
velocity close to engine conditions (Middleton et al. [2012]). No validation
against experimental engine data was undertaken.

• The effect of EGR on the laminar burning velocity is typically modelled
through an EGR correction factor. No EGR correction factor has yet been
determined from SI engine data.

• While a couple of studies have used realistic EGR compositions (Marshall
et al. [2011], Mannaa et al. [2017]) to study the effect of EGR on the laminar
burning velocity, the majority of correction factors are derived using synthetic
EGR containing only a small range of species.

2.3.2.3.
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2.7.1 Residuals

Alger and Wooldridge [2004] investigated the levels of residual gas fraction (RGF) in
a SI engine using variable cam timing to alter the intake and exhaust valve overlap
and the absolute pressures of the intake manifold. The study found that: the greater
the valve overlap the greater the number of residuals, for the same valve overlap a
higher manifold absolute pressure will result in lower RGF and for the same valve
overlap a retarded intake valve opening time will also lead to a reduction in residuals.

The advantages of including residuals is a reduction of in-cylinder NOx produc-
tion, due to the reduction in air concentration. Cycles with a greater number of
residuals have reduced pumping losses. The reduction in residuals is a by-product
of the valve timing strategy, where increased overlap leads to reduced pumping
losses. Disadvantages of residuals include an increase in HC emissions (Peckham
et al. [2011]) and cyclic variation (Finney et al. [2015]).

2.7.2 Exhaust Gas Recirculation

Engine manufacturers are constantly having to reduce engine emissions and im-
prove fuel economy to meet government legislation. The latest European legislation
(EURO VI) came into effect in 2014 with the focus primarily on the reduction of
NOx emissions for diesel engines and PN emissions for direct injection gasoline en-
gines. A favourable strategy to meet such regulations is to recirculate cooled exhaust
gas into the cylinder.

Typically burned combustion products leave the cylinder through the exhaust
valves into the exhaust manifold. The hot exhaust gas is then cooled before reaching
the intake system where it then returns to the cylinder. A schematic describing the
typical processes of a low pressure EGR loop, where the EGR gas is extracted down-
stream of the turbine and is introduced upstream of the compressor, is presented in
Figure 2.16.

A high pressure EGR loop extracts the EGR gas upstream of the turbine and
is reintroduced downstream of the compressor. Takaki et al. [2014] compared both
the high pressure and low pressure EGR loops. The study concluded that the low
pressure loop was the better system due to its reduction in knocking propensity, due
to decreased NOx in the intake as the exhaust gas has to pass through the three-way
catalyst. The low pressure loop was also found to have greater control when intro-
ducing the EGR, as the EGR rate is constant for a given valve opening. However,
not all low pressure loops catalyse the exhaust gas and the transient response suffers
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Figure 2.16: Schematic of a low pressure EGR loop for a turbo-charged four cylinder
engine, taken from Gukelberger et al. [2015].

when compared to a high pressure loop.

2.7.2.1 Effects of EGR on combustion

The effects of EGR on combustion found within the literature can generally be split
into two categories, either: engine studies on emissions/efficiency, or the effect that
diluting a mixture has on the laminar burning velocity.

Engine studies have found significant improvements in brake specific fuel con-
sumption (BSFC), with Takaki et al. [2014] finding a 5% improvement at 3200 rpm
and 1.5 MPa BMEP, for 10% EGR. Alger et al. [2011] found an even greater im-
provement of up to 13% for the BSFC at a similar engine speed (3500 rpm) and a
reduced load (0.96 MPa BMEP). The study by Alger et al. [2011] also found that
increasing the levels of EGR reduced NOx emissions. Unfortunately a consequence
of this is an increase in HC emissions. EGR is not just a viable solution for reducing
SI engine emissions but can be applied for other engine operating modes such as
controlled autoignition (CAI) i.e. Diesel engines. Cairns et al. [2006] found up to
a 10% reduction in CO2 when EGR was introduced to a CAI engine at part-load
conditions. The same study found that at high loads for SI engine operation, EGR
resulted in an approximately 30% reduction in NOx and up to an 80% reduction
in HC and CO emissions when compared to a fuel enrichment strategy, where a
richer mixture (greater equivalence ratio) is utilised. It is fairly obvious that the
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fuel enrichment strategy would lead to an increase in BSFC compared to EGR, al-
though this is not specifically stated. Not only does recirculating exhaust gas result
in NOx and CO emission reduction and improve BSFC, it has also been found to
reduce the exhaust gas temperature and suppress knocking (Kumano and Yamaoka
[2014], Cairns et al. [2008]). The knock supressant nature of adding cooled exhaust
gas to the in-cylinder charge allows for an increased compression ratio, and thus an
increased thermal efficiency (Edson [1964]).

The effect of EGR on the laminar burning velocity has been studied using con-
stant volume combustion vessels (Metghalchi and Keck [1982], Rhodes and Keck
[1985], Marshall et al. [2011], Galmiche et al. [2012], Mannaa et al. [2017]), heat
flux burners (Bhattacharya et al. [2015]) and numerical simulations using chemical
kinetics mechanisms (Middleton et al. [2012], Fu et al. [2014], Bhattacharya et al.
[2015]), however no studies have been carried out using internal combustion engines.
Whilst the work by Metghalchi and Keck [1982], Rhodes and Keck [1985], Fu et al.
[2014] and Bhattacharya et al. [2015] explicitly suggest correlations to model the
effect of EGR on the laminar burning velocity, this section will describe the general
trends. The details of the EGR correlations shall be described in Chapter 4. Only
the results of Middleton et al. [2012] were at significant pressure and temperature
to replicate engine conditions (Tu= 900K, P= 1.5 MPa).

Metghalchi and Keck [1982], Rhodes and Keck [1985], Marshall et al. [2011],
Galmiche et al. [2012], Fu et al. [2014], Bhattacharya et al. [2015] and Mannaa et al.
[2017] all conclude that the addition of EGR reduces the laminar burning velocity.
This reduction is typically modelled as a correction factor to the laminar burning
velocity:

EGR correction factor =
ul(f)

ul(f = 0)
(2.40)

where f is the fraction/percentage of EGR. Certain studies have used simulated
EGR that is composed of either N2 or a mixture of N2 and CO2, however Mannaa
et al. [2017] concluded that using simulated residuals lead to a greater reduction in
laminar flame speed compared to using real EGR. Although these correlations have
been suggested in the literature none have been compared under engine conditions
to determine which models, if any, can be utilised for a predictive engine model.

There was therefore a need to investigate pre-existing correlations at engine
conditions, comparing which is best suited to produce realistic in-cylinder trends,
such as crank-resolved pressure profiles and flame radii at increasing levels of EGR.
A correlation derived under engine conditions using a real exhaust gas composition
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was also included in this comparison.
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3.1 Introduction

Two quasi-dimensional thermodynamic codes for spark ignition engines have been
developed at The University of Leeds for the past 30 years. The two codes run in
opposite directions, with one predicting pressure traces and combustion parameters
for a set of running conditions, with the reverse thermodynamic code calculating
combustion parameters from experimental combustion data. These codes are re-
ferred to by the acronyms LUSIE (Leeds University Spark Ignition Engine [code])
and LUSIEDA (Leeds University Spark Ignition Engine Data Analysis [code]).

The predictive code originated as an equilibrium cycle code for single and di-
vided chamber engines, developed by Desoky [1981] and Al-Mamar [1983], before
the combustion-rate and heat transfer processes were included by Hynes [1986], set-
ting the foundations for the existing LUSIE code. Since then the LUSIE code has
been developed significantly, splitting the combustion chamber into multiple zones
and including an expression for the flame development. A number of supplementary
routines have been included to increase the accuracy of modelling the combustion
process. These include accounting for: turbulence, auto-ignition, crevice effects
(blow-by), multiple ignition sources and flame geometry (Abdi Aghdam [2003], Hat-
trell [2007], Conway [2013], Khan [2014])

This chapter describes the engine combustion codes, LUSIE and LUSIEDA, and
the single cylinder research engine used to obtain validation data and combustion

43
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parameters.

3.2 LUSIE Simulation Sotware

3.2.1 Overview

The primary application of LUSIE is to predict the thermodynamic processes in
two and four-stroke spark ignition engines. The code itself iteratively models the
closed part of engine cycle which includes compression, combustion and expansion.
The intake and exhaust processes are modelled in terms of inducted mass, with a
constant mass flow rate assumed during the intake and exhaust period. The mass
flow rate is included to determine the initial conditions for the 0-D k-ε turbulence
model.

LUSIE falls within the category of a thermodynamic code as opposed to a fluid
dynamic code. It can be categorised further as a quasi-dimensional model when ran
in either the two or three-zone modelling modes (see section 3.2.3.2 and 3.2.3.3). The
model is classed as quasi-dimensional rather than zero-dimensional as it separates
the burned and unburned gas regions, as opposed to treating the entire charge as a
homogeneous mass. The division of the gas into burned and unburned zones allows
the code to utilise the flame geometry and apply it to the relevant calculations.
When the LUSIE code uses the Wiebe model (see section 3.2.3.1) it becomes 0-D
where no attempt is made to physically quantify the physical processes1 that occur
during combustion.

The functionality of the LUSIE code is to separate a ‘real’2 combustion process
into smaller sub-processes that are solved for at discrete time steps. The sum of these
sub-processes account for the engine cycle as a whole. Examples of some of these
processes include: heat transfer, gas properties such as burned and unburned gas
density, burning velocity calculations and adiabatic flame temperature. Although
the code solves these processes consecutively, in the actual engine cycle they occur
simultaneously.

Recent updates to the code have included a 0-D k-ε turbulence model and a cyclic
variability model (Conway [2013]), as well as a comprehensive kinetic autoignition
model (Khan [2014]).

1Physical processes such as flame propagation, burning velocities and the effect of turbulence
are not calculated in 0-D model.

2A full account of the numerous thermodynamic, fluid dynamic and dynamic processes occurring
within an engine cycle is beyond even the most detailed simulation techniques.
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The current version of LUSIE is written in Fortran 90 and is typically compiled
with either the Intel or Gfortran compilers. Initially the code was written in Fortran
77 but was migrated to take advantage of the modular programming framework
that Fortran 90 offers (Hattrell [2007]). Another advantage is that the potentially
problematic ‘COMMON’ statement, which requires careful tracking through large
codes, can be avoided. Later versions of Fortran were considered, however it was felt
that effort to migrate the code for a second time would far outweigh any benefits
the new features provide.

3.2.2 Model assumptions

The assumptions in LUSIE are common for all quasi-dimensional models and are
summarised below.

• In the two-zone model the reaction front is infinitely thin.

• Gases are ideal and not perfect.

• The process of combustion is the only occurrence of mass transfer between the
fresh and burnt gas.

• Heat transfer does not occur between the two zones.

• The pressure within the cylinder is uniform.

• The temperature and chemical composition is homogeneous in each zone.

• The chemical composition of the unburned gas is “frozen”.

• The burnt gas is maintained at a chemical equilibrium.

3.2.3 Zonal modelling

LUSIE can be ran in either single or multi-zone modelling modes. The multi-zone
models can be divided further into either two or three zone modelling. A schematic
for the multi-zonal modelling is shown in Figure 3.1 where Pb, Tb,mb is the pressure,
temperature and mass of burned gas respectively. The pressure, temperature and
mass of the unburned gas is Pu, Tu,mu respectively. Finallyme is the mass entrained
into the flame front, utr is the turbulent mass burning velocity and ute is the en-
trainment burning velocity. Each of the zonal models is described in the following
sections.
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Figure 3.1: Two and Three-zone models including definitions used within LUSIE

3.2.3.1 Single zone model

The single zone model is 0-dimensional and does not resolve the physical processes
that occur within an engine. Instead the burned mass fraction is calculated with a
single function. This function is known as the Wiebe function (Vibe [1964]) and is
described by:

xb = 1− exp
[
− a
(θ − θign

∆θ

)m+1
]

(3.1)

where xb is the cumulative mass fraction burned of the charge, θign is the start of
combustion, and ∆θ is the duration of combustion. The parameters a and m are
adjustable constants. The function produces an ‘S’ shaped profile typical of the mass
fraction burned, however to match experimental data the user defined constants need
tuning for each instance. The typical curve profile is shown in Fig. 3.2.

Due to requiring prior knowledge of the burn profile to match experimental
results it is worth stating that as a predictive modelling tool this simple approach
falls short. However because of its simplicity the computational time is minimal, an
advantage that commercial codes such as Ricardo WAVE and AVL Boost™ exploit3.
The Wiebe function was one of the early modifications incorporated into LUSIE by
Hynes [1986]. Although it is still an available option in LUSIE, the multi-zone models
are often preferred as they calculate a larger number of combustion parameters,
such as turbulent burning velocities and flame surface areas (see sections 3.2.3.2 and

3Diclaimer: While the two codes mentioned here utilise these models (see respective websites)
they may also include other modelling options and are not necessarily limited to this simple com-
bustion model.
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Figure 3.2: Wiebe function of the cumulative mass fraction burned for different
values of a and m.

3.2.3.3).

3.2.3.2 Two-zone model

The two zone model is the simpler multi-zone combustion model dividing the com-
bustion chamber into two zones, one containing the burned gas and the second zone
containing the unburned air-fuel mixture. Combustion is modelled as a single rate
reaction and as such is heavily reliant on the expression for this rate of combustion.
In the two-zone model this rate is given by the turbulent mass burning velocity
utr. As previously mentioned in the model assumption section (3.2.2), the two-zone
modelling assumes that the flame front is infinitely thin between the burned and
unburned zones, as such an account of the physical properties of the flame itself is
not made. The rate of fuel burned at a given time step, ∆mb, is given by:

∆mb = ρuAfrutr (3.2)

where ρu is the unburned gas density and Afr is the surface area of the burned
gas zone. The turbulent mass burning velocity, utr, is calculated using a turbulent
burning velocity model (see section 3.2.5).
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3.2.3.3 Three-zone model

The three-zone model is an extension to the two-zone model which incorporates some
of the physical processes of the flame. The model is based on the work by Blizard and
Keck [1974]. The three-zone model distinguishes between the burned and unburned
gas as before, further separated by a third zone. The bounds of the third zone are
the entrainment radius and the burnt gas radius. Blizard and Keck [1974] proposed
that the mass is entrained by the flame before being burnt. This assumed that
the individual eddies of a fuel-air mixture are brought into the propagating flame
which propagates at the rate ute, also known as the entrainment burning velocity.
This introduces a flame of finite thickness, δt, to describe the physical process of the
flame. Physically, the entrainment radius is the flame front determined from optical
experiments as opposed to the burned gas front, which is typically determined from
pressure traces (Gillespie et al. [2000]). The mass entrainment rate for a given time
step is:

∆me = ρuAfeute (3.3)

After the mass is entrained it is then burned. The rate at which the mass is burned
is controlled by the characteristic burn-up time, τb. The rate at which the gas is
burned for a given time-step is:

dmb

dt
=
me −mb

τb
(3.4)

The characteristic burn-up time is given by:

τb = Cτb
le
ul

(3.5)

Where le is the size of the turbulent eddy, ul is the laminar burning velocity and
Cτb is a constant. The choice of eddy size for Eq. (3.5) has been hotly debated
in the combustion community. When the model was originally proposed it used a
length scale that varied with valve lift, this was later adapted to use the integral
length scale as the characteristic eddy size by Keck et al. [1987]. Research at The
University of Leeds has previously used both the integral length scale (Hattrell
[2007], Abdi Aghdam [2003]) and the Taylor scale (Conway [2013]). It was concluded
from the work by Conway [2013] that using the Taylor scale gave the best prediction
for the JLR engine geometries. The engine geometry used in the study by Conway
is of a similar geometry and bulk turbulent motion to that of the AJ20-P4 engine
used in this study. Due to these similarities the Taylor micro-scale was utilised in
this study as the characteristic eddy size.
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Figure 3.3: Comparison of laminar burning velocity models at varying equivalence
ratio at pressure 5 bar and temperature 360 K.

3.2.4 Laminar burning velocity

The unstretched laminar burning velocity, ul, is used in both zonal models for the
calculation of the turbulent burning velocity as well as being used in Eq. (3.5)
to control the rate of mass burn in the three-zone model. A number of studies
using various fuels, techniques, and running conditions have been undertaken to
determine unstretched laminar burning velocity correlations (Ryan and Lestz [1980],
Metghalchi and Keck [1982], Rhodes and Keck [1985], Müller et al. [1997], Bradley
et al. [1998], Al-Shahrany et al. [2005], Ormsby [2005]). These correlations are
compared in Figs. 3.3 and 3.4 at both relatively low pressures and temperatures,
and “engine like” conditions respectively.

Obtaining laminar burning velocities at “engine like” conditions is difficult exper-
imentally due to relatively high pressures found within engines. At high pressures
the Markstein number will become low (Bradley et al. [1998, 2009]) as it was found
by Gillespie et al. [2000] that the laminar burning velocity was more susceptible
to instability and cellularity. A number of the models extrapolated beyond experi-
mental data to the temperature and pressure are presented in Fig. 3.4. Comparing
the two figures shows that for the low temperature and low pressure case there is a
much smaller relative difference between the models than at the high pressures and
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Figure 3.4: Comparison of laminar burning velocity models at varying equivalence
ratio at pressure 35 bar and temperature 600 K.

temperatures associated with engines. The choice of model under engine conditions
is therefore important to ensure accurate laminar burning velocities are predicted.

Hattrell [2007] investigated the validity of the aforementioned laminar burning
velocity models, with no recommendation made on the most suitable model. Conway
[2013] and Khan [2014] both used the Metghalchi and Keck [1982] model as the
correlation was determined at pressures up to 50 atm and unburned gas temperatures
up to 700K. However the model used pressure trace data, rather than optical data,
meaning that it was impossible to tell if the laminar burning velocity was enhanced
due to cellularity at high pressures. This study uses the Rhodes and Keck [1985]
model. Although this correlation also uses pressure trace data, at φ = 1, the model
is the closest to the mean of all the available correlations for both low pressures and
temperatures and “engine like” conditions. Another advantage is that the Rhodes
and Keck [1985] model was determined using gasoline. The Rhodes and Keck [1985]
model is described by:

ul0 = Bm +Bφ.(φ− φm)2 (3.6)

ul(T, P ) = ul0.

(
T

T0

)α
.

(
P

P0

)β
(3.7)

For which the coefficients can be found in Table 3.1.
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Table 3.1: Coefficients for Rhodes and Keck [1985] laminar burning velocity model.

α β φm Bm Bφ T0 (K) P0 (atm)
2.4− 0.271φ3.51 −0.357 + 0.14φ2.27 1.21 30.5 -54.9 298 1

While the Rhodes and Keck [1985] model was developed using a type of gasoline,
the composition of that gasoline will differ from modern day fuels. The addition of
a set percentage of ethanol is typically required for fuels to meet current legislation.
The effects of increased amounts of ethanol on the laminar burning velocity are
therefore of importance. Compared in Figure 3.5 is the laminar burning velocity of
a TRF blend that consists of 75.4% Toluene, 18.7% n-Heptane and 5.8% iso-octane
(by liquid volume), at different pressures with increasing levels of ethanol (E0 =0%
ethanol, E25 =25% ethanol, E50 = 50% ethanol, E100 = 100% ethanol). ∆ul is
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Figure 3.5: Laminar burning velocity for TRF gasoline surrogate with added ethanol
at various pressures and Tu = 360K. Data taken from Mumby [2016].

the difference between the maximum and minimum laminar burning velocity of the
different fuel compositions at each pressure interval. As the pressure increases the
difference in laminar burning velocities is reduced, and at 1.0 MPa the difference
in laminar burning velocity due to the effect of added ethanol is small. Due to
engine combustion being at pressures typically equal to or greater than 1.0 MPa
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the existing laminar burning velocity model for gasoline does not need updating to
account for the inclusion of ethanol.

It is well established that diluting the mixture with EGR reduces the laminar
burning velocity. LUSIE originally accounted for the dilution using either the ex-
pression by Metghalchi and Keck [1982] or Rhodes and Keck [1985]. However, due
to the nature of fuels evolving and the possible cellularity associated with these
correlations, a further two correlations were programmed into LUSIE by the author
(Fu et al. [2014], Bhattacharya et al. [2015]). A novel approach to determine an
EGR correction factor model from experimental engine data was adopted for this
study. The engine data correlation has been compared to pre-existing correlations
from the literature, none of which have been derived from engine data. The results
from the investigation form Chapter 4 of this thesis.

3.2.5 Turbulent burning velocity

Unlike the laminar burning velocity, the turbulent burning velocity, ut, is not a
fundamental property of the mixture. The turbulent burning velocity also depends
on the flow properties. LUSIE has a number of user defined models to calculate
the turbulent burning velocity. The models available include the Leeds K and K-Le
model developed by Abdel-Gayed et al. [1987] and Bradley et al. [1992] respectively,
and the Zimont-Lipatnikov model (Lipatnikov and Chomiak [1997]). The Zimont-
Lipatnikov model is a modified version of the original model suggested by Zimont
[1979]. The modification includes a time based flame development factor and an
additional laminar burning velocity term to account for the turbulence approach-
ing zero. A comparison of these turbulent burning velocity models was made by
Abdi Aghdam [2003] during his doctorial studies. It was concluded for variations
in compression or equivalence ratio that the Zimont-Lipatnikov model was superior
to the K or K-Le model, however predictions from all three were comparable at
different engine speeds. For this reason the Zimont-Lipatnikov model is adopted for
the present study. This choice is supported by Lipatnikov and Chomiak [2002], who
analysed experimental ut databases and found that the turbulent burning velocity is
proportional to both the turbulent RMS velocity and Damköhler number. The study
found that only four published models could predict all of the experimental trends
observed in turbulent flame propagation. These four models were: the expression
due to Zimont [1979], an expression based on the G-equation developed by Peters
[1999], the coherent flame model by Duclos et al. [1993], and the pair exchange
model by Kerstein [1988]. Another supporting argument for choosing the Zimont-
Lipatnikov model is its recent use for modelling fuel stratification (Lipatnikov [2017],
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Huang et al. [2014a,b]) which forms a large part of this thesis.

Recent studies by Bradley et al. [2011] and Bradley et al. [2013] have suggested
a new correlation that is similar to the expression suggested by Zimont [1979]. The
new correlation is of the form:

ut
u′k

= U = α ·Kβ (3.8)

for positive Markstein numbers:

α = 0.023(30−Masr) (3.9a)

β = 0.0103(Masr − 30) (3.9b)

whereas for negative Markstein numbers:

α = 0.085(7−Masr) (3.10a)

β = −0.0075(Masr + 30). (3.10b)

The correlation was determined experimentally for a number of different fuels at
various pressures and temperatures. The Karlovitz stretch factor is related to the
Damköhler number by:

Da = K−1 L

λ
(3.11)

meaning that the model is comparable to those analysed by Lipatnikov and Chomiak
[2002], and improves on this by physically constraining the constant β. The stretch
rate Markstein number, Masr, depends on mixture composition (fuel type, equiv-
alence ratio and residuals), pressure and temperature. Unfortunately not enough
information is currently published for the mixtures, pressures and temperatures
which this study investigates. A plot of the Zimont model is compared to the newly
suggested U/K correlation in Figure. 3.6.

Zimont [1979] proposed that the mechanism of turbulence effects on the turbu-
lent burning velocity can be treated based on eddy size. The model assumed that
large-scale turbulent eddies increase the burn rate by wrinkling the flamelet, thus
increasing the area of the flame. Another assumption was that the small-scale tur-
bulent eddies, on a scale smaller than the flame thickness (η < δt), penetrate the
flame front and thicken it, enhancing the mixture and also increasing the burn rate.
The turbulent burning velocity of a flame surface element is therefore given by the
product of a local quasi-laminar burning velocity of a thickened flamelet, and the
ratio of the wrinkled surface area of the thickened flamelet, un,t, to the projected
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Figure 3.6: U/K diagram with Zimont-Lipatnikov model plotted.

surface area normal to the direction of propagation:

ut,∞ = un,t

(
Āt
A0

)
(3.12)

where At is the surface area of the thickened flame, and A0 is the area of the pro-
jection of this surface onto a plane normal to the direction of propagation. Zimont’s
assumptions result in a fully developed flame as the ratio Āt/A0 is assumed to be
independent of the flame development time. The fully developed turbulent burning
velocity was expressed as:

ut,∞ = Cut u
′ Da1/4 (3.13)

where u′ is the turbulent RMS velocity. As well as the definition in Eq.(2.36) the
Damköhler number can be defined as:

Da =
L u2

l

u′ κ
(3.14)

where L is the integral length scale, κ is the thermal diffusivity and ul is the un-
stretched laminar burning velocity. Therefore the fully developed turbulent burning
velocity can be expressed in terms of the laminar burning velocity.

ut,∞ = Cut u
′3/4 u

1/2
l L1/4 κ−1/4. (3.15)



Chapter 3 55
Combustion code

& Engine Description

The proportionality constant, Cut, has traditionally required tuning depending on
whether it is the two-zone or three-zone model being used (Abdi Aghdam [2003]).
For the two-zone model the velocity is the turbulent mass burning velocity, utr, as
originally intended by Zimont, whereas for the three-zone model it represents the
turbulent entrainment velocity, ute. An attempt has been made to align Cut for both
two and three zone models through the inclusion of a density ratio term to capture
the thermal expansion effects of the flame. This saves time tuning constants when
switching between two and three-zone combustion models.

ut,∞ = Cut u
′ Da1/4

(
ρu
ρb

)
(3.16)

Conway [2013] reported that a value of 0.35 for Cut was reasonable for various
naturally aspirated and turbo-charged engines. It was then adopted in the study by
Khan [2014] and has again been adopted for this study.

Lipatnikov and Chomiak [1997] developed an expression for the developing tur-
bulent burning velocity, ut, to account for the fact that in a real engine the flame
is not statistically stationary. The flame accelerates and the flame brush thickens
as the flame front experiences different eddy sizes within the chamber. The flame
development can be separated into two categories:

• When the unconstrained flame propagates into the unburned mixture it is
largely goverened by the turbulence scales encountered.

• When the flame approaches the system boundary, in the case of an engine, the
piston, cylinder walls and cylinder head components.

The transient effects of the progressing flame are accounted for in the turbulent
burning velocity model, with fd modelling the unconstrained flame development
and fw modelling the flame wall interaction.

ut = (ul + ut,∞ fd) fw (3.17)

The extra laminar burning velocity term, ul, was included by Lipatnikov and Cho-
miak [1997] to account for zero turbulence. A detailed discussion on how fd and fw
are modelled can be found in sections 3.2.6 and 3.2.7 respectively.

3.2.6 Turbulent flame acceleration

Combustion within a SI engine is a transient process, which starts with a “laminar-
like” flame kernel after ignition. The flame front is then wrinkled as it is subjected
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to varying sizes of turbulent eddies, increasing surface area and resulting in an
acceleration in the propagation velocity. The rate at which the flame front entrains
across the combustion chamber is not necessarily aligned with the rate at which
fuel burns, therefore the thickness of the flame brush is also a transient phenomena
(Abdel-Gayed et al. [1987], Lipatnikov and Chomiak [2002], Ormsby [2005], Larsson
[2009]).

Modelling the flame acceleration is particularly important when using quasi-
dimensional modelling techniques to simulate SI engine combustion. To account for
this behaviour the turbulent burning velocity model, Eq. (3.17), includes the term fd

to encapsulate the flame acceleration. The term can be interpreted as either being
a multiplier to ut,∞ or a ratio of effective turbulent RMS velocity divided by the
actual RMS velocity, u′k/u′.

A number of expressions to account for the development of flames in engines can
be found in both LUSIE and the literature. Two of the models were developed at the
University of Leeds and were based on experimental results by Abdel-Gayed et al.
[1987] (time based model) and Scott [1992] (flame radius based model). Another
four models were included by Hattrell [2007], three based on a literature review and
one suggested by the author. The three models identified in the literature were
the work of Wu et al. [1993], Dai et al. [1995] and Lipatnikov and Chomiak [1997].
Hattrell [2007] concluded that the Leeds based models and the Lipatnikov model
produced similar trends, whilst the Dai and Wu models appear to over-predict the
flame development in the early stages and go on to predict an infinitely accelerating
flame, unless met by an infinitely increasing length scale. The model suggested by
Hattrell is based on time and the dimensionless flame radius however, although the
model is included in LUSIE, it has not been validated against any experimental
data. The choice of model for the current study was the Lipatnikov model as it
has been purposefully developed as an extension of the Zimont turbulent burning
velocity model also chosen for this study.

The flame development factor proposed by Lipatnikov and Chomiak [1997] is
based upon the time elapsed from spark, t, and is given by:

fd =

{
1 +

τL
t

[
exp
(
− t

τL

)
− 1

]}1/2

(3.18)

where τL is the turbulent time scale. Although the Lipatnikov model produces a
decreasing flame acceleration it does not account for the deceleration experienced
by the flame as it approaches the cylinder walls.
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3.2.7 Flame-wall interaction

As the flame approaches the wall it decelerates. The deceleration is caused by a
physiochemical phenomena that is difficult to measure even in full bore optical ac-
cess engines due to the light reflecting off the cylinder walls. As the flame approaches
the walls heat loss from the flame is increased, thus lowering reactant temperature,
decreasing reaction rates. The wrinkled flame becomes truncated by the cylinder
walls, reducing the surface area of the flame leading to a decrease in the propa-
gation velocity. The flame extinguishes due to exhaustion of reactants, or radical
termination at the walls (Verhelst and Sheppard [2009]).

The effect of the flame-wall interaction is encapsulated into the turbulent burn-
ing velocity model in Eq.(3.17) through the term fw. There are two flame-wall
interaction models within LUSIE, the first is based on a “Active” Perimeter Fraction
(APF) developed by Abdi Aghdam [2003] and the second is based on the model by
Lipatnikov and Chomiak [2000]. This was then converted to engine co-ordinates by
Abdi Aghdam et al. [2007]. The second model has been the preference of the pre-
vious users of LUSIE (Conway [2013], Khan [2014]), and shall be described here. It
must however be noted that upon comparison by the author, the models had a neg-
ligible difference on the predictive pressure traces, which are presented in Figure 3.7.

The flame-wall factor, fw, for the Lipatnikov/Aghdam et al. model was based
on experimental observations and is defined as:

fw = erf
(
rb − fre
δt(t)

)
(3.19)

where rb is the bore radius, fre is the flame radius and δt is the flame thickness. The
flame thickness is governed by diffusion and is given by Lipatnikov and Chomiak
[2000] as:

δt(t) = u′ τL

{
2t′
[
1− 1

t′
(1− e−t′)

]}1/2

(3.20)

where t′ is a dimensionless time given by t/τL.

3.2.8 Flame geometry

The Generalised GEOMetry lookup table (GGEOM) is a stand alone command
line application, which was created by Hattrell [2009]. The software creates flame
lookup tables to be used by LUSIE. The flame lookup tables provide flame volumes



Chapter 3 58
Combustion code

& Engine Description

-80 -60 -40 -20 0 20 40 60 80 100
0

1

2

3

4

Pr
es

su
re

 (M
Pa

)

Crank Angle (deg)

 APF
 erf

Figure 3.7: LUSIE pressure trace simulations for APF model developed by
Abdi Aghdam [2003] and error function model proposed by Lipatnikov and Cho-
miak [2000], under arbitrary running conditions.

and areas, for a given flame radius, at a given discrete crank angle. There may be
more than one flame geometry for any given crank angle due to the variations in
combustion rate and the point of ignition. An assumption made by GGEOM is that
the flame propagates as a sphere and is truncated by the cylinder walls.

The use of GGEOM allows actual engine geometry to be used, as opposed to
idealised pent and disc shaped geometry. It incorporates CAD models of the engine
geometry through the use of the GNU triangulated surface library. STereoLithogra-
phy (STL) CAD files of the top surface of the piston and the cylinder head surface
are easily converted into GNU Triangulated Surface (gts) files by invoking a single
command in the terminal. GGEOM uses these geometries to create the flame lookup
table. The flame geometry can be shown visually, an example of this is Figure 3.8,
which shows the different flame radii at a given crank angle.

3.2.9 Heat transfer

Heat transfer in an engine strongly effects the combustion process (Ferguson and
Kirkpatrick [2001]) with the dominant mode of heat transfer for a SI engine, be-
tween the combustion gases and cylinder walls, being convection. Two expressions
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Figure 3.8: Visual output of GGEOM showing the Jaguar Land Rover single cylinder
research engine geometry and flame radius for a given crank angle.

for predicting the heat transfer are programmed into LUSIE with both models based
on Nusselt-Reynolds relations, which originate from turbulent flow in pipes. The
two heat transfer correlations are the Annand [1963] model, which includes both
convective and radiative terms, and the Woschni [1967] model which accounts for
convection only. The models are reliant on the wetted surface areas of the combus-
tion chamber, which changes with piston motion. These wetted surface areas are
calculated using the flame geometry routines (see section 3.2.8). Another important
parameter for the heat transfer routines are the temperatures of the cylinder head,
piston and cylinder walls. Further details for the heat transfer routines can be found
in Abdi Aghdam [2003], Liu [2004] and Hattrell [2007].

3.2.10 Blow-by

During both firing and motoring cycles the motion of the piston creates a pressure
difference between the combustion chamber and the crankcase. The low pressure
region is the crankcase which the mass inside the cylinder moves towards. This
process for the most part is preventable in an engine due to the inclusion of piston
rings which forms a seal between the combustion chamber and crankcase. However
the seal is not perfect due to the need for lubricating the reciprocating engine parts
to reduce wear. The small gap is enough for some of the mass from the combustion
chamber to flow into the crankcase, this is known as blow-by.

Blow-by can be further divided into two categories, mass that escapes but is
reintroduced on the expansion stroke of the engine, and mass that is lost to the
crankcase. LUSIE makes several assumptions regarding the blow-by, these are:

• flow is isentropic and compressible
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• the mass lost is considered to be unburned gas only.

The second assumption is valid for all cases for which the engine uses a centrally
mounted spark-plug. The blow-by routines were incorporated into LUSIE by Abdi Agh-
dam [2003] whose thesis (and in the thesis by Hattrell [2007]), provides a detailed
description of the blow-by routines.

3.2.11 Turbulence

The flow of the incoming gas at sensible engine speeds enters the combustion cham-
ber at high velocities and is therefore in the turbulent regime. Turbulence is re-
sponsible for increasing the burning velocity to much greater values than a laminar
system would be capable of, producing a greater rate of heat release. The impor-
tance of turbulence on SI combustion is well understood and is included in equations
that govern the burning velocity, rate of fuel burned and flame development. LUSIE
contains a number of turbulence sub models, including two with linear fit relation-
ships and a 0-D k-ε model proposed by Lumley [1999]. A full description of these
models can be found in Conway [2013].

LUSIE also allows for an external data file to be parsed in, which can include
either experimental or CFD data. Turbulence parameters were determined using
CFD before being parsed into LUSIE from the aforementioned external file. The
turbulence parameters (crank resolved integral length scale and turbulent RMS ve-
locity) were generated using CFD simulations at Imperial College London. The
simulations of the Jaguar Land Rover Single Cylinder Research Engine (SCRE)
were undertaken using the commercial STAR-CD/es-ice code. The code was used
to simulate gas exchange and in-cylinder flow motion. The model consisted of 2.2
million cells at bottom dead centre (BDC) including the intake and exhaust ports.
Time dependent pressure and constant temperature were applied at the intake and
exhaust boundaries of the model for each operating point taken from the experi-
mental data. The base timestep used for the simulations was 0.05 CA° which was
reduced by half during the opening and closing of the valves. Turbulence was mod-
elled using the k-ε RNG model proposed and developed by Yakhot and Orszag
[1986] and Yakhot et al. [1992]. The turbulence parameters provided for this study
were timestep resolved. The complete methodology was validated using an extensive
experimental database from an old specification Jaguar Land Rover AJ133 optical
engine (Justham et al. [2006], Jarvis et al. [2006], Serras-Pereira et al. [2008, 2015],
Williams et al. [2008, 2010], Serras-Pereira et al. [2013]) and the thermodynamic
SCRE used in the current study, both of which have a comparable engine geometry.
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Validation of the turbulence modelling is included in the thesis by Kountouriotis
[2017] and has been utilised in the publication by Roberts et al. [2018]. An example
of the CFD generated crank-resolved turbulence parameters are shown in Figure 3.9.
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Figure 3.9: Crank resolved turbulent RMS velocity and integral length scale gener-
ated using CFD

3.3 LUSIEDA Reverse Analysis

LUSIEDA is a reverse thermodynamic code that back calculates combustion param-
eters, such as the mass fraction burned, turbulent mass burning velocity and burned
gas radius, from experimentally obtained in-cylinder engine pressure data.

LUSIEDA calculates the pressure rise inside the combustion chamber incremen-
tally during combustion:

Pi+1 = Pi + ∆Pm + ∆Pht + ∆Pbb + ∆Pcomb (3.21)

where Pi and Pi+1 are experimental pressure data at two consecutive crank angles.
The change in pressure due to isentropic compression/expansion is ∆Pm. ∆Pht is
the change in pressure due to heat transfer, ∆Pbb is the change in pressure due
to blow-by, and finally ∆Pcomb is the change in pressure due to combustion. The
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heat transfer and blow-by is calculated using either of the heat transfer models
found in section 3.2.9 and a “flow through orifice” model by Heywood [1988] (see
section 3.2.10) respectively. An iterative method is used to determine the change
in mass burned, ∆mb, required for ∆Pcomb to equal the measured value found from
Eq. (3.21). The change in mass burned can then be used to calculate the turbulent
mass burning velocity from Eq. (3.2). The reverse analysis approach adopted here
has been widely used in engine modelling (Liu et al. [2013], Abdi Aghdam [2003],
Conte and Boulouchos [2005], Verhelst and Sheppard [2009]).

3.4 SI combustion code validation

LUSIE has previously been validated for a wide range of engines at various running
conditions, with the most recent validations found in Abdi Aghdam [2003], Hattrell
[2007], Conway [2013] and Khan [2014]. The code has been validated here for both
the motoring cycle and firing cycle to ensure that LUSIE is still valid for the latest
development engines. Unfortunately the single cylinder research engine (SCRE) used
for this study (see section 3.5) has no optical access, resulting in no validation for
how the flame radius changes w.r.t time. The running conditions for both motoring
and firing validation are presented in Table 3.2.

Table 3.2: Running conditions for LUSIE validation.
Parameter Value
Engine Speed [rpm] 1500
Pint [MPa] 0.135
Tint [K] 382.0
Spark advance [deg aTDC] - 15.0
φ 1.0
Engine Load (GMEP) [MPa] 0.79

3.4.1 Motoring cycle validation

The motoring cycle is validated to ensure that LUSIE can accurately predict the
pressure rise due to isentropic compression/expansion, and the effect blow-by has
on said pressure trace. The blow-by parameters required updating to match those
of the engine. These parameters were taken from measurements found in technical
drawings provided by Jaguar Land Rover. The motoring cycle validation is presented
in Figure 3.10. The motoring cycle has a good agreement with the compression part
of the experimental firing cycle. The good alignment shows that the blow-by and
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heat transfer routines are valid for the compression and expansion phases of the
cycle. It also confirms that the initial conditions have been input correctly for a
firing cycle.
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Figure 3.10: LUSIE simulated motoring pressure trace compared to experimental
firing cycle.

3.4.2 Firing cycle validation

The firing cycle was validated against experimental data that had been split into
fast, middle and slow combustion cycles, while the data in-between these regions
was removed. This approach is commonly used when dealing with cyclic variability
(Conway [2013], Burluka et al. [2012], Abdi Aghdam et al. [2007]). Fast, middle and
slow cycle are determined by the peak pressure values, with the fast combustion
cycles defined as Pmax ≥ P̄max +σ, where P̄max is the mean peak pressure value and
σ is the standard deviation. The middle cycles are defined as P̄max−0.25σ ≤ Pmax ≤
P̄max+0.25σ. Finally, slow cycles are defined as Pmax ≤ P̄max−σ. The pressure trace
validation for the firing cycle is shown in Figure 3.11, where the LUSIE simulation
corresponds to a middle combustion cycle. The tunable parameters, Cut and Cτb

(from Eqs. (3.15) and (3.5) ) were set to 0.35 and 16.5 respectively.
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Figure 3.11: LUSIE simulated crank-resolved pressure trace with tuned constants
and experimental data at 1500 rpm and GMEP of 0.79 MPa.

3.5 Description of Engine

The SCRE used throughout the study was a 1-cylinder version of the latest Jaguar
Land Rover gasoline Ingenium engine (Fig. 3.12). The engine was installed at Impe-
rial College London. A geometrical specification of the SCRE is shown in Table 3.3.

Table 3.3: Jaguar Land Rover SCRE specification
Parameter Value
Displaced volume [cc] 499
Compression ratio 10.9
Number of cylinders 1
Number of valves 4
Fuel injection Central DI
Intake maximum opening point [°CA aTDCgx] 161
Exhaust maximum opening point [°CA bTDCgx] 121
Intake phaser range [°CA] 50
Exhaust phaser range [°CA] 50
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Figure 3.12: Jaguar Land Rover test engine.

The crankcase and bottom end of this engine took the form of a Ricardo Hy-
dra with the valvetrain consisting of a Continuously Variable Valve Lift (CVVL)
electro-hydraulic system coupled with dual independent cam phasing on both in-
take and exhaust camshafts. The CVVL unit allowed for independent control of
both intake valves therefore allowing for very different valve lift profiles including
the ability to close one valve independent of the other. The engine load was con-
trolled by a Bosch twin-track electronic throttle. However, for conditions utilising
heavy dilution, an Eaton V250 supercharger driven by an electric motor was used
to provide the additional air mass flow required to achieve the desired load (Roberts
et al. [2018]).

The equipment and errors associated with engine data acquisition were outlined
in Smith et al. [2018] and are quoted here “High speed, crank angle resolved data
was recorded using AVL Indicom v2.6 as part of an AVL Indiset Advanced Gigabit
unit utilising a 14-bit analogue to digital convertor (maximum error of ± 0.95 KPa,
±0.061 KPa and ±0.122 KPa for the in-cylinder, intake and exhaust pressure chan-
nels). A water-cooled Kistler 6041B piezo-electric sensor (accurate to <1% of full
scale), mounted flush with the combustion chamber surface, in combination with a
Kistler 5064 charge amplifier were used to measure in-cylinder pressure. This ‘dy-
namic’pressure was referenced to the intake manifold pressure (measured using a
Kistler 4007 type sensor in conjunction with a Kistler 4665 signal conditioner) mea-
sured at the crank angle equidistant between the crank angles of maximum valve
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lift and intake valve closure.”

The exhaust gas was recirculated back into the cylinder via a low pressure loop,
resulting in the EGR being introduced upstream of a split in the intake system that
was required to switch between the boosted and naturally aspirated modes. The hot
EGR was cooled using a Ford DW12 water-cooled EGR cooler with the rate being
controlled via a Ford DW12 EGR valve. The rate of EGR was calculated as the
ratio of carbon dioxide content within the intake manifold to the carbon dioxide in
the exhaust stream. The CO2 levels for the EGR calculation were measured using
a Horbia MEXA One emissions analyser. The emissions of other species, such as
NOx and CO, were also measured using a Horiba MEXA One analyser.
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Exhaust Gas Recirculation in
SI engines

4.1 Chapter Overview

The work presented in this chapter is focussed on determining a correction factor
to the laminar burning velocity that models the effect of EGR from engine pressure
data. Turbulent mass burning velocities, utr, were determined from pressure trace
data using the LUSIEDA simulation code. A relation between the turbulent burning
velocity and laminar burning velocity was required to calculate the EGR correction
factor. A discussion on a suitable choice for the relation is presented in this chapter.
Laminar burning velocities at various levels of EGR were utilised in calculating the
EGR correction factor. Models from the literature provided a point of comparison for
the correlation found in this study. Forward modelling using the LUSIE simulation
code then compared the correlation found using engine data in this study to those
found in the literature for engine pressure trace predictions and mass fraction burned
profiles, at various speed and load points. The fuel used for this study was a EURO
VI specification E10 gasoline (10% ethanol by volume). The full fuel specification
can be found in Appendix A.

4.2 Pre-existing correlations

Cooled EGR leads to a decrease in laminar burning velocity, which is well doc-
umented in the literature. Therefore, in computer simulations of SI combustion

67
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engines, the effect of EGR is typically modelled through a correction factor that
reduces laminar burning velocity depending on the applied level of EGR. The cor-
rection factor is described by a ratio of laminar burning velocities:

EGR correction factor =
ul(f)

ul(f = 0)
(4.1)

where f is the mass fraction of EGR. A variety of different models have been sug-
gested, but none of them are based on engine-like conditions. The study by Mid-
dleton et al. [2012] simulated the effect of EGR on the laminar burning velocity
of isooctane air mixtures at high pressures (0.1 - 25 MPa) and high temperatures
(400-1000K) typically associated with engine combustion, however the study was not
validated against any experimental data. Furthermore, although the Metghalchi and
Keck [1982] and Rhodes and Keck [1985] models were mentioned in the study no
direct comparison of the EGR correction factors were made to assess their accuracy
under the specified conditions.

The correction factor proposed by Metghalchi and Keck [1982] was found exper-
imentally, using a diluent composition of 15% carbon dioxide and 85% nitrogen by
volume to simulate combustion products. The experiments were carried out using
a constant volume combustion chamber at an initial pressure of 0.1 MPa for a sto-
ichiometric mixture of isooctane and air at an unburned gas temperature range of
340-440K.

Their model was later modified by Rhodes and Keck [1985] for a blended fuel
similar to gasoline, known as indolene. The correction factor was determined for
equivalence ratios of 0.7-1.2 and for initial pressures of 0.1 and 0.2 MPa. Due to
the change in mixture, the composition of the combustion products acting as a
diluent had to be modified with the products containing 20% carbon dioxide and
80% nitrogen by volume.

A correlation purely based on numerical simulations was determined by Fu et al.
[2014] using the CHEMKIN-PRO software and the Frassoldati et al. [2012] model,
which contains 7966 reactions and 249 species. The diluent composition is user
defined and includes carbon dioxide, nitrogen and water. The laminar burning
velocity simulations were carried out at pressures and temperatures of up to 0.5
MPa and 500K respectively for a stoichiometric mixture. However, the running
conditions at which the EGR correction factor was determined are unclear.

The most recently suggested correction factor is based on a combination of sim-
ulations and experiments. Bhattacharya et al. [2015] used a commercial gasoline
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Table 4.1: Summary of EGR correction factor correlations.

Model Method Pressure (MPa) Temperature (K) φ
Metghalchi & Keck Combustion bomb 0.1 320-440 1.0
Rhodes & Keck Combustion bomb 0.1-0.2 350-550 0.7-1.2

J.Fu et al. (isooctane) Numerical simulation 0.5 500 1.0
Bhattacharya et al. Burner & Numerical simulation 0.1 423 0.7-1.3

Present study Engine 3.0 768 1.0

(Shell V-Power as available in Germany) that, given the publication date of the
paper, should be compliant with EURO VI regulations. For the experimental data
Bhattacharya et al. used a heat flux burner to determine the stretch free lami-
nar burning velocities with the diluent comprising of carbon dioxide and nitrogen.
Simulations were performed using the CHEMKIN-PRO package with a chemical
mechanism constituting 877 reactions and 171 species (Luong et al. [2013]). This
mechanism had been derived from a more complex mechanism containing 3796 reac-
tions and 874 species (Curran et al. [1998, 2002]). The chemical model was validated
against the burner experimental data and a correlation for the EGR correction fac-
tor was proposed. Both experimental and numerical data was taken at a pressure
of 0.1 MPa and unburned gas temperature of 432 K.

Mannaa et al. [2017] investigated the effect of exhaust gas recirculation on the
laminar burning velocity of a fuel for a advanced combustion engine (FACE-C)
gasoline. No correction factor was specified, although a quasi-linear decrease with
increasing EGR was found.

No work exists that compares these models in terms of their accuracy under
engine conditions. Therefore, it is not clear which models are useful to study EGR
or whether any of them are predictive at all. A summary of the conditions at which
published correlations were determined is presented in Table 4.1.

4.3 Engine data correlation

The processes of determining an EGR correction factor starts with collecting the
in-cylinder pressure data at varying levels of EGR. To enable a comparison between
the combustion parameters, the engine load was kept constant by increasing the
engine boosting and advancing the spark timing as the levels of EGR increased.
The running conditions for each case are summarised in Table 4.2. The correlation
was derived at an engine speed of 1500 rpm at full load, with a GMEP of 0.79 MPa.

The percentage of EGR for each case in Table 4.2 includes the external EGR only
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Table 4.2: Experimental running conditions for increasing levels of EGR to maintain
a constant engine load of 0.79 MPa GMEP at 1500rpm.

Case PIV C (MPa) Spark timing (deg bTDC) EGR % (by mass)
0 0.135 15 0
1 0.14 17.5 5
2 0.145 20 10
3 0.152 22 15
4 0.158 26.5 20
5 0.163 29 25
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Figure 4.1: External EGR, post exhaust residual gas and total in-cylinder residuals
for each case described in Table 4.2.

and does not account for the in-cylinder residuals that are trapped after each firing
cycle. The mass fraction of residuals contributes to the in-cylinder temperature at
IVC and alters the turbulent mass burning velocity as the density of the unburned
gas is altered (see Eq. (3.2)) The residuals were calculated using the model developed
by Cho et al. [2001]. The external EGR, residuals and total residuals are presented
in Figure 4.1. The level of residuals were found to be approximately constant at
around 8% by mass.

The experimental data was then analysed using the reverse thermodynamic code,
LUSIEDA (see section 3.3). Turbulent burning velocities were calculated from the
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Figure 4.2: Flowchart describing process of obtaining EGR correction factor from
engine pressure trace data.

experimental pressure trace data before a relation between turbulent burning veloc-
ity and laminar burning velocity was used to calculate the laminar burning velocity.
Once the laminar burning velocity was known the EGR correction factor could be
determined. A discussion on the choice of model to back-calculate the laminar
burning velocity can be found in section 4.3.1. The process of obtaining the EGR
correction factor from the experimental engine data is depicted as a flowchart in
Figure 4.2.

In the back-calculation of the correction factor, for the sake of simplicity, the
mean utr value over all experimental pressure traces was used, instead of running 300
instances of the backward model and averaging those. The mean cycle is calculated
by averaging the pressure at every 0.1 CA°. To ensure that the correction factor
derived from data is not sensitive to the number of acquired pressure traces the
correction factor using the first 100 and 200 cycles acquired were compared to the
full 300 cycle data set. The correlations determined for 100, 200 and 300 cycles
are presented in Figure 4.3. The 200 and 300 cycle correction factors are extremely
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Figure 4.3: Correction factor resulting when considering data from different numbers
of cycles. The average difference between the results is 1.5%.

close and have an average difference of 1.5%. As the number of cycles increases
the difference between the correction factors decrease, showing that the 300 cycle is
statistically stable.

4.3.1 Turbulent-laminar burning velocity relation

Once the turbulent mass burning velocity, utr, is calculated from engine pressure
data, the laminar burning velocity can be derived. In predictive modelling, a laminar
burning velocity model is usually an input to predict the turbulent burning velocity
of the flame. In this case a model of the turbulent burning velocity is utilised to back-
calculate the laminar burning velocity from the pressure trace data. This method
relies on an accurate description of the turbulent burning velocity and its dependence
upon the laminar burning velocity. The turbulent burning velocity model selected
is the Zimont-Lipatnikov model. This model was selected as it provides reasonable
predictive simulations. A full description of the model can be found in section 3.2.5.
Rearranging the Zimont-Lipatnikov for the laminar burning velocity, ul, gives:

ul = 0.5 · (Z2 − (Z4 + 4Z2 · utr)0.5 + 2utr) (4.2)
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where Z is:

Z = Cut u
′
k

(
L

u′ κ

)0.25

(4.3)

and u′k is the turbulent RMS velocity multiplied by the Zimont-Lipatnikov flame
development factor, stated in Eq. (3.18).

In predictive simulations using the forward model, the constant Cut is fixed by
tuning the model to measurements. The value of Cut is tuned to model the turbulent
mass burning velocity, utr, for the two-zone model and the turbulent entrainment
velocity for the three-zone model. However, this tuning is not possible for the
backward model. In theory, because the EGR correction factor divides two laminar
burning velocity values, the model constant will cancel out. Although this should
be the case an attempt to constrain the value has been made by utilising a similar
turbulent burning velocity model from the literature.

It is discussed in section 3.2.5 that recent studies by Bradley et al. [2011] and
Bradley et al. [2013] have determined a turbulent burning velocity model, referred
to here as the U/K model, that is similar to the Zimont-Lipatnikov model. One
advantage of the U/K correlation is that there is no model constant that requires
tuning. However, the constant Cut can be fixed in the Zimont-Lipatnikov model so
that it closely aligns with the U/K correlation for a given Markstein number. The
U/K correlation cannot be used directly as insufficient information in the literature
exists to provide stretch rate Markstein numbers at the pressures and temperatures
within an engine, as well as for a changing mixture composition (increasing EGR).

The Damköhler number is inversely proportional to the Karlovitz stretch factor,
with an extra factor to account for the difference in turbulence length scales used:

Da = K−1 · L
λ

(4.4)

where λ is the Taylor microscale. If we ignore the added laminar burning velocity
term that accounts for u′ → 0, the Zimont-Lipatnikov model becomes:

U = Cut

(
L

λ

)1/4

K−1/4. (4.5)
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To obtain β = −1/4 in the U/K correlation (Eq. (3.8)), we need to set Masr = 5.73

in Equation (3.9b), which in turn means that α = 0.558 according to (3.9a). Note
that there is no negative value of Masr for which Equation (3.10b) gives β = −1/4.

The ratio between the integral length scale and Taylor microscale to the power
of -1/4 is approximately constant with values varying between 0.61 and 0.59. The
mean value is used, setting (

L

λ

)−1/4

= 0.6. (4.6)

Equating the U/K correlation (3.8) with β = −1/4 and Eq. (4.5) gives, after can-
celling K−1/4,

α = Cut

(
L

λ

)1/4

. (4.7)

From that, a value of Cut that aligns the Zimont-Lipatnikov model with the U/K
correlation can be determined:

Cut = α

(
L

λ

)−1/4

= 0.558

(
L

λ

)−1/4

= 0.33. (4.8)

Therefore a value of Cut = 0.33 is used for the backward model.

Note that the stretch rate Markstein number for isooctane was found to be
around 6 at 0.1 MPa and 358K (Bradley et al. [1998]) with an error of ±1. While the
measurements taken in this study were at a higher pressure and higher temperature,
it has been shown that increases in pressure will lead to a decrease in Masr (Bradley
et al. [1998, 2009]) whereas an increase in temperature leads to an increase in Masr

(Bradley et al. [1998].) Therefore, the value of Masr = 5.73 used for gasoline in
this study seems reasonable, but the lack of data in the literature prevents a more
quantitative assessment. Experiments aiming to determine Markstein number at
high temperatures and pressure would be an important area for future research.

It is worth stressing that the only free parameter in the backwards model is Cut
and that the resulting correction factor is not particularly sensitive to it: changing
Cut by ± 10% was found to have a negligible effect on the back-calculated EGR
correction factor, with a maximum change of 1.5% over all EGR values. The EGR
correction factors for the sensitivity study are presented in Figure 4.4.
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Figure 4.4: Correction factor resulting from sensitivity analysis of Cut (Cut=0.33).
The maximum difference over all points is 1.5%.

4.3.2 Final correlation

Laminar burning velocities were calculated, using Eq. (4.2), for a range of EGR
values from the experimentally derived turbulent burning velocity. To avoid spark
and flame deceleration effects, the burning velocity measurements were taken when
the burned gas radius was 10-30mm. The back-calculated laminar burning velocity
plotted against in-cylinder pressure is shown in Fig. 4.5. A logistic function was
used to fit the data points and then to calculate the EGR correction factor for the
varying levels of EGR shown in Fig. 4.6.

The calculated EGR correction changes as the flame develops over time. The
flame has been found to develop in three stages: first initial acceleration, then
propagation at an approximately constant speed, finally deceleration due to wall
effects (Liu et al. [2013]). Presented in Figure 4.7 is the turbulent mass burning
velocity plotted against burned gas radius for increasing external EGR values. The
correction factor should account for the steady flame propagation phase as initial
flame development and flame interaction with the cylinder walls is already accounted
for in the forward modelling. The steady state phase in Figure 4.7 increases as the
level of EGR increases, but is not very pronounced for the 0% case. The in-cylinder
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Figure 4.5: Back calculated laminar burning velocity plotted against the change in
in-cylinder pressure (symbols) and curve fitting of ul (lines).

pressure for when the turbulent mass burning velocity is propagating steadily for
the 0% case is approximately 3.0 MPa. The values chosen correspond to those at an
in-cylinder pressure of 3.0 MPa which lies well within the steady-state propagation
phase for all EGR cases under these conditions. The pressure had to be equal for
all EGR values due to the influence of pressure on the laminar burning velocity.

Obtained correction factors are plotted against EGR fraction in Fig. 4.8, together
with models from the literature. All models show an approximately linear decrease of
the correction factor with EGR. The models by Bhattacharaya et al. and Metghalchi
& Keck are very closely aligned. The model described by the present study is similar
to the Bhattacharya et al. and Metghalchi & Keck at lower levels of EGR however as
the level of EGR increases the present study reduces the laminar burning velocity
significantly less than all models from the literature. The model derived in the
present study finds that the EGR correction factor is larger at high levels of EGR
compared to the literature. This could be attributed to the composition of the EGR
containing species like hydrogen which burn much faster than those included in the
simulated EGR within the literature. This is supported by a study by Mannaa et al.
[2017] who found that synthetic EGR reduced the laminar burning velocity more
than real exhaust gas.
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Figure 4.6: EGR correction factor plotted against the change in in-cylinder pressure
for increasing levels of EGR.

A quasi-linear fit of the data from the present study found that the EGR cor-
rection factor changes with the mole fraction of EGR as:

ul(fmole)

ul(fmole = 0)
= 1− 0.835 f 0.687

mole (4.9)

where fmole is the mole fraction of EGR diluent. The mole fraction of EGR was
calculated experimentally as the ratio of CO2 in the intake manifold to the ratio of
CO2 in the exhaust stream. The correlation by Bhattacharya et al. is of a similar
form and is given by (for φ = 1.0):

ul(f)

ul(f = 0)
= 1− 1.68 f 0.84. (4.10)

where f is the mass fraction of EGR diluent. The model by Rhodes & Keck is given
by:

ul(fmole)

ul(fmole = 0)
= 1− 2.06 f 0.773

mole (4.11)

The Rhodes and Keck [1985] model has the same functional form as the Bhat-
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Figure 4.7: Turbulent mass burning velocity plotted against burned gas radius for
increasing levels of EGR.

tacharya et al. [2015] model but due to different parameters leads to significant
differences in the obtained correction factors at higher levels of EGR.

The oldest model by Metghalchi & Keck suggests a linear correlation:

ul(f)

ul(f = 0)
= 1− 2.1 f. (4.12)

The model suggested by Fu et al. is slightly different than the others as it models
the components of the diluent individually

ul(fmole)

ul(fmole = 0)
=

1−
n∑
i=1

Xi µ1,i f
(µ2,i+µ3,i(φ−φm,i)+µ4,i(φ−φm,i)

2)
mole,i

(4.13)

where Xi is the mole fraction of a single component in total diluents, n is the total
number of diluents, µ1 − µ4 and φm are correlation coefficients. For our case (φ=1)
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Figure 4.8: EGR correction factor plotted against mass fraction of residuals. The
plot compares results from the present study to correction factors found within the
literature.

the correlation is given by:

ul(f)

ul(f = 0)
= 1− (0.25 f 0.63

mole + 0.3 f 0.8
mole + 1.5 f 0.9

mole) (4.14)

where the mole fraction of each diluent was calculated using the isooctane balance
equation

C8H18 + 12.5(O2 + 3.76 N2) −→ 8 CO2 + 9 H2O + 47 N2. (4.15)

While this back-calculating approach comes with challenges regarding the proper
choice of model parameters, by relying on engine data it captures the effects of the
full composition of the exhaust gas.
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4.4 Predictive modelling

The predictive modelling utilised the LUSIE code described in section 3.2 to predict
the pressure traces and mass fraction burned profiles for the various EGR correction
factor models, at a number of test points. The predictive modelling was carried out
under three test points. Two test points at 1500 rpm with engine loads of 0.36 MPa
GMEP and 0.79 MPa GMEP and one test point at 2000 rpm and an engine load
of 0.98 MPa GMEP. The different test conditions were to validate the correlation
derived by this study at different engine speed/load points than which it was derived.
As the levels of external EGR increased the spark was advanced and intake manifold
pressure increased to ensure engine load was kept constant and to maintain MBT
spark timing.

The total number of experimental cycles logged for each case was 300. The
experimental pressure trace data used for validating the EGR correction factors
was divided into fast, middle and slow combustion cycles. The method utilised to
group the different combustion cycles is described in section 3.4.2. The number of
fast, middle and slow combustion cycles included in each plot can be found in the
respective figure captions.

4.4.1 1500 rpm, 0.79 MPa GMEP

4.4.1.1 Pressure traces

The pressure traces were simulated for increasing levels of EGR, ranging from 5%
to 25% (by mass) in increments of 5%. Figs. 4.9-4.13 show the simulated pressure
traces for the different correlations at varying levels of diluent. For the correlations
derived using the mole fraction of diluent (Rhodes and Keck [1985], Fu et al. [2014])
the mass fraction user input was converted to mole fraction within the LUSIE code
To avoid clutter, results from the Metghalchi & Keck and Fu et al. model are not
shown, but they are relatively close to those from the Bhattacharya et al. and
Rhodes & Keck respectively. Fig. 4.14 shows the root mean square error between
simulated and experimental pressure values plotted against level of EGR for all
models.

At the lowest level of EGR simulated (5%) all of the correlations provide a rea-
sonable fit to the experimental data. This is somewhat unsurprising as the difference
between EGR correction factor values is smallest at lower values of EGR, as shown
in Fig. 4.8.
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Figure 4.9: Predicted engine pressure traces comparing the correlation found in the
present study to models found in the literature, at 5% EGR. Experimental data is
comprised of 36 fast, 77 middle and 47 slow combustion cycles.

Substantial differences between models arise as the level of EGR increases to
values between 15% and 25%. Both the models by Rhodes & Keck and Fu et
al. simulate an increasingly poor match with experimental data, with RMS errors
increasing roughly linearly with EGR mass fraction. The Bhattacharya et al. and
Metghalchi & Keck model give reasonable simulations up to 15% EGR. While the
simulations fall within the experimental bounds up to 15% the predicted cycles are
not always closely aligned with the mean cycle and model faster combustion for the
5 and 10% cases but slower combustion from 15 to 25%. The new correlation from
the present study improves on these two models for both the 20% and 25% EGR
cases predicting pressure trace much closer to the mean than any of the models from
the literature. The difference at higher levels of EGR is possibly attributed to the
diluent composition itself, with the current study recirculating actual exhaust gas,
which would include species such as: CO2, N2, H2O and NOx, as opposed to using
a simulated EGR containing only CO2 and N2.
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Figure 4.10: Predicted engine pressure traces comparing the correlation found in the
present study to models found in the literature, at 10% EGR. Experimental data is
comprised of 41 fast, 51 middle and 45 slow combustion cycles.

4.4.1.2 Mass fraction burned

The mass fraction burned was utilised as a second metric to validate the EGR
correction factors previously described. The heat released from the experimental
engine data was calculated from the first law of thermodynamics. The net heat
release is given by (Stone [2012]):

dQn

dθ
=

γ

γ − 1
P
dV

dθ
+

1

γ − 1
V
dP

dθ
. (4.16)

The heat release is simply proportional to the mass fraction burned and is therefore
comparable to the LUSIE output.

The predictive models were compared to all 300 experimental cycles as well as
the mean mass fraction burned profile. Presented in Figs. 4.15-4.19 are the crank
resolved mass fraction burned profiles at increasing levels of EGR.

Like the pressure trace profiles the RMS error between the simulated and mean
cycles was calculated for each model, the results of which are shown in Figure 4.21.
As the levels of EGR increases the Rhodes and Keck [1985] model becomes less
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Figure 4.11: Predicted engine pressure traces comparing the correlation found in the
present study to models found in the literature, at 15% EGR. Experimental data is
comprised of 37 fast, 63 middle and 41 slow combustion cycles.

accurate in predicting the mass fraction burned. The reason for this is that at high
levels of EGR the reduction in laminar burning velocity by the model is greater than
observed, just like for the pressure trace simulations. Comparing the RMS errors for
the pressure trace data and mass fraction burned, Figures 4.14 and 4.21 respectively,
the greater the model reduces the laminar burning velocity with increasing EGR
the less well it is able to predict combustion parameters. The RMS errors for both
pressure trace and mass fraction burned follow the same trends.
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Figure 4.12: Predicted engine pressure traces comparing the correlation found in the
present study to models found in the literature, at 20% EGR. Experimental data is
comprised of 46 fast, 63 middle and 44 slow combustion cycles.
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Figure 4.13: Predicted engine pressure traces comparing the correlation found in the
present study to models found in the literature, at 25% EGR. Experimental data is
comprised of 44 fast, 65 middle and 44 slow combustion cycles.
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Figure 4.14: RMS error against measured pressure trace for varying levels of EGR
for simulations at 1500 rpm and GMEP of 0.79 MPa.
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Figure 4.15: Predicted mass fraction burned comparing the correlation found in the
present study to models found in the literature, at 5% EGR.
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Figure 4.16: Predicted mass fraction burned comparing the correlation found in the
present study and in the literature to experimental data, at 10% EGR.
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Figure 4.17: Predicted mass fraction burned comparing the correlation found in the
present study to models found in the literature, at 15% EGR.
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Figure 4.18: Predicted mass fraction burned comparing the correlation found in the
present study to models found in the literature, at 20% EGR.
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Figure 4.19: Predicted mass fraction comparing the correlation found in the present
study to models found in the literature, at 25% EGR.
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Figure 4.20: RMS error for predicted mass fraction burned for varying levels of EGR
for simulations at 1500 rpm and GMEP of 0.79 MPa.
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Figure 4.21: RMS error for predicted mass fraction burned for varying levels of
EGR for simulations at 1500 rpm and GMEP of 0.79 MPa showing the three best
performing models only.
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4.4.2 1500 rpm, 0.36 MPa GMEP

The pressure trace data was once again validated at 0% EGR for the selected
load/speed. While the tuning of constants may not have been necessary to match
experimental data, it was necessary to match with a middle cycle. It is important
to model a middle cycle close to the mean cycle at 0% EGR. This helps ensure that
the RMS error for the EGR simulations is truly representative. Once the 0% case
had been tuned predictive simulations were ran for the same correlations in section
4.4.1. The tuning parameters for the characteristic burn-up time was set to Cτb = 25

while the turbulent burning velocity constant was set to Cut = 0.35. The forward
simulations were once again compared to experimental pressure trace data, with the
EGR level varying from 5-20% (by mass), the results of which were presented in
Figures 4.23-4.26. The upper limit for EGR was reduced for this case due to an
increase in cyclic variability at the part-load condition.
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Figure 4.22: LUSIE simulated crank-resolved pressure trace with tuned constants
and experimental data at 1500 rpm and GMEP of 0.36 MPa. Experimental data is
comprised of 31 fast, 66 middle and 46 slow combustion cycles.

At 5% EGR the correlation presented in this study models a middle cycle with
a lower peak pressure than the experimental mean. The model proposed by Bhat-
tacharya et al. models a middle-slow cycle with the Rhodes & Keck model modelling
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Figure 4.23: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 5% EGR, 1500 rpm and GMEP of 0.36 MPa. Experimental data is comprised of
42 fast, 46 middle and 51 slow combustion cycles.

data within the slow combustion region of experimental data. From 10-20% EGR
all models under-predict the peak pressure of the mean cycle, with the engine data
correlation and Bhattacharya et al. model still predicting values that fall within
experimental bounds. More precisely the Bhattacharya correlation models slow
combustion cycles and the engine data correlation models middle-slow cycles. The
Rhodes & Keck model is poor at predicting normal firing pressure traces, predicting
instead the combustion instability zones.

Simulations for all the models have been undertaken and the RMS error calcu-
lated for the in-cylinder pressure values. The RMS error of in-cylinder pressure for
the various models, at increasing levels of EGR, is presented in Figure 4.27. Once
again the correction factor, determined under engine conditions, from this study has
the lowest RMS error for most cases and performs the best overall. The Metghalchi
& Keck model once again produces errors similar to those found within the present
study at 5% EGR. However, the performance at increased levels of diluent is much
poorer than the model derived in this study. The Bhattacharya et al. model simu-
lates a slow combustion cycle throughout. The Rhodes & Keck and Fu et al. model
perform poorly at any level of EGR beyond 5%.
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Figure 4.24: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 10% EGR, 1500 rpm and GMEP of 0.36 MPa. Experimental data is comprised
of 44 fast, 65 middle and 39 slow combustion cycles.

The model derived from the present study performs worse for the part-load case
at 1500 rpm than the 0.79 MPa GMEP case. Analysis of the pressure traces shows
that the early stages of combustion match or slightly over-predict the in-cylinder
pressure. The pressure trace is then under-predicted as we approach the peak value.
Therefore the rate at which mass is burned is slower than is experimentally observed.
Although the tuned 0% EGR case in Figure 4.22 looks close to the mean cycle the
same trend can be observed. A possible conclusion to be drawn from this is that
if the rate of mass burned isn’t correctly tuned for the 0% EGR case then any
differences look to be exacerbated as the percentage of EGR increases.
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Figure 4.25: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 15% EGR, 1500 rpm and GMEP of 0.36 MPa. Experimental data is comprised
of 42 fast, 74 middle and 39 slow combustion cycles.

−20 0 20 40 60

Crank Angle (degrees)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

P
re
ss
u
re
 (
M
Pa
) 

20% EGR

Exp. data

Bhattacharya et al. (2015)

Rhodes & Keck (1985)

Mean cycle

Present study

Figure 4.26: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 20% EGR, 1500 rpm and GMEP of 0.36 MPa. Experimental data is comprised
of 44 fast, 64 middle and 48 slow combustion cycles.
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Figure 4.27: RMS error against measured pressure trace for varying levels of EGR
for simulations at 1500 rpm and GMEP of 0.36 MPa.
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4.4.3 2000 rpm, 0.98 MPa GMEP

A final comparison of the predictive capabilities of the correction factor proposed by
this study and those found within the literature was investigated. The comparison
was undertaken at an increased engine speed and load from which the correlation was
back calculated. Like the two loads at an engine speed of 1500 rpm the 0% EGR case
was tuned so that it would predict a mean combustion cycle. The tuned simulation,
mean experimental pressure trace and pre-processed experimental data is presented
in Figure 4.28. The pre-processed experimental data is divided into fast, medium
and slow combustion cycles. The turbulent burning velocity constant was set to
Cut = 0.4 and the characteristic burn up time constant was found to be Cτb = 15.
The tuned case shows a good agreement with the mean experimental cycle, with a
small over prediction after peak pressure has been achieved. Most importantly the
gradient of pressure increase matches that of the experimental mean cycle.
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Figure 4.28: LUSIE simulated crank-resolved pressure trace with tuned constants
and experimental data at 2000 rpm and GMEP of 0.98 MPa. Experimental data is
comprised of 44 fast, 55 middle and 48 slow combustion cycles.

The predictive simulations were ran for an EGR sweep (5-20%) for each model
from the literature as well as the correlation derived in this study. As with the
the 1500 rpm cases the spark timing and intake pressure has been advanced and
increased respectively to maintain engine load and MBT timing. Presented in Fig-
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ure 4.29 are the forward simulations for the Bhattacharya et al. [2015] model, Rhodes
and Keck [1985] model and the model described by Eq. (4.9) at 5% EGR. All three
simulations fall within the experimental spread with the Rhodes and Keck [1985]
correlation modelling the slowest combustion cycle. The Bhattacharya et al. [2015]
model also models a marginally slow combustion cycle, improving on the Rhodes
and Keck [1985] model. The model derived in the present study models a middle
cycle and produces the closest simulated pressure trace to the mean.
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Figure 4.29: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 5% EGR, 2000 rpm and GMEP of 0.98 MPa. Experimental data is comprised of
41 fast, 67 middle and 46 slow combustion cycles.

Presented in Figures 4.30 to 4.32 are the pressure trace simulations at 10, 15
and 20% EGR. The engine data correlation predicts the most accurate simulations
for each level of EGR investigated. The pressure trace RMS errors for the models
at 2000 rpm and 0.98 MPa GMEP is plotted in Figure 4.33. The smallest RMS
errors occur at 10 and 15% EGR using the correlation derived here with only the
Metghalchi & Keck model being close to matching the error values, and only for
the 5% EGR case. Once again the engine data correlation performs best as it has
done for the other two test points. These multiple validation points should therefore
inspire some confidence in the model.
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Figure 4.30: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 10% EGR, 2000 rpm and GMEP of 0.98 MPa. Experimental data is comprised
of 41 fast, 60 middle and 45 slow combustion cycles.
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Figure 4.31: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 15% EGR, 2000 rpm and GMEP of 0.98 MPa. Experimental data is comprised
of 39 fast, 71 middle and 46 slow combustion cycles.
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Figure 4.32: Simulated crank-resolved pressure trace comparing the correlation de-
termined in the present study and models from the literature to experimental data
at 20% EGR, 2000 rpm and GMEP of 0.98 MPa. Experimental data is comprised
of 48 fast, 54 middle and 49 slow combustion cycles.
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Figure 4.33: RMS errors for simulated pressure traces with respect to experimental
mean cycle at 2000 rpm and GMEP of 0.98 MPa.
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4.4.4 Spark kernel delay time

Two user defined constants, the turbulent burning velocity constant, Cut, and char-
acteristic burn up time constant, Cτb , have been tuned for the zero EGR case at
the three speed/load conditions tested in this chapter. The EGR correction factor
derived in this study prevented any further tuning of these parameters as the EGR
mass fraction increased for each test point. However, one user defined parameter did
require changing and that was the spark kernel delay time. The spark kernel delay
is a user defined time taken for the spark kernel to reach a specified diameter. While
this tuning is required to match the early flame development (0-2% mass fraction
burned) the parameter has no effect on dmb

dθ
and thus does not interact with burning

velocities like Cut and Cτb do. Presented in Figure 4.34 is the kernel delay times
plotted against EGR mass fraction.
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Figure 4.34: Spark kernel delay time at increasing mass fractions of EGR for three
engine speed/load conditions.

It must be noted that for the 1500 rpm 0.79 MPa GMEP case that only the 0
and 0.25 mass fraction of EGR case was tuned, with the remaining values taken as a
linear increase between the two. This reduced the amount of tuning done for that set
of running conditions. For both the 1500 rpm 0.36 MPa GMEP and the 2000 rpm
0.98 MPa GMEP case each increment of EGR mass fraction was tuned. While the
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two completely tuned cases did not increase linearly the general trend was an overall
increase in spark kernel delay time with increasing EGR mass fraction. This is in
agreement with the study by Robertson et al. [2018] who modelled the 0-2% mass
fraction burned using a flame growth multiplier (FGM) which is analagous to the
kernel delay time. Robertson et al. [2018] found that the FGM decreased as the level
of EGR increased, which relates to an increase in kernel delay time. As the early
flame development can be described as a laminar-like flame, and that the laminar
burning velocity is reduced with EGR, it is unsurprising that the kernel delay time
increases with increasing EGR and therefore a decreasing laminar burning velocity.
The increase in spark kernel diameter for the 2000 rpm case to 4mm (from 2mm)
was required by the code to enable it to calculate chemical equilibrium.

4.5 Chapter Summary

This chapter introduced a new method to determine correction factors for EGR from
engine pressure trace data by using a reverse thermodynamic model. One advan-
tage of using this technique to determine a correlation is that all exhaust gas species
present in-cylinder can be accounted for. Using this approach, a new correlation
for the effects of exhaust gas diluent on the laminar burning velocity of a EURO
VI specification gasoline is derived and compared against existing models. The re-
duction in laminar burning velocity was found to be much less when compared to
other published work. The correlation and models from the literature were then im-
plemented into a predictive combustion code to compare their predictive modelling
capabilities. The newly suggested correlation derived under engine conditions shows
a good agreement to experimental pressure trace data over the full range of EGR
(5-25%by mass) for the conditions upon which it was derived.

Bhattacharya et al. and Metghalchi & Keck models are the better performing
models from the literature. In contrast, the models by Rhodes & Keck and Fu et
al. give reasonable agreement at 5% EGR but suffer from rapidly rising errors for
higher EGR levels. All models from the literature tend toward modelling slower
cycles as levels of EGR increase, but for the Rhodes & Keck and Fu et al. model,
this effect is much more pronounced.

The mass fraction burned simulations at 1500 rpm and 0.79 MPa GMEP corre-
lated well to the experimentally derived mass fraction burned for the engine data
correlation derived in this study. The RMS errors for the mass fraction burned
simulations mirrored the pressure trace RMS error at these conditions. This is
unsurprising as the pressure rise due to combustion is proportional to the heat re-
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leased and the heat released is proportional to the mass burned. Like the pressure
trace data the model derived in the present study performed the best at predicting
the rate of mass burned. The best performing models from the literature were the
Bhattacharya et al. and Metghalchi & Keck models.

Predictive simulations were ran under different load and speed conditions to
confirm that the correlation presented here was robust and did not only provide
reasonable predictions for the conditions upon which it was derived. The additional
load and speed points were 0.36 MPa GMEP at 1500 rpm and 0.98 MPa GMEP
at 2000 rpm. The model derived from engine data out-performed those from the
literature for both of these running conditions, with once again models from the
literature overestimating the effect of EGR on the laminar burning velocity. This
is most likely associated to the fact that none of the models from the literature
accounted for the full range of chemical species present in exhaust gas. This is in
agreement with the study by Mannaa et al. [2017] who found that synthetic EGR
leads to too great a reduction in laminar burning velocity compared to real exhaust
gas.



Chapter 5

Stratified Fuel Model

5.1 Chapter Overview

The work presented in this chapter focussed on implementing a stratified fuel model
into a pre-existing quasi-dimensional thermodynamic engine code. A radially vary-
ing equivalence ratio function, a turbulent mixing model and the effect of burned gas
expansion were incorporated into the code. The model was then validated at an en-
gine speed of 1500 rpm and engine load of 0.36 MPa GMEP for both the in-cylinder
pressure and heat release. A homogeneous case under the same speed and load con-
ditions acted as a comparison for the stratified model. Predictive modelling using
the LUSIE simulation code then investigated the effect of increasing stratification
for the same running conditions. Further to this both a centrally rich and centrally
lean equivalence ratio profile was studied for both the weakly and strongly stratified
case. The stratified fuel model was found to reproduce the qualitative trends found
from experimental results within the literature.

5.2 Stratified charge

Due to the nature of the quasi-dimensional thermodynamic code the only point
resolved in space is the location of the flame radius at the current time step. It is
therefore not possible to incorporate a full 3-D fuel injection model, that accounts
for a spatially and temporally varying equivalence ratio, as is the standard approach
for CFD modelling. The stratification model makes two assumptions regarding the
fuel injection process, these are:

102
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1. At the end of injection (EOI), the fuel stratification has some initial profile
given by a function φ(r, 0).

2. Turbulence mixes the charge, making it more homogeneous over time.

The effect of turbulent mixing in GDI engines is well established, with early
injection timings utilised for the homogeneous operating mode. The rate of mixing
is governed by turbulence as molecular diffusion on its own would not act sufficiently
fast enough to create a homogeneous mixture. Using a distribution like this allows
for the modelling of air, spray and wall-guided stratification processes. However,
the effects of wall wetting are neglected for the wall guided case, which is the less
favourable strategy for this reason.

It is important to control the fuel injected for the stratified case. Under homo-
geneous running conditions the in-cylinder mass is calculated by:

mass =
PV

R0T
·

3∑
i=1

mole fraction(i) ·molecular weight(i) (5.1)

where R0 is the molar gas constant, and the 3 species are oxygen, nitrogen and
the fuel. The mole fraction of each species is governed by the fuel/air equivalence
ratio. For the spatially varying mixture in the stratified operating mode the mean
equivalence ratio is utilised and is calculated by:

φ̄ =
1

R

∫ R

0

φ(r, 0) dr (5.2)

where R is the cylinder radius.

The instability of combustion in a stratified charge is governed by convective flow
fluctuations, preventing the flame kernel from propagating into the main stratified
fuel cloud. This allows the fuel cloud to lean out due to transport and mixing effects
(Fansler et al. [2015]). This leaning out then causes flame quenching at the edges of
the fuel cloud (Zhao et al. [1999], Fansler and Drake [2008]). While lean quenching
was not directly modelled here a possible solution suggested by the author would
be to use the Karlovitz number as a threshold at which quenching occurs. For fuels
with positive stretch rate Markstein number, quenching typically occurs at K ≈ 0.8

(Bradley et al. [2013]). The Karlovitz factor is inversely proportional to the square
of the laminar burning velocity:

K ∝ 1

u2
l (φ)

(5.3)
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with the laminar burning velocity a function of φ. Therefore as the fuel mixture leans
out, the laminar burning velocity decreases thus increasing the Karlovitz number.

5.3 Equivalence ratio distribution

To accurately model the fuel stratification the equivalence ratio must use a realistic
mixture distribution function. As previously mentioned only the flame radii can be
observed. Therefore, the model uses an initial distribution that is a function of the
flame radius. Because of the radial distribution the model assumes that the flame
propagates from a central point of ignition, where the mixture is rich, towards the
cylinder walls, where the mixture becomes leaner.

The model by Abdi Aghdam [2003] investigated the use of arbitrary linear,

φ = φmax −
(
φmax − φmin

R

)
· r (5.4)

and parabolic functions:

φ = φmax −
(
φmax − φmin

R2

)
· r2 (5.5)

where φmax and φmin are the user defined maximum and minimum equivalence
ratios respectively. These arbitrary functions have neither been validated through
the use of predictive modelling nor has either distribution been established within
the literature.

Moriyoshi et al. [1996] used a partitioned combustion chamber to achieve fuel
stratification. The fuel was injected into one of the three partitions, creating a
fuel rich zone. The partitions were then removed and after a set amount of time
to allow some mixing the fuel was ignited. Shi et al. [2016] and Pires Da Cruz
et al. [2000] conducted numerical studies into 1-D laminar stratified flames, with
the former looking at hydrogen-air flames and the latter a methane-air flame. The
equivalence ratio profiles looked remarkably similar for the three studies. Compared
in Figure 5.1 is the spatial mixture distribution.

Figure 5.11 (b) and (c) also give some indication that the profile changes with
respect to time, with (c) showing clearly how the maximum equivalence ratio and
gradient of the equivalence ratio reduces with increasing time. It also shows how
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Figure 5.1: (a) Equivalnce ratio profile taken from (a)Shi et al. [2016] (b) Pires
Da Cruz et al. [2000] (c) Moriyoshi et al. [1996].

the minimum equivalence ratio increases over time.

Moriyoshi et al. [2003] again used a partitioned combustion chamber to achieve a
stratified charge. The equivalence ratio profile data was recorded. The experimental
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data was extracted and replotted as points. A function was fitted to best match the
data points. The fitted function and data points extracted from Moriyoshi et al.
[2003] are presented in Figure 5.2. The function describing the distribution of local
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Figure 5.2: Data points taken from Moriyoshi et al. [2003] with fitted function.

equivalence ratio was found to be:

φ = φmin +
φmax − φmin

1 + exp ( r+r0
dr

)
(5.6)

where r0 and dr are constants for the time independent case.

While the equivalence ratio is significant, how it is utilised within the code is
equally important. The stratified fuel model makes use of the three-zone burn up
entrainment model based on the seminal work of Blizard and Keck [1974], which is
described in section 3.2.3.3. The three-zone model requires updating to deal with
the effects of fuel stratification. For example the rate of mass entrained is calculated
using the unburned gas density, as the density of the gas in the entrainment zone is
the same as the unburned gas for the homogeneous case. For the stratified case the
mean equivalence ratio in the entrainment zone is utilised to calculate the entrained
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gas density. The mean equivalence ratio of the entrainment zone is calculated by:

φ̄e =
1

fre − frb

∫ fre

frb

φ(r, t) dr. (5.7)

The mean equivalence ratio of the unburned gas zone also needs updating at each
time step, and is calculated by:

φ̄u =
1

R− fre

∫ R

fre

φ(r, t) dr (5.8)

A schematic depicting how Eqs. (5.7) and (5.8) are incorporated into the three-zone
combustion model is shown in Figure 5.3. The gradient of the unburned zone is

Figure 5.3: Graphical representation of adapted three-zone model for stratified case.

representative of the spatially varying fuel-air mixture. The equivalence ratio is also
important in correctly modelling burning velocities. The laminar burning velocity is
directly dependent on φ and is updated within the code at each time step. However,
combustion within an SI engine is predominantly turbulent. The equivalence ratio
alters the predicted turbulent burning velocity using the following relation:

ut

(
ul(φ(r, t))

)
(5.9)
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5.4 Burned gas expansion

As the volume of the burned gas increases, the expansion of this gas pushes the
unburned gas of a given equivalence ratio closer to the cylinder walls. This means
that the initial equivalence ratio profile is altered by this expansion effect at each
time step. How far the gas is translated in space can be expressed as:

Translation = r′ − r (5.10)

where r′ is the location of an infinitesimal annular mass element of unburned gas
after the burned gas expansion and r is the location of the annular element before
displacement. A memory effect of stratification, which allows for a lean mixture
to burn past the lean limit when it followed the burning of a rich mixture, has
been observed experimentally (Balusamy et al. [2014]). The effect of burned gas
expansion offers a possible explanation into the observed memory effect.

In a previous study by Abdi Aghdam [2003] the burned gas is assumed to expand
cylindrically. However, in this study the flame was assumed to propagate spherically
as it does for the homogeneous case. This assumption is supported by works of Drake
and Haworth [2007] and Sementa et al. [2012], who found that the assumption of
a spherically propagating flame holds for the stratified case. The volume of the
unburned gas before expansion is:

Vu1 = πr2h− Vb1 (5.11)

where Vu1 is the volume of unburned gas between the burned gas radius and an
arbitrary point in the unburned gas at radius r. The subscript one denotes before
expansion. Vb1 is the volume of burned gas before expansion and h is the swept
height of the cylinder. The volume of unburned gas after expansion is:

Vu2 = πr′2h− Vb2 (5.12)

where Vu2 is the volume of unburned gas between the burned gas radius and a point
in the unburned gas at radius, r′. The subscript two denotes after expansion, where
Vb2 is the volume of burned gas after expansion. By using the assumption that
pressure and temperature of the unburned gas are spatially uniform and applying
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the ideal gas law, a relation between the volumes can be derived:

Vt2u
Vt1u

=
Vu2(r′)

Vu1(r)
(5.13)

where Vt1u is the total volume of unburned gas before expansion and Vt2u is the total
volume of unburned gas after expansion. The unburned gas as a function of the
radius then reads:

πR2h− Vb2
πR2h− Vb1

=
πr′2h− Vb2
πr2h− Vb1

(5.14)

where R is the cylinder radius. Rearranging for r and r′ yields:

r =

[
Vb1
π · h

+
(πr′2h− Vb2) · (πR2h− Vb1)

πh(πR2h− Vb2)

] 1
2

(5.15)

and:

r′ =

[
Vb2
π · h

+
(πr2h− Vb1) · (πR2h− Vb2)

πh(πR2h− Vb1)

] 1
2

(5.16)

The various radii and volumes defined here are shown schematically in Figures 5.4
and 5.5.

Figure 5.4: Unburned and burned zones before and after the burned gas expansion.
Reproduced from Abdi Aghdam [2003].
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Figure 5.5: Infinitesimal elective annular element in the unburned zone before and
after the burned gas expansion. Reproduced from Abdi Aghdam [2003].

5.5 Turbulent mixing

The fuel-air mixture for stratified charge varies temporally as well as spatially. After
the point of injection, the fuel and air are mixing together due to diffusion. Molecular
diffusion occurs too slowly to mix the in-cylinder charge. However, the time scale
of mixing due to turbulent diffusion has been found to be comparable to the time
scale of the combustion event (Serras-Pereira et al. [2015]). A dimensional argument
comparing the typical rates of diffusion for both the molecular and turbulent case
can be found in Tennekes and Lumley [1972].

The simplest way to model the effect of turbulent mixing was to use the one-
dimensional diffusion equation using a turbulent diffusivity value Dt:

∂φ(r, t)

∂t
= Dt

∂2φ(r, t)

∂r2
. (5.17)

The following boundary conditions were used to determine a solution to Eq. (5.17):
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0 ≤ r ≤ L (5.18a)
∂φ(0, t)

∂r
= 0 (5.18b)

∂φ(L, t)

∂r
= 0. (5.18c)

These boundary conditions were determined from experimental equivalence ratio
profiles (Moriyoshi et al. [2003, 1996]). Eq.(5.18a) is derived from the charge varying
radially outward from a central point at x = 0, to the cylinder walls at x = L. These
boundary conditions for the mixture distribution are also met by the 1-D numerical
models in the studies by Shi et al. [2016] and Pires Da Cruz et al. [2000]. The
boundary conditions allow for an analytical solution to be determined:

φ(r, t) = φeq + An · e−Dtk2nt · cos(kn · r) (5.19)

where kn is:
kn =

π

L
(5.20)

the equilibrium equivalence ratio φeq is:

φeq =
φmax + φmin

2
(5.21)

and the parameter An is:

An = φmax − φeq = φeq − φmin. (5.22)

The solution found in Eq. 5.19 is compared to the function derived from fitting
the experimental data points found in Moriyoshi et al. [2003] (Eq. (5.6)). The two
functions are compared in Figure 5.6. The initial distributions of the Fermi function
and the turbulent mixing model show good agreement. The analytical solution
derived therefore holds up to experimental results found within the literature.
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Figure 5.6: Initial equivalance ratio distributions (t=0) for experimentally fitted
Fermi function (Eq. .(5.6)), with dr = 20 and r0 = 5 and turbulent mixing model
(Eq. (5.19)).

5.5.1 Turbulent diffusivity

While the initial spatial distribution matches experimental data, the turbulent dif-
fusivity, Dt, must also be realistic to correctly model how the distribution changes
in time. The turbulent diffusivity is given by Spalding and Launder [1972], Hill and
Zhang [1994]:

Dt,∞ =
Cµ
Sct
· k

2

ε
(5.23)

where k and ε are the kinetic energy and turbulent dissipation, and Sct and Cµ

are the turbulent Schmidt number and a user defined constant, respectively. The
diffusivity in Eq. (5.23) is taken from the Flame Speed Closure model of turbulent
combustion. Like the Zimont-Lipatnikov turbulent burning velocity, the diffusivity
has a flame development factor. The flame development factor models the influence
of the different turbulent length scales on a propagating flame, with the concept
being reffered to as the effective turbulent RMS velocity in other models (Abdel-
Gayed et al. [1984], Bradley et al. [2011]). The developing turbulent diffusivity is
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given by:

Dt = Dt,∞

[
1− exp (

−t
τL

)

]
(5.24)

where t is the time elapsed from spark and τL is the integral time scale. The FSC
model aims to capture the effects of the flame brush thickness. The magnitude of
turbulent length scales relative to the flame brush thickness are therefore important.
However, for this case all length scales on the turbulent spectrum will contribute to
mixing the in-cylinder charge. Therefore, the developing turbulent diffusivity can
be neglected and only the fully developed case need be utilised.

The parameters in Eq.(5.23) need to be linked to values that are obtainable in
the LUSIE model. The turbulent kinetic energy can be expressed in terms of the
turbulent RMS velocity:

k =
1

2

(
u′2x + u′2y + u′2z

)
. (5.25)

Due to the constraints of the quasi-dimensional model, isotropic turbulence is as-
sumed so that

k =
3

2
u′2. (5.26)

Consequently the model cannot directly account for the coherent motions, swirl
and tumble, that can prohibit or encourage mixing respectively (Berckmüller et al.
[1996]). However, the user defined constant, Cµ, in Eq. (5.23) may allow for this to
be incorporated into the model at a later date.

The turbulent dissipation can be written in terms of the turbulent kinetic energy
and therefore is also a function of the turbulent RMS velocity:

ε = C
3
4
µ · (

3

2
u′2)

3
2 · L−1. (5.27)

Substituting Eqns. (5.26) and (5.27) into Eq.(5.23) gives:

Dt,∞ =

√
6

2
· C

1
4
µ

Sct
· u′ · L (5.28)

where L is integral length scale when applied to the flame brush thickness in the
FSC model (Huang et al. [2014a]). Here, the length scale used for L is the cylinder
radius, R.
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Figure 5.7 highlights the difference in computed equivalence ratio using both the
turbulent mixing and burned gas expansion models (red circles) and just the turbu-
lent mixing model (green triangles). The grey lines demonstrate how the equivalence
ratio profile reaches an equilibrium as time increases due to the effect of turbulent
mixing.

Figure 5.7: Equivalance ratio distributions calculated by LUSIE for turbulent mixing
with and without burned gas expansion.

5.5.2 Fuel injection timing

The stratified mode of operation utilises a late injection timing strategy. Although
this late timing is typical for all stratified charge SI engines, the exact point for the
start and end of injection is variable. It is important to incorporate the injection
timing to model the mixing that occurs between the end of injection and ignition
timing, giving an accurate fuel distribution at the start of the combustion process.
Therefore while the start of injection (SOI) is important with regards to injection
duration, the parameter of interest is the in-cylinder charge distribution at the end
of injection, and how this is altered in the lead up to ignition.

Due to the nature of the LUSIE code, the mixing between injection and ignition
has to be modelled using the mean turbulent diffusivity between the two events.
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The change in mixture distribution between the end of injection and ignition timing
can be expressed as:

φ(r, t) = φeq + An · e−Dt(ū′)k2n(tign−tEOI) · cos(kn · r) (5.29)

where tign is the ignition time and tEOI is the time at the end of injection. The
turbulent diffusivity is based on the mean turbulent RMS velocity during the time
interval.

While this model simulates the mixing between the EOI and ignition it was
not used in this study to allow for greater user control of the equivalence ratio
distribution at the point of ignition.

5.6 Stratified model validation

The stratified fuel model was validated against experimental data for both pressure
trace and heat release at an engine speed of 1500 rpm, engine load of 0.36 MPa
GMEP and an overall stoichiometric fuel:air equivalence ratio. This speed and load
is a typical operating point for stratified combustion (see Figure 2.13.). To confirm
that the experimental data was stratified the exhaust gas temperatures and emissions
were compared to the homogeneous case for the same speed and load conditions, as
no optical data was available. The exhaust gas data for both the homogeneous and
stratified case is presented in Table 5.1.

Table 5.1: Exhaust gas data at 1500rpm and 0.36 MPa GMEP
Parameter Homogeneous Stratified
Exhaust temperature (°C) 461 507
NOx flow (g/hr) 23 12.5
CO flow (g/hr) 56 130
CO2 flow (g/hr) 1800 1822
O2 flow (g/hr) 51.5 118

The increase in CO when compared to the homogeneous case is indicative of
incomplete combustion associated with a stratified charge (Lumley [1999]). This
poor combustion occurs in the presence of a rich mixture where the fuel:air equiv-
alnce ratio > 1. It also leads to the excess O2 found in the exhaust. The NOx
flow decreased for the stratified case, which could be attributed to operating at near



Chapter 5 116 Stratified Fuel Model

stoichiometric conditions. The mixture was also likely to be weakly stratified due
to having a high activity combustion chamber, resulting in a relatively lean mixture
as opposed to an extremely lean mixture/air near the walls.

Simulations for both the stratified case and homogeneous case were run for the
same engine speed and load. The purpose of running homogeneous and stratified
was to see if the model captured any qualitative differences between the two modes
of operation. The initial conditions for the experimental cycles can be found in
Table 5.2.

Table 5.2: Running conditions for homgenous and stratified experimental data.
Parameter Homogeneous Stratified
Pint (MPa) 0.07 0.073
Tint (K) 403.2 403.2
Spark advance (° bTDC) 20 20
Start of fuel injection (° bTDC) 300 50
End of fuel injection (° bTDC) 293 43

For the simulated stratified case, the maximum equivalence ratio was set to 1.28
and the minimum equivalence ratio set to 0.68. The minimum equivalence ratio
was chosen as 0.68 as the engine has a high activity chamber, meaning that the
charge near the walls would not be as lean as is usually associated with a stratified
charge. The maximum equivalence ratio was selected to ensure that the average
equivalence ratio was equal to the average experimental equivalence ratio for the
stratified case. Due to a lack of any optical data, both the minimum and maximum
equivalence ratios are weakly constrained and subject to substantial uncertainty.
However, results were relatively robust, with variations of ± 10% still being well
within experimental bounds. A study into various stratification profiles is presented
in Section 5.7.

The crank resolved pressure trace for the homogeneous case simulation is pre-
sented in Figure 5.8. This was to prove the predictability of the model under differ-
ent running conditions. The simulation is compared to the experimental mean cycle
and a 95% confidence interval that is generated utilising the standard deviation of
the maximum pressure trace value. The homogeneous simulation predicts a fast
combustion cycle and predominantly falls within the 95% confidence interval. The
simulation does fall within the experimental cycles for the whole cycle (see Smith
et al. [2018]).

Compared in Figure 5.9 are the crank resolved pressure profiles for the simulated
and experimental mean cases under stratified running conditions.
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Figure 5.8: LUSIE simulated crank-resolved pressure trace, mean experimental cycle
and 95% confidence interval at 1500 rpm and GMEP of 0.36 MPa.

The stratified simulation had a reasonable agreement with the experimental data,
falling within the 95% confidence interval. The simulation represents a fast com-
bustion cycle just as the homogeneous case does for the same engine speed and load
in Figure 5.8. The difference in peak pressure, ∆Pmax, and peak pressure location,
∆Pθ, between the stratified and homogeneous simulated cycles is 0.113 MPa and -1°,
respectively. For the experimental mean cycles ∆Pmax equals 0.118 MPa and ∆Pθ

equals -2.2°. The model therefore captures the small increase in peak pressure due
to stratification to a good degree of accuracy. The point at which the peak pressure
value occurs is less well predicted by the model, the cause of which is attributed to
a slower burning velocity most likely due to the weakly constrained fuel/air mixture
distribution.

The effect of turbulent mixing on the equivalence ratio profile was investigated.
Stratified simulations were undertaken with the mixing model switched off. The
results for the non mixing case led to a ∆Pmax value of 0.173 MPa and a ∆Pθ value
of 0° , compared to the homogeneous case. The decrease in peak pressure and same
peak pressure location does not follow the experimental trend when comparing the
stratified and homogeneous cases. It could therefore be concluded that turbulent
mixing plays an important role in modelling stratified combustion.
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Figure 5.9: LUSIE simulated crank-resolved pressure trace, mean experimental cycle
and 95% confidence interval for the stratified case at 1500 rpm and GMEP of 0.36
MPa.

A second point of validation for the model was the crank-resolved heat release.
The heat release for the simulated case was calculated using a normalised mass frac-
tion burned. The parameter was normalised due to the incomplete combustion of
the mixture for the stratified case. The heat release for the experimental case is de-
rived from the pressure trace data and is calculated using Eq. (4.16). Compared in
Figure 5.10 are the crank-resolved heat release profiles for the modelled and experi-
mental cases under stratified conditions. The predicted heat release falls well within
the experimental bounds, and like the pressure trace profile show in Figure 5.9, rep-
resents a fast combustion cycle. It is worth stressing that the model constants Cτb
and Cut from Eqs. (3.5) and (3.13), respectively, have required no further tuning
from the initial homogeneous case.

5.7 Predictive stratified modelling

Predictive studies using the LUSIE code were carried out once the stratified fuel
model had been validated. This section describes the predictive stratified simula-
tions. Two investigations were carried out using predictive stratified simulations.
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Figure 5.10: Percentage heat release for the simulated and experimental case under
stratified conditions at 1500 rpm and GMEP of 0.36 MPa.

The first study focussed on the effect of increasing stratification levels on combus-
tion parameters. The second study looked to compare the differences between a
centrally rich and a centrally lean stratified mixture.

5.7.1 Varying stratification level

The effect of varying levels of stratification on in-cylinder combustion parameters
was analysed for 8 different cases. The average equivalence ratio, φav, for this para-
metric study was kept at a constant stoichiometric value with the minimum and
maximum equivalence ratios varied for each case. The maximum and minimum
equivalence ratio for each of the cases investigated in this study is presented in
Table 5.3. The initial radial distributions of these cases are shown graphically in
Figure 5.11. The in-cylinder combustion parameters analysed for the increasing
stratification were: pressure, mass fraction burned, mean laminar burning velocity,
mean entrainment burning velocity and maximum burned gas temperature. The
crank resolved in-cylinder pressure for a selection of the cases are presented in Fig-
ure 5.12. Increasing the level of stratification reduced the in-cylinder pressure for the
same running conditions. It was found that peak pressure occurs later for greater
stratification. Overall the greater the stratification the slower the combustion cycle.
In the validation of the stratified model the pressure profile represented a fast cycle.
It therefore seems possible that the arbitrary equivalence ratio profile chosen could
be tuned to find a pressure profile that better reflects the mean cycle. Presented
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Table 5.3: Cases for varying stratification
Case no. φmax φmin

1 2.0 0.0
2 1.9 0.1
3 1.8 0.2
4 1.7 0.3
5 1.6 0.4
6 1.5 0.5
7 1.4 0.6
8 1.3 0.7
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Figure 5.11: Radially varying initial (t=0) equivalence ratio for cases 1-8.

in Figure 5.13 is the crank resolved pressure traces for cases 3 and 8 compared to
experimental mean cycle, with case 8 being almost identical to the distribution used
in the model validation. Although more information would be required on the ini-
tial distribution, and possibly further validation, for the model to be fully predictive
Figure 5.13 shows that the stratified fuel model is capable of predicting a pressure
trace close to the mean experimental cycle.

The crank resolved mass fraction burned, presented in Figure 5.14, provides some
insight into the lower peak pressures associated with the highly stratified cases. The
stronger stratification appears to result in less of the gas being burned, which is
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Figure 5.12: Crank resolved in-cylinder pressure profiles for increasing stratification
at 1500 rpm.

in agreement with the findings by Robeck and Ellzey [1998]. The increase in the
amount of unburned mass will also lead to an increase in the level of unburned HC
emissions.

The reduction in mass burned for greater stratification also effects the maximum
burned gas temperature. The maximum burned gas temperature for each case is
presented in Figure 5.15 where it is shown that increasing stratification reduces the
maximum burned gas temperature. The formation of NOx emissions is dependent
upon both the temperature and oxygen concentration, with temperature being the
dominant factor. Although this is unlikely based on the difference in temperature
being relatively small.

Referring back to Figure 5.14, it is clear that the rate of mass burned decreases
for increasing stratification. The investigation into burning velocities has been in-
vestigated further with the mean laminar and mean entrainment burning velocities
compared for each case. The laminar burning velocity is dependent upon the equiv-
alence ratio, pressure and temperature, with each one of the cases having quite
different time resolved laminar burning velocity profiles. These different profiles are
difficult to compare, hence the mean value has been analysed to resolve this issue.
The mean laminar burning velocity for each case is presented in Figure 5.16. Over-
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Figure 5.13: Comparison of pressure profiles for case 8 (used for stratified model
validation) with case 3 at 1500 rpm.

all the trend shows that increasing stratification reduces the mean laminar burning
velocity, although case 8 does not follow this trend. For case 8 the laminar burning
velocity is greater during early stages where turbulence is greatest (due to the de-
caying nature of turbulence). The flame therefore propagates faster resulting in the
increase in pressure trace and mass burned. Because of the speed of flame propaga-
tion the flame quickly reaches a point close to the wall leading to a long duration of
laminar burning velocity at low values, which explains the lower mean value.

The mean turbulent entrainment velocity for each case is presented in Fig-
ure 5.17. The increase in stratification again leads to a reduction in velocity. This
complies with overall trend for increased levels of stratification, which essentially
leads to a reduction in numerous in-cylinder combustion parameters. More specif-
ically, the parameters that have been observed to be reduced due to increasing
stratification are: peak pressure, mass burned, maximum burned gas temperature,
mean laminar and turbulent entrainment burning velocities. Increasing the stratifi-
cation limits the range in which the flame propagates close to an optimal equivalence
ratio value. This optimum zone has been defined as 0.9 ≤ φ ≤ 1.1. This range was
chosen as the laminar burning velocity is at least 90% of the maximum burning ve-
locity, for the same pressure and temperature. A plot of the crank equivalence ratio
distributions from LUSIE is presented in Figure 5.18. The graph shows the duration
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Figure 5.14: Crank resolved mass fraction burned profiles for increasing stratification
at 1500 rpm.

each case has within the optimal equivalence ratio zone. The greater the length of
time that the equivalence ratio is in the optimal range the faster the combustion and
the greater the in-cylinder pressure. It is worth noting that the effect of expansion
and mixing is accounted for.

5.7.2 Rich-lean and lean-rich stratification profiles

Fuel stratification in engines typically involves a rich mixture in close proximity
to the spark plug, with the mixture becoming leaner as the charge approaches the
cylinder walls. While a lean-rich mixture (where the mixture near the spark is lean
and the mixture near the walls is rich) may be difficult to achieve practically, it
is theoretically investigated in this section and compared to the rich-lean mixture
typically associated with stratified engine combustion. Both mixture profiles were
studied for both high (φmax = 1.8, φmin = 0.2) and low (φmax = 1.3, φmin = 0.7)
levels of stratification. The initial equivalence ratio profiles for the four cases are
shown in Figure 5.19.

The pressure traces for the rich-lean and lean-rich profiles are presented in Fig-
ure 5.20. The centrally rich simulations had both a greater peak pressure value and
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Figure 5.15: Maximum burned gas temperature for increasing stratification levels
at 1500 rpm.
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Figure 5.16: Mean laminar burning velocity for increasing stratification at 1500 rpm.
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Figure 5.17: Mean turbulent entrainment velocity for increasing stratification at
1500 rpm.

an earlier occurrence of peak pressure when compared to the centrally lean case,
however the difference was far more distinguishable for the higher level of stratifica-
tion.

The rate of change of pressure with respect to time for the four cases studied
are plotted in Figure 5.21. This plot was included in the analysis as Fujimoto
et al. [1995] looked at centrally rich and centrally lean stratification profiles in a
constant volume combustion chamber. One of the parameters analysed in the study
by Fujimoto et al. [1995] was the rate of change of pressure. The simulations from
the current study could therefore be compared to the experimental results. The
particular focus was to see if the model captured any qualitative trends found from
the experimental data, thus increasing the validity of the work presented here. The
the rate of change of pressure from the study by Fujimoto et al. [1995] is included
for direct comparison and is presented in Figure 5.22.

For the high stratification simulations the peak rate of change in pressure is
significantly greater and occurs much earlier for the rich-lean case. These findings
qualitatively follow the trend found experimentally (see Figure 5.22). Quantitatively
they cannot be compared for several reasons. Firstly the method of determination
is different. The SI case will experience a much greater rise in pressure due the
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Figure 5.18: Crank resolved equivalence ratios for cases 1-8 with optimal equivalence
ratios residing in the highlighted section.

compression effect of the moving piston. Secondly the fuel variants are different with
the experiment using propane as opposed to the gasoline fuel modelled in this study.
Finally the exact equivalence ratio profile for the experimental result is unknown.
The low stratification cases also follow the qualitative trend, however the difference
between rich-lean and lean-rich is greatly reduced. This is attributed to the relative
change in equivalence ratio being considerably smaller for the weakly stratified case.
In addition to the small change in φ, the effect of turbulent mixing and burned
gas expansion will quickly alter the mixture distribution with the in-cylinder charge
becoming a similar equivalence ratio for both cases.

Fujimoto et al. [1995] also found that the centrally rich case had a greater amount
of mass burned than the centrally lean case. The mass fraction burned for the
simulated case was therefore investigated and is presented in Figure 5.23. The
difference in mass burned is greatest for the highly stratified case, with the rich-
lean simulation burning more mass than the lean-rich case. Again the case of low
stratification follows the same trend where the difference is greatly reduced. The
cause of this will also be due to the relatively small difference in equivalence ratio
and the temporal changes to the fuel-air distribution.

The qualitative trend found in the literature for rich-lean and lean-rich fuel
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Figure 5.19: Two equivalence ratio profiles with same minima and maxima for rich-
lean and lean-rich stratification profiles.

distributions is replicated by the stratified fuel model developed in this study, thus
providing further evidence of the validity of the model.

5.8 Chapter Summary

This chapter describes the implementation of a stratified fuel mode model into a pre-
existing quasi-dimensional thermodynamic predictive simulation code. The strati-
fied fuel model included a radially varying fuel/air equivalence ratio based on spatial
variations found within the literature, a turbulent mixing model and a model to cap-
ture the effect of burned gas expansion. The turbulent mixing model and burned
gas expansion were incorporated to capture the temporal variation of the initial
equivalence ratio profile. The burned gas expansion captures the effect of unburned
but rich mixture propagating with flame as it expands. The turbulent mixing model
looks to reduce the distribution to an equilibrium homogeneous value over time us-
ing a turbulent diffusivity value in the one-dimensional diffusion equation. It is well
documented that over time the in-cylinder charge for a GDI engine will mix and
become homogeneous for an early fuel injection strategy. While the charge may
not become homogeneous for the late injection timing utilised in the stratified op-
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Figure 5.20: Crank resolved pressure trace for rich-lean and lean-rich stratification
profiles at high and low levels of stratification.

erating mode, the effect of mixing has been found to be important in replicating
experimental trends.

The stratified fuel model was validated against experimental data for both the
in-cylinder pressure trace and rate of heat release. For both the in-cylinder pres-
sure and heat release, the model fell within experimental bounds representing a fast
combustion cycle. The effect of turbulent mixing was also investigated. The trend
between the stratified and homogeneous simulations matched closest to the experi-
mental data when the mixing model was included. The parameters ∆Pmax and ∆Pθ

were the metrics used in this analysis. The simulations where mixing was not used
for the stratified case showed the opposite trend to the experimental data.

The effect of the level of stratification on various combustion parameters were
investigated under the same running conditions. The simulations found that in-
creasing the stratification resulted in a decrease in both Pmax and Pθ. It was also
found that increasing the stratification reduced the maximum burned gas temper-
ature, with one practical application being a possible reduction in NOx emissions.
However increased stratification led to a reduction in both the rate and absolute
mass fraction burned. Less mass burned would lead to an increase in HC emissions.
The reduction in mass burned with increasing stratification is in agreement with the
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Figure 5.21: Rate of change of pressure w.r.t crank angle for rich-lean and lean-rich
stratification profiles at high and low levels of stratification.

simulations by Robeck and Ellzey [1998]. The mean laminar and mean entrainment
burning velocities also decreased with an increase in stratification.

A rich-lean stratification profile, typical of SI engine combustion was compared
to a lean-rich profile for both high and low levels of stratification. The results of the
simulations were compared to experimental data from Fujimoto et al. [1995] where
a centre-rich and centre-lean equivalence ratio profile was investigated in a constant
volume combustion vessel. The simulations found that for the highly stratified case,
the rate of change of pressure was much greater and occurred considerably earlier
for the rich-lean case. The total mass burned was also greater for the rich-lean
case when compared to the lean-rich case at high levels of stratification. These
qualitative trends are in agreement with the experimental results found in Fujimoto
et al. [1995] and thus provide further evidence of the validity of the model. The low
stratification simulations agreed with the high stratification findings, however the
difference between the peak rate of pressure and mass burned was greatly reduced
for the rich-lean and lean-rich cases. This is unsurprising as the relative change in
equivalence ratio is considerably smaller for the weakly stratified case. In addition
to this the nature of turbulent mixing and burned gas expansion will alter the
equivalence ratio to a similar value for both the centre rich and centre lean cases.
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Figure 5.22: Rate of change of pressure w.r.t time for (a) a centrally rich stratification
pattern and (b) a centrally lean stratification pattern. Taken from Fujimoto et al.
[1995]
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Figure 5.23: Crank resolved mass fraction burned for rich-lean and lean-rich strati-
fication profiles at high and low levels of stratification.



Chapter 6

Conclusions and Reccomendations

6.1 Introduction

The aim of the reported work was to update a quasi-dimensional thermodynamic
combustion model to cope with recent trends in engine development strategies, dic-
tated by the automotive industry, to meet ever more stringent environmental legis-
lation. The two strategies used as a focal point for this study were: (i) a stratified
fuel operation mode, where the equivalence ratio of the fuel-air mixtures varies spa-
tially at the time of ignition and (ii) the introduction of cooled exhaust gas into the
cylinder.

The quasi-dimensional predictive combustion model used throughout this work is
identified as LUSIE (Leeds University Spark Ignition Engine). The routines within
LUSIE can be easily incorporated into commercially available codes to enable full
engine simulations. The predictive simulations were validated against data taken
from a Jaguar Land Rover Single Cylinder Research Engine. The engine utilised
a gasoline direct injection fuelling mechanism and a low pressure EGR loop. The
reverse thermodynamic analysis of experimental engine data was carried out using
the LUSIEDA (Leeds University Spark Ignition Engine Data Analysis) code.

Conclusions from the present study are described in this chapter. Recommenda-
tions for future research or further improvement to the work developed in this study
are also presented.
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6.2 Summary of EGR modelling conclusions

Presented in the current section are conclusions from the investigation into EGR
correction factors derived from engine data (current work) and other methods (lit-
erature). The ability of these models to predict firing cycle pressure traces and mass
fraction burned profiles were then analysed.

• A new method to determine correction factors for EGR from engine pressure
trace data by using a reverse thermodynamic model is explored. Using this
approach, a new correlation for the effects of exhaust gas diluent on the laminar
burning velocity of a EURO VI specification gasoline is derived and compared
against existing models. The reduction in laminar burning velocity due to
EGR was found to be less than the values stated in the literature between the
range of 5-25% EGR. At 5% EGR the value determined from engine data was
found to be much closer to the literature values than at the greater levels of
EGR, where the difference was much more pronounced. The models from the
literature analysed here all utilise synthetic EGR, while the present study uses
the full range of exhaust gas species. Using synthetic EGR has been found by
Mannaa et al. [2017] to produce a greater reduction in the laminar burning
velocity than real EGR. This is a conclusion that is supported by this study.

• The EGR correction factor derived using engine data requires a user defined
constant, Cut, to be constrained. This was manageable by comparing the
Zimont-Lipatnikov turbulent burning velocity to the U/K correlation. While
both models were developed years apart, analysis showed the models are indeed
very similar. Direct comparison of the models allows Cut to be constrained.
Due to the dependency of the correction factor on Cut, a sensitivity analysis
was carried out. The constant was varied by± 10%, with the maximum change
at any point being 1.5%.

• The newly derived engine data correlation and models from the literature
were then implemented into a predictive combustion code to compare their
predictive modelling capabilities. The models were tested at three engine test
points: 1500 rpm 0.36 MPa GMEP, 1500 rpm 0.79 MPa GMEP and 2000 rpm
0.98 MPa GMEP. The best fit was quantified using a RMS error comparing
the simulated models to the mean cycle. Across all speed/load test points the
model from the present study provided the best fit to the experimental mean
for both pressure trace data and mass fraction burned profile.

• While no tuning of constants that affect burning velocity (Cut, Cτb) were tuned
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beyond the 0% EGR case, the time it takes for the spark kernel to form a
specified diameter was tuned. It was found that as the level of EGR increases
the time taken to form a spark kernel of a given size increased. As the early
stages of the flame can be thought of as laminar-like it is not surprising that
increasing EGR, and therefore decreasing laminar burning velocity, means it
takes longer to reach a given kernel diameter. These findings agree with those
by Robertson et al. [2018] who found a decrease in flame growth multiplier
(analogous to inverse of kernel delay time) for increasing EGR fraction.

• The correlation derived by Metghalchi and Keck [1982] is the best performing
model from the literature closely followed by the Bhattacharya et al. [2015]
model. However, the derivation of the Metghalchi and Keck [1982] correlation
is highly fortuitous. The pressure trace data analysed was found to be suscep-
tible to cellularity, thus increasing the laminar burning velocity and the values
of EGR correlation. However the exhaust gas composition is simulated and
only comprises of the species CO2 and N2. These species have been found to
be more reductive than realistic exhaust gas composition, leading to a greater
correction factor to the laminar burning velocity due to the effect of EGR.
The increase in EGR factor due to cellularity and reduction due to simulated
EGR appear to cancel out thus explaining why the correlation provided the
best predictions from the literature models.

6.3 Summary of stratified fuel model conclusions

Presented in the current section are conclusions from the development of a quasi-
dimensional stratified fuel model, and the investigations into the effect of the equiv-
alence ratio distribution on combustion parameters.

• A quasi-dimensional stratified charge model that incorporated a radially vary-
ing equivalence ratio, the effect of burned gas expansion and turbulent mixing
on the fuel distribution was validated against experimental data for both in-
cylinder pressure and percentage heat released. The simulations fell within
the bounds of experimental data representing a fast combustion cycle.

• The trend between the stratified and homogeneous simulations matched closest
to the experimental data when the mixing model was included. The parame-
ters compared were ∆Pmax and ∆Pθ. The simulations where mixing was not
used for the stratified case actually showed the opposite trend to the experi-
mental data.
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• Combustion parameters are sensitive to the level of stratification. The increase
in stratification leads to a reduction in pressure, maximum burned gas tem-
perature, rate of mass burned, total mass burned, laminar burning velocity
and turbulent entrainment velocity. While the increase in unburned mass for
highly stratified cases will lead to greater unburned HC emissions, the reduc-
tion in burned gas temperature could offer a benefit in NOx reduction. This
is assuming that the temperature is still great enough to allow the three-way
catalyst to operate effectively.

• Initial distribution change allowed for better modelling of mean cycle for the
stratified case. The stratified model validation was carried out under an ar-
bitrary stratification profile, which was weakly constrained. The simulation
predicted a fast combustion cycle. Increasing the level of stratification to
φmax = 1.8 and φmin = 0.2 produced a pressure trace much closer to the mean
cycle.

• The stratified fuel model replicates the qualitative trends found experimentally
for centrally rich and centrally lean stratification profiles. The stratification
profile with a centrally rich and radially decreasing equivalence ratio produces
the highest in-cylinder maximum pressures when compared to a centrally lean
with radially increasing equivalence ratio. This was true for both strongly
and weakly stratified cases. The centrally rich case also has a greater rate of
change of pressure (dP/dt) and burns more of the available fuel.

• The weaker the level of stratification the less the spatial distribution effects the
combustion event. The rich-lean and lean-rich profile for the weakly stratified
case show much smaller differences when comparing mass burned, pressure
and rate of change of pressure to the highly stratified case.

6.4 Reccomendations for future work

Throughout the reported work a number of areas for future investigation have been
identified. These areas were either beyond the scope of the work or would have
required additional experimental testing that was not feasible owing to time, equip-
ment or resource restrictions. Suggestions for future research are as follows:

• Experimental investigation on how pressure, temperature and exhaust gas
diluent effect stretch rate Markstein number, Masr. This would allow for a
modelling investigation to be carried out for the newly suggested U/K turbu-
lent burning velocity correlation.
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• Look to implement a chemical kinetics mechanism within the predictive LUSIE
code to improve laminar burning velocity modelling. Furthermore compare
this to experimental correlations already included in the code.

• While the effect of turbulent mixing was found to be necessary to match quali-
tative differences in the model validation it would be worth validating the mix-
ing model against CFD or experimental data. It would be worth investigating
how the mixing model changes the profile based on whether the in-cylinder
bulk motion is swirl or tumble.

• The EGR correction factor was derived under stoichiometric (φ = 1.0) condi-
tions. Engines operate under a number of different equivalence ratios which
changes both the baseline laminar burning velocity (EGR=0) and the compo-
sition of exhaust gas. For an increased range of model applicability the work
should be extended to account for different equivalence ratios.

• Investigation into spark kernel behaviour to eliminate early flame formation
tuning. The investigation into spark kernel behaviour may enable a more
realistic ignition model, improving model predictability and thus requiring
less tuning by the user to match experimental data.
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Appendix A

Fuel specification

The fuel specification provided here is a direct copy of the specification provided by
the fuel supplier.

Limits
Feature Units Results Minimum Maximum Method
Density 15°C kg/m3 751.5 743.0 756.0 EN ISO 12185
Clear and Bright at -7°C - Pass - - ASTM D4176-1
I.B.Pt. °C 37.8 EN ISO 3405
% Evaporated at 70°C, E70 %(V) 40.4 34.0 46.0 EN ISO 3405
% Evaporated at 100°C, E100 %(V) 56.5 54.0 62.0 EN ISO 3405
% Evaporated at 150°C, E150 %(V) 87.2 86.0 94.0 EN ISO 3405
F.B.Pt. °C 181.8 170.0 195.0 EN ISO 3405
Residue %(V) 0.8 - 2.0 EN ISO 3405
RON (corrected) 96.3 95.0 98.0 EN ISO 5164
MON (corrected) 86.0 85.0 89.0 EN ISO 5163
Olefin content %(V) 7.3 6.0 13.0 EN ISO 22854
Aromatic content %(V) 31.0 25.0 32.0 EN ISO 22854
Benzene content %(V) 0.2 - 1.0 EN 238
Saturate content %(V) 51.7 EN ISO 22854
Vapour pressure (DVPE) 37.8°C kPa 57.1 56.0 60.0 EN13016-1
Water content %(V) 0.043 - 0.050 EN ISO 12937
Oxidation stability (induction period) min. > 480 480 - EN ISO 7536
Oxygen content %(m) 3.67 3.30 3.70 EN ISO 22854
Gum - washed mg/100cm3 <0.5 - 4.0 EN ISO 6246
Sulphur content mg/kg <3.0 - 10.0 EN ISO 20846
Copper corrosion, 3hrs at 50°C - 1A - - EN ISO 2160
Lead content mg/l <2.5 - 5.0 EN 237
Phosphorous content mg/l <0.2 - 1.3 ASTM D3231
Ethanol %(V) 10.0 9.0 10.0 EN ISO 22854
Carbon content %(m) 83.38 ASTM D5291
Hydrogen content %(m) 12.95 ASTM D5291
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Limits
Feature Units Results Minimum Maximum Method
C/H mass ratio 6.44 Calculation
C/O mass ratio 22.72 Calculation
Atomic H/C ratio 1.8507 Calculation
Atomic H/O ratio 56.01 Calculation
Stoichiometric Air/Fuel ratio 13.88 SAE J1829
Gross heat of combustion MJ/kg 44.52 IP 12
Net heat of combustion MJ/kg 41.78 IP 12
Density at 20°C kg/m3 747.5 ASTM D4052
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