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Highlights:

- A number of Bayesian approaches to SHM for offshore are presented and discussed
- The problem of system identification for SHM is handled in a Bayesian manner within both Gaussian Process, state-space models, and Bayesian clustering frameworks
- The best practice for Gaussian Process models is discussed with reference to their application in SHM
- It is shown how the kernel of a GP can encode prior belief about the physical process
- Novel use of population based optimisation of Gaussian Process hyperparameters is shown to outperform the usual gradient based approach
- The importance of model choice in Gaussian Processes is shown for an SHM example
- The Gaussian Process NARX model is presented, highlighting some of the challenges in its implementation
- A novel comparison of uncertainty propagation techniques for GP-NARX is made
- The problem of lag selection in GP-NARX is discussed and contrasted with parametric NARX models
- The modelling of wave loading — a key unknown — on offshore structures is attempted
- The current standard model, the Morison equation, receives a Bayesian treatment and is contrasted with a black-box approach
- The applicability of Gaussian Process models to wave loading (including GP-NARX) is explored and discussed
• The novel use of particle Gibbs is shown for system identification problems in structural dynamics

• It is shown how ancestor sampling and particle rejuvenation can aid Particle Gibbs methods in structural dynamics

• The identification of a Duffing oscillator highlights the effectiveness of the method — especially in the presence of high noise

• The Gaussian Process Latent Force Model is introduced for the problem of load estimation in structural dynamics

• It is shown that this can be efficiently rewritten as a linear state-space model

• This is used to perform joint input-state-parameter estimation in an operational modal analysis setting

• A Dirichlet process model is introduced for online Bayesian clustering of SHM data

• The technique removes the need to pre-collect a training dataset or add information on expected damage conditions

• Random Projection is exploited to allow online unsupervised dimensionality reduction

• A framework which allows for incorporation of prior knowledge of damage states leads to a flexible and practical model
Within the offshore industry Structural Health Monitoring remains a growing area of interest. The oil and gas sectors are faced with ageing infrastructure and are driven by the desire for reliable lifetime extension, whereas the wind energy sector is investing heavily in a large number of structures. This leads to a number of distinct challenges for Structural Health Monitoring which are brought together by one unifying theme — uncertainty. The offshore environment is highly uncertain, existing structures have not been monitored from construction and the loading and operational conditions they have experienced (among other factors) are not known. For the wind energy sector, high numbers of structures make traditional inspection methods costly and in some cases dangerous due to the inaccessibility of many wind farms. Structural Health Monitoring attempts to address these issues by providing tools to allow automated online assessment of the condition of structures to aid decision making.

The work of this thesis presents a number of Bayesian methods which allow system identification, for Structural Health Monitoring, under uncertainty. The Bayesian approach explicitly incorporates prior knowledge that is available and combines this with evidence from observed data to allow the formation of updated beliefs. This is a natural way to approach Structural Health Monitoring, or indeed, many engineering problems. It is reasonable to assume that there is some knowledge available to the engineer before attempting to detect, locate, classify, or model damage on a structure. Having a framework where this knowledge can be exploited, and the uncertainty in that knowledge can be handled rigorously, is a powerful methodology. The problem being that the actual computation of Bayesian results can pose a significant challenge both computationally and in terms of specifying appropriate models. This thesis aims to present a number of Bayesian tools, each of which leverages the power of the
Bayesian paradigm to address a different Structural Health Monitoring challenge.

Within this work the use of Gaussian Process models is presented as a flexible nonparametric Bayesian approach to regression, which is extended to handle dynamic models within the Gaussian Process NARX framework. The challenge in training Gaussian Process models is seldom discussed and the work shown here aims to offer a quantitative assessment of different learning techniques including discussions on the choice of cost function for optimisation of hyperparameters and the choice of the optimisation algorithm itself. Although rarely considered, the effects of these choices are demonstrated to be important and to inform the use of a Gaussian Process NARX model for wave load identification on offshore structures.

The work is not restricted to only Gaussian Process models, but Bayesian state-space models are also used. The novel use of Particle Gibbs for identification of nonlinear oscillators is shown and modifications to this algorithm are applied to handle its specific use in Structural Health Monitoring. Alongside this, the Bayesian state-space model is used to perform joint input-state-parameter inference for Operational Modal Analysis where the use of priors over the parameters and the forcing function (in the form of a Gaussian Process transformed into a state-space representation) provides a methodology for this output-only identification under parameter uncertainty. Interestingly, this method is shown to recover the parameter distributions of the model without compromising the recovery of the loading time-series signal when compared to the case where the parameters are known.

Finally, a novel use of an online Bayesian clustering method is presented for performing Structural Health Monitoring in the absence of any available training data. This online method does not require a pre-collected training dataset, nor a model of the structure, and is capable of detecting and classifying a range of operational and damage conditions while in service. This leaves the reader with a toolbox of methods which can be applied, where appropriate, to identification of dynamic systems with a view to Structural Health Monitoring problems within the offshore industry and across engineering.
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Chapter 1

INTRODUCTION

As the title of this thesis reflects, this document and body of work represents a stepping stone in an ongoing pursuit by some (the author included) to revolutionise the way engineering is done in the 21st century. Society is in the midst of what some would term the “data revolution” [1], where the ongoing digitisation of everyday life is giving rise to ever larger collections of data. This is a key factor in driving what has been dubbed the “fourth industrial revolution” [2] in an attempt to characterise the rapid changes happening in the way the world operates. This transformation could be considered by some — possibly correctly — to be merely the next set of buzzwords driving this generation’s “bubble”. However, this new-found availability of large datasets and (possibly more importantly) computing power is changing how engineering problems are tackled.

Classical engineering, where experiments are performed on a small scale in a laboratory and empirical relationships are deduced (more often than not linear or log-linear relationships), is no longer the primary focus of research. Nor is the application of these simple models the main driver in engineering design and production, instead the use of Finite Element or Multi-body Physics models has become the mainstay of engineering design. More recently, developments in the application of machine learning models, in which the need for physical insight is often removed (or possibly ignored), have led to new approaches to solving engineering problems.

A field which has been heavily influenced by the explosion in machine learning seen over the last two/three decades is that of Structural Health Monitoring (SHM).
SHM is the process of collecting data from a structure of interest; in some manner using this to learn about the condition of that structure; and to aid and inform the process of making an engineering decision regarding its operation. Although the use of “physical” models to understand the condition of structures has been and continues to be an active area of research in the SHM community [3, 4], the use of machine learning or statistical methodologies has become a mainstay of many SHM analyses [5, 6].

It is the author’s opinion that the engineering community is faced with a philosophical dilemma; will, as ever more data become available, research be able to uncover a hidden order in systems of interest, allowing perfect prediction of the behaviour of engineering structures? The experience of the author is that, rather than this being the case, data only highlights the disorder in the world around us. That is, the future of engineering will not be defined by the removal of uncertainty but rather defined by how it is understood and handled. This motivates the need to investigate methodologies which are capable of representing and incorporating uncertain data. Invariably, this involves the adoption and adaptation of methods, developed by statisticians and later machine learning researchers as a groundwork for rigorous handling of uncertainty.

1.1 Structural Health Monitoring: A Probabilistic Challenge?

The task of SHM is often approached by introducing Rytter’s Hierarchy [7], which breaks down the overarching question of what is the condition of a structure into a number of sub-tasks, of increasing challenge. These being,

1. Detection
2. Localisation
3. Assessment
4. Prediction

This was extended in Worden and Dulieu-Barton [8] to a five level problem which is used now:
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1. Detection — is there damage present?

2. Localisation — where has damage occurred?

3. Classification — what type of damage is present?

4. Quantification — what is the severity/extent of the damage?

5. Prognosis — what is the remaining useful life of the structure?

Hopefully, some of the advantages of changing the mindset of an engineer, when approaching these problems, will become clear as they are discussed here and throughout this thesis.

The problem of detection is a good place to start, not only is it the first challenge in the hierarchy but it is the simplest to understand from a probabilistic perspective. Detection is concerned with identifying whether or not a structure is damaged; see the fundamental axioms of SHM for a definition of this [9]. This has commonly been approached as a problem with a binary outcome, “yes there is damage” or “no there isn’t”. Here the task of damage detection becomes a deterministic one-class classification problem [10]. This can be thought of as giving the outcome as a ‘crisp’ or ‘hard’ label. There are many examples of this type of damage detection approach within SHM [11–17]. The alternative view on this problem would be to consider, not whether a structure is damaged or not, but instead to attempt to quantify a probability of damage which can be propagated into a decision framework, for example see [18, 19].

This assessment of different approaches can be continued up the hierarchy, for instance, considering the classification problem as estimating the likelihood of membership to each class [20–23]. Although, the added information from the probabilistic estimation of classes can often be neglected by condensing this to the single most likely label. Likewise, the localisation problem can be considered in terms of identifying the most likely place damage may have occurred [24] or even a distribution over possible damage locations. The quantification problem can be considered to be a problem of estimating the distribution over possible damage extents [25]. Finally, this approach to the prognosis problem becomes to estimate the distribution over the remaining useful life of a given structure [26–29].
1.2 The Bayesian Approach

Since Rev. Thomas Bayes introduced a new manner in which to view problems of probability in the late 18th century, the Bayesian approach has been a competitor to traditional frequentist statistics. Before considering the mechanics of a Bayesian approach to uncertain problems, it is useful to consider an example which highlights some of the benefits of a Bayesian outlook. Say a teacher decides to conduct a survey of a subset students in a class of two hundred in order to receive feedback. They ask twenty students if they are happy or unhappy with the course. Only six of these students reply that they are happy with the course and the teacher is put out — as any good instructor would be — assuming (as a frequentist) that the expected satisfaction in the class is only 30%. Over a coffee, they are advised by their Bayesian colleague to revisit their analysis from a different standpoint.

The colleague explains that, as a Bayesian, they think it is dangerous to accept only a small sample as representative of a population. They suggest that instead it might be useful to consider including any other knowledge that might be available. It transpires (this being a somewhat manufactured example), that there has recently been a survey of student satisfaction across the whole course (this class included). From this, it was possible to build a probability distribution of what percentage of students would be happy in a randomly selected class\textsuperscript{1}. The two teachers now have everything needed to conduct a Bayesian analysis of the student satisfaction\textsuperscript{2}.

Breaking this down, the building blocks of Bayesian inference are having some model of the likelihood of the object of interest. In this case, the likelihood is simply the ratio of satisfied students to the total number of students surveyed. This is combined with some prior information which is encoded as a probability distribution. When choosing a prior it is important that it can accurately reflect expert beliefs; or, if not possible to do this, encode a lack of belief — in other words it formalises uncertainty before any data are collected. It is important that the prior has support over an appropriate domain, this means that samples from the prior will exist only in the domain (and across the entire domain) where the variable of interest exists. For this problem it is known that the object being modelled is the fraction of the students that are satisfied with the course, therefore, it does not make sense to have an outcome

\textsuperscript{1}Formally, this prior is described by a Beta distribution with parameters $a = 70$ and $b = 30$
\textsuperscript{2}Since the yes/no survey is a Bernoulli process and the prior is a Beta distribution, the posterior distribution can be computed in closed form.
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less than zero or greater than one. The Beta distribution is appropriate here since its support is $[0, 1]$ — i.e. all numbers drawn from it will lie in the interval $[0, 1]$.

By following a Bayesian analysis, it was possible for this teacher to compute the distribution over the student satisfaction given this survey of a subset of students. In Figure 1.1(a), the prior distribution is shown in blue and the posterior distribution is shown in green. The posterior encodes the distribution over the percentage of satisfied students, given the prior knowledge, which comes from knowing the overall course satisfaction, and the information from the survey of the subset. It can be seen that, since the survey includes only a small number of students it is not able to move the posterior very far from the prior — certainly it would fill the teacher with more confidence than accepting the frequentist result of 30% satisfaction!

Still concerned, the first teacher decides to extend the survey to 180 students (a much larger proportion of the class). Out of these students 110 indicate that they are satisfied with the class, which equates to $\sim 61\%$ in the frequentist viewpoint. If a Bayesian analysis is followed, the new posterior distribution (based on the same prior as before) is shown in Figure 1.1(b). Here, it can be seen that the prior belief has been able to moderate the effect of the small sample size from before and the results are remarkably similar. It should also be noted that as more data are collected the posterior distribution will tend towards the likelihood, that is that the frequentist solution is recovered in the limit of infinite data — which is where it is guaranteed.

But, how is the object of interest, the posterior distribution, computed? It is known

Figure 1.1: Plots of the prior (blue) and posterior (green) distributions for student satisfaction given the survey of twenty students (a) and 180 students (b).
that the posterior distribution is a probability distribution over the variable of interest (in this case the proportion of students who are satisfied). The posterior distribution is best thought of as the updated belief after observing some data. This is just the rigorous combination of what a modeller believes before any observations are made (the prior) and the information contained in the observed data (the likelihood). Computing this requires the use of Bayes’ theorem which is simple to derive given two key identities in probability theory.

The first is the relationship between joint and conditional probabilities, the chain rule of probability,

\[ p(a, b) = p(a | b)p(b) = p(b | a)p(a) \]

the second is the law of marginalisation which is written

\[ p(a) = \int p(a | b)p(b) \, db \]

Importantly, the chain rule for probabilities can be applied in either order, this makes the derivation of Bayes' theorem trivial:

\[ p(a, b) = p(b, a) \quad \text{(1.1a)} \]
\[ p(a | b)p(b) = p(b | a)p(a) \quad \text{(1.1b)} \]
\[ p(a | b) = \frac{p(b | a)p(a)}{p(b)} \quad \text{(1.1c)} \]

This shows that Bayes’ theorem is just an application of the chain rule of probability where, sometimes, this will be written with the denominator as an integral using the law of marginalisation property. Introducing some terminology, the distribution \( p(a | b) \) is referred to as the posterior; \( p(b | a) \), the likelihood; \( p(a) \), the prior; and \( p(b) \), the marginal. In terms of computation it can be more helpful to consider Bayes theorem as written below.

\[ p(a | b) = \frac{p(b | a)p(a)}{\int p(b | a)p(a) \, da} \quad \text{(1.2)} \]

The problem in practical application of Bayesian methods is also more apparent when the theorem is written in this form. It is usually possible to write down a
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likelihood for the data, this involves deciding on a probabilistic model for the system. It is also possible to elicit a user’s prior belief, although care should be taken on how to do this [30, 31]. The hard part of the implementation is computing the marginal integral that is the denominator of Equation (1.2). In many cases this will not be available in closed form, this is why many Bayesian analyses use a seemingly very restricted set of prior distributions — usually in the exponential family. The choice of priors where the marginal, and therefore the posterior, can be computed in closed form for the given likelihood allows much faster analysis. These priors are referred to as being conjugate to the likelihood.

In a large number of cases, it will not be possible to ensure conjugacy in the model — even when solving a simple problem such as linear regression in a fully Bayesian manner it is not possible to obtain a closed form solution. In these situations it is possible to target the posterior directly via some numerical approximation, popular tools include Markov Chain Monte Carlo (MCMC) [32, 33] where the posterior is approximated by point masses generated from a Markov Chain or variational inference where the form of the posterior is approximated by a known distribution which can be computed in closed form [33].

The real beauty in the Bayesian analysis is that it conforms to a very human understanding of the world. That is, the belief that events don’t happen purely in isolation. When encountering new situations, humans can draw on knowledge that they already have to help guide their belief given a small amount of available information. It is this ability to incorporate prior belief that helps humans generalise problem solving tasks across different domains (one of the great challenges in machine learning). It also helps explain how, as humans, two people can witness the same event but come to very different conclusions. To use a slightly topical example, when there is a change of government followed by an increased economic output, it is prior belief that leads one group of people to say this is a long term effect from the previous administration compared to another group which accredit this to the fresh policies of the new administration. As more data become available the strength of a given person’s prior belief is actually revealed through their posterior (current) belief. Clearly, this discussion is in some ways facile, but an exposition of the philosophical basis for a Bayesian vs. frequentist standpoint is beyond both the scope of this thesis and quite possibly the capabilities of the author! If this discussion is of interest, most good texts introducing Bayesian inference include at least a passing discussion on the topic, see [33–35].
As becomes apparent when using these methods, the stumbling block in Bayesian inference is not normally a philosophical one but a practical one. Despite the theory existing to build complicated hierarchical models which can represent multi-layered engineering systems, lack of available knowledge and computing power can restrict the usability of these. As greater amounts of computing power become readily available it opens up new possibilities for the use of these highly complex Bayesian models — the challenge is not to become absorbed by the modelling and lose sight of what the model is trying to represent. It is important, therefore, to continue discussions about how this approach can add benefit to engineering analyses and be applied in a rigorous and usable manner.

1.3 Structural Health Monitoring as System Identification

The task of Structural Health Monitoring is closely related to that of system identification — if a system could be fully identified and modelled then prognosis within a Structural Health Monitoring framework would be possible. A perfect model of a system is not attainable; yet, through more rigorous and powerful system identification, many of the challenges in Structural Health Monitoring can be reduced. Here the task of system identification is considered in its broadest sense, to understand the behaviour of dynamical systems given some observations — and of course, being Bayesian, any available prior knowledge. This can include the task of parameter estimation but also extends to building models which can make predictions either over unknown outputs or to recover unknown inputs.

The central aim of system identification is to be able to recreate the behaviour of a system through some model which can be implemented and from which inferences can be made about the system. For uses in SHM by inferring the parameters of the model (more usefully the distributions over the parameters) changes in the system can be observed — this is the main tenet of model updating approaches to SHM [4]. In a data driven manner, the ability to predict the behaviour of a system accurately and with quantified uncertainty allows the use of these predictions for the modelling of damage mechanisms or for detection of changes in the system behaviour without the requirement for a valid physical model.
As a simple example, one of the hardest challenges in SHM is that of prognosis. A user may be interested in the prognosis for a structure given its fatigue damage accrual. If the response of the structure could be identified and predictions could be made regarding the expected strain across the structure then this could be used in a predictive fatigue analysis. Additionally to this, it would be necessary to identify the loading on the system which gives rise to this response in order to quantify the amount of expected damage in the future. This is obviously a significant undertaking in practice but, assuming that the system could be fully identified in terms of its response and prediction of expected loading, the task of prognosis for SHM becomes merely inspecting the outputs of the model. Hopefully this highlights the intrinsic link between the desire to implement robust SHM systems and the task of performing system identification.

1.4 Structural Health Monitoring for Offshore

The offshore energy industry was one of the earliest investigators into the application of Structural Health Monitoring on commercial structures. The nature of the offshore environment led to a need for structural assessment when traditional inspections were either not possible, or were very costly. Early examples of the use of vibration measurements include [36, 37]. As part of this, output only techniques for understanding a structure’s behaviour were also developed from a system identification standpoint and operational modal analysis [38] remains a key tool for offshore.

The increased interest in SHM was motivated by the need to prove the structural integrity of these structures as they age and to do so in a cost effective manner. This has led to the development and integration of Risk & Reliability based inspection models where the inspection schedule is driven (at least in part) by measured data from the structure. The approach of Risk & Reliability attempts to model the risk as a probability of failure and when this exceeds a certain level to drive a cost effective intervention, see [39, 40]. Bayesian approaches to the problem have also been considered, for example pre-posterior decision theory [41, 42], or the use of Bayesian networks [43]. Although presented in literature, the current uptake of these methodologies in industry is unclear.

Although many of these technologies were developed for the offshore oil & gas industry, the growth of the offshore wind energy market is also driving development
of monitoring systems [44] — and related technologies. Due to the obvious influence of the condition of rotating machinery on the operation of the wind turbine, there has been investigation into the application of Condition Monitoring for offshore wind [45], this is a closely related field to that of SHM and it shares many of the challenges. In fact, there has been a substantial body of research into monitoring of wind turbine bearings and gearboxes [46–50].

The question is, what makes offshore a challenging (and therefore more interesting) environment in which to perform SHM? The nature of working with offshore structures is such that, many of the open problems in SHM are encountered at one time. These are systems in environments with severely changing operational conditions, which operators are unable to quantify [17, 51–53]; where the structural models are uncertain [54, 55] and based upon output only analyses [56] and modal expansion techniques [57, 58]. Alternatively, direct fatigue load analysis could be considered which requires estimation of the input loads [59–63]. These problems are further complicated by the inherent nonlinearity in the system, both from the nonlinear fluid structure interaction [64] and from foundation conditions [65–68]. These factors contribute to a highly uncertain environment with significant challenges for both system identification and for SHM due to the high number of unknowns and confounding influences. It is also an environment where there is tangible cost benefit for implementation of SHM strategies due to the high cost of maintenance and inspection. This motivates continuing research into the application of emerging technologies for SHM of offshore structures.

1.5 Contribution of This Thesis

The work of this thesis aims to introduce and utilise some potentially powerful technologies which, having been developed in the statistics and machine learning communities, can now bring significant value to engineering. The work focuses on the application of these methods to SHM problems. Before explaining these individual methods it has been necessary to present a short introduction to SHM from a probabilistic perspective and to introduce the Bayesian paradigm on which the methods used in this thesis are built. Chapter 2 introduces the Gaussian Process model as a Bayesian nonlinear regression tool for SHM. Following this Chapter 3 contains research into the practical application of these models, how the Gaussian
Process can be used robustly within an engineering context. This includes the use of the Gaussian Process NARX model for handling dynamic data. Chapter 4 contains a demonstration of the application of these Gaussian Process models for the problem of load identification on offshore structures — this is dominated by the wave loading.

Chapters 5 and 6 present the use of Bayesian state-space models for both nonlinear system identification and then the use of a Latent Force Model as an alternative approach to the load estimation problem. Finally, an online Bayesian approach to damage detection and classification is introduced in Chapter 7. This approaches the problem of SHM from a different perspective to the preceding chapters — that is treating it as a classification problem rather than a regression problem. This is followed by a number of conclusions which can be drawn from this work and suggestions on how the results seen here might motivate future research.
Chapter 2

Implementation of Gaussian Process Models for SHM

Highlights:

• The best practice for Gaussian Process models is discussed with reference to their application in SHM

• It is shown how the kernel of a GP can encode prior belief about the physical process

• Novel use of population based optimisation of Gaussian Process hyperparameters is shown to outperform the usual gradient based approach

• The importance of model choice in Gaussian Processes is shown for an SHM example

Within SHM, a large number of problems can be considered to be a regression task. This can be used in an indirect way, for instance, predicting some unknown variable in a system such as loading or response — a popular subset of this is sometimes referred to as virtual sensing [69, 70]. Alternatively, regression can be used directly within an SHM system to predict damage location or damage extent, e.g. the length of a fatigue crack. Various approaches are available to do this; for many years the use of linear regression models has been prevalent. This includes models that are
“linear in the parameters”, such as a linear regression (e.g. the Morison equation for simplified calculation of wave loading) which can occur on a log-log scale as in common in fatigue analysis. Linear regression models can be insufficient to fully capture the behaviour of physical systems, in fact, within engineering many processes are inherently nonlinear, e.g. the true wave loading on offshore structures.

When the physical process of a system is known, it can be possible to define a nonlinear model parametrically. These models are normally computationally more demanding since many systems do not have closed form solutions — a pertinent example is the Navier-Stokes equations which would allow calculation of wave loading on a structure, but are famously not solved in closed form, for more information see Temam [71]. The approximation of these systems numerically is possible and is considered viable in certain circumstances [72]. The major challenge is when it is not possible to write down, exactly, the equations which govern a given system. This may be due to lack of specific knowledge about some aspect of the system, such as the boundary conditions. It could, however, be due to lack of understanding of the physics driving the problem. The alternative being that, the system is comprised of very many, individually complicated, systems such that it would be impossible for a user to fully describe its physical behaviour.

When this is the case, a model form has to be chosen which will be used for the regression. The problem is that, while there is a single truly linear model for a given set of inputs and outputs, there is an infinity of nonlinear models — that is the set of all possible basis functions. The model selection problem remains one of the biggest challenges in engineering where the physics of the system is not fully known. Many approaches restrict the model form to a set of basis functions — transformations of the input variables. For example, these bases could be chosen to be polynomial or Fourier [20]. The problem remains to choose the appropriate bases from a given set, “which polynomial terms will give the best model?”. If fitting a polynomial regression model to a finite number of points, one will notice that increasing the number of bases will reduce the error when minimising the sum square error to fit the parameters (or if there are more parameters than there are data points the model is unsolvable). However, when new data arrive, this model will perform very badly. This is due to the function in the model being far more complicated than the function driving the process. This is commonly referred to as overfitting.

These types of basis function models are referred to as parametric models. This reflects the fact that, as more nonlinear functions are modelled, the number of bases
increases and with that, the number of parameters. There is one parameter associated with each basis, e.g. in a quadratic polynomial model there are three parameters, one for the quadratic term, one for the linear term, and one for the constant. It is this growing number of parameters that causes problems in overfitting and model selection. To combat this, approaches have been developed that broadly fall into two categories:

1. Cross-validation — leaving out subsets of data from the parameter estimation process and minimising the error on these sets, the limit of this being leave-one-out cross-validation where the size of the set is one data point.

2. Regularisation — introducing additional terms to the cost function used for parameter estimation which penalise more complex models to introduce a trade off between model fit and model complexity.

Both of these approaches are valuable in fitting parametric models but require comparison of many model forms and different model orders. This can be a difficult and computationally expensive task. It is desirable, therefore, to look for models where the model order (number of bases) does not need to be specified a priori. Such a model exists in the Gaussian Process (GP).

Gaussian Processes (GPs) present a flexible non-parametric Bayesian prior over functions [73, 74]. The GP model can be explained in a number of ways, the two most popular approaches are to either motivate the extension of the problem of Bayesian linear regression or to consider the GP as the limit of a multivariate Gaussian distribution as the dimensionality tends to infinity. The view of the GP as an extension of Bayesian linear regression is a more intuitive starting point in most cases, and this will be presented here briefly. More thorough discussions can be found in a number of textbooks [74–76].

The Gaussian process model as already achieved some attention in the engineering community. Particularly within SHM [53, 77–79]. This includes the investigation into the use of a GP as an emulator for a more expensive computer model [80, 81]. Most of this work has been to directly apply models developed within the machine learning community, for wider adoption, consideration of their implementation specifically for engineering warrants further investigation. This thesis aims to frame many of the results from the GP community within engineering problems and also to consider
additional difficulties that an engineer might encounter and how these might be overcome.

2.1 The Gaussian Process Model

When introducing the Gaussian process model, it is useful to start with the simplest Bayesian regression model — a linear regression model with noise only present on the output. For this, a parametric equation can be written down; where the aim is to determine the distribution over the weights, \( w \), which best describe the relationship between the column vector of inputs, \( x \), and the output, \( y \). In the case of a standard one-dimensional linear regression, the weights represent the slope and offset of the line.

\[
\begin{align*}
  f (x) &= x^T w \\
  y &= f (x) + \varepsilon 
\end{align*}
\]  

(2.1)

The model is formed such that it aims to model some target \( y \) as a function of an observed certain set of inputs \( x \) corrupted by an additive noise \( \varepsilon \). The function is assumed to be an additive linear combination of the inputs weighted by some vector of weights \( w \). As is commonplace, the noise in the model can be assumed to be Gaussian distributed with zero mean and a known variance, \( \sigma_n^2 \), such that \( \varepsilon \sim \mathcal{N} (0, \sigma_n^2) \). This assumption ensures that a solution to the model is available in closed form — this approach is coincidently equivalent to a Tikhonov or \( L_2 \) regularisation [20] when computing a deterministic model. By construction, it is possible to write down the likelihood of the output for a given input.

\[
p (y | x, w) = \mathcal{N} (x^T w, \sigma_n^2)
\]

(2.2)

Usually, there will be more than one data point available so the vector of inputs, \( x \), becomes a matrix of inputs, \( X \), where this matrix is assembled by stacking observations across the rows, \( X = \{x_1, \ldots, x_N\} \), for \( N \) observed points. Therefore, the outputs for each observation, \( y = \{y_1, \ldots, y_N\} \), have a joint likelihood, \( p (y | X, w) \). Since the noise is generated i.i.d. (independently identically distributed) this likelihood can be computed as the product of the individual likelihoods. It should be noted at
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In the case of the Bayesian linear regression, the first object of interest is the posterior distribution over the weights given the observed data, \( \mathcal{D} = \{X, y\} \), which is the distribution \( p(w \mid X, y) = p(w \mid \mathcal{D}) \). The likelihood has already been defined by the form of the model, Equation (2.3). It only remains to specify a prior distribution as the marginal can be computed via the integral of the likelihood and the prior. Since inference is performed over the weights in the model, \( w \), the prior must be specified for these. It is sensible to choose this prior to be a multivariate Gaussian since this ensures conjugacy with the likelihood (which allows a closed form solution) and has the required support for the weights (i.e. the distribution admits all real numbers as samples). The prior is parameterised such that it is zero mean with a specified covariance, \( p(w) \sim \mathcal{N}(0, \Sigma_w) \). Using these two definitions and the marginalisation property, the posterior distribution over the weights can be written down.

\[
p(w \mid X, y) = \frac{p(y \mid w, X)p(w)}{p(y \mid X)} = \frac{p(y \mid w, X)p(w)}{\int p(y \mid w, X)p(w)dw}
\]  

(2.4)

If this is calculated, due to the choice of prior and likelihood, the posterior distribution of the weights is also Gaussian and the mean and covariance can be expressed in a closed form, by completing the square.

\[
p(w \mid X, y) \sim \mathcal{N}(\sigma_n^{-2}Z^{-1}Xy, Z^{-1})
\]

\[
Z = \sigma_n^{-2}XX^T + \Sigma_w^{-1}
\]

(2.5)

This gives the distribution of the weights in the model based on the data which has currently been observed, both inputs and outputs, assuming that there is noise only present on the output and that noise is Gaussian distributed, zero mean with
known variance. This is normally, however, not the final quantity of interest. Instead, models are used to perform inference on new data; to make some prediction of a new output value given a new input value based on the data that has previously been observed. To do this, the posterior predictive distribution, $p(y_\star | x_\star, X, y)$ needs to be calculated. This is the distribution over a new test output $y_\star$ given a new test input point $x_\star$ and the previously observed data. Again, the marginalisation identity allows this to be computed, the weights of the model are marginalised out leaving the distribution over this new output based only on the previously observed data.

$$p(y_\star | x_\star, X, y) = \int p(y_\star | x_\star, X, y, w)p(w | X, y)dw$$

$$= \mathcal{N}(\sigma_n^{-2}x_\star^T Z^{-1} X y, x_\star^T Z^{-1} x_\star)$$

This may appear to be a restrictive model; it is known that many functional relationships exist, in SHM and across engineering, which are not linear — in fact it is often hypothesised that nothing is truly linear. This, however, is not as significant a barrier as might be expected. It is possible to transform the inputs using a basis function expansion, here instead of only considering an input $x$, some transformation, $\phi(x)$, of this input can instead be fed into the model. A common basis, which could be used, is a polynomial basis where the inputs are generated as polynomials transforms of the input, for example if a one dimensional input, $x$, is observed this can be related to the output via a quadratic rule where $\phi(x) = [x^0, x^1, x^2]$. Here there is a separate weight over each term in the basis function expansion, and the transform fits into the Bayesian linear regression model as before if we assume that $x = \phi(x)$. Likewise, for multiple observations the same basis function expansion can be applied giving a matrix of transformed inputs, $\Phi(X)$, where the expansion of every input is stacked row-wise. Analysis proceeds as before and the predictive posterior can be written down, substituting $\phi(x)$ for $x$ and $\Phi(X)$ for $X$.

$$p(y_\star | \phi(x_\star), X, y) = \int p(y_\star | \phi(x_\star), \Phi(X), y, w)p(w | \Phi(X), y)dw$$

$$= \mathcal{N}(\sigma_n^{-2}\phi(x_\star)^T Z^{-1} \Phi(X) y, \phi(x_\star)^T Z^{-1} \phi(x_\star))$$

$$Z = \sigma_n^{-2} \Phi(X) \Phi(X)^T + \Sigma_w^{-1}$$

After some rearrangement, it can be shown that this distribution can be expressed only in terms of dot products of the input space, $\phi(x)$. This allows the relationship
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The Gaussian process model can be expressed through a reproducing kernel Hilbert space — that is the covariance kernel. The covariance kernel (also covariance function) is a function which computes the covariance between any two inputs, \( k(x, x') \). This is commonly referred to as the ‘kernel trick’ and allows definition of the inner product matrix directly through the Reproducing Kernel Hilbert Space. The kernel trick appears across machine learning and statistics literature, for example, it is also used in the support vector machine [20].

Moving to a kernel representation of the relationship, of the inputs; under certain conditions, is equivalent to using an infinite basis function set, thereby removing the need to specify a basis function set. The GP can be interpreted as a prior over a family of functions where that family is the one described by the covariance kernel, this will be discussed further in Section 2.3. From this is it possible to define the GP fully in terms of its mean and covariance function despite being a flexible nonlinear model. One powerful interpretation of a GP is as the infinite dimensional extension of a multivariate Gaussian distribution.

\[
f(x) \sim \mathcal{GP}(m(x), k(x, x'))
\]  

(2.8)

When a finite number of training data pairs are observed, \( D = \{ x_i, y_i \}_{i=1}^{N} \), as before the inputs can be stacked into a matrix, \( X \), and the outputs into a vector, \( y \). At this point the data is distributed according to a multivariate Gaussian, where the mean is given by the mean function of the GP and the covariance is defined by the covariance function between every data point, \( K(X, X) \) — the elements of this matrix \( K_{i,j} = k(x_i, x_j) \). Since the observations are corrupted with some Gaussian white noise of a known variance a diagonal term must be added to the covariance matrix, the magnitude of which is the noise variance \( \sigma_n^2 \). The distribution is as shown in Equation (2.9).

\[
y \sim \mathcal{N}(m(X), K(X, X) + \sigma_n^2 \mathbf{I})
\]  

(2.9)

When a new point is observed, where the inputs are known, but inference needs to be made over the output, this forms a joint distribution with the training data.
\[
\begin{bmatrix}
y \\
y^* 
\end{bmatrix} = \mathcal{N}
\left(
\begin{bmatrix}
  m(X) \\
m(x^*) 
\end{bmatrix},
\begin{bmatrix}
  K(X, X) + \sigma_n^2 \mathbb{I} & K(X, x^*) \\
  K(x^*, X) & K(x^*, x^*) 
\end{bmatrix}
\right)
\]

(2.10)

Here, inference is made over the underlying latent function, \( f^* \), although by adding noise this can be extended to inference over values which will be observed, \( y^* \). This can be useful if using the prediction in a damage detection scenario. In order to recover the predictive distribution over \( f^* \), \( p(f^* | x^*, X, y) \), it is necessary to condition \( f^* \) on the training data — this is equivalent to the conditioning of a joint multivariate Gaussian distribution — which gives rise to the following equation.

\[
p(f^* | x^*, X, y) = \mathcal{N}(\mathbb{E}[f^*], \mathbb{V}[f^*])
\]

\[
\mathbb{E}[f^*] = m(x^*) + K(x^*, X) (K(X, X) + \sigma_n^2 \mathbb{I})^{-1} (y - m(X))
\]

\[
\mathbb{V}[f^*] = K(x^*, x^*) - K(x^*, X) (K(X, X) + \sigma_n^2 \mathbb{I})^{-1} K(X, x^*)
\]

(2.11)

Equation (2.11) is the key equation in GP regression models which allows the expectation and variance of the prediction to be expressed in closed form based solely on the relationship between the training and testing data through the kernel and the mean functions. Commonly, the mean function is considered to be zero so the equations can be rewritten removing these.

\[
p(f^* | x^*, X, y) = \mathcal{N}(\mathbb{E}[f^*], \mathbb{V}[f^*])
\]

\[
\mathbb{E}[f^*] = K(x^*, X) (K(X, X) + \sigma_n^2 \mathbb{I})^{-1} y
\]

\[
\mathbb{V}[f^*] = K(x^*, x^*) - K(x^*, X) (K(X, X) + \sigma_n^2 \mathbb{I})^{-1} K(X, x^*)
\]

(2.12)

Presented with the maths, it can be easy to miss the simplicity of what the GP is trying to achieve. Here, only the GP with a zero mean function is considered but, as shown, the extension to a parametric mean is trivial. Under the GP prior, before any data have been observed, the predictions of the model will be zero for every input with a variance equal to the signal variance of the kernel this is demonstrated in Figure 2.1.

In this plot, the variance is summarised by a confidence interval, however, interpreting
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Figure 2.1: The Gaussian Process prior with a zero mean function is a Gaussian distribution across the output at every input with zero mean and variance equal to the signal variance of the kernel, $\sigma_f^2$.

the GP in terms of the confidence intervals can obscure the actual understanding of what these represent. Since the GP is a distribution it is possible to draw random samples from it, as shown in Figure 2.2. These random draws, instead of being merely random variables, are in fact random functions over the input space. It can be seen that, under the prior, different functions drawn from the GP will be similar in terms of the functional form, which is defined by the kernel, but may not be good representations of the data which is being modelled, shown in red. It is also possible to make draws from the posterior distributions to create realisations of the possible functions that could have given rise to the observed data or possible functions for some new set of inputs.

The Bayesian nature of the GP is revealed as more data are added to the training process — if it was not obvious in the construction of the model! Figure 2.3 shows the effect of adding progressively more points to the training dataset. As more points are added the posterior (prediction) is more influenced by previously observed points and less resembles the prior. The effect could be described by the prediction being pinched around or pinned to the training data points. As the model is used to predict...
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Figure 2.2: The interpretation of the GP as a prior over functions becomes clear when draws are made from the prior, here the lines is blue are all possible functions under the prior in Figure 2.1 with the red line being the true function.

Further away from the observed training points the prediction returns to the prior and the confidence intervals increase, indicating that the model is less certain making predictions at those points.

One might find it helpful to imagine the prior distribution as a large (infinite) number of snakes wriggling around in a child’s play tunnel (which represents some confidence interval), at points where data are observed it can be thought of as restricting the diameter of this tunnel to force all of the snakes together. Here the snakes are analogous to the potential latent functions, where the metaphor falls down is that the support of the predictive distribution at every point is across the whole real line and, therefore, the snakes should not be strictly constrained by the tunnel. Therefore, any real value is a potential sample from the distribution, however, many values become highly unlikely quickly as is normal in a Gaussian distribution. Likewise the functions exist over the whole real line — in the standard GP — for the inputs and (thankfully...) no snake is infinitely long.
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2.1.1 Assessing GP Performance

In the example shown, by the time forty training points are added to the GP, Figure 2.3(d), the functional form of the training data is very well captured and the model can successfully interpolate across that part of the input space, $X$. It is clear that the model is still unable to extrapolate; since there is no data to guide the GP the prediction returns to the prior. In fact, even if the model is interpolating, e.g. Figure 2.3(b) around $X = 0$, if the input space is not well covered in the training set, the GP is unable to make a confident prediction as to the expected output.
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Figure 2.4: Plots of Gaussian process predictions for a function with training points shown in red and test points in grey, the prediction both in the mean, solid blue line, and the $3\sigma$ confidence intervals shaded in blue. Although all solutions it can be seen that the fit of some models is more desirable.

fails to quantify the quality of a probabilistic fit. Fuentes [50] discusses the uses of likelihoods as a model quality metric in SHM, here, the author agrees this is a sensible approach. It is possible to shown that the GP can be given a universal kernel such that it can fit a target function arbitrarily well given a prescribed error $\sigma_n^2 > 0$ [82]. However, this guarantee exists in the limit of infinite data — a condition which is not encountered in engineering! The problem remains then, how can a user determine if the model will return appropriate results for the function being modelled. Figure 2.4 shows three different predictions made by a Gaussian process on the same set of training and test data. It is clear that these fits are of varying quality, it will turn out that this is due to the optimisation of the hyperparameters which is discussed further in Section 2.5.

Although, heuristically, one could consider Figure 2.4 and choose a “best” model, by eye, it is useful at this stage to consider how to assess the quality of a prediction from a GP in the engineering context. It is important to be able to make quantitative comparison between different models which can inform future decision making.

$$\text{NMSE} = \frac{100}{N\sigma_y} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2$$  \hspace{1cm} (2.13)
The use of variants of the mean squared error is a common choice for comparison of models, it is also useful to normalise this value to make it more interpretable. This can be done as in Equation (2.13), which causes the value of the normalised mean squared error (NMSE) to equal zero in the case of a perfect prediction and increase as the quality of the prediction decreases. If the value is equal to 100 then the prediction is comparable in quality to just taking the mean of the observations.

However, in the move towards probabilistic models, it is important to revisit the manner in which these models are assessed. For example, the NMSE is a comparison tool that relies only on the quality of the pointwise prediction, this way of assessing models fails to account for the uncertainty prediction in the model, as will all the mean squared methods.

By construction of the GP predictive equations, Equation (2.11), the likelihood of the measured data is available in closed form. For an individual prediction, the likelihood of the measured observation at that point is the likelihood of the normal distribution defined by the expectation and variance of that prediction.

\[
p(y_* | x_*, X, y, \theta) = \mathcal{N}(\mathbb{E}[f_*], \mathbb{V}[f_*] + \sigma_n^2) \tag{2.14}
\]

It is worth highlighting that this likelihood includes the measurement noise added to the predictive variance of the GP. This assumes that the observation of the new test output \( y_* \) occurs under the same noise conditions as the training data. The likelihood of the prediction is bounded \((0, \infty)\) and allows for comparison of predictions between probabilistic models, it is not, however, immediately interpretable. It is a valuable method for comparing the quality of models and can be easily extended where there is more than one prediction point by considering the joint likelihood which is the product of Equation (2.14) for each predictive point \( y_* \). This is operating under the assumption that each prediction of the GP is independent of the others made in the same set, although it is possible to compute the cross covariances which give rise to other metrics.

Since the form of Equation (2.14) is Gaussian, this calculation is akin to using the Mahalanobis distance metric [12, 83] which is proportional to the log likelihood of the Gaussian distribution. For numerical reasons it is normally more sensible to work in the log space when computing likelihoods. For this reason using the Mahalanobis distance to assess the fit of the GP can be seen as very closely related to using the
posterior probability in Equation (2.14). The joint likelihood when computing a number of predictions can then be seen as related to the sum of the Mahalanobis distances. The combination of these tools allows for quantitative comparison of the quality of Gaussian Process model fits.

2.2 Learning Gaussian Processes for SHM

The GP has been presented as a powerful and flexible tool for solving regression tasks in general which can be readily applied SHM. The model has already begun to be used within SHM, for example see [53, 77]. At the base level of Rytters hierarchy [7], a key interest is minimising the number of false positives (alarms when a structure is undamaged) and false negatives (cases where the structure is damaged but the SHM system doesn’t indicate this). Moving up the hierarchy, it is desirable to have accurate, low variance predictions from a regression model for the location or extent of damage, for example. This allows decisions to be made with confidence — for example, in a localisation task, knowing the location of damage with more accuracy has a significant cost benefit for the end user. The question is how does a user ensure this behaviour when using a GP in an SHM system?

Despite the GP being a non-parametric approach to regression modelling, there are a number of user choices which must be made and hyperparameters which must be determined. These include the selection of the covariance function, which governs which functional family the process is drawn from. Although work has previously discussed kernel selection, for example [84–86], this has not been framed in an engineering context and discussion regarding the optimisation of hyperparameters is normally avoided. The author believes — and aims to show — that these are key parts of the modelling process which should be considered a matter of practice. This chapter discusses and demonstrates the effect and importance of these two issues.

From Equations (2.11) and (2.12), it is clear that the kernel function plays a key role in the ability of the GP to make meaningful predictions. As discussed, the choice of kernel encodes the user’s prior belief as to which functional family the data is drawn from, which includes belief about smoothness, periodicity, linearity, and other properties. For example, if the kernel function is chosen to be linear, the solution for Bayesian linear regression is recovered exactly, this is further explored in Section 2.3.
In addition to this, each kernel function is controlled by one or more hyperparameters which alter the behaviour of that kernel. It is necessary to determine the “correct” hyperparameters for any given model as these control key behaviours of the function, such as the frequency of repeating behaviour, in a periodic kernel, or the total magnitude of the function. This is the commonly adopted view of the hyperparameter estimation problem as a parameter estimation. The usual manner in which this is approached is as a Type-II maximum likelihood estimate, which is to maximise the model evidence $p(y | X)$. A Bayesian approach to this problem is possible (and arguably preferable) through the application of hyperpriors, as will be discussed.

Consider the typical kernel which is used when introducing GP models [74], the squared exponential (SE) kernel — also called Gaussian or exponentiated quadratic — which has the following form.

$$k(x, x') = \sigma_f^2 \exp \left\{ -\frac{\|x - x'\|^2}{2\ell^2} \right\}$$

(2.15)

where $\ell$ is the length scale of the process which governs the smoothness of the function. Since choosing the kernel is equivalent to making some prior assumptions about the type of function you are trying to model, the choice of an SE kernel encodes the belief that the function being modelled is smooth, infinitely differentiable, and nonlinear.

Following the choice of kernel, the specific function being modelled is conditioned on two things, foremost the observed training data in a Bayesian manner, but also the hyperparameters of the kernel.

As an example, the SE kernel is defined by two hyperparameters, the signal variance, $\sigma_f^2$, and the length scale, $\ell$. The signal variance affects the total scaling of the kernel, a larger signal variance is associated with signals which have higher variance, in fact this hyperparameter is actually the prior variance over the signal. That is, if no data are available for training, what the expected variance of the output would be around the mean of the process (usually zero).

Interpreting the length scale is slightly more difficult. In the case of the SE kernel it moderates the region of influence of each data point, or how close one data point needs to be to another in order to have an effect on the output. In Figure 2.5, the covariance $k(x, x')$ is plotted against the input distance for different length scales. It can be seen that by increasing the length scale parameter, points which are further away in the input space can still influence the outputs. This has the effect of
Increasing the length scale in the squared exponential kernel is shown to increase the region of influence. There is a higher covariance $k(x, x')$ at greater input distance $|x - x'|$ as the length scale increases ‘smoothing out’ the function and removing short scale variations.

Practically, this means that, if the lengthscale parameter is large, the function being modelled will be smoother and if the lengthscale is shorter, the process will be less smooth. This is demonstrated in Figure 2.6 where the function is defined by a GP where three different length scales are used but other hyperparameters are fixed. If the length scales are set too long, as in the top figure, then all the observed data is considered as noise and the GP will not make meaningful predictions as well as being overconfident when predicting far from observed data. If the length scale is set too short, as in the bottom figure, the prediction of the GP quickly returns to the mean of the process, in this case zero. The means that there is only a very limited range of values for which the GP will return a meaningful prediction. The question remains as to how to specify the ‘optimal’ set of hyperparameters.

Before discussing this selection of hyperparameters, it is worthwhile considering one more commonly used technique when specifying the kernel function. In cases where there exists more than one dimension in the input data, it can be useful to place
Figure 2.6: Predictions from GPs with varying length scales, training points shown in red and test points in grey, the prediction both in the mean, solid blue line, and the $3\sigma$ confidence intervals shaded in blue. It can be seen that changing the lengthscale alters the smoothness of the process.

separate lengthscales over each of these dimensions. This is usually referred to as an Automatic Relevance Determination (ARD) kernel where the single hyperparameter, $\ell$, is replaced with a matrix, $\Lambda$, which is a diagonal matrix with the individual length scales along the diagonal. This allows different dimensions of the input to operate over different scales and also provides information as to which of the input dimensions are contributing to which behaviours in the output. It is important also to consider that the noise variance of the process is rarely known \textit{a priori}, meaning it is normally included as an additional hyperparameter.

In the context of emulators — where a computationally cheaper model is used to replace an expensive simulator for calibration or Monte-Carlo analysis — Andrianakis and Challenor [87] discuss the role of the “nugget” — which replaces the noise term in a noise free emulator setting. For emulators (at least of deterministic simulators) it is assumed that the output of the simulator can be modelled as a noise free function — Gaussian Processes are one powerful approach to building these emulators. Within the Gaussian Process, the noise variance helps to stabilise the model numerically which poses a problem in the noise free emulator setting. For this reason a “nugget” term is usually set by the modeller. The paper of Andrianakis and Challenor [87] discusses how there can be two “modes” of solution (not related to dynamic modes) corresponding to either a Type-I or Type-II solution. The Type-I solution occurs
in the case of very low noise solutions to the GP (or when the nugget is set to be very small) in this mode the latent function passes through all the observed training points and leads to short lengthscales. This behaviour can be associated with “fitting the noise” in a model where the true underlying function is not captured in favour of attempting to explain all of the observed variability. This can be viewed as analogous to overfitting in a parametric model if the noise in the function is not actually very low. The alternative, Type-II solutions correspond to higher noise solutions where more of the function behaviour is explained as noise (or by the nugget in the emulator). In measured data, this can be a more realistic behaviour. However, the extreme of this is that the GP fails to model the underlying function instead modelling the functional behaviour as noise. This is a less dangerous misspecification of the model than fitting a Type-I solution when it is inappropriate. However, these solutions will lead to greater predictive uncertainty which can be just as costly if the models are used as part of a Risk & Reliability based inspection system through an increased need to inspect.

The question remains, how does a user ensure appropriate behaviour, for the available dataset. In this work, the author proposes two things, the first being to consider if a fully Bayesian solution is viable since understanding the full posterior over the hyperparameters will allow more informed decision making. Usually this is not possible practically. In that case, the second approach must be taken; to find an ‘optimal’ set of hyperparameters via optimisation. It is important to ensure robustness in the solution in one of a number of ways:

1. Begin gradient descent optimisation close to hyperparameters where there is good prior belief, i.e. low or high noise assumptions
2. If this cannot be done run multiple restarts of gradient desents to minimise the risk of local minima
3. Consider the use of a “global” optimisation scheme — such as the Quantum Particle Swarm Optimisation (QPSO)
4. Consider modifying the cost function of the optimisation

Within the machine learning community, most focus has been on achieving computationally feasible solutions to the Bayesian estimation problem for the hyperparameter
and not on modifying the optimisation of the parameters in the Type-II estimation. For examples of this see [88–90] The effect of these decisions will now be demonstrated.

2.3 Kernel Selection in Engineering

It has already been discussed that the choice of covariance function/kernel plays a central role in the performance of the GP — since this and the mean function fully define the GP. It is not just the optimisation of the hyperparameters that plays a role in this, although this will be shown to be a key ingredient in the use of the GP for SHM. Specifically, the choice of optimisation scheme can be shown to be important especially as the dimension of the hyperparameter vector increases. It remains to address the problem of choosing which covariance function should be used for a given problem. This choice, as mentioned, encodes the prior belief of the modeller regarding the functional family from which the data are drawn. For instance the choice of a linear kernel restricts the GP to modelling only linear functions — in fact the solution to a Bayesian linear regression is recovered identically.

It may be considered a simple task then to inspect a function and decide if the data appear to be generated by a linear process, periodic process, nonlinear process, etc. However, this is complicated somewhat by the realisation that most of the time in SHM the function being considered is modelled as the effect of a number of input variables. For example, it may be the case that the output data are periodic, however, if this is modelled as a function of some other periodic signal, the relationship may in fact be linear or some other relationship entirely. This requires a change in mindset to perform kernel selection — one should not consider the properties of the observed function in time (unless fitting a temporal GP!) but instead in the input-output/regression space where the regression is being performed. A key example of this is when using a Gaussian Process Nonlinear Auto-Regressive model with eXogeneous inputs (GP-NARX) model, the regression space here becomes the correlation between the lags being considered and the output.

It may be clear at this point that this is a tall order. How does an engineer visualise relationships in these, often, high dimensional regression spaces? If it is not possible to visualise the correlations, it becomes exceedingly difficult to make meaningful modelling choices regarding the covariance function. Here, a number of common
choices for covariance functions are presented, alongside some discussion regarding their combination and approaches for automating the model selection problem in the GP.

**Choices of Covariance Function**

There are a number of conditions that must be fulfilled to produce a valid covariance function, which must give rise to a symmetric positive semi-definite covariance matrix — this can also be shown by proving that the covariance function satisfies Mercer’s condition [74]. The use of covariance functions and corresponding covariograms has been well established within the geostatistics kriging community [91, 92] which the GP is closely linked to. A complete survey is excessive for this work but a number of the most common covariance functions are presented here.

The logical starting place is the linear covariance function defined as below.

\[
k(x, x') = a \mathbf{x}^\top \cdot \mathbf{x'} + b \tag{2.16}
\]

The affine form is shown here which contains two hyperparameters the slope \(a\) and offset \(b\). It is also possible to define the kernel without the offset hyperparameter, and to use addition with a constant kernel to achieve the same result, where the constant kernel would be defined as,

\[
k(x, x') = c \tag{2.17}
\]

As will be shown, combinations of kernels via products or sums are also valid kernels and this is a useful property to create more expressive covariance functions. A helpful way to understand what the kernel is doing is to leverage the generative nature of a Gaussian Process model. That is, it is possible to sample from the prior over the function space and plot potential outputs from that kernel before any data have been observed. The following plots of the priors for different kernels have the mean highlighted as a blue line with the distribution over the possible function values shown up to 4\(\sigma\) by the shaded region and 5 possible realisations of the function shown in orange. Figure 2.7 shows the result of sampling from the prior distribution over a Gaussian Process with a constant kernel and linear kernel respectively. The
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Figure 2.7: Realisations from the prior of the Gaussian Process for the constant kernel in (a) and the affine linear kernel in (b) the shaded area indicates the distribution, the blue line the zero mean prior, and the orange lines are individual realisations (samples) from the prior.

Figure 2.8: Realisations from the prior of a Gaussian Process with a periodic kernel.

constant kernel in (a) of Figure 2.7 is seen to only generate constant values of the output function, the exact value of which is conditioned on any observed data. This on its own is not a very useful kernel but when combined with other kernels can allow a richer set of functions to be modelled. The affine linear kernel also behaves very much as expected and can generate linear output functions with an offset which recovers exactly the solution from a standard Bayesian linear regression.

Analogously to the Bayesian linear regression, it is simple to extend this type of model to higher order polynomials. The polynomial model, however, can be too restrictive. Remember this is what motivated the adoption of Gaussian Processes
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![Figure 2.9: Realisations from the prior of the Gaussian Process for radial basis kernels. Matérn kernels of increasing smoothness parameter are shown in (a), (b), and (c); the infinitely smooth squared exponential is shown in (d)](image)

initially! Additionally, signals encountered within SHM can be dynamic, in this case it is common to see periodic behaviour for example in the impulse response of a resonant structure. It is useful to be able to prescribe periodicity in the prior form of the model. Again this is possible to do through the choice of a periodic kernel defined as,

\[
k(x, x') = \sigma_f^2 \exp \left\{ -\frac{2 \sin(\pi \cdot |x - x'|/p)^2}{\ell^2} \right\}
\]

(2.18)

where \(p\) is a hyperparameter related to the frequency of the periodic signal and \(\ell\) to the smoothness of the periodic component. Realisations from a Gaussian Process prior with this kernel specification are shown in Figure 2.8. The uncertainty shown is seen to be very similar to that for the constant kernel. However, when viewing realisations of the prior process, this prior is shown to generate realisations of periodic functions. This can be especially useful as it allows extrapolation beyond the training data range if the model is known to be strictly periodic.
Unfortunately, this is normally too strict an assumption to make and priors are chosen based on less definite assumptions about the functional form than those of choosing a polynomial or periodic kernel. For this a general nonlinear kernel can be chosen which imposes far weaker assumptions about the functional form. A popular family of kernels for this type of function are the radial basis function family. To describe the radial basis family it is useful introduce two pieces of terminology, the first is that a kernel is said to be stationary when the covariance is a function of the difference of two inputs not their absolute values. The second is isotropy, a kernel is isotropic when it is invariant to translation or rotation of the inputs, i.e. the order of the inputs is unimportant. A general radial basis kernel is the Matérn kernel which is defined as,

$$k(x, x') = \sigma_f^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left(\sqrt{2\nu r/\ell}\right)^\nu K_\nu \left(\sqrt{2\nu r/\ell}\right)$$  \hspace{1cm} (2.19)$$

This covariance function is governed by a number of hyperparameters: the signal variance $\sigma_f^2$, the lengthscale $\ell$, and the smoothness parameter $\nu$. For notational convenience the distance between the two inputs has been simplified to $r = |x - x'|$. The covariance function contains two additional functions the gamma function $\Gamma(\cdot)$ and the modified Bessel function of the second kind $K_\nu(\cdot)$ which has $\nu$ degrees of freedom. This is a somewhat complicated covariance function but with appropriate choice of the smoothness parameter \textit{a priori} the equation simplifies significantly. An added advantage of this is removing the need to compute the costly Gamma function! This happens when setting $\nu = p + 1/2$ for positive integer values of $p$ or zeros — that is $p \in \{\mathbb{Z}^+,0\}$.

If $p = 0$ the Matérn kernel generates realisations from an Ornstein-Uhlenbeck process [74], which is the continuous time equivalent to a random walk. This kind of very rough random walk behaviour can be seen in the realisations of the GP prior shown in Figure 2.9 (a). Not many signals encountered in SHM can be well described by this rough a kernel — indeed, this can lead to modelling the noise process in the measured data rather than the underlying functional form.

By increasing the value of $p$ and consequently $\nu$, the smoothness of the function increases, and as $\nu \to \infty$ the kernel tends towards the squared exponential kernel. This progression is shown in the other three frames of Figure 2.9. The squared exponential kernel is defined by the covariance function,
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Figure 2.10: Realisations from the prior of a Gaussian Process where the kernel is defined by the combination of a Matérn kernel with $\nu = 3/2$ and a Linear kernel. The additive kernel is shown in (a) and the product kernel in (b).

\[
k(x, x') = \sigma_f^2 \exp \left\{ -\frac{\|x - x'\|^2}{2\ell^2} \right\}
\]  \hspace{1cm} (2.20)

The squared exponential is a popular kernel since it imposes the prior of a smooth function that is infinitely differentiable. Its form is very similar to that of the Gaussian distribution and, therefore, many of the same mathematical manipulations can be conducted. That being said, Stein [92] argues that the squared exponential will impose an unrealistic smoothness assumption for naturally occurring functions. The experience of the author falls in line with this analysis and the use of the Matérn 3/2 function is a personal preference but one which is based in experience and this important result.

It is also possible to combine kernels in such a way that the combination is also a valid kernel. This allows the use of the basic kernel forms as a number of building blocks when wanting to express more complicated functional forms or impose more nuanced constraints. There are two methods in which the kernels can be combined; the first to add kernel functions and the second to take the product of two kernel functions. Since these produce new valid kernels, they can of course be repeatedly applied, for example the covariance function can be defined as the summation of two different products. Interpreting the effect of these combinations is a little more difficult than understanding the behaviour of the individual kernels and is best achieved pictorially.

Figure 2.10 shows the prior of a GP given combination of a linear kernel and a Matérn 3/2 kernel, both additively and as a product kernel. Consider the realisations
shown in frame (a) for the additive kernel which is defined by,

\[
k(x, x') = k_{\text{Linear}}(x, x') + k_{\text{Matérn } 3/2}(x, x') \\
= (a x \cdot x' + b) + \sigma_f^2 \left( 1 + \frac{\sqrt{3}r}{\ell} \right) \exp \left\{ -\frac{\sqrt{3}r}{\ell} \right\} \tag{2.21}
\]

Inspecting the realisations from the prior, it is clear that this combination of the kernels results in the function being modelled as the nonlinear function on top of the linear trend. This can be useful if it is known, for example, that the process being modelled is broadly linear with some deviations from that line. Turning attention to frame (b) the product kernel is defined as,

\[
k(x, x') = k_{\text{Linear}}(x, x') \times k_{\text{Matérn } 3/2}(x, x') \\
= (a x \cdot x' + b) \times \sigma_f^2 \left( 1 + \frac{\sqrt{3}r}{\ell} \right) \exp \left\{ -\frac{\sqrt{3}r}{\ell} \right\} \tag{2.22}
\]

The realisations seen are seen to be very different from the additive case. The product kernel is seen to behave like an amplitude envelope. In this case, the variance of the nonlinear function described by the Matérn kernel grows according to the linear covariance. The use cases for this combination are more difficult to imagine, but can allow modelling of complexly varying signals.

As previously mentioned, although it is relatively simple to consider the prior implications for the choice of covariance function, the difficulty is normally in understanding the high dimensional input/output spaces that can occur. The main problem then is, can the need for human intervention be removed from the kernel selection process? If so then the need to understand these complicated spaces is removed. If not then, in the absence of a complete picture of the space, can the relationships be either visualised in a lower dimension, understood via physical knowledge of the process, or both?

### 2.3.1 Kernel Selection Techniques

First the problem of automated kernel selection is considered. Since the marginal likelihood of the process is implicitly conditioned on the hyperparameters it is also
implicitly conditioned on the model choice — in this case the kernel. That is, it can be written, \( p(y \mid X, \theta, M) \), where the kernel choice is encoded in the choice of model \( M \). This notation is normally omitted for neatness when writing down the equations of the GP model but is useful when considering how to conduct kernel choice. Of course, calculation of this value is identical to the formula presented in Equation (2.26) except here the conditioning is explicit.

Using this knowledge it is possible to set up the model selection task as a Bayesian hypothesis test using Bayes factors [93, 94]. This approach has received some criticism [35, 95]. The main charge levelled against it is the departure from the Bayesian philosophy of inferring posterior distributions in favour of an absolute model selection — the hypothetico-deductive method. These abstract arguments regarding semantics and philosophy, although important (as anyone who has discussed Bayes with the author will know), are often not key drivers for engineering problems. In fact, for the engineering use case, a more pressing issue with automated model selection occurs — computational expense. The fully Bayesian solution is not considered here at all due to the impossibility (in closed form or due to the massive computational load) of marginalising all possible model forms.

In order to conduct model selection via the Bayes factor one has to calculate the marginal likelihood for all possible models, which here is every kernel and combination of kernels which could be valid. This set becomes large very quickly. Additionally, to compute this factor one should marginalise out the model parameters which, in this case, would be the hyperparameters of each kernel. This makes sense since the aim is to compare the posteriors of the models conditioned only on the data. However, as discussed this is normally a costly exercise, where the posteriors must be approximated.

Bearing this in mind, currently, the most feasible method for kernel selection in the Gaussian Process model remains to rely on expert knowledge/intervention. The primary criteria for this should be to choose kernels which encode at least approximate belief regarding the physical processes. However, the kernels should also be chosen to be flexible enough to capture fully the information contained in the data. For instance, if a trend is known to be approximately linear it would be prudent to use a more flexible kernel such as the sum of a linear kernel with a Matérn kernel to capture any nonlinearity which may not be obvious. It can be useful to attempt to visualise pairwise relationships between each input and the output of the model to help with this choice. In addition, another useful trick is to separate different input
dimensions into their own kernels. If one variable as a strong correlation with a particularly clear form, it can be useful to separate it into its own kernel. It can also help generalisation of the model to separate inputs whose effects on the output are not coupled into their own kernels. This formalises the knowledge that the output might depend on both input one and input two but the combination in which they appear does not matter. That is, the effect of one output is not related to the value of the other.

2.4 Choice of Cost Function

Within engineering it has been common to fit models based on minimising an error of some type, normally related to the mean-squared error in some way, for example see the learning of the Bouc-Wen system in [96]. If the model form is known to be correct, this works well in some circumstances. It would seem credible that models with lower error perform better. Of course, it is worth bearing in mind the problems with overfitting that can occur if the model form is incorrect. In an effort to combat this (especially when fitting black-box models not based on physical understanding) regularisation techniques are used to develop a trade-off between model fit and model complexity [20]. The choice of the cost function for an optimisation can, therefore, have a significant effect on the quality of the model fit and its ability to generalise. An extreme example is, if the cost function chosen is not sensitive to the (hyper)parameters being learnt then it will be impossible to perform the optimisation. This will be the case when the cost function has no dependence on those (hyper)parameters being learnt. It will be shown that this would be the case if learning a Gaussian process via a simple mean-squared error cost. It is important, therefore, to consider also what available cost functions are available when training Gaussian Processes. In literature, although alternatives have been discussed [74], it appears that most Gaussian process models are trained based upon the negative log marginal likelihood.

2.4.1 Mean-Squared Error

Traditionally, minimising the pointwise error has been a popular way to learn parametric models of systems — using the mean squared error is the popular least
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squares approach, for example see [20]. The standard least squares error is written as,

\[ error = (\hat{y} - y)^T (\hat{y} - y) \] (2.23)

where, \( \hat{y} \) is the model prediction for some measured “true” values \( y \). It is also popular to use variants of this such as the mean squared error by taking the mean of the above or a normalised version such as the one presented in Equation (2.13). Which particular variety of error used is, generally, not important except to improve numerical stability and help with interpretation of results. The weakness in all these approaches is the deterministic nature of the cost function.

Classically, this has not been a problem since many engineering models have been deterministic. However, it is the opinion of the author that moving to a probabilistic paradigm requires a shift in how the quality of models is understood. Since the Gaussian Process returns predictions over the distributions of possible function values, it is reductive to consider only the mean fit when assessing the model. It is true that this mean value is still an important method for communicating the predictive capability of the model but it should not be used in isolation and its use as a cost function in optimisations may lead to poor models as the cost function is not sensitive to the variance of the model. Therefore, it is not optimal to use a mean-squared error (or variant thereof) as the cost function for a Gaussian Process — or indeed any probabilistic model optimisation. Thankfully, the author has not seen this approach in literature although there might be a temptation apply these techniques if one were moving from a deterministic model to the GP for regression modelling.

2.4.2 \( z \) — Score

Consider instead the use of a \( z \)-score as a cost function for optimising Gaussian Process hyperparameters. It is known that the posterior predictive distributions from the GP regression model will be Gaussian and that the \( z \)-score can be used to calculate how close a given point is to a pre-defined Gaussian distribution — i.e. how many standard deviations from the mean a given value is. The calculation of the \( z \)-score is a simple formula,
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\[ z = \frac{y - \mu}{\sigma} \]  

(2.24)

here \( z \) is calculated as the residual between the measured point \( y \) and the mean, \( \mu \) which is the expectation of the predictive posterior of the Gaussian process, and the standard deviation of the Gaussian process predictive posterior as defined in Equation (2.11) or Equation (2.12). This is valid since the posterior of the Gaussian Process is a Gaussian distribution by construction. Here a cross-validation scheme has to be adopted where certain points are predicted from other available data — the gold standard being a leave-one-out cross validation. However, usually a grouped cross validation is more feasible due to the high computational cost of leave-one-out. This can be achieved via a hold-out validation set or through a k-fold cross validation which allows use of all the available data in training.

The score currently is only defined for a single predictive point; it is desirable to extend this to multiple predictive points. The simplest extension would be to consider taking individual z-scores for each predictive point and then combining these, for example by taking the mean. A number of alternative approaches are presented in [97], the first of which is moving to the multivariate analogue to the z-score which is the Mahalanobis distance. This has already found extensive use within SHM for outlier/novelty detection [5, 6, 13, 16, 51, 98, 99]. Here the full predictive covariance between all of prediction points is used to calculate the distance of the measured data from the predicted ellipsoid. Bastos and O’Hagan [97] suggests that using a pivoted Cholesky decomposition of the covariance will be of more benefit by decoupling the errors of individual points to allow for more informative diagnoses. Approaches based on Mahalanobis type assessments move towards assessing a Gaussian log likelihood of the predictions, it is sensible in a probabilistic model to take this further and to consider the likelihood of the process. Since the use of a Mahalanobis distance as a cost function is somewhat of a ‘halfway-house’ between the deterministic approach of the mean-squared error and the probabilistic approach of considering likelihoods, it is not used for learning in Gaussian process literature. Instead its use is restricted to assessment of the model fit as in [97].
2.4.3 Negative Log Marginal Likelihood

The cost function recommended in most introductions to the Gaussian Process including that of Rasmussen and Williams [74] is the negative log marginal likelihood and this convention has been followed thus far in the work presented here. The argument for using this cost function is that the marginal likelihood provides a trade-off between the model complexity and the model fit, referred to as the Bayesian Occam’s Razor [100–102]. Consider the terms in Equation (2.26) which is reproduced here in the negative log form, this form is the cost function for the minimisation.

\[- \log p (\mathbf{y} | X, \theta) = \mathbf{y}^T \left( K + \sigma_n^2 \mathbb{I} \right)^{-1} \mathbf{y} + \frac{1}{2} \log \det \left( K (X, X) + \sigma_n^2 \mathbb{I} \right) + \frac{N}{2} \log (2\pi)\]

The equation shown in Equation (2.25) has the terms of the negative log marginal likelihood annotated. There is a trade-off when learning the hyperparameters between the model fit and the model complexity which exists by construction. The term relating to model fit will be familiar to readers in SHM as having the same form as a Mahalanobis distance where the covariance is defined by the covariance matrix of the GP with the noise added to the diagonal. The term moderating the model complexity is governed by the determinant of the covariance matrix. It is worth noting that if the size of the training set changes it is difficult to use this likelihood value as the cost function for optimisation since the constant term (and in fact the other two terms) is related to the number of training points. This is a subtlety that may be lost if one were to attempt to perform for example lag selection where the number of training points will change with differing scenarios.

It is worth nothing that this approach is an example of what is referred to as a Type-II maximum likelihood solution. That is that the hyperparameters are learnt by maximising the marginal likelihood of the process. This is where the latent function values of the model have been marginalised out of the cost function analytically, this type of maximum likelihood should be more robust to overfitting. For this reason, the use of this type of cost function should, using the Bayesian Occam’s Razor, give rise to the minimally complex model regardless of the prior. However, this is still dependent on two important assumptions. The first that the model selection is correct, i.e. the choice of kernel; secondly that the dataset which is being used
to calculate the marginal likelihood is representative of the full dataset which is being modelled. That is, that the data are drawn from the same distribution as the function being modelled and that there are sufficient data to fully cover the space over which the function needs to be modelled.

### 2.4.4 Predictive Probability

The choice of the marginal likelihood seems like a sensible cost function for learning Gaussian Process hyperparameters — it is useful to have the Bayesian Occam’s Razor to automatically choose the minimally complex model. However, this assumption is predicated on the belief that the training dataset is a representative sample from the full distribution. It has been established that the GP will only be able to make predictions ‘close’ to where there is observed training data (mediated by the lengthscale of the process). Unfortunately, within engineering, it is rarely possible to guarantee that sufficient data has been collected to cover the input space of the function in an engineering context. For instance if trying to regress data where the relationship is governed by a sine wave, if the sample frequency of the data acquisition is equal to the frequency of the sine wave then the Gaussian Process will model the function as a constant value with high confidence. This is as much a consideration in design of data collection systems for SHM but raises an important point. This is by no means a new problem within SHM (or engineering in general), although applying this type of model can highlight some inadequacies in a collected dataset. This is especially true if modelling dynamic processes in a GP-NARX scheme, it is possible to fit models with very well model the observed training data but fail to generalise to additional data. There is a subtle different between this and overfitting behaviour. In overfitting, a function which has more parameters than necessary is misidentified during training. Here, the Gaussian Process has learnt a minimally complex model for the data observed but this data is not representative of the true process being modelled.

In an effort to overcome this it is possible, rather than considering the marginal likelihood of the process, to consider the predictive probability of the process. That is the posterior likelihood of some unused data given a model trained on the rest of the training set. Again this can be done in a leave-one-out methodology or using hold out sets [74]. The author has found this can help, especially when fitting dynamic models this can help to understand how well the training data actually describes the
underlying function being modelled. The predictive probability is given by calculating \( p(y_*|X_*, D) \) which is the Gaussian posterior likelihood given by Equation (2.11) or Equation (2.12). Practically, the author has observed that the risk of not fully covering the input space is greater when fitting dynamic models. It is recommended, therefore, that if this is a worry the predictive posterior likelihood may perform better than the marginal likelihood as the cost function for optimisation of the GP hyperparameters. However, care should be taken if it is believed that the training data does not fully represent the function being modelled. In this case it would be better to attempt to collect a more representative training set before modelling the data or pay further care to the model selection to reduce the limitations of an incomplete training set.

2.5 Hyperparameter Optimisation

The GP hyperparameters are most easily and commonly determined via a Type-II Maximum Likelihood problem\(^1\) where the marginal likelihood of the observed training outputs \((y)\) conditioned on the observed inputs \((X)\) and hyperparameters \((\Theta = [\sigma_f^2, \text{diag}(\Lambda), \sigma_n^2])\) is optimised with respect to the hyperparameters\(^2\). Perhaps the most desirable property of this optimisation problem is the automatic balancing of the model complexity and model fit that is expressed in the marginal likelihood, this is usually referred to as the Bayesian Occam’s Razor [100]. In fact, the optimisation of the GP model in this way ensures that the minimally complex model is used to explain the data [101]. Like many problems in engineering this reduces the learning process to a multi-dimensional optimisation problem.

The marginal likelihood of the Gaussian process is defined as the likelihood of the process marginalised with respect to all model predictions as shown in Equation (2.26). This is the likelihood of the outputs of the model given the inputs and hyperparameters but not conditioned on the latent function values. Here \( f \) represents the noise free training outputs, which are the underlying latent function being modelled by the GP.

---

\(^1\)The Type-II maximum likelihood refers to a maximisation of the model evidence term in Bayes’ theorem which is the denominator. This is equivalent to maximising the integral of the likelihood and the prior which marginalises out the model outputs/parameters and is more robust to overfitting [100].

\(^2\)The operator \( \text{diag}(\cdot) \) corresponds to taking the diagonal terms of a matrix.
\[ p(y | X, \Theta) = \int p(y | f, X, \Theta) p(f | X, \Theta) df \]

\[
\ln p(y | X, \Theta) = -\frac{1}{2} y^T (K(X, X) + \sigma_n^2 \mathbb{I})^{-1} y - \frac{1}{2} \ln |K(X, X) + \sigma_n^2 \mathbb{I}| - \frac{n}{2} \ln 2\pi
\]

(2.26)

The log likelihood is normally used as it can be more numerically stable. The problem is normally posed as a minimisation problem over the negative of this log marginal likelihood, so that the optimal set of hyperparameters, \( \hat{\Theta} \), is found as:

\[
\hat{\Theta} = \arg \min_{\Theta} \{ -\ln p(y | X, \Theta) \}
\]

(2.27)

It is worth noting, however, that the ‘true’ problem of interest (in a Bayesian sense) is determining the posterior distribution over the hyperparameters, \( p(\Theta | y, X) \), given the data. Using Bayes theorem, it can be seen that optimisation of the cost function shown in Equation (2.26) is equivalent to the maximum likelihood solution but inference could be extended to determine the maximum a posteriori (MAP) estimate or indeed the true posterior. For the case of determining the true posterior, exact inference is not possible so approximate methods must be employed, such as Markov-Chain Monte-Carlo \cite{32}, Sequential Monte-Carlo \cite{88, 103}, Adaptive Importance Sampling \cite{89} or variational Bayes \cite{33}.

However, by far the most common mechanism for training GPs is the use of the minimisation of the negative log marginal likelihood, in fact, this is the only approach used in engineering literature both within SHM and beyond. The author does not feel that adequate attention has been given to the effect of different learning procedures for GP hyperparameters and this is explored here. Namely the choice of optimisation scheme as the dimension of the hyperparameter space grows. It is known from general optimisation problems that as dimensionality increases the issue of getting ‘stuck’ in local minima increases — i.e. it becomes harder to find the global minimum of the objective function.

The novel contribution here is to highlight that the current use of gradient based optimisation algorithms can lead to sub-optimal solutions since the cost function has many local minima. Also, to explore the dependency of the performance of the GP on the optimisation procedure as dimensionality increases, three experiments are
conducted and the predictive performance of the GP is considered following training with each strategy. Also investigated is the differences in computation time for each method. This investigation focuses on three datasets, low and high dimensional input synthetic datasets are tested, then a data set from a Tucano TMK1 Trainer aircraft is considered. This represents a more realistic SHM example — although not an example from offshore, this case study highlights some important general points for engineering applications.

### 2.5.1 Effect of Optimisation Scheme

So far, the two key considerations in applying a GP to an engineering problem have been introduced. The first of these, the optimisation of the covariance function hyperparameters is now explored in more detail. Specifically, the effect of the choice of optimisation scheme on the predictive performance of the GP is considered. When optimising over the marginal likelihood of the process, Equation (2.26), maximisation of this value should lead to the ‘best’ fit of the model.

The field of optimisation is established and varied, a full survey of all possible algorithms and techniques exceeds the scope of this thesis and probably the attention of the reader! It is useful, though, to discuss broadly some of the different overarching themes of this body of work. The first consideration in optimisation is if the approach aims to solve the global or local optimisation problem. The local problem aims to find the optimal solution (minimum cost) in the region close to some specified starting point — in many cases this will not lead to the global minimum of the cost function (the global minimum being the point that minimises the cost across the entire domain of the function). In this case there remains a solution that is better — i.e. will give a lower cost. In contrast to this, global methods aim to find the single minimum value of the cost function. There are also two main approaches to the optimisation problem, the first more suited to the local problem, and the second to the global problem.

This first approach is gradient based optimisation. Broadly speaking, in a gradient based optimisation, the minimum value is found by moving in the direction of negative gradient. This is most simply understood in an example as, imagine one was out walking, possibly around Sheffield’s seven hills, searching for the lowest point. To find this point it is intuitive to try and always walk downhill and, if there
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is no direction in which you can head downhill, you must be at a minimum. In this scenario it is easy to see how this would not necessarily find the absolute lowest point since the only information available is the current location and the gradient at that location. More sophisticated techniques modify the direction in which steps are taken to achieve two things, either faster convergence or to avoid becoming ‘stuck’ in local minima. For example, this could be the addition of momentum terms or making conjugate steps [104, 105].

The most common alternative to this is to use a population-based optimisation method. Returning to the analogy of finding the lowest point in Sheffield; one could survey the height in a number of locations and the combine all of these spot heights to try and choose new points closer to the minimum. For example, it is sensible to believe that if a point has a small value then it is likely that the area around it will also have small values — i.e. the function is continuous, which in the case of the terrain of Sheffield is generally true! Within this class of optimisation algorithms exist those based on genetic operations; the genetic algorithm or differential evolution [106] and their derivatives [107, 108]; the particle swarm family [109]; many nature inspired algorithms [110–113].

Gradient-Based Optimisation

By far the most popular choice for the optimisation of GP hyperparameters is a conjugate gradient method, probably owing to the recommendation of this approach in [74]. These methods are a variant on simple gradient descent, where the optimisation step direction is chosen to be a conjugate direction; this should lead to faster convergence to the local optimum. Since the method is gradient-based, it is susceptible to converging to local minima and exhibits poor exploration properties, but will potentially lead to faster convergence times and good exploitation behaviour. That is, it will quickly find the local minimum in few steps.

Conjugate gradient methods comprise of the repeated application of three substeps. The first being the determination of the current function value and gradient, in the case of GP with respect to the kernel hyperparameters. This is the negative log marginal likelihood and all its partial derivatives. The second stage is to choose the conjugate direction; there are a number of formulations of the conjugate direction, the method proposed by Dai and Yuan [105] is used for experiments here although others include the traditional [104]. The approach of Dai and Yuan [105] is shown in
Equation (2.28).

\[
\beta = \frac{|\nabla f|^2}{\nabla f^T y} \tag{2.28}
\]

where \( y \) is the function value and \( \nabla f \) is the vector of partial derivatives. Thirdly a line search is conducted along this conjugate direction to find the one dimensional minimum, for example Brent’s line search [114]. No more iterations of the search are performed when either: the gradient of the cost function with respect to every dimension (\( \nabla f \)) is approximately zero; the change in the cost function value (\( f \)) is close to zero; or a predefined maximum number of iterations is reached. It should also be noted that within the family of gradient decent methods if the function value or gradient are undefined at any point (e.g. an asymptote in the cost function) the method cannot be applied. Fortunately, this is not the case when optimising the Gaussian process, but to improve numerical stability it is worth calculating both the marginal likelihood and its derivatives in the log space — that is to operate with the log values of the hyperparameters. The calculation of the log derivative can be achieved via the chain rule which is shown below.

\[
\frac{\partial K}{\partial \log \theta_i} = \frac{\partial K}{\partial \theta_i} \frac{\partial \theta_i}{\partial \log \theta_i} = \frac{\partial K}{\partial \theta_i} \theta_i \tag{2.29}
\]

for \( i \) indexing each of the hyperparameters of the kernel. This is important since the calculation of the gradient of the negative log marginal likelihood requires the derivative of the covariance matrix with respect to the hyperparameters.

**Population-Based Optimisation**

An alternative to using a gradient-based method such as conjugate gradient descent, is to employ a population-based search, where the costs at a number of randomly initialised starting locations are combined to converge towards an optimal solution. These methods include: evolutionary algorithms including the genetic algorithm, more sophisticated techniques such as differential evolution (DE) [106], and adaptive methods such as self-adaptive differential evolution (SADE) [107] or JADE [108]. There also exist a variety of methods with inspiration from physics [115], or the smörgåsbord of animal-inspired algorithms [110–113].
An example of this form of approach to the optimisation problem is the Quantum Behaved Particle Swarm (QPSO) [116, 117]. The QPSO is a variation on the traditional particle swarm optimisation where each particle is modelled as having quantum behaviour. The dynamics of the particle are governed by the wave function of the imagined quantum state of each particle. One of the key advantages of the QPSO algorithm is that it is proven to be globally convergent [117]. There are a number of additional variants of this specific algorithm which are discussed further in [118–120].

The details of the QPSO algorithm are laid out in [116] and not reproduced here. The only modification made is to have the expansion-contraction coefficient $\alpha$ be a function of the number of generations to create an annealing like behaviour. The choice of optimisation scheme is famously impossible to objectively justify — there is no free lunch [121]. This theorem states that considering all optimisation problems, there is no one algorithm that will always perform better. The author has, however, found that the QPSO algorithm has performed well in the optimisation of GP hyperparameters and other engineering optimisation problems — for example see the results presented in [122].

### 2.5.2 Results

The effect of the optimisation scheme will be shown on three different datasets which are described here. The first synthetic dataset is taken as a random draw from a GP model which is a single realisation from a GP prior with a known set of hyperparameters. A test function is drawn from a one dimensional GP prior using the Matérn $3/2$ kernel with inputs generated in the range $x = [-10, 10]$, a signal variance of 20, length scale of 15, and a noise variance of 0.01. In order to generate a higher dimensional nonlinear dataset a similar procedure was followed, first forty draws are made from the GP specified as above. These forty draws are then used as inputs to a forty-dimensional input GP, with hyperparameters defined as $\sigma_f^2 = 20$, $\lambda_i \sim \mathcal{U}(0, 100)$, $i = 1, \ldots, 40$, and $\sigma_n^2 = 0.001$. The notation $\mathcal{U}$ is used to denote a uniform distribution bounded by the two arguments. A single realisation of this high dimensional GP is used as the outputs for the dataset.

Finally, the performance of each optimisation scheme is tested on an SHM-focussed...
dataset. A Tucano TMk1 Trainer aircraft was instrumented with the aim of applying techniques for prediction of strain histories for assessing fatigue damage. The dataset has been studied in more detail in [77, 123, 124] where application of ANNs and GPs have already shown very promising results. The full dataset contains one hundred flights across two different aircraft, with 14 input variables. For training, a restricted dataset is chosen, where the first sortie from one aircraft is chosen as training data and a test sortie is randomly-chosen — ensuring the test sortie is taken from the same aircraft. This may well not be the optimal training set for this process as it is likely it does not cover the input space sufficiently, resulting in errors above that which would be expected, the use of a sparse GP implementation such as those described in [125–128] with a larger training set would likely improve predictions without large increases in computational expense.

The first test is to consider the optimisation of a Gaussian Process with a low dimensional (one dimensional in fact) input space. Therefore, the optimisation task should be simplified since the hyperparameter space which requires searching is lower dimensional. The search space will be three dimensional since there are three hyperparameters — the signal variance $\sigma_f^2$, the lengths scale $\ell$, and the noise variance $\sigma_n^2$ for the chosen Matérn 3/2 kernel. Since the function itself is drawn from the GP it is known that there isn’t a model form problem — the kernel is known a priori to be correct.

It is possible to investigate the role of the starting point of the gradient descent in the optimisation since the ‘true’ hyperparameters are also known. Initially the model is trained via gradient descent from values known to be close to the ‘true’ hyperparameters, the result of this is shown in Figure 2.11. Clearly the GP is able to find a set of hyperparameters that lead to the function being modelled very well and the NMSE for this model is low at 0.1054 as shown in Figure 2.11(a). However, if the optimisation is started from values which are known to be far from the true hyperparameters, the result is very different. Consider the result shown in Figure 2.11(b), where an undesirably short lengthscale has been found as the ‘optimum’, leading to poor modelling of the true functional uncertainty and behaviour where the model fails to generalise. Even though the test points are very close to the training points, the variance of the prediction is seen to increase rapidly. This is again symptomatic of a very short length scale.

More realistically, however, it is very hard to tell a priori where a “good” or “bad” start point for the optimisation may be. It is sometimes possible to make prior
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Figure 2.11: Plots of the prediction on an independent test set for Gaussian Processes, modelling the low dimensional test function, trained via conjugate gradient descent from start points close to the known hyperparameters (a) and far from the known hyperparameters (b).

assumptions regarding the measurement noise and set a meaningful starting value for $\sigma^2_n$ or the total signal variance $\sigma^2_f$. However, usually making meaningful suggestions about the lengthscale is difficult and becomes more so as the dimensionality of the input space increases. It is possible to perform multiple gradient descents from randomised start locations to attempt to find multiple minima where hopefully one is the global minimum. It is the author’s understanding that this is the accepted best practice in the community, this comes from discussions with other researchers in the GP community and cannot be found in the literature! This random restart methodology is compared to the use of the QPSO as a global optimiser. Each of the methods is run for fifty iterations so fifty gradient descents are performed from fifty randomised locations and the QPSO is also run fifty times with randomised initial population locations. These two approaches will be compared on three criteria, the first being the value of the negative log marginal likelihood that they optimise to, the second is the number of function evaluations before the optimisation converged, and the third is the normalised mean squared error of the prediction on an independent test set.

In Figure 2.12 boxplots\(^4\) are shown comparing the distribution over the final best value of the optimisation of the negative log marginal likelihood, in the low dimensional

\(^4\)The box-plot allows a summary of a distribution of values to be shown. The horizontal line indicates the median value with the box showing the interquartile range. The whiskers indicate the $2.7\sigma$ range which can be thought of as all data which is not considered outlying if the data were Gaussian distributed. “Outlying” data points — ones beyond the range of the whiskers — are shown with the red crosses.
2.5. HYPERPARAMETER OPTIMISATION

![Boxplots of (a) Negative Log Marginal Likelihood and (b) Function Evaluations](image)

Figure 2.12: Boxplots of (a) Negative Log Marginal Likelihood and (b) Function Evaluations before convergence is also shown for the conjugate gradient and QPSO optimisations of fifty GPs.

Test, for fifty runs of both the conjugate gradient descent and the QPSO. It can be seen that the conjugate gradient optimisation will converge faster in general (with notable outliers) in a single run than the QPSO. However, the variance in the optimal value of the marginal likelihood is far greater than for the QPSO method — the main reason for this is the appearance of several severe outliers. Even ignoring these outliers, optimisation using the QPSO consistently leads to slightly better (more minimal) values of the negative log marginal likelihood. This suggests that the models learnt via the QPSO can better (and more consistently) explain the observed training outputs given the training inputs and the hyperparameters found.

Figure 2.13 allows comparison of the predictive performance of the models summarised by the NMSE of predictions on an independent test set. The results seen here would indicate that the reduced optimisation performance of the conjugate gradient scheme seen in Figure 2.12(a) is mirrored in the prediction capability of the model. The variance in the NMSE of the optimised models reflects the variance seen in the marginal likelihood during training. It is expected that this difference will continue and could be exaggerated as the optimisation space in high dimensions may be more prone to local minima.

The same results are shown for a synthetic model that is high dimensional. Similar results are noted in Figure 2.14 as Figure 2.12 where the QPSO consistently optimises to better values of the marginal likelihood at the expense of an increased number of function evaluations.
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Figure 2.13: Comparison of normalised mean squared errors for models trained with conjugate gradient descent compared to QPSO for the low dimensional test function.

Figure 2.14: Boxplots are shown comparing the distribution over the final best value of the optimisation, using the high dimensional input space, of the negative log marginal likelihood for fifty runs of both the conjugate gradient descent and the QPSO (a) and the number of function evaluations before convergence is also shown (b).
Considering the predictive performance of the models summarised by the NMSE in Figure 2.15, similar results are observed. The increased variance in the optimal cost found by the optimisation algorithm is translated into increased variance in the error of the predictions. The QPSO is again able to find consistently better marginal likelihoods which result in lower normalised mean squared error scores. This evidence would suggest that the QPSO may be a more robust training mechanism for Gaussian Process models. It is useful to test this hypothesis on data collected from an SHM setting to ensure that it isn’t an artefact of using synthetic test functions.

To do this, Gaussian Process models are trained for the prediction of the port side inner wing bending strain on a Tucano MkII Trainer aircraft using a dataset previously presented in [77, 123, 124]. The inputs used are:

1. Total fuel mass
2. Indicated airspeed
3. Barostatic altitude
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Figure 2.16: Boxplots are shown comparing the distribution over the final best value of the optimisation, when modelling the port inner wing bending strain of the Tucano aircraft, of the negative log marginal likelihood for fifty runs of both the conjugate gradient descent and the QPSO (a) and the number of function evaluations before convergence is also shown (b).

4. Normal acceleration at the centre of gravity

5. Normal acceleration at the tail

6. Normal acceleration at the port wing

7. Elevation

Again fifty models were trained with each of the conjugate gradient descent and the QPSO, optimising the hyperparameters through minimisation of the negative log marginal likelihood.

Yet again, similar behaviour is observed in the performance of the optimisation algorithms. The conjugate gradient descent requires fewer iterations to converge to a minimum of the cost function but the QPSO finds consistently better optimum values. It would be expected, therefore, that similar outcomes would be observed in the predictive performance of the models.

However, on inspection of the results shown in Figure 2.17 an interesting behaviour is observed. The first point to be noted is that neither model is performing very well on the independent test set. Again it is seen that the overall performance of the QPSO optimiser is better than the conjugate gradient based scheme.
Figure 2.17: Boxplot comparison of normalised mean squared errors for prediction of the port inner wing bending strain on the Tucano aircraft data.

Figure 2.18 shows both the best prediction from each of the optimisations in terms of the NMSE score on an independent test set and also the plot of a ‘mean’ prediction. This is, for each, the model with a score closest to the mean score. What is observed in all cases is growing variance toward the later part of the time series being predicted. This indicates reduced confidence of the model in making the prediction. This area, from roughly point 2000 onwards, also accounts for most of the error in the signals. Comparing these models, the quality of the models fitted by the QPSO would be said to be better heuristically; when the model is confident the variance is reduced and the $3\sigma$ confidence covers the measured function values on this independent test set.

What is clear is that the Gaussian Process has not been able to accurately model all of the behaviour required to predict the value of interest. This highlights the importance of a number of things, the first is that it can’t be assumed that since a model has consistently optimised to a minimal value of the marginal likelihood that the model will perform well in prediction. There are three important considerations
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Figure 2.18: The best and ‘mean’ model are shown for each of the conjugate gradient and QPSO methods of optimisation including the mean prediction and $3\sigma$ intervals. For context, the NMSE scores of these predictions are (a) 4.03, (b) 2.77, (c) 139.16, (d) 27.34.

that shed light on the poor performance of the Gaussian Process in this situation:

1. Is there sufficient training data to cover the input space?
2. Is that training data representative of the true underlying function?
3. Is the model selection correct?

Stepping through each of these it is possible to diagnose the problems with this model and refine it — but this is only possible in the presence of an independent validation set. It can’t be stressed enough the importance of checking the model fit in this way before implementing this type of model in an SHM system. The behaviour seen in the “mean” models for each optimiser would suggest that the training set does not
sufficiently cover the input space. This is not limited to identifying the bounds of the space but also ensuring that there are sufficient points that no prediction point is too far from any individual training point. The growth in variance returning close to the value of $\sigma_f^2$ the signal variance hyperparameter indicates that the model is unable to make a valid prediction — this come from the low covariance between the test inputs and any training input.

The second consideration, if the training data is representative, can be easily checked by observing the residuals when the variance in the prediction is low. If the residual of the model is high and the variance is low then the model is confidently predicting wrongly. This should be a major concern since it indicates that the functional form learnt from the training set is different from the one that governs the test set. In this case, the model should not be used until further data becomes available and a new test set can be validated. It is of course possible once more data have been collected to incorporate the initial test set into the training set, this may be advised since the model is known to converge to the true function in the limit of infinite data.

Finally, the choice of model can cause poor performance behaviour. For example if the covariance function imposes unrealistic assumptions of smoothness or periodicity. This, however, is far harder to diagnose and requires further investigation into the correlations in the model. This investigation was conducted in this case and it was found that there were certain variables with strong linear trends which had only minor nonlinear variation in them. It was possible, therefore, to redefine the covariance function to be a sum kernel with a linear component placed over input variables four to six — the effect of this is discussed further in Section 2.3. It is useful now to compare the model trained previously using the QPSO with this new kernel form to understand the effect of model selection on the quality of the model.

In Figure 2.19(a) the same consistency in the optimisation is seen for both the old kernel form (Matérn 3/2 only) and for the new kernel form with the added linear kernel. The optimal values found for negative log marginal likelihood are higher for the new kernel — the reason for this is that the quality of fit of the training data is does not improve greatly with the addition of the linear kernel but the model complexity increases significantly. This increase in model complexity is penalised by the determinant term in the negative log marginal likelihood as per the Bayesian Occam’s Razor. This indicates that, when concerned with predictive model performance, using solely the marginal likelihood for automated kernel selection may lead to models which fail to generalise. Figure 2.19(b) shows that while the addition
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Figure 2.19: Boxplots showing the difference in distribution over the marginal likelihood (a) and the number of function evaluations (b) when comparing models with two different kernel forms for the Tucano data, with both trained via QPSO.

of the linear kernel increases, in general, the number of function evaluations for the optimiser to converge, this increase is marginal compared to the difference between the gradient descent method and the QPSO. This increase in the number of function evaluations is due to the increase in the number of hyperparameters being optimised from the addition of the extra kernel.

The interesting result is found when considering the predictive performance of the model shown in Figure 2.20. The results seen here for the new kernel form are far closer in line with those seen in the synthetic function experiments. The consistency in the optimal marginal likelihood found is reflected in the predictive performance of the model. The mean NMSE of the predictive models is 1.68 for the new kernel form compared to 27.34 for the previous model, and the best model improves from 2.77 to 1.28. This clearly indicates that by making an informed choice of kernel for the Gaussian Process it is possible to build models that generalise from small training datasets, in this case a single sortie. Here is has been possible to exploit the fact that some of the nonlinear trends also exhibit strong linear components which can be captured through the use of a sum kernel. This has led to a far more robust model for the Tucano data.

This section has attempted to show the importance of the choice of optimisation scheme in learning Gaussian Process hyperparameters. The popular conjugate gradient descent method has been shown to be difficult to use without multiple restarts due to its susceptibility to becoming ‘stuck’ in local minima. This is significant
as the importance of multiple starts in the gradient-based optimisation is rarely (if ever) stated and plays a significant role in the quality of the fit of the model. The QPSO has been used to demonstrate how a ‘global’ optimisation scheme can have advantages in consistency and also in exploiting better minima. This has been shown to improve performance on two synthetic test functions. It was also demonstrated on data from the Tucano aircraft that even if an optimiser finds consistently minimal marginal likelihood values this can still lead to poor models if the choice of covariance function is poor. The addition of a linear kernel to the Matérn 3/2 kernel was shown to significantly increase predictive performance on an independent test set in terms of the NMSE. However, this did not lead to better values of the marginal likelihood, indicating the difficulty in model selection.
2.6 Discussion

When presenting the Gaussian Process model, it is often not clear the effect of the user choices on the performance of the model. The usual examples for explaining the model are shown in low dimensions using functions with a known form (commonly the data can be drawn as a realisation from the Gaussian Process being trained). In this case it is easy to overlook the points that have been raised in this chapter. The effect of the choice of the optimisation function has been shown which has demonstrated the danger of relying on a single run of a gradient-based optimiser for learning GP hyperparameters, since the function being minimised has a number of local minima. It has also been shown that the role of kernel selection is key in defining a model that is able to generalise effectively. This has highlighted the need for user input in the training process to decide on the most appropriate optimisation scheme and to determine model form.

The approach of gradient descent, namely the conjugate gradient method, has been shown to be efficient at finding local minima. However, this has been shown to lead to high variance in the results of the optimisation of the marginal likelihood. This can lead to alternate solutions to the Gaussian Process model, the Type-I and Type-II solutions [87]. For this reason, it would be recommended that multiple random restarts are used with the conjugate gradient optimisation scheme — an important caveat when discussing the computational advantage of gradient descent methods over population based methods that is often overlooked.

It has been shown that, given this, it is competitive to use a ‘global’ optimisation scheme. Here, a population based method has been demonstrated to be effective. The use of the QPSO specifically has been shown to allow optimisation efficiently as the dimensionality of the input increases. The consideration of the choice of cost function for the optimisation has also been introduced.

It has been argued that, where possible, it is good practice to make use of the Bayesian Occam’s Razor. This behaviour is achieved via the use of the marginal likelihood as the cost function (strictly the negative log marginal likelihood). It has also been suggested that, since the marginal likelihood is implicitly conditioning the hyperparameters on the observed training data by taking a maximum likelihood estimate of the posterior of the hyperparameters \( p(\theta \mid \mathcal{D}) \) in the optimisation, if the training dataset \( \mathcal{D} \) is not representative of the function being modelled this cost
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function can lead to solutions that don’t generalise.

If a user believes that the training data may not be representative, the first course of action should be to increase the size of the training set. If this option is not available, then the use of the posterior probability of an independent validation set given the Gaussian Process predictions may help. As in traditional parametric models, the leave-one-out approach should be seen as the “gold standard” for cross validation. However, the nonparametric nature of the model means that this is usually unnecessary. One case where a user may be concerned about this kind of behaviour is when fitting a dynamic model such as the GP-NARX since here the input-output relationship is much harder to visualise. It has also been discussed that the use of a Bayesian estimation for the hyperparameters may also help to protect against some of these issues linked to the maximum likelihood estimate of the hyperparameters. This Bayesian estimation can be achieved via a number of methods, although since the computation of the posterior is intractable, all these will require computationally expensive numerical approximations of the posterior. For this reason, especially so on large engineering datasets, it is usually not feasible to compute the full posteriors unless there is good reason to believe that other estimations of the hyperparameters are insufficient.

In addition to the consideration of learning the hyperparameters, the difficulty of kernel selection for use of Gaussian Process models in SHM has been discussed. Alongside this, the choice of covariance problem the search space for the model selection grows indefinitely with combinations of kernels. It was shown that the choice of kernel when modelling the Tucano aircraft led to significantly reduced predictive performance of the Gaussian Process. However, the process of determining a better model form which more readily generalised the training set required intervention from the modeller. This highlights the fact that the use of machine learning within SHM still requires intervention from an experienced user; a situation which could impede adoption in industry.

This chapter has introduced and discussed a number of challenges to using Gaussian Process models which can be overlooked when they are presented in literature. The modelling choices required and their effect has not previously been presented with respect to the usefulness of these models for SHM and the work shown here should aid in robust practical implementation of these models. It has also highlighted the need for independent validation sets and expert intervention in the modelling process to ensure that the models are performing as expected.
It has been discussed that the GP is a powerful approach to regression tasks, however, it suffers from two major drawbacks. Firstly, it is — like most if not all data-driven models — an interpolating model, but many engineering tasks require extrapolation in time. Secondly, the model is a static mapping, that is, the GP treats every observation as independent of order. It does not have the facility for managing dynamic effects.

The first of these shortcomings is easier to overcome than the second. The usual way to solve this problem is to transform the extrapolation problem into an interpolation problem by choice of the regressors (input variables). For example, say that the problem of interest is to predict the strain at some point on a structure as time
progresses, the choice of time as a regressor is a bad one since it will require extrapolation. However, if the strain at one point on the structure is nonlinearly correlated in a static manner to another measurement e.g. the strain at a different point on the structure, this is a far better choice of regressor.

Handling dynamics explicitly within the GP is a more challenging prospect. Various approaches have been considered in literature. These include modifications to the prior distribution [129], latent variable approaches [130, 131], or the Gaussian Process state-space model GP-state-space model (SSM) [132–134]. A good review of some approaches can be found in [135], including discussion on the GP-NARX.

Within engineering, the GP-NARX model has already been applied to a number of problems. Firstly, preliminary results for predicting wave loading have been shown in [96]. It has also been shown to be effective in a grey-box setting for identification of a nonlinear system identification benchmark, [122]. It has also been shown that the probabilistic predictions from the GP-NARX can be propagated to return a distribution over a nonlinear system FRF [136, 137]. There is also significant interest in using the GP-NARX model within a model predictive control setting, for instance see [138].

3.1 The GP-NARX Model

This model is part of the more general family of Nonlinear Auto-Regressive model with eXogenous inputs (NARX) [139], where the output of the model is some function of previous or lagged versions of the output and lagged versions of the inputs. Defining the exogenous inputs as a vector $\mathbf{u}_t$ at each time step $t$ and the output $y_t$ as the output at time $t$; leads to the input vector to the GP to be given by, $\mathbf{x} = [\mathbf{u}_{t-l_u}, \ldots, \mathbf{u}_t, y_{t-l_y}, \ldots, y_{t-1}]$ for $l_u$ lags in the input and $l_y$ lags in the output. This leads to a model in the form,

$$y_t = f(\mathbf{x}) + \varepsilon = f([\mathbf{u}_{t-l_u}, \ldots, \mathbf{u}_t, y_{t-l_y}, \ldots, y_{t-1}]) + \varepsilon \sim \mathcal{N}(0, \sigma_n^2) \quad (3.1)$$

Given the discussions previously, it may be advantageous to attempt to place a GP prior over this function rather than a parametric representation of the auto-regressive
function for the same reasons as when performing standard regression tasks. This amounts to learning a GP between the regressors $x$ and the output $y$, which can be assembled into an input matrix $X$ and output vector $y$ by considering the whole time series with the restriction that the first point in $y$ will be $y_{\text{max}}(t, t_{y} + 1)$.

In many ways the GP-NARX model is identical to the static GP in its implementation. However, there are three considerations which should be made, two concerning prediction using the GP-NARX model and the other concerning training. These are: the difference between one step ahead and full model predictions, the propagation of uncertainty through a GP-NARX model, and the selection of lag terms in the model.

In terms of prediction there are two possible predictions that the model can make,

1. One Step Ahead (OSA) prediction, as it is termed by [139], refers to the prediction of the output given previous measured outputs, i.e. the model only every predicts one step into the future. This is also referred to as the “prediction” method within control systems which can lead to some confusion, for this reason the term OSA is used here.

2. Model Predicted Output (MPO) is the alternative to this in which previous model predictions are fed back into the inputs of the model such that the model will attempt to predict forward in time indefinitely (in theory) without additional observations of the “true” output. Again, within control systems, this can also be referred to as the “simulation” test of a model.

In general, obtaining a good MPO prediction of a model is a more challenging task and, as such, a more rigorous test of the performance. It is useful to consider both the OSA and MPO behaviour of any model when assessing its quality, however, the desired use of the model will guide which of these is a more important metric. It is likely that, in SHM, the MPO will be the more desirable use of this type of model.

The astute reader will notice that both these approaches violate one of the fundamental assumptions of the Gaussian Process; that being that there is no noise on the inputs to the model. The effects and handling of this will be discussed in Section 3.2.

The training of the GP-NARX model also poses some additional challenges compared to the standard GP formulation. This is for two reasons firstly, by moving to the NARX formulation a number of additional hyperparameters have been introduced
to the model. These relate to the selection of which lagged inputs and outputs to include in the model. There are two problems with this, the first philosophical and the second practical.

1. The selection of a finite number of lags to represent a process is relying on truncating the true mechanism of the process based upon the assumption that behaviour that is very far in the past no longer can affect the current behaviour. When choosing to take all lags up to some horizon $n$ this amounts to the assumption that the process being modelled is an $n^{th}$ order Markov process. This is normally a strong assumption that is hard to validate.

2. If it is assumed that the process can be truncated and represented accurately by some finite set of lagged variables, the problem becomes a practical one. The selection of the lags in the input and the output is a combinatorial optimisation problem concerned with the selection of the best subset of lags to capture the process — this is combinatorial integer programming problem which is NP-hard [140].

Since it is necessary to produce models which can be used, it will be assumed that there exists some finite set of lags which will adequately well approximate the process being modelled and that the first issue seen here will not negatively impact the implementation of a GP-NARX model in an excessive way. The continuing prevalence of models with a NARX structure and their longevity as a useful tool would suggest that this is a valid assumption to make. The issue of combinatorial lag selection in NARX models is worth considering, however, and is discussed further in Section 3.4.

### 3.2 Handling Uncertainty in GP-NARX Predictions

When making use of measured data from experiments or in service testing it is impossible to obtain measurements where the noise on the inputs has been completely eliminated. Through controlling experiments well this can normally be minimised by the use of calibrated, precise instrumentation and making the assumption of no noise on the inputs in the GP (and other models). This assumption is actually encoded in
the construction of the model,

\[ y = f(x) + \sigma_n^2 \]

it can be seen that the noise in the model only enters additively after the functional transformation of \( x \). It should be noted that this noise is not strictly the measurement noise but rather the noise between predictions of the process and the true values. Unless otherwise stated this is a fundamental feature of the application of all GPs in the literature.

When training a NARX model the question must be raised as to whether it is satisfactory to consider the observations of the output (in the training set) to also have sufficiently low noise to be able to assume that it will not cause issues when used as an input to the GP in an Auto-Regressive (AR) manner — i.e. the measurement noise in the model is also approximately zero and the function can be modelled almost exactly. If the user decides that the data is acceptable for fitting an AR model, then it is acceptable to treat the OSA predictions of the GP-NARX in the same way as if it were a static model. The MPO predictions, however, still need some consideration since the noise from the output of the model is fed back into the input as the uncertainty should grow as time increases. This problem is discussed in the literature within machine learning, for an overview see [138] or [141], and within engineering a Monte-Carlo approach has been previously explored as in [137] — although, to the authors knowledge, a comparison of these approaches has not been thoroughly presented. Presented here is the result of taking the mean output of the process and not propagating uncertainty through the model and two alternative methods of dealing with this issue of propagating the prediction noise through the model. The first is based on an Monte Carlo (MC) approach where the model is run multiple times with sampling. The second is based on work by Girard and Candela [142–144] which aims to analytically propagate the moments of the predictive distributions forward in time, this approach has so far not been presented for an engineering model. The novelty in the work presented here is to make a comparison between these approaches that cannot be found in machine learning literature and to examine the applicability of each approach in an SHM context.
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3.2.1 Fixed Variance

The simplest option when making MPO predictions in the GP-NARX is to assume that the prediction variances are sufficiently small that predictions into the future can be made by taking the mean prediction as equivalent to a noise free observation. This methodology does not attempt to propagate any of the predictive variance through the process.

In this case the predictions are made starting from some known $\mathbb{E}[f_{\star,-l_y:-1}]$ from which the auto-regression can start$^1$ at $t = 0$. Predictions are made such that there is a distribution $f_{\star,t}$ for the $t^{th}$ step ahead which is the output of a GP-NARX model with the test input $x_{\star} = [u_{t-l_u:t}, \mathbb{E}[f_{\star,t-l_y:t-1}]]$.

3.2.2 Monte-Carlo Sampling

The Monte-Carlo sampling approach accounts for the uncertainty in the process by making multiple sets of predictions and, rather than feeding back the mean prediction at each step, the value is set to a sample from the predictive distribution at that step. This procedure is summarised in Algorithm 1. This sampling approach incorporates the variance in the prediction into the future state of the model through sampling and running the model multiple times. This increases the computational demand of the model since it has to be run a (large) number of times to capture fully the variance in the predictions$^2$. The posterior of the model is then approximated by all of the sampled paths each weighted $1/K$ where $K$ is the number of MC draws that are made.

In this way the model is able to generate $K$ sample paths $y_{\star}^{(1:K)}$ each of which is a possible realisation of the process based on the predictive variances. Each of these realisations represents an equally weighted sample of the predictive process. This methodology for understanding the uncertainty in the model has the advantage of begin able to capture non-Gaussian multi-modal posterior distributions of the model which will converge towards the true distribution of the model as the number of MC draws increases.

$^1$The notation used here is similar to that seen in the Matlab software package. With $a : b$ indicating a range of integers from $a$ to $b$ inclusively. Prefacing this subscript with a star ($\star$) indicates that this is a test vector as opposed to the training vector $f$.

$^2$The approach of propagating uncertainty using an unscented transform could be adopted to reduce the computational load. This would, however, remove the guarantee of convergence to a true posterior in the limit of samples and may struggle with highly non-Gaussian posteriors.
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Algorithm 1 Monte-Carlo Sampling for Uncertainty Propagation in GP-NARX

1: Initialise from known inputs \( u \) and outputs \( \hat{y}_{-l_y-1} \)
2: for \( k = 1 : K \) do \( \triangleright \) Number of Monte-Carlo Samples
3: \hspace{1em} for \( t = 1 : T \) do \( \triangleright \) Number of Time Steps
4: \hspace{2em} Predict \( y_* \) from GP based on \( x_* = [u_{t-l_u}, \ldots, u_t, \hat{y}_{t-l_y}, \ldots, \hat{y}_{t-1}] \)
5: \hspace{2em} Sample \( \hat{y}_t \sim y_* \)
6: end for
7: \( y_*^{(k)} = \hat{y}_{1:T} \) \( \triangleright \) The \( k \)th sampled path
8: end for

samples increases. However, a large number of samples are needed to get an accurate representation of the process and each sample requires re-computing the model so each step can be sampled differently. This greatly increases the computational load of the model although it is trivial to create parallel implementations of MC type schemes which can help alleviate this problem. This approach is the only technique to handle uncertainty propagation in the GP-NARX model, which will guarantee to fully capture the posterior, the problem with this is that the guarantee only exists in the limit of an infinite number of Monte-Carlo samples. For this reason it is worth investigating alternative approximate methods to propagate the uncertainty.

3.2.3 Moment Matching Uncertainty Propagation

To avoid the computational load of the Monte-Carlo approach to propagating uncertainty through the GP-NARX model, Candela et al. [142] present an analytical solution to propagation of uncertainty due to uncertain inputs\(^3\) in GP time series models when the uncertainty on the input is assumed to be Gaussian and when the covariance kernel used is a Squared Exponential\(^4\). Girard et al. [141] describes an alternate method for propagating the uncertainty based on a Taylor series expansion of the Gaussian approximation of the posterior which requires the computation of the partial derivatives of the predictive posteriors. It is the opinion of the author that the work in [142] is preferable since it avoids the second approximation introduced by the Taylor series expansion and is computationally less expensive.

\(^3\)Although the term GP-NARX is not used in these papers the model for \( k \)-step ahead time forecasting is an identical model under a different name, what is not shown in the work of Candela et al. [142] is the incorporation of exogenous inputs, which is shown here.

\(^4\)The Squared Exponential is sometimes also referred to as the exponentiated quadratic or as the Gaussian correlation function/kernel. It is the Gaussian-like form of the kernel which is exploited in the work by Candela et al. [142] in order to obtain closed form solutions to the marginalisation over the predictive input distribution.
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In the standard GP formulation predictions are made by marginalisation of the joint Gaussian distribution defined by the covariance between the training inputs and the test inputs (Equation (2.10)) to give the predictive equations in Equation (2.11) and Equation (2.12). In the case of uncertain inputs it is necessary to compute the predictive distribution when marginalising out the test inputs $x^*$.

$$p(f^* | \hat{u}, S) = \int p(f^* | x^*, D)p(x^* | \hat{u}, S)dx^*$$  \hspace{1cm} (3.2)

Here $\hat{u}$ is the means of the predictive inputs and $S$ is the covariance of the predictive inputs when $x^*$ is a multidimensional input vector of test points. This marginalisation is analytically intractable, however, it can be approximated in a number of ways. The first method would be to use a direct MC approximation of the full integral, this would be a costly approach and in many cases is not feasible. The alternative would be to approximate the predictive posterior to be Gaussian. This can be done in two ways, either make an exact approximation — the first and second order moments of the posterior predictive distribution Equation (3.2) are calculated exactly and used to define a Gaussian approximation of Equation (3.2). Alternatively, use a Taylor series approximation approach which was shown in [141, 145].

The details of the exact approximation process are laid out in full in [142] where, defining,

$$m_j = |\Lambda^{-1}S + \mathbb{I}|^{-1/2} \exp \left\{-\frac{1}{2} (\hat{u} - x_j)^T (S + \Lambda)^{-1} (\hat{u} - x_j) \right\}$$  \hspace{1cm} (3.3)

and also,

$$M_{ij} = |2\Lambda^{-1}S + \mathbb{I}|^{-1/2} \exp \left\{-\frac{1}{2} (\hat{u} - x_d)^T \left( S + \frac{\Lambda}{2} \right)^{-1} (\hat{u} - x_d) + (x_i - x_j)^T (2\Lambda)^{-1} (x_i - x_j) \right\}$$  \hspace{1cm} (3.4)

with $x_d = \frac{1}{2} (x_i + x_j)$ and the uncertain test input is distributed $x^* \sim \mathcal{N}(\hat{u}, S)$; allows the mean prediction of the GP to be given by,
when $\beta = K(X,X)^{-1}y$. It is clear that the vector $\mathbf{m}$ can be interpreted as the uncertain input equivalent to the covariance between the test inputs and the training inputs in the standard GP. In fact, when the covariance of the test inputs $S$ is a matrix of zeros (i.e. there are certain inputs) the standard GP solution is recovered.

In an equivalent way, the predictive variance can be calculated by the law of conditional variances such that,

$$
\mathbb{V}[f^*|\mathbf{u}, S] = 1 - \text{Tr} \left( (K(X,X) - \beta\beta^T) M \right) - \text{Tr} \left( \mathbf{m}\mathbf{m}^T\beta\beta^T \right)
$$

where $\text{Tr} (\cdot)$ is the trace operator. This is given for the case where $\sigma^2_f = 1$ although it is trivial to extend this when an alternative value is used. Again it is clear that this expression will reduce to the standard GP predictive variance when there is no uncertainty on the inputs, i.e. $S = 0$. In this way it is possible to handle inputs which have uncertainty in them and to propagate this.

The technique shown here is applicable to a NARX type model when the predictions are uncertain and Gaussian as is the case with a GP-NARX model. In fact the procedure for propagation of uncertainty in this type of model is laid out in [142] (although not referred to as a GP-NARX model the structure is identical). Girard et al. [141] demonstrates the application of this model to two case studies. The input uncertainties are calculated recursively starting from some known inputs. To allow this propagation of uncertainty, the covariance between the outputs must also be calculated, for a time step $k$ steps ahead in time,

$$
cov (y_{T+k}, x_{T+k}) = \sum_j \beta_j \mathbf{m}_j (c_j - \hat{u}_{T+k})
$$

With $\beta_j$ and $\mathbf{m}_j$ given as before and $c_j = (\Lambda^{-1} + S_{T+k}^{-1})^{-1} (\Lambda^{-1}x_j + S_{T+k}^{-1}\hat{u}_{T+k})$, since $x_{T+k} \sim \mathcal{N}(\hat{u}_{T+k}, S_{T+k})$. Following this methodology it is possible to propagate the uncertainty through the model without needing multiple model runs and accounting for the accumulation of uncertainty in time. Discarding the last element of this vector $\text{cov} (y_{T+k}, x_{T+k})$ the cross covariance between the previous predictions and
the prediction just made can be calculated which provides the off diagonal terms of
the covariance matrix \( S_{T+k} \).

In the following section the three approaches will be compared in a numerical
example which is known to be exactly modelled by a NARX formulation. The effect
of propagating the uncertainty can then be analysed without being confused by any
model form errors and also avoiding the problem of lag selection as is discussed
in Section 3.4. It is maybe prudent at this point to make clear that all methods
assume a training dataset where the inputs are noise free. This is consistent with the
assumption made when using a static GP, although strictly speaking this may not
be the case, it is normally not restrictive since the measurement noise of the inputs
in SHM problems may be low — if for some reason this is not the case then care
should be taken, possibly considering if the GP model is appropriate.

3.3 Comparison of Uncertainty Propagation Methods in GP-NARX

Here the three methods for ‘handling’ uncertainty in the GP-NARX model are
compared; to take only the mean prediction, to propagate via Monte-Carlo sampling,
or to propagate via moment matching\(^5\). These being to propagate only the mean,
to use the Monte-Carlo approach, or the ‘exact’ approximation of \([142]\). This is
demonstrated on three models; the first is a linear AR model simulation with low
noise such that the GP-NARX model can fit it with very low variance, the second is
a linear AR model where there is high process noise, the third example is a nonlinear
AR model which exhibits switching behaviour. Since the test data is generated from
(N)AR processes the model order of the GP-NARX can be chosen to be the same as
the generating process \emph{a priori} and the issue of lag selection is avoided here.

The first model considered is a discrete time AR(2) model with coefficients \( \alpha_1 = 1.6 \)
and \( \alpha_2 = -0.95 \) simulated for 100 time steps. The process noise in the model is set
to be Gaussian white noise with a variance of \( 1 \times 10^{-4} \). Figure 3.1 shows the ability
of the GP-NARX to model accurately dynamic processes which have low process

\(^5\)Throughout this section the term MPO prediction will be used to refer to predictions where the
uncertainty in the model is not propagated. When referring to both the Monte-Carlo and moment
matching methods the predictions are naturally full model predicted outputs as in the OSA case
there is no uncertainty to propagate!
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Figure 3.1: Figure showing the one-step-ahead (OSA) prediction (a) and model-predicted-output (MPO) prediction (b) for the AR model with low process noise, the GP-NARX is able to capture the function with low variance.
noise. The NMSE for both the OSA and MPO predictions is less than $1 \times 10^{-3}$. This shows an excellent fit of the model, it is also seen that the variance of the predictions is very low which demonstrates high confidence in the prediction. It is clear that under certain circumstances the GP-NARX is a powerful model for dynamical systems. What is of interest is how the model can handle the case where uncertainty is increasing and the model is forced to extrapolate from its previously seen training data. In this case it may seem sufficient to only make use of the OSA and MPO predictions of the model — for this reason there is no need to consider the uncertainty propagation on this simple model.

It has been shown that the GP-NARX is able to accurately model the system when the process noise in the model is low. That is that the variance of the posterior in the prediction of the GP-NARX is very low and that the mean follow the true signal closely. This is, unfortunately, hard to achieve when the GP-NARX model is not able to make predictions with the predictive variance very close to zero — this can be the case if a training set does not cover well the input space or if there is a model form error. The model is defined as before but with the process noise variance is set to be 0.1.

The OSA and MPO predictions of this noise AR process are shown in Figure 3.2. The effect of this increase in process noise, which is akin to the GP being unable to model fully the behaviour in an observed process such as the wave loading, has been to increase the predictive variance of the model since the noise hyperparameter increases. The prediction in the OSA case remains good with an NMSE of 2.111, however, this added noise causes the MPO prediction to become poor as the errors in the mean prediction are propagated forward without accounting for the added uncertainty resulting in an MPO error of 119.084.

The model was also run with the MC propagation of the uncertainty using 1000 Monte-Carlo samples each time starting independently from the first prediction. It can be seen more clearly that the increase in predictive variance causes each sample to take a different path which begin by following a similar trajectory but quickly diverge. For comparison, the distribution of the samples has been converted to a Gaussian at every time point to allow comparison to the other prediction methods by calculating the sample mean and variance at each time step. Taking this sample mean also allows comparison of the NMSE, which for this example is 78.693. The Gaussianised prediction shown in Figure 3.3(b) demonstrates more clearly than the sample paths in Figure 3.3(a) that the variance in the paths is appropriate.
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Figure 3.2: Figure showing the one-step-ahead (OSA) prediction (a) and model-predicted-output (MPO) prediction (b) for the AR model with high process noise the increased variance from the process noise has been well captured but this causes the MPO prediction to be poor.
Figure 3.3: Figure showing the samples from the MC prediction (a) and the Gaussianised distribution (b) for the AR model with high process noise.
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Figure 3.4: Figure showing the prediction of the moment matching uncertainty propagation method for the AR model with high process noise.

Also it can be seen that as time progresses the prediction is returning to the prior distribution of the GP.

The procedure for moment matching uncertainty propagation in the GP-NARX was also followed and the predictive distribution is shown in Figure 3.4. The NMSE for this method is 86.114, which can be explained following inspection of the predictive distribution. The effect of the moment matching approximation of the posterior increases the variance in the predictive distributions more quickly than the MC approach. This causes the variance to grow quickly and return to the prior in only a few time steps when the model has high noise. Since the NMSE is equal to 100 when the predictive mean is equivalent to the mean of the signal it is logical that the NMSE of this prediction is close to 100. What is demonstrated, however, that the moment matching approach is able to propagate the uncertainty from the predictions forward in time until the prediction converges on the GP prior. This is encouraging since it is expected that the model should return to the prior as time progresses and knowledge about the process decreases. Additionally, since, for all these experiments, only 1000 Monte-Carlo samples are used, it is possible that the variance in the MC model is being underestimated due to the lack of samples in the tails of the distributions approximated by the samples at each time point.

The final example used is one of a nonlinear system where the transition from time $t$
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to time \( t + 1 \) is governed by the following equation,

\[
y_{t+1} = 0.5y_t + 25 \frac{y_t}{(1 + y_t^2)} + 8 \cos (1.2t) \quad (3.8)
\]

A measurement noise with variance 0.01 is added to the signal following its simulation. This model is an interesting nonlinear system because the nonlinearity causes a switching like behaviour in the model — this may be seen in a physical system which has a contact behaviour in it causing a discontinuity in the stiffness. This type of nonlinearity leads to a multi-modal posterior which presents a challenging problem when attempting to predict. This challenge is seen when attempting to use the GP-NARX to predict the system, even in the relatively simply OSA shown in Figure 3.5 (a) the NMSE is 5.620. It is unsurprising, therefore, that the MPO prediction shown in Figure 3.5 (b) does not manage to accurately model the function, with an NMSE of 188.835 — it is worth pointing out that this indicates the prediction is worse that just taking the mean of the data by some margin!

Considering the MC approach which is shown in Figure 3.6, it can be seen that the sample paths of the model split to capture the multi-modal posterior that arises from the switching behaviour. Converting these samples to a Gaussian distribution as before by calculating the first two moments gives the distribution shown in Figure 3.6 (b). This shows that the process is highly uncertain as the variance quickly increases and the prediction returns close to the GP prior, in which the hyperparameters of the model have been optimised to a space where the GP prior covers the distribution of the function. The NMSE of the sample mean is 99.648, which is consistent with the assertion that the GP-NARX model, unable to accurately model the function, has returned to the prior.

Considering the result from the moment matching approach, shown in Figure 3.7, it is seen that it tends towards the Gaussianised MC approach. This results in an NMSE of 98.756, which is in line with the results seen in the MC approach. The results seen in this section clearly indicate that propagating only the mean of the process in a GP-NARX model as is done in the usual MPO manner is unsatisfactory (in the sense of wanting to quantify the uncertainty in the model) unless the GP-NARX model is highly accurate with very low variance. Therefore, it is necessary to propagate the uncertainty through the model to capture function behaviour in a satisfactory manner. This approach, however, will not (strictly speaking) improve the NMSE of
Figure 3.5: Figure showing the one-step-ahead (OSA) prediction (a) and model-predicted-output (MPO) prediction (b) for the nonlinear model.
Figure 3.6: Figure showing the samples from the MC prediction (a) and the Gaussianised distribution (b) for the nonlinear model.
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Figure 3.7: Figure showing the prediction of the moment matching uncertainty propagation method for the AR model with high process noise.

the model. Instead, the propagation of uncertainty merely informs the user if the model is producing valid results by comparison to the prior, and allows propagation of this uncertainty into further analysis steps.

Two approaches for this have been shown, each of which will at some time cause the prediction to return to the prior indicating that it is not possible to predict indefinitely. The MC approach has been shown to be more robust to multi-modal posteriors and it is seen that the moment matching approach can cause the model to return to the prior prematurely as a consequence of assuming the posterior can be modelled from only its first two moments — i.e. it is approximated to be Gaussian. It may seem that the MC approach is superior, however, the final consideration is the speed of computation. The cost of running one MC sample is approximately equal to that of running the MPO prediction and the moment matching approach is found to be approximately 10 times slower than the one-shot MPO prediction. Here, 1000 MC samples have been used, which is not a high number when considering the use of MC methods in other applications, but already the MC is \( \sim 100 \) times slower than the moment matching approach. This indicates that moment matching may be a feasible approach to uncertainty propagation in GP-NARX when the posterior distributions are approximately Gaussian, the time series is long (or there are other computational constraints), and when it is acceptable that the process will return to the prior more quickly. If a GP-NARX model is able to fit the data with very
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low variance and high accuracy, it is believed that the moment matching approach represents the most viable uncertainty propagation technique.

The author believes this is the first time that the MC approach to uncertainty propagation has been directly compared to the moment matching procedure of [142]. The application of rigorous uncertainty propagation is a key issue for SHM applications due to the high risk in overconfident predictions, this will be a key factor in protecting against dangerous false negatives in an SHM system. Quantification of the true uncertainty (in this case through the uncertainty propagation but also generally) also allows for more robust incorporation of these techniques into a risk-based decision framework.

3.4 Lag Selection in GP-NARX

The problem of lag selection for the GP-NARX model is significant and not normally addressed in the Gaussian Process literature. As previously discussed the problem is an NP-Hard combinatorial integer programming problem which is (theoretically) unbounded. For example, if the process is governed by a phenomenon which may require an infinite number of lags to fully explain its behaviour. An exhaustive search of all possible lag combinations is too computationally expensive, even for small problems. Some form of optimisation must be used to determine the lags to be included in the model, not the model terms. A research area where this has seen more interest is in more general Nonlinear Auto-Regressive Moving Average with eXogeneous inputs (NARMAX) modelling, in particular polynomial NARMAX models [139]. The added complication in the polynomial NARMAX model is the selection of the polynomial model terms where the number of terms is given by \((l_y + l_u)^R + 1\) for a NARX model with \(l_y\) lags and a polynomial of order \(R\). The number of terms only increases further with the addition of the exogeneous inputs. The use of a GP-NARX model reduces the number of terms significantly through its nonparametric representation of the nonlinear function. This avoids the need to estimate which polynomial terms, for example, are most appropriate for the function being modelled.

It is useful to consider how this term selection problem is performed in the NARMAX literature, mindful of the fact that only the lags themselves need to be chosen. These methods have included the use of an Error Reduction Ratios and Orthogonal
Least Squares [146, 147] and a forward modelling approach for this was presented in [148]. Alternatively Bayesian approaches have been considered for the variable selection problem [149, 150]. The Bayesian approach has been extended more recently using more sophisticated MCMC methods [151], bootstrapping [152], expectation maximisation [153], or variational approaches [154, 155].

Since the use of GP-NARX simplifies the lag selection problem considerably by removing the need to select model terms, it is more feasible to compute exhaustive searches, such as a grid search over the lags in the model. To further reduce the number of models which require learning, the novel work presented here, only optimises the maximum input and output lag. Then, kernels are chosen which have ARD. ARD allows inputs to be weighted differently in the model by placing a separate length-scale over each input. As well as allowing this to model effects on different scales for different lags (long or short term effects), if an input is unimportant the length-scale should become very large and the effect of that input will tend to zero. In this way the lag optimisation problem is reduced to a manageable size which allows exhaustive searches of the maximum lag combinations. The effect of this procedure is demonstrated on measured experimental data in Chapter 4.

3.5 Discussion

This chapter has presented the Gaussian Process as a powerful Bayesian model for regression tasks in SHM. Some of the drawbacks of the GP have also been introduced. The difficulty in fitting dynamic models has been shown, with the presentation of the GP-NARX as a model for dynamic behaviour using GP models.

The issue of handling uncertainty quantification and propagation in the GP-NARX model has been addressed. Two alternate methods for propagating the uncertainty through the model were shown, the first based on a Monte-Carlo and the second on an ‘exact approximation’ moment matching technique. These two approaches have been demonstrated on three numerical examples to demonstrate their strengths and weaknesses.

It has been shown that the moment matching approach to uncertainty propagation is capable of efficiently propagating uncertainty in the GP-NARX model. However, the approximation of the posterior by only considering its first two moments leads
to a Gaussian assumption and can lead to the variance increasing more quickly than in the Monte-Carlo setting — this behaviour has not been documented in the original papers but is intuitive given the approximation of the posterior to its first two moments at every step. The trade-off is that the Monte-Carlo approach, although able to capture multi-modal posteriors, is significantly computationally more expensive. As with most of the current machine learning techniques, it is both clear and unfortunate that there appears to be no ‘silver bullet’. Care must be taken by the end user to account for the assumptions imposed by any model and to choose an appropriate methodology.

In fact, as will become clear in the following chapter, even having settled on using a Gaussian Process model which is nonparametric, there remain a number of steps before that model is usable. The determination of the hyperparameters of the model has been shown to be non-trivial, especially as the dimensionality of the input space increases. The problem of specifying a model form in the choice of kernel is another area where expert knowledge is still required. All of these assumptions, built upon the basic tenets of the Gaussian Process, can appear to restrict the type of data which can be used. These limitations can, however, be readily overcome through rigorous model selection and hyperparameter learning.

It is slightly unintuitive, but, these explicit difficulties in using the Gaussian Process model can actually be viewed as beneficial. The use of the Bayesian approach in the GP requires explicitly stating these modelling assumptions. This forces a user to consider whether, for instance, the uncertainty propagation in the model is being handled appropriately and the Bayesian approach provides a rigorous framework in which to do this. Contrast this to deterministic approaches such as standard neural networks where the choices of hyperparameters (number of layers, number of hidden units, etc.) can be hidden from the user and the outcome of the parametric learning of the weights is usually dependent upon unstated initial conditions and hyperparamters of the optimisation algorithms used.

In conclusion, the use of the Gaussian Process allows the move to nonlinear regression models without needing to specify a known basis — in fact the GP can behave as an infinite basis function set. The limitation of the GP as a static regression tool can be overcome through the use of dynamic GP models, here the use of the GP-NARX is presented. Methods for uncertainty propagation through this GP-NARX model have been presented and their relative merits discussed. The problem of learning specific models remains to be discussed in detail in the following chapter. If, within
engineering, it is to become commonplace for these types of black-box dynamic models to be used for making inferences about physical systems. It is essential that the models are robust to handling the quantification and propagation of uncertainty throughout their use. The challenge in applying a GP-NARX model is seen to be that there are a number of additional hyperparameters introduced in the lag selection and that the nature of the process is such that it will accumulate uncertainty throughout its lifetime. This is at odds with the desire from engineers to have models which will predict an unobserved process indefinitely, if the world is indeed a stochastic entity then the engineering community must come to terms with the fact that — in the absence of incorporating more information — the accumulation of uncertainty will add a shelf life to their models. This has serious implications when collecting further data is difficult and costly as is the case with wave loading for offshore. The application of this type of model is shown for wave loading in the following chapter where some of these difficulties become more apparent as the model is applied to engineering data.
A key source of uncertainty in the offshore industry surrounds the loading history that a structure has experienced. There are two concerns for ensuring structural integrity of offshore structures,

1. Occurrence of extreme loading events — extreme waves, vehicle impact with structure, etc.

2. Fatigue damage accumulation from environmental loading — wind, waves, operational

This chapter will focus on the second of these. The time history of loading is very difficult to measure practically and its estimation remains a challenge. The state-of-the-art is to use modal expansion techniques [57, 58, 156, 157] to recover the
strain history from an updated finite element model. A methodology for performing this kind of assessment is shown by Tygesen et al. [158] and also discussed in [159]. This approach must be combined with a robust model updating approach which can have a number of challenges. The first of these is determination of the quantities used for the updating procedure which are usually obtained via Operational Modal Analysis (OMA) [38, 160]. This can be difficult in the offshore environment where there is potential for the loading to be non-Gaussian and close to the resonance of the structure. An approach to overcome this is presented in Chapter 6.

Once data become available which can be used to perform the model update a variety of techniques can be used. Although there is not room to fully discuss these here the reader can find an introductory text in [4]. The task of model updating is challenging in itself and often overlooked is the role of model discrepancy in the process where models are calibrated (or updated in engineering terms) but with a functional difference between the model and the true physical process. An approach for handling this within a Bayesian framework was introduced by Kennedy and O’Hagan [161] — although this approach does not remove all complications [162, 163], flexibility in the discrepancy function can still lead to identifiability issues.

If in possession of a calibrated model, for the physical structure, the wave force models also require their own separate calibration, which may be far harder due to the lack of availability of data — this is due to both practical (sensor damage) and cost reasons. This calibration can be achieved via Monte-Carlo simulation of wave states based on a measured wave spectrum but still the forcing on a structure must be determined. This could be done, in some circumstances, via a full Direct Numerical Simulation of the Navier-Stokes equations [164], however, this is computationally very expensive to the point where it becomes non-feasible for full scale applications. In reality a simplified physical model is often used; popularly, the Morison equation [64, 165]. Research continues into building more accurate simplified models of the wave loading process, a good overview of this can be found in [166], many of these models remain based on empirical relationships drawn from scaled down test data collected in a laboratory setting.

To explore the modelling of wave loading, a dataset is used which was collected as part of the Christchurch Bay Compliant Tower project in the UK. The data from this project has been used extensively in literature [167–172] and remains one of few datasets collected outside a laboratory for understanding wave loading. The full setup consists of two columns placed offshore (in shallow water) and instrumented at
five different levels. Additionally, measurements were taken of the particle velocities for the fluid flow close to the small cylinder (but slightly offset), these were used to acquire measurements of the particle acceleration. To complement these there are measurements of the tide and of wave height at the small cylinder. The force exerted on both the small column was measured by means of force sleeves, the force on the main column was measured only at the third level, again by means of a force sleeve. The small column is considered here only at level three, this column has a diameter of 0.48m, data are collected at a sample rate of 13.25Hz. Further details regarding the setup can be found in [172].

For the work shown here, three sets of data from across a single run are taken. Each of these being 1000 points long. The datasets are selected to have independent training, validation, and testing sets for each prediction method. Results are compared based on performance on the unseen test set. These data are chosen such that, as far as is possible, the wave state is unidirectional and there is no vortex shedding. This allows the use of the 1D Morison equation [166] and the forces are only calculated in line with the wave loading direction (x-direction).

For the experiments carried out here, data are collected from the ‘small column’ for which the force at level three is considered as the output for a regression model. As inputs to the regression model, the velocity and accelerations of the flow are measured.

### 4.1 White-Box Modelling

Here the choice of a physics based or white-box model for wave loading is considered. Not considered is the approach of Direct Numerical Simulation of the Navier-Stokes equations or other Computational Fluid Dynamics models as this would require its own significant body of work. Suffice to say these methods share the fact that they require a large amount of computing resource and require a skilled modeller to ensure that appropriate settings and models are used. The approach of Computational Fluid Dynamics is by no means trivial and represents a powerful modelling tool but can still be difficult to calibrate, verify, and validate. The use of this approach would also only be possible if the flow properties were known exactly (the full flow field), which they are not for this dataset. The full modelling of wave loading in this way still seems out of reach — as Sarpkaya [166] puts it “Nature has its vagaries and no
one knows it better and understands it better than the offshore industry”.

Instead this work focuses on the use of computationally efficient simplified physical models for the force exerted by wave loading. The currently adopted industry standard is to make use of the Morison equation [165].

\[ F = \rho C_d A_p |U|U + \rho C_m V_0 \hat{U} \]
\[ = \hat{C}_d |U|U + \hat{C}_m \hat{U} \]  

(4.1)
(4.2)

This simplifies the model of wave loading down to a two term linear in the parameters model where the first term is related to the added inertia experienced by the structure. This term is dependent upon the value of \(|U|U\) where \(U\) is the particle velocity in the flow. The second term relates to the drag experienced by the structure which is dependent on \(\hat{U}\), the particle acceleration. Each of these terms depend on a number of constants, \(\rho\) the fluid density, \(A_p\) the projected frontal area, \(V_0\) the volume of fluid displaced by the structure, and \(C_d\) and \(C_m\) which are two empirical coefficients. This form allows analysis of structures in different locations with different dimensions by non-dimensionalising the equation. The empirical coefficients are determined from literature but are generally geometry specific. When fitting a model on known data it is possible to combine all of these constants into a single value for each term, \(\hat{C}_m\) for the first term dependent upon velocity and \(\hat{C}_d\) for the second term dependent upon the acceleration.

A more thorough introduction to theoretical models for wave loading can be found in Sarpkaya [166] or Wilson [64]. All of these models, however, have a similar form to the Morison equation and most modifications are based on empirical work. By increasing the complexity of these models it is required that more information is known about the structure, e.g. its displacement in the fluid which can be difficult to estimate.

For determination of the parameters in the model there are a number of choices and, given the availability of particle velocity and acceleration data, the procedure is relatively simple given the linear form of the model, i.e. it is possible to perform an ordinary least squares solution [20]. The work in this chapter approaches the problem of wave load identification from a regression standpoint (constructing models
between the particle velocities and accelerations and the force), therefore, from now on it may be useful to write the problem in the matrix form of a linear model.

\[ f = Xw^T + \varepsilon \quad \varepsilon \sim \mathcal{N}(0, \tau^{-1}) \] (4.3)

This linear model does not imply that the process is linear, instead it shows that the model is linear in the parameters given the basis function expansion into the design matrix. Here the design matrix \( X \) can be formed by stacking the column vectors of the input variables together such that \( X = [U | \dot{U} \ U] \) these are then multiplied by the weights of the model which in this case are given by \( w = [\hat{C}_m \ \hat{C}_d] \). The model also encodes an assumption of Gaussian white noise with a known precision \( \tau \), this is equivalent to a Tikhonov (\( \ell_2 \)) regularisation in a deterministic framework [20, 173].

The ordinary least squares solution relies on computing the Moore-Penrose pseudo-inverse of the design matrix \( X \). This allows a computation of a ‘best’ set of parameters \( \hat{w} \).

\[ \hat{w} = (X^TX)^{-1}X^Tf \] (4.4)

This model doesn’t account for the value of \( \tau \) in favour of minimising the amount of the function that is explained by the noise. Bayesian estimation in linear models is also relatively simple and can be computed with relative efficiency since the distributions are conjugate and, therefore, many of the required integrals can be solved in closed form. The aim is to compute the posterior distributions over the weights \( w \) and the precision parameter \( \tau \). The full calculation can’t be completed in closed form, however, it is possible to calculate the posterior via an MCMC technique where the joint posterior can be approximated by sequentially drawing samples where each sample is a valid sample from the true joint posterior. These can then be used as a point mass approximation to the true distribution. Or, since in many cases one is interested in sampling from the posterior anyway, the samples can be used directly. Gibbs sampling, an efficient MCMC technique can be used in this case [32]. It proceeds by sampling in turn from each of these conditional distributions where sampling from the conditionals will generate valid samples from the joint.

The Gibbs sampler works when it is possible to sample from the conditional distributions of the posterior but not the joint (it would work if the joint could be
computed analytically it would just be a waste of time since the joint distribution is the object of interest that fully defines the model). In the case of a Bayesian linear regression such as the one shown in Equation (4.3) this is possible. The Gibbs sampler alternates between sampling the weights of the model, which are the parameters being determined, \( \mathbf{w} \) and the precision value \( \tau \). Since the posteriors over both \( \mathbf{w} \) and \( \tau \) are being computed in a Bayesian manner it is necessary to place priors over these values.

The priors used for the parameters of the model of wave loading on the Christchurch Bay tower are that the weights are distributed according to the Gaussian distribution,

\[
p(\mathbf{w}) = \mathcal{N}\left(\begin{bmatrix} 150 \\ 150 \end{bmatrix}, \begin{bmatrix} 1 \times 10^8 & 0 \\ 0 & 1 \times 10^8 \end{bmatrix}\right)
\]

and the precision is distributed according to the Gamma distribution given by,

\[
p(\tau) = \mathcal{G}\alpha(1, 2)
\]

The choice of these prior distributions ensures appropriate support for the parameters and has the benefit of being conjugate to the likelihood which is Gaussian. The high variance over the weights of the model \( \mathbf{w} \) encodes that the belief regarding these parameters is not strong \textit{a priori}. It is also possible to set these priors based on the results of a simpler method for determining the parameters such as the ordinary least squares solution. The conditionals that are calculated are the distributions \( p(\mathbf{w} | \tau, X, \mathbf{f}) \) and \( p(\tau | \mathbf{w}, X, \mathbf{f}) \). Given these priors and the likelihood model which is,

\[
p(\mathbf{f} | X, \mathbf{w}, \tau) = \mathcal{N}\left(X\mathbf{w}^T, \tau^{-1}\right)
\]

the conditionals can be written down in closed form. Where the conditional distributions are given by,

\[
\hat{\sigma}^2 = \frac{1}{\tau_1 + \tau^{(k-1)}X_{:,1}^TX_{:,1}}
\]

\[
\mathbf{w}_1^{(k)}|\mathbf{w}_2^{(k-1)}, \tau^{(k-1)} \sim \mathcal{N}\left((\mu_1\tau_1) + \tau^{(k-1)}\left(\left(A - X_{:,2}\mathbf{w}_2^{(k-1)}\right)^TX_{:,1}\right)\hat{\sigma}^2, \hat{\sigma}^2\right)
\]

(4.5)
\[ \hat{\sigma}^2 = \frac{1}{\tau_2 + \tau^{(k-1)} X_{2:2}^T X_{2:2}} \]

\[ w_2^{(k)} | w_1^{(k)}, \tau^{(k-1)} \sim \mathcal{N} \left( \left( \mu_2 \tau_2 + \tau^{(k-1)} \left( (f - X_{1:1} w_1^{(k)})^T X_{2:2} \right) \right) \hat{\sigma}^2, \hat{\sigma}^2 \right) \]  

\[ \tau^{(k)} | w_1^{(k)}, w_2^{(k)} \sim \mathcal{Ga} \left( a + \frac{N}{2}, b + 0.5 \left( f - X (w^{(k)})^T \right)^T \left( f - X (w^{(k)})^T \right) \right) \]  

**Algorithm 2** Gibbs Sampler for Inference of Morison equation parameters

1: Set \( w^{(0)} \) and \( \tau^{(0)} \) \( \triangleright \) Start points for the Gibbs sampler
2: \( p(w_1) = \mathcal{N}(\mu_1, \tau_1^{-1}) \) \( \triangleright \) Prior for first weight
3: \( p(w_2) = \mathcal{N}(\mu_2, \tau_2^{-1}) \) \( \triangleright \) Prior for second weight
4: \( p(\tau) = \mathcal{Ga}(a, b) \) \( \triangleright \) Prior for noise precision
5: Set \( K \) as number of steps
6: for \( s = 1, \ldots, K \) do
7: Sample \( w_1^{(k)} | w_2^{(k-1)}, \tau^{(k-1)} \) from Equation (4.5)
8: Sample \( w_2^{(k)} | w_1^{(k)}, \tau^{(k-1)} \) from Equation (4.5)
9: Sample \( \tau^{(k)} | w_1^{(k)}, w_2^{(k)} \) from Equation (4.7)
10: end for
11: Discard burn-in samples

Since there is no cross-covariance between the weights in the model \( w \) these can be sampled independently. The procedure of Gibbs sampling for general priors is summarised in Algorithm 2. Although it is equally possible to sample in the case of correlated parameters, this would require the joint conditional of the weights given the data and the noise.

Here, the convention is adopted that a subscript to a vector indicates selecting an element from the vector, e.g. \( a_i \) is selecting the \( i^{th} \) element of the vector \( a \). For matrices a similar notation is adopted but also following the indexing conventions of Matlab where a colon indicates selecting an entire column or row and the indexing is column-major. The notation of superscripted parentheses is used for indexing which step of the Gibbs sampler is being chosen. For example, \( w_i^{(k-1)} \) corresponds to the first value in the weight vector at step \( k - 1 \) of the Gibbs sampler. Please accept the author’s apologies for the somewhat cluttered looking equations!

Putting aside the not inconsiderable amount of book keeping required to implement...
the Gibbs sampler, it is a very powerful and surprisingly simple method for obtaining fully Bayesian solutions in this type of linear model. Running the sampler for 5200 steps to obtain 5000 samples with a burn-in of 200 samples it is then possible to obtain posteriors over the parameters and the noise precision. The choice of the number of samples is generally limited by computational power but it is necessary to obtain a number which accurately approximates the distributions of interest. Gelman et al. [33] discuss a number of techniques for assessing the quality of a Markov chain.

It can be seen that the Gibbs sampler returns distributions that are symmetrical and unimodal over the parameters, shown in Figure 4.1. A similar shape distribution over $\tau$ is also observed. These samples could be propagated through the model in a Monte-Carlo manner to account for the parameter uncertainty in the predictions of the force made by the model. Since the variance over the parameters is relatively small and the distributions are unimodal it is also possible to take a maximum a posteriori (MAP) estimate of the parameters and propagate this through the model.

The additional variance introduced from the parameters is in fact very small, this can be seen when all the sample paths are plotted in Figure 4.2, all 5000 sample paths for each set of sampled parameters are overlaid in blue with the measured function in red. It would appear that the variance in the parameters does not account for the
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Figure 4.2: Monte-Carlo realisations of the wave loading by propagating the Morison coefficients sampled from the Gibbs sampler, with the samples shown in Figure 4.1.

\[
\begin{array}{c|c|c}
\hat{C}_d & 90.71 & 88.39 (1.37) \\
\hat{C}_m & 135.20 & 127.56 (1.73) \\
\tau & - & 2.90 \times 10^{-4} (1.29 \times 10^{-5}) \\
\end{array}
\]

Table 4.1: Values found for the parameters through ordinary least squares, optimisation, and via the Gibbs sampler (mean with standard deviation shown in brackets).

errors observed. This would indicated one of two things; either the process has a high level of noise or there is a model form error and the Morison equation is unable to fully describe the wave loading process.

It is possible to compare the predictions on the test data from the models identified by each of the methods; OLS and Gibbs sampling. These are shown in Figure 4.3, the top panel shows the measured force in red with the prediction of the model with the OLS parameters in blue. It can be seen that the model for the OLS has an NMSE of 19.528.

The model learnt via the Gibbs sampler can have the distribution over the predictions plotted since the model is learning the noise distribution in addition to the model parameters. The bottom panel of Figure 4.3 shows this, the measured forces are shown in red with the mean of Gibbs sampled model in blue and the predictive
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The, philosophically, alternative approach to the white-box model would be to rely fully on a data-driven approach. In the offshore sector this is still an emerging technology area. There has been investigation into using machine learning approaches to aid a number of problems. This includes the prediction of scour around pipelines [174]. Malekmohamadi et al. [175] discuss the use of machine learning techniques for prediction of wave height. Fernández et al. [176] approach the wave modelling distribution is shown up to the $3\sigma$ level by the shaded area. Considering the mean prediction of this model the NMSE is 19.547, this is close to the performance of the other models but there is additional understanding added through quantification of the uncertainty in the model.

This remains a valid approach to determining the loading on the structure, the added information of using a Gibbs sampler can help when implementing a Risk & Reliability based decision framework. The purpose of the following work is to establish whether it is valuable to move to a fully data-driven approach.

4.2 Black-Box Modelling

The predictions on an independent test set with the measured values shown in red. The top panel show the results of the OLS and optimised parameters, the bottom panel shows the predictions of the MAP estimates from the Gibbs sampler with the distribution over the noise shaded.

Figure 4.3: Predictions on an independent test set with the measured values shown in red. The top panel show the results of the OLS and optimised paramters, the bottom panel shows the predictions of the MAP estimates from the Gibbs sampler with the distribution over the noise shaded.
problem from a different perspective, instead building a classifier based model for wave height. In [177] and [178] the problem of wave loading modelling is tackled with a polynomial NARMAX model, this work is extended to use a GP-NARX model of the same order in [96]. Here a GP-NARX model is used to capture the dynamic behaviour of the wave loading. This fully data-driven approach can be thought of as a black-box model which provides not physical insight into the behaviour of the system. The Gaussian Process NARX model, as previously introduced provides a framework for building Bayesian regression models of dynamic systems. The difficulties in using the model have also been discussed. These include the selection of lags, choice of kernel, optimisation of hyperparameters, and the propagation of uncertainty when predicting. The work shown here goes beyond that seen in [96] by considering the problem of lag selection and presenting the use of a cross validation training approach to learning the GP-NARX model. Here it will be shown how the choice of cost function in the optimisation can affect the results of training the model and how the lag selection complicates the learning process.

There is little prior knowledge regarding the form of covariance function that most appropriately captures the behaviour in the wave loading data being considered and so the Matérn 3/2 kernel is used, which is a powerful and general nonlinear kernel [92]. The difficulty in lag selection is addressed here via grid search up to a pre-selected maximum lag in both the input and output coupled with the use of a kernel with Automatic Relevance Determination (ARD) where a separate lengthscale is placed over each input dimension, this should allow uninformative inputs to have a minimal effect on the model.

The same data as the was used in the white-box experiment are used here to test the purely data-driven approach to wave load modelling. The physics driving the wave loading process is known to be dynamic, therefore, a GP-NARX model is tested as well as a static GP. This leads to showing how a grid search for combinations of the input lags $l_u = 1, \ldots, 20$ and output lags $l_y = 0, \ldots, 20$ could be achieved when twenty is chosen as the maximum number of lags in the input and the output — this number is mainly limited by computational expense. For each of the lag combinations, the Gaussian Process kernel hyperparameters have to be optimised. This proceeds in the standard way via minimisation of the negative log marginal likelihood, the QPSO is used for the optimisation.

To assess the model it would be usual to consider the error between the prediction and the measured signal. The normalised mean-squared error provides an interpretable
way to do this, where a score of zero corresponds to a perfect prediction and a score of 100 is equivalent to predicting the mean of the test data at every point. Figure 4.4 shows the NMSE when predicting the training data using the optimised GP for each lag combination. The results shown in these figures are as expected, the highest error is seen with the fewest lags in both the input (X Lags) and the outputs (Y Lags). The error then plateaus close to zero after a sufficient number of lags are added to capture the dynamics of the process. As has been shown before the OSA predictions have lower error and this stabilises with fewer lags. The MPO check of the training data is shown to be harder, with higher errors overall and more lags are required before the error stabilises close to zero.
It is, of course, important to ensure the model performance by considering the prediction quality on an independent test set. The same plots for the NMSE in the case of both OSA and MPO predictions on an independent test set are shown in Figure 4.5. The story that these plots tell is very different to that seen in the training data and in an unexpected way. Considering first the performance in the OSA predictions (and ignoring for now the static GPs with no lags in the output), the best performing modes are those with two or three lags in the outputs and up to five lags in the input. As the number of lags is increasing, the model performance is degrading. The likely cause stems from the fact that the GP is an interpolating model; as the number of lags increases so does the dimensionality of the space which the model interpolates, this causes the models to have lower covariance. For example when twenty lags are considered for there to be high covariance (which allows a good prediction to be made) then all of the previous twenty points in the sequence have to be close to the training data which is far less likely unless the signals are identical. This is coupled with the loss of sensitivity that is seen as the dimensionality of the models increases due to the kernels being based on a distance metric [179]. The static models, with only lags in the input, are seen to perform worse than the dynamic models for the OSA prediction for all lags. Interestingly, the performance of those models also decreases with increasing numbers of lags.

Now considering the MPO performance of the models in terms of the NMSE, it is seen that the best model is the fully static model. Following this many of the dynamic models have similar scores for the NMSE. The MPO score of the static model is 16.92 which is an improvement over the results seen from using the Morison equation. Despite the success of this model in reducing the error compared to the Morison equation, it is interesting/important to consider why the dynamic models are performing worse when the wave force process is known to be dynamic. This is actually quite simple to explain, it is known that the model is unable to make perfect predictions (zero variance, zero error) and the GP prediction will return to the mean as covariance between the test point and training points decreases. This causes the model predictions to be slightly wrong and this error is fed back into the next prediction which lowers its covariance and so on and so forth. This is all without propagating the uncertainty which will only exacerbate the problem — the model will return to predicting on the mean of the process faster and the NMSE will tend to 100.

There is more information to be found in the results seen here. Looking instead at the
The (log) posterior likelihood of the predictions $p(y_\star | X_\star, y, X)$ tells a very different story and highlights an important point. Looking at both the OSA and MPO posterior likelihood for the training data, shown in Figure 4.6, the maximum value is found for the static model and the opposite effect to the NMSE is seen with increasing lags. This says that the models become less likely as the lag number increases.

Looking now at the test data in Figure 4.7. For the OSA predictions a similar picture emerges except for one model (12 lags in the input and 7 in the output) which has the highest likelihood. In the MPO model all of the predictions with only input lags perform better than the dynamic models. This mirrors the scores seen in the NMSE for the MPO results. The important thing to extract from these results is
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Figure 4.8: Prediction made by the best performing Gaussian Process on the test data, there is no difference between the OSA and MPO predictions since the model is static.

that consideration of only the NMSE performance of a probabilistic model in training can obscure the actual quality of the model.

Shown in Figure 4.8 is the prediction of the wave loading from the static GP. It can be seen that the uncertainty in many areas of the signal, where the predictions are worse, increases. The area of concern is around point 850 where the model is confident of its prediction but this is far from the measured signal (outside a $3\sigma$ interval). Although it is expected that a small number of points would lie outside this interval, the strong autocorrelation in the errors suggests a problem in the model. It is likely that this could be the result of the process being non-stationary in a manner which is not captured by the inputs to the model. For example, this change in force may be the result of some out of plane loading on the structure for which there is no information in the inputs.

4.2.1 Cross-validation Training of GP-NARX Models

As previously discussed the choice of cost function in an optimisation scheme can affect the results. Within a NARX setting it can be useful to move away from the usual negative log marginal likelihood cost function often used for optimisation of Gaussian process hyperparameters. Since, in the case of wave loading, it is desirable
to build models for full MPO outputs, the use of a cross-validation against this type of prediction is investigated. As discussed the NMSE fails to capture, as a cost function the full behaviour of the model. Therefore, the (negative log) posterior likelihood of the predictions on an independent validation set is used as the cost function for optimisation. As before, the QPSO optimiser is used in an effort to find the global minimum of this cost function.

The experiment is conducted as previously, the only change made being the choice of cost function. It should be noted that this approach adds the computational burden of prediction an MPO output on a validation set at each evaluation of the fitness of a particle in the swarm. In practice, the length of training is not tangibly different and since the optimisation of each Gaussian process could be computed in parallel on a distributed computing resource.

As before, it is possible to consider the normalised mean-squared error of the predictions on both the training set and the test set; this is shown in Figures 4.9 and 4.14. It is clear that the change in the cost function for the optimisation has had a profound effect on the resulting models. There is no longer the same plateau shape seen with the error tending to zero as the lags increase. Instead lower order models begin to perform better than those with higher numbers of lags. Again, however, the models which perform best in training are not the models which perform best on the test data.

Investigating the best performing model in terms of the NMSE on the MPO prediction
4.2. BLACK-BOX MODELLING

Figure 4.10: Heat maps of the normalised mean-squared error of the test data for the OSA and MPO predictions for GPs trained via cross-validation.

Figure 4.11: Plot of the mean and $3\sigma$ confidence intervals for both the OSA and MPO prediction on the test data for the lags which give the lowest NMSE score (14.60), this is taking $l_x = 1$, $l_y = 4$. 
of the test data, the predictions by this model are shown in Figure 4.11. This model has $l_u = 1$ and $l_y = 4$, therefore, the best performing model is now dynamic when switching to the cross-validation cost function. Additionally, the NMSE score for this model is now 14.60 which is an improvement over the previous best model of 16.92 from the static GP learnt via the optimisation of the negative log marginal likelihood. In the same way as with the results shown for the learning with the negative log marginal likelihood, the NMSE does not tell the full story of the performance of the model. For instance, it is worrying that the models which have the lowest NMSE are different sets of lags for each of the training, validation, and test data. For this reason it is also important to consider the performance of the model in terms of the posterior likelihoods. It should be noted as well, that since the model is now trained to maximise the posterior likelihood of a validation set for MPO prediction, the OSA performance of the model decreases with respect to the previous results. This highlights how the choice of cost function in the optimisation can be tailored to the purpose of the model being learnt. It is seen, however, that the results on the training data and the test data are more similar in the case of the cross-validation training indicating that the model performance is better able to generalise.

Figures 4.12 to 4.14 show the posterior likelihoods of the models following cross-validated optimisation for combinations of lags on the training, validation, and test data respectively. It is seen that the posterior likelihood of the predictions is maximised in all MPO predictions for $l_u = 3$ and $l_y = 18$, interestingly this is not the model with the lowest NMSE. However, it is encouraging that this optimum

![Figure 4.12: Heat maps of the log posterior likelihood of the training data for the OSA and MPO predictions for the GPs trained via cross-validation.](image-url)
would remain the same for each of the datasets and it more strongly suggests the generalisation of the model behaviour. This would add confidence in the continued application of the model. This choice of lags also gives rise to the maximum posterior likelihood in the OSA predictions for both the training and validation data but not the test data. It is suspected that this is a result of training the model to perform MPO predictions rather than OSA, these highest likelihood models also correspond to the best performing models in an NMSE sense for OSA as well.

Figure 4.15 shows the predictions made on the test data for the lag combination that maximises the posterior likelihood across all three datasets for MPO predictions. Heuristically, this model looks similar in performance to the one seen in Figure 4.11,
Figure 4.15: Plot of the mean and $3\sigma$ confidence intervals for both the OSA and MPO prediction on the test data for the lags which give the highest posterior likelihood score (for comparison this gives an NMSE of 17.60), this is taking $l_u = 3$, $l_y = 18$.

the NMSE for the MPO prediction in this case is 17.60 as opposed to 14.60, however, the increased posterior likelihood would indicate that this model better explains the data in a probabilistic sense. This model still outperforms the quality of the Morison equation see previously in both the prediction using OLS estimation of the parameters and the Gibbs sampler. Considering the likelihoods of the models the Morison equation learnt with the Gibbs sampler and the best likelihood from the black-box model trained with cross validation, the log posterior likelihood of the black-box model is $-3.98 \times 10^5$ which is a significant improvement over the white-box model learnt via Gibbs sampling where this value is $-1.15 \times 10^9$. It is not possible to compare the OLS solution in this manner since the model is deterministic.

Now, having chosen a dynamic model for black-box modelling of the wave loading, it is possible to demonstrate the effect of uncertainty propagation through the GP-NARX model when predicting wave loading. This is shown in Figure 4.16 where the possible realisations of the process are shown in blue compared to the measured signal shown in red. Here, it is seen that the variance in the model is increased as expected by the propagation of uncertainty. However, the model is stable enough that within the prediction range shown the model does not return to the prior. Taking the mean of these Monte-Carlo realisations and calculating the NMSE gives a score of 17.56 which is a marginal improvement over the MPO prediction. It is also
seen that the uncertainty better captures the time history of the measured signal although there are still areas of concern, for example around point 725 the model fails to capture the measured signal well. This warrants further investigation but could be due to this loading level not being well covered in the training set. Despite this, the results of the cross-validation training of the model shows that the use of the posterior likelihood of an independent validation set can help improve the learning of GP-NARX models when looking for good MPO performance.

4.3 Discussion

This chapter has presented methods for quantifying the wave loading on an offshore structure using data from the Christchurch Bay Tower [167]. For comparison the use of the Morison equation has been shown with the parameters learnt as a Bayesian linear regression problem as well as the usual deterministic parameter identification. This allowed quantification of the uncertainty in the model, not only in terms of the learnt noise variance but also with relation to the parameter uncertainty. This was compared to data-driven approach where the application of Gaussian Process models was tested.
It was shown that approaching the Morison equation as a Bayesian linear regression problem has allowed rigour in handling of the uncertainty to be increased. This leads to predictions where the wave loads are able to be considered in a probabilistic manner which more easily can be included into a Risk & Reliability based framework — for example this model provides the ability to propagate possible force time histories could allow probabilistic rain-flow counting in a fatigue analysis and continued uncertainty propagation. The results also show that the noise variance of the process contributes a significant amount to total variance of the signal. It is clear that the noise process is not i.i.d. (from the autocorrelation in the residuals) Gaussian and this would motivate further investigation into extending the Morison model of wave loading. It was shown that approaching the Morison equation as a Bayesian linear regression problem has allowed more rigour in handling of the uncertainty to be increased. This leads to predictions where the wave loads are able to be considered in a probabilistic manner which more easily can be included into a Risk & Reliability based framework — for example this model provides the ability to propagate possible force time histories could allow probabilistic rain-flow counting in a fatigue analysis and continued uncertainty propagation. The results also show that the noise variance of the process contributes a significant amount to total variance of the signal. It is clear that the noise process is not i.i.d. (from the autocorrelation in the residuals) Gaussian and this would motivate further investigation into extending the Morison model of wave loading.

When adopting the purely data driven methodology, it was seen that moving to a Gaussian Process model improved the quality of the fit, this was seen heuristically and in an improvement in the NMSE. The investigation into the advantage of using a dynamic model in the form of the GP-NARX raised some interesting observations for this dataset. It was seen that when testing the model for its OSA prediction ability the GP-NARX model was able to predict with low error when including lagged outputs — this model is able to predict well on the independent test set. However, when looking for a model that generalises well to an independent test set for MPO type predictions the addition of lags in the output reduces the quality of the model.

This raises some interesting considerations if one is planning on using the GP-NARX model. First, as expected, the OSA performance of the model will far exceed the MPO performance. The introduction of the output lags into the model leads to difficulties in implementing the model and ensuring that it’s capable of representing the physical process. It was also shown that consideration of only the NMSE of the
predictions can lead to poor model choices when using probabilistic models. This is of course limited to having been only shown on this data set but some general advice can be drawn from the results seen here. The GP-NARX model is a powerful framework for modelling dynamic systems but this is most useful in the OSA context — for example if using it for model predictive control. The GP-NARX will struggle when there is significant process noise since the propagation of uncertainty will — rightly so — return the predictions to the mean shortly after beginning prediction. This is coupled with the difficulty in finding an appropriate starting condition for the model, something that has been assumed known in this test.

It was also demonstrated that the model performance in the MPO sense can be improved by moving to the posterior likelihood of a validation set as the cost function for optimisation. It was shown here, as well, that the use of only NMSE for assessing model performance can obscure the probabilistic quality of the model. By considering the posterior likelihoods, more consistent models are obtained with the same lags being chosen for all three datasets; training, validation, and testing. This helps ensure confidence in the generalisation of the model. One problem, however, is that even when the uncertainty is propagated through the GP-NARX model it fails to capture well the measured signal. This may suggest that the process itself is in fact non-stationary or there are other variables affecting the process, for example, not modelled here is the wave direction or any current effects.

While some of the difficulties encountered, in using GP-NARX for the modelling of wave loading, could be overcome by tuning the model selection in the GP-NARX, it has been shown that kernel selection in high dimensional spaces is difficult and non-intuitive. The combined task of lag and kernel selection is not readily solved via optimisation without an infeasible amount of computing resource. This limits the applicability of the GP-NARX model in SHM to cases where an OSA prediction is suitable or cases where the process can be very well represented with low noise. Examples where the OSA prediction would be useful could be for fault detection by tracking the model error over time to see when the functional behaviour of a system changes. This type of methodology has already been used with linear AR models for example see [180]. However, when the aim is to make accurate predictions for extended periods of time a different approach to modelling must be used where information from other parts of the sensor system can be fed back to reduce uncertainty and to guide the process. A natural framework in which to do this — where AR and NARX are a subset — is state-space modelling, that will be
investigated in the following two chapters.
Chapter 5

Particle-Gibbs for Nonlinear System Identification

Highlights:

- The novel use of particle Gibbs is shown for system identification problems in structural dynamics
- It is shown how ancestor sampling and particle rejuvenation can aid Particle Gibbs methods in structural dynamics
- The identification of a Duffing oscillator highlights the effectiveness of the method — especially in the presence of high noise

The GP-NARX is one way in which it is possible to model dynamic systems, however, as has been seen there are a number of drawbacks. These include the difficulty in training, handling of uncertainty, and the specification of the model order. An alternative approach is to use a state-space philosophy. This chapter introduces the application of a rigorous Bayesian approach to identification of parameters in a nonlinear dynamic system in the state-space framework. To do this, the approach of Particle Gibbs is used and a number of additions to the algorithm are made to improve its performance. The effectiveness of this approach is demonstrated by the identification of a Duffing oscillator in the presence of high measurement noise. This is to the author’s knowledge the first time the particle Gibbs framework has been
shown to be effective in a structural dynamics setting including the relatively recent
developments in ancestor sampling and particle rejuvenation.

The SSM is more naturally suited to the task of modelling dynamic systems than
a Gaussian Process, in fact these are the systems it was developed to model. The
fundamental assumption is that a process can be modelled as some set of states \( \mathbf{x} \)
evolving through time for time \( t = 0, \ldots, T \). These states are also assumed to obey
the Markov property such that the probability distribution over the states at a point
in time \( t \) conditioned on all previous time points \( t = 0, \ldots, t - 1 \) is equivalent to the
probability distribution conditioned only on the previous time point \( t - 1 \), i.e.

\[
p(\mathbf{x}_{t+1} | \mathbf{x}_{1:t}) = p(\mathbf{x}_{t+1} | \mathbf{x}_t) \tag{5.1}
\]

Where the notation \( \mathbf{x}_{1:t} \) indicates the sequence of states \( \mathbf{x}_1, \ldots, \mathbf{x}_t \). This process
forms a chain of random variables, each one only dependent upon the last. The
graphical model for a Markov process is shown in Figure 5.1.

This is a very physically intuitive assumption, the systems it models can be thought
of like knocking over a line of dominos. Suppose at some time \( t \) the interest is in
if a particular domino in the line will be standing or have fallen. Although this is
obviously dependent on whether the initial domino has been pushed over, the only
information required to predict the state of the domino of interest is what the state
of the preceding domino is at the time instant beforehand \( t - 1 \). There are of course
a large class of system which do not obey this assumption, however, many physical
dynamic systems can be written in such a way that they do including all single and
multi-degree of freedom linear oscillators and a large number of nonlinear systems.

The complete state of a system is rarely known, instead it is normally observed
through some other mechanism or sensor and there are (at least in engineering
problems) commonly some external influence on the behaviour of the system —
traditionally this would be referred to as the control input but is just a general input
for example forcing that is measured and not part of the system itself. The full
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The Bayesian approach to solving this model is to assume that the functional relationships in the SSM are in fact stochastic and can be modelled as probability densities. The first distribution to consider is the transition density $f_\theta (x_t \mid x_{t-1}, u_{t-1})$ which describes how the states evolve through time. The second fundamental part of the model specification is the observation density $g_\theta (y_t \mid x_t, u_t)$ which models the relationship between the latent states $x$ and the observed variables $y$. The subscript notation to these distributions indicates their dependence on some set of parameters — this is often omitted but important here since the determination of these parameters will be a part of the end goal. It has already been shown how a specific function with a known noise model can be expressed as a probability density, specifically the state-space model accounts for this by introducing a set of observed variables $y$ and a set of control inputs $u$ at every time step.

The general SSM is shown in Figure 5.2, observed quantities are indicated by shaded nodes and hidden quantities by the unfilled nodes. This is a section of the model centred around time $t$ but will extend backwards in time to $t = 0$ and forward to $t = T$. The model states that there is some function that transitions the latent states $x$ from any time $t$ to another time $t + 1$ which is a function of the current states $x_t$ and the current inputs $u_t$. Then the states at a time $t$ are functionally related to the observed variables as some function of $x_t$ and $u_t$.

5.1 The Bayesian State-Space Model

Figure 5.2: The graphical model of a general state-space model. The latent states $x_{1:T}$ form a Markov process with the observation variables $y_{1:T}$ conditioned only on the latent state at that time such that $p (y_t \mid x_{1:t}) = p (y_t \mid x_t)$. 

The latent states $x_{1:T}$ form a Markov process with the observation variables $y_{1:T}$ conditioned only on the latent state at that time such that $p (y_t \mid x_{1:t}) = p (y_t \mid x_t)$. 

The general SSM is shown in Figure 5.2, observed quantities are indicated by shaded nodes and hidden quantities by the unfilled nodes. This is a section of the model centred around time $t$ but will extend backwards in time to $t = 0$ and forward to $t = T$. The model states that there is some function that transitions the latent states $x$ from any time $t$ to another time $t + 1$ which is a function of the current states $x_t$ and the current inputs $u_t$. Then the states at a time $t$ are functionally related to the observed variables as some function of $x_t$ and $u_t$. 

The Bayesian approach to solving this model is to assume that the functional relationships in the SSM are in fact stochastic and can be modelled as probability densities. The first distribution to consider is the transition density $f_\theta (x_t \mid x_{t-1}, u_{t-1})$ which describes how the states evolve through time. The second fundamental part of the model specification is the observation density $g_\theta (y_t \mid x_t, u_t)$ which models the relationship between the latent states $x$ and the observed variables $y$. The subscript notation to these distributions indicates their dependence on some set of parameters — this is often omitted but important here since the determination of these parameters will be a part of the end goal. It has already been shown how a specific function with a known noise model can be expressed as a probability density, specifically the
formulation of Bayesian linear regression is a simple example,

\[
y = Xw^T + \varepsilon \quad \varepsilon \sim \mathcal{N}(0, \sigma_n^2) \quad \Leftrightarrow \quad p(y | X, w, \sigma_n^2) = \mathcal{N}(Xw^T, \sigma_n^2) \tag{5.2}
\]

The transition density and observation density fully describe an SSM if the initial conditions for the model are specified. This gives rise to a general form of the SSM,

\[
x_t \sim f_\theta(x_t | x_{t-1}, u_{t-1}) \tag{5.3a}
\]
\[
y_t \sim g_\theta(y_t | x_t, u_t) \tag{5.3b}
\]

These equations form the basis of a very flexible model for time-series data, although SSMs can be applied to non-time-series data provided it is a valid Markov process. The state-space model is a popular tool and is widely adopted, a search of the Scopus database will return over 38,000 results with almost 35% of these being from engineering disciplines — good introductory texts on the subject can be found in [75, 181, 182].

When both the densities in Equation (5.3) are Gaussian with means described by a linear function the model is solvable in closed form. This is true for both the filtering density \( p_\theta(x_t | y_{1:t}) \) and the smoothing density \( p_\theta(x_t | y_{1:T}) \). These two densities are interesting to the modeller since they describe the distribution over the hidden states of the model at a point in time, given the sequence of observations up to the current time (in the case of the filtering density) or the total sequence of observations (in the case of the smoothing density). In general it is normally assumed that engineering systems can be adequately approximated to be linear. However, the majority of systems (if not all) will in fact be governed by some nonlinear phenomena. The SSM is flexible enough to describe these nonlinear systems, however, computing these two densities is no longer possible in closed form.
5.2 Methods for Nonlinear State Space Models

The continued use of the Linear Gaussian State-Space Model (LG-SSM) for modelling engineering systems is a testament to its flexibility, in fact this will be the basis of the inference performed in Chapter 6. However, as time progresses it is important to address the handling of nonlinear systems. In structural dynamics the use of lighter, more efficient structures, and the adoption of new nonlinear materials (such as composites) is forcing the explicit handling of nonlinearity.

The framework of the general state-space model does have the capacity for handling an arbitrary nonlinear system in either its transition or in its observation. This is provided the model can be written down in terms of its transition and observation densities which must be valid probability densities. Where it falls down is in actually performing inference in this type of model — the solutions to the required integrals are only available in closed form for the LG-SSM. That being the case, it is necessary to find approximate solutions to the system, this can be achieved in two main ways:

1. To modify the Kalman filter in such a way as it can be used for nonlinear problems via linearisation of the system
2. To approximate the behaviour of the nonlinear system directly without linearising

The differences between the two approaches are briefly highlighted here before discussing the later approach in more detail — specifically the application of Sequential Monte Carlo.

5.2.1 Modifications to the Kalman Filter

The two most popular modifications to the Kalman filter are the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF).

Extended Kalman Filtering

The EKF [182–184] is a model in which the noise on the process and the observation are assumed to be Gaussian and additive to some nonlinear transition and observation
functions. At every time step the filtering distributions are linearised using a first order Taylor series approximation of the nonlinear functions. This approach has become popular when estimating parameters in a model via the state augmentation approach, where the parameters of the model e.g. mass, stiffness, damping are assumed to be additional states evolving through time and related to the evolution of the physical system. This introduces a coupling between the states which introduces the nonlinearity to the model. The model is restrictive in that it is only usable in the case of Gaussian noise and when the nonlinear components of the model can be differentiated at least once. This requires the computation of the Jacobian matrices which may not be possible if the transition function is not differentiable [182].

The EKF is known to be ineffective when the nonlinearity in the model is not weak, that is that it cannot be well approximated (locally) by a linear model with minor correction. For the majority of systems it will result in poor performance even if it is possible to implement. However, if appropriate, it remains the simplest method in which a nonlinear model can be handled in terms of the filtering equations themselves which closely resemble those of the standard Kalman filter. The use of the EKF for parameter estimation via state augmentation can be misleading as there is no guarantee that the distributions over the states which represent the states are actually representative of the true parameter distributions. One reason for this is that these distributions are Gaussianised at every step. This may not cause too many difficulties especially if this assumption of weak nonlinearity and Gaussian distribution over the parameters holds true. However, there are instances where this is not the case and more rigorous handling of the nonlinearity in the system is necessary.

**Unscented Kalman Filtering**

The Unscented Kalman Filter [182, 185, 186] makes use of the unscented transform which is a method for Gaussianising a nonlinear transformation of a probability distribution by means of a set of *sigma points* — these deterministic points from the previous distribution are propagated through the nonlinear transition and used to estimate the mean and covariance of a Gaussian that best describes their distribution following the transformation. A set of sigma points, the number of which are determined by the dimensionality of the problem are each passed through the nonlinear function. The sigma points are chosen deterministically as the mean and points chosen by pre-set parameters $\alpha$ and $\kappa$ which determine how spread
the points are around the mean of the distributions. The mean and covariance of the distribution following the nonlinear step can then be estimated from these sigma points. The UKF more closely resembles a Monte Carlo approach where the distribution is represented by number of point masses although rather than sampling those points it approximates the distribution on the basis of a fixed set of points. It is unclear in literature whether the UKF can be said to be absolutely better than the EKF, however, it is clear that in systems with strong nonlinearity the first order approximations in a standard EKF are not sufficient and the UKF will perform better [187–190]. The additional advantage of the UKF over an EKF approach is that there is not a requirement to be able to compute the Jacobian of the system. However, by moving to this sigma point method the procedure approaches a full MC approximation of the true nonlinear distribution which avoids the implicit linearisation of both the EKF and UKF. The most popular MC method is Sequential Monte Carlo which is introduced here.

5.3 Sequential Monte Carlo

In a Monte Carlo approach, distributions are approximated by a number of point masses; Sequential Monte Carlo (SMC) methods [103] are a subset of this. In a SMC setting an explicit evolving relationship between the distributions it exploited, i.e. a sequence of probability distributions through time are modelled. This could be achieved via sequential importance sampling where, at each point in time, each distribution is approximated by a number of point masses, each of which has a different importance weight where a higher weight corresponds to a higher likelihood at that point in the distribution. Originally SMC algorithms, namely the bootstrap particle filter [191], were developed for tackling nonlinear Bayesian filtering problems which appear in nonlinear SSMs.

A problem with a pure sequential importance sampling approach is sample degeneracy where particles quickly gain very low weights meaning they contribute little to understanding the mass of the Probability Density Function (PDF). If a particle moves to an area of low probability in the next distribution it is likely it will continue to move to areas of low probability. Therefore, it is not contributing much to understanding the true distribution of the probability mass. In an ideal situation each particle would contribute equally to the “map” of the probability distribution
this only happens when they have equal importance weights. The particle filter handles this problem by resampling particles in order to ensure that at the end of every step each particle has a weight equal to $1/N$.

A general nonlinear SSM can be considered where,

$$
x_t \sim f_\theta (x_t \mid x_{t-1}, u_{t-1})
$$

$$
y_t \sim g_\theta (y_t \mid x_t, u_t)
$$

where $x_t$ is a vector of some hidden (latent) states at time $t$, the evolution of which is governed by $f_\theta (x_t \mid x_{t-1}, u_{t-1})$. $u_t$ is a vector of ‘control’ inputs to the model at time $t$, in structural dynamics this would generally be the force input to the oscillator. There is a slight notation change for this section where the states are now lower case despite the them being vectors, a bold variable indicates that it is a set of particles for that state, e.g. $x_t$ would indicate the set of particles representing the latent states at time $t$. These states are related to a vector of observed variables $y_t$ through the probabilistic model defined by $g_\theta (y_t \mid x_t, u_t)$. In this formulation $f_\theta (x_t \mid x_{t-1}, u_{t-1})$ is the transition density of the model and $g_\theta (y_t \mid x_t, u_t)$ the observation density of the model. Both of these distributions have their dependence on the unknown model parameters $\theta$ explicitly denoted for clarity. The first distribution of interest is the filtering distribution of an SSM, which is given by Bayes theorem,

$$
p_\theta (x_{1:t} \mid y_{1:t}) = \frac{g_\theta (y_t \mid x_t, u_t)p_\theta (x_t \mid y_{1:t-1})}{p_\theta (y_t \mid y_{1:t})}
$$

$$
p_\theta (x_t \mid y_{1:t}) = \int f_\theta (x_t \mid x_{t-1}, u_{t-1})p_\theta (x_{t-1} \mid y_{1:t-1})dx_{t-1}
$$

By restricting the forms of $f_\theta (x_t \mid x_{t-1}, u_{t-1})$ and $g_\theta (y_t \mid x_t, u_t)$ it is possible to obtain closed form solutions to these equations which are the well known Kalman filter formulation [192]. However, the restrictions in the Kalman filter model — linear dynamics and observation equations, and Gaussian noise — are too restrictive for many systems encountered; this includes all structural systems with nonlinearity.

The solution which allows the use of more flexible nonlinear models in SMC is to use sequential importance sampling to approximate the filtering distribution. The
filtering density Equation (5.5b) is then approximated by,

\[
p_\theta (x_t | y_{1:t}) \approx \frac{g_\theta (y_t | x_t, u_t)}{p_\theta (y_t | y_{1:t-1})} \sum_{i=1}^{N} w_{t-1}^i f_\theta (x_t | x_{t-1}, u_{t-1}) \tag{5.6}
\]

where, the superscript notation is used for indexing, for example \(w_t^i\) denotes the importance weight of the \(i^{th}\) particle at time \(t\). The notation adopted here is to use indexing similar to the software package Matlab where a subscript \(1 : T\) indicates the section of the indices of a vector from 1 to \(T\) inclusively. For matrices the same notation is adopted but with commas separating dimensions and following column major order. This is again approximated using importance sampling such that the (unnormalised) importance weights of the filtering density are given by,

\[
\tilde{w}_t^i = \frac{g_\theta (y_t | x_t^i, u_t)}{\sum_{j=1}^{N} \nu_{t-1}^j q_\theta (x_t^i | x_{t-1}^j, y_t, u_t)} \tag{5.7}
\]

it remains for the proposal density \(q_\theta (x_t^i | x_{t-1}^j, y_t)\) and proposal weights \(\nu_{t-1}^j\) to be chosen. In the simplest application — a bootstrap particle filter — it is set such that,

\[
\sum_{j=1}^{N} \nu_{t-1}^j q_\theta (x_t^i | x_{t-1}^j, y_t, u_t) = \sum_{i=1}^{N} w_{t-1}^i f_\theta (x_t^i | x_{t-1}^i, u_{t-1}) \tag{5.8}
\]

i.e. the proposal weight is set to be the previous particle weight and the proposal density is chosen to be the transition density. In this case, the unnormalised importance weights are given by \(\tilde{w}_t^i = g_\theta (y_t | x_t^i, u_t)\), as the proposal cancels out the other term in Equation (5.7). The procedure for running a bootstrap particle filter is shown in Algorithm 3.

In Algorithm 3 the resampling step is shown as drawing the particle ancestors from a multinomial defined by the normalised weights. It is possible to form more efficient sampling strategies that are equally valid. In practice, it is usual to use a systematic resampling scheme where the empirical Cumulative Density Function (CDF) is partitioned into \(N\) sections and a single random number determines the location within that section from which each particle is drawn, for a more thorough review see [193].
Algorithm 3 Bootstrap Particle Filter

1: Initialisation:
2: \( i \leftarrow \{1, \ldots, N\} \) \hfill \triangleright For \( N \) particles
3: \( x_1^i \sim p_\theta (x_1) \)
4: \( \tilde{w}_1^i = g_\theta (y_1 | x_1^i, u_1) \)
5: \( w_1^i = \frac{\tilde{w}_1^i}{\sum_{j=1}^N \tilde{w}_1^j} \) \hfill \triangleright Normalisation

6: For \( t = 2, \ldots, T \):
7: \hspace{1em} Resampling: \( a_t^i \sim \mathcal{M} \mathcal{N} (w_t) \) \hfill \triangleright Sample from Multinomial
8: \hspace{1em} Propagation: \( x_t^i \sim f_\theta \left( x_t^i | x_{t-1}^{a_t^i}, u_{t-1} \right) \)
9: \hspace{1em} Weighting:
10: \hspace{2.5em} \( \tilde{w}_t^i = g_\theta (y_t | x_t^i, u_t) \)
11: \hspace{2.5em} \( w_t^i = \frac{\tilde{w}_t^i}{\sum_{j=1}^N \tilde{w}_t^j} \)

It has been shown that, in certain circumstances, better proposal distributions can be used through the introduction of auxiliary variables \([194, 195]\) giving the Auxiliary Particle Filter (APF). If the process and observation noise are Gaussian with linear observation equations, optimal proposals can be made in the form of Kalman filter updates, this is referred to as the fully-adapted particle filter. In this case the proposal weights \( \nu_t^j \) for \( j = 1, \ldots, N \) are set to \( p_\theta (y_t | x_{t-1}^j) \) and the proposal distribution \( q_{\theta} (x_t^j | x_{t-1}^j, y_t) \) is set to \( p_\theta (x_t^j | x_{t-1}^j, y_t) \)

This is possible if the model can be written as,

\[
p_\theta (x_t^j | x_{t-1}^j) = \mathcal{N} \left( f_\theta \left( x_{t-1}^j, u_{t-1} \right), Q \right) \quad (5.9a)
\]
\[
p_\theta (y_t | x_{t-1}^j) = \mathcal{N} \left( C x_t^j + D u_t, R \right) \quad (5.9b)
\]

Then \( p_\theta (x_t^j | x_{t-1}^j, y_t) \) has the same form as Equation (A.6) and \( p_\theta (y_t | x_{t-1}^j) \) has the same form as Equation (A.5). This procedure greatly increases the efficiency (reduces the variance) of the particle filter.

In order to write down a general algorithm for SMC filtering, it is useful to collapse some of the steps in the filter down notationally to form a general SMC algorithm where a system of particles \( x_t^i \) (for \( i = 1, \ldots, N \) particles) are propagated through time with their ancestors \( a_t^i \) (the particle index from which this particle transitioned) by a proposal kernel \( M_{\theta} (a_t, x_t) \). These particles are then assessed through a weighting
function $W_{\theta,t}(x_{1:t})$, which calculates the normalised weights of a set of particles $x_i^t$. In this way, if an APF is used the change to the algorithm is encompassed in a new proposal kernel $M_{\theta_t}(a_t, x_t)$ and change to the weighting function $W_{\theta,t}(x_{1:t})$.

### Algorithm 4 General Sequential Monte Carlo

1. **Initialisation:**
   2. $i \leftarrow \{1, \ldots, N\}$  \hspace{1cm} $\triangleright$ For $N$ particles
   3. $x_1^i \sim p_\theta(x_1)$
   4. $w_i^1 = W_{\theta,t}(x_1)$
   5. **For** $t = 2, \ldots, T$:
   6. $\{a_i^t, x_i^t\} \sim M_{\theta_t}(a_t, x_t)$
   7. $x_{1:t} = \{x_{1:t-1}^{a_i^t}, x_i^t\}$
   8. $w_i^t = W_{\theta,t}(x_{1:t})$

In Algorithm 4 the additional step of recording the paths of each particle has been included in line 7. Here, each ancestral path $x_{1:t}^i$ is updated by concatenating the current particle position $x_i^t$ with the path of the ancestor particle $x_{1:t-1}^{a_i^t}$. Here, $a_i^t$ is shorthand for the ancestor of particle $i$ at time $t$ since all the ancestors are recorded in the vector $a_t$ at time $t$. This records the trajectory of that particle through time when tracing back through its ancestors. Although only a bookkeeping step, this will be crucial when it comes to forming an effective Particle Gibbs (PG) algorithm. The ancestral paths of every particle $i = 1, \ldots, N$ for time $t = 1, \ldots, T$ are represented by the bold notation $x_{1:t}$, likewise the weights of every particle at time $t$ is represented by $w$, the vector of weights.

### 5.4 Particle Gibbs

To make use of SMC within an MCMC scheme such as particle Gibbs, it is necessary to make a slight modification to Algorithm 4 which ensures it is a valid Markov kernel [196]. This will be referred to here as the Conditional Particle Filter (CPF). In the CPF one of the particle trajectories is held constant as a reference trajectory $x'_{1:t}$. By convention, this is usually the $N$th particle in the particle system. At every time step this particle is propagated forward in time as usual, however, the value corresponding to $x_i^t$ is not updated in the resampling step. This has the effect of ‘guiding’ each run of the SMC through the state-space [197] — this ‘guiding’ ensures the ergodicity of the Markov Chain.
The PG algorithm, a subset of Particle MCMC methods, can be thought of conceptually as a Gibbs sampler for an SSM, where samples are drawn iteratively from the CPF, for the state trajectories conditioned on the parameters, and then from the conditional distributions of the parameters given the states. For a more thorough introduction, along with proofs of PG as a valid Markov kernel, the reader is directed to Andrieu et al. [196].

5.4.1 Ancestor Sampling

A simple yet powerful modification to the PG algorithm was proposed by Lindsten et al. [197] which they termed Particle Gibbs with Ancestor Sampling (PG-AS). In this construction, rather than fixing the ancestors of the reference trajectory $a^N_{1:t}$ to be $N$ at every time step, the ancestor for $x^N_t$ is resampled at each time step $t$. The ancestor of the particle is the index of the particle at the previous time step which has been propagated to the current particle.

This change helps to tackle the path degeneracy problem encountered in PG, where all particles will share a single common ancestor if looking far enough back in time. In PG, path degeneracy leads to the state values close to $t = 1$ not being resampled very often — i.e. there is poor mixing in the Markov chain. This will lead to slow convergence of the model. To achieve this the ancestors of the model are sampled such that,

$$
P \left( a^N_t = i \right) \propto \tilde{w}^i_{t-1/T} = w^i_{t-1} p_\theta \left( x^i_t \mid x^i_{t-1}, y_{1:t-1} \right)$$

where $p_\theta \left( x^i_t \mid x^i_{t-1}, y_{1:t-1} \right)$ is the likelihood of the reference particle given the dynamics of all the particles $i = 1, \ldots, N$ at the previous time step — note this includes the previous point in the reference trajectory. Conceptually, the ancestor is sampled based on which is the most likely parent for the reference trajectory at time $t$. Applying Bayes rule this is proportional to the prior for that particle $w^i_{t-1}$ multiplied by the likelihood that the reference $x^i_t$ was drawn from the transition density for each possible ancestor $p_\theta \left( x^i_t \mid x^i_{t-1}, y_{1:t-1} \right)$.

This methodology has been shown to be effective in a number of system identification tasks, e.g. [134, 198], however, it has been shown that if the model is nearly degenerate or degenerate then the benefit of ancestor sampling is greatly diminished. Ancestor
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sampling relies on sampling from the *backward kernel* of the SSM.

\[
p(x_t | x_{t+1}, y_{1:t}) \propto f(x_{t+1} | x_t)p(x_t | y_{1:t})
\]  

(5.11)

This quantity can be difficult to assess in certain models including those which have a degenerate structure and in other cases it can be that this quantity does not exist in closed form [199].

5.4.2 Particle Rejuvenation

In a degenerate model all of the probability mass can be centred on only the ancestor relating to the reference trajectory. If this is the case only this ancestor will be sampled, i.e. \( a_t^N = N \) for every time step \( t \), and the algorithm returns to the standard PG formulation without ancestor sampling. In this situation the issues with path degeneracy causing poor mixing return and a very high number of particles are needed to produce a valid result. Since the model for a structural dynamic system is nearly degenerate, i.e. there is no process noise on the first state relating to the displacement of the oscillator, mixing in the Markov Chain can still be poor even when employing the ancestor sampling technique — this leads to very slow convergence to the stationary distributions in the MCMC approximation.

Lindsten *et al.* [199] propose a solution to this based on a modification to the target distribution of the Gibbs sampler which they term *particle rejuvenation*. By also resampling a part of the reference trajectory with the ancestors at each time step the degeneracy in the model can be avoided as the reference is *loosened up*. To introduce PG-AS with particle rejuvenation it is necessary to develop some additional notation, \( \tilde{x}_{t:T} \) is the future reference trajectory and \( \Xi \) is some subset of the future reference trajectory \( \Xi \in \tilde{x}_{t:T} \).

To cope with degeneracy in the model, the Gibbs sampler is partially collapsed over a subset of future state variables \( \Xi \) such that \( \Xi = \{x_t, \ldots, x_{\kappa_t}\} \) with \( \kappa_t = \min\{T, t + \ell - 1\} \). Since the goal is to resample both the ancestor \( a_t^N \) and part of the future reference trajectory \( \Xi \) it is necessary to sample from the joint PDF of \((a_t, \Xi_t)\) where,
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\[
p(a_t, \Xi_t) \propto w_{t-1}^{\alpha_t} f_\theta (x_{t+1}^{\kappa_{t+1}} | x_{\kappa_t}) \prod_{s=t+1}^{\kappa_t} f_\theta (x_s | x_{s-1}) g (y_s | x_s) f (x_t | x_{t-1}^{\alpha_t}) g (y_t | x_t)
\]

(5.12)

In general it will not be possible to sample from this PDF in closed form, therefore, a Markov kernel is chosen which generates valid samples from this PDF. The choice of this kernel will be problem dependent, but a sensible choice within an SMC framework is to employ an importance sampling approach. A conditional importance sampling scheme is established where the unnormalised importance weights are given by Equation (5.12). If \( \ell \) is chosen to be one then Equation (5.12) simplifies to,

\[
p(a_t, \Xi_t | \ell = 1) \propto w_{t-1}^{\alpha_t} f_\theta (x_{t+1}^{\prime} | x_t) f (x_t | x_{t-1}^{\alpha_t}) g (y_t | x_t)
\]

(5.13)

The complete procedure for PG-AS with particle rejuvenation is show in Algorithm 5, with a Markov kernel \( K_t \) to sample the new ancestor and \( \Xi_t \).

**Algorithm 5** Particle Gibbs with Ancestor Sampling and Particle Rejuvenation

1: **Initialisation:**
2: Simulate \( \Xi_1^* \sim K_1 (\Xi_1', \cdot) \)
3: Update \( x_1^{\prime} \leftarrow \Xi_1^* \)
4: Set \( x_N^1 \leftarrow x_1^{\prime} \)
5: \( x_i^1 \sim p_\theta (x_i) \) for \( i = 1, \ldots, N - 1 \)
6: \( w_i^1 = W_{\theta,t} (x_i) \) for \( i = 1, \ldots, N \)
7: For \( t = 2, \ldots, T \):
8: \( \{a_t^i, x_t^i\} \sim M_\theta (a_t, x_t) \) for \( i = 1, \ldots, N - 1 \)
9: Simulate \( (a_t^N, \Xi_t^* ) \sim K_1 ((N, \Xi_t'), \cdot) \)
10: Update \( x_{t:t+N}^{\prime} \leftarrow \Xi_t^* \)
11: \( x_{1:t}^i = \{x_{1:t-1}^{\alpha_i}, x_t^i\} \) for \( i = 1, \ldots, N \)
12: \( w_i^t = W_{\theta,t} (x_{1:t}) \) for \( i = 1, \ldots, N \)
13: Sample \( k \sim MN \left( w_T \right) \)
14: **return** \( x_{1:T}^i = x_{1:T}^k \)

For further details on PG-AS with particle rejuvenation the reader is directed to Lindsten *et al.* [199]. It is clear from the algorithm that the methodology is very similar to that of the general SMC scheme presented in Algorithm 4. The value returned from the PG step (here the term is used to cover all methods that fall under this methodology) is a sample of the ancestral path for a particle, this is a sample of
5.5 Identification of a Duffing Oscillator

The Duffing oscillator has been a benchmark system within the structural dynamics community for a number of years and has received a number of different treatments. Part of the reason for its continued popularity is that despite the simplicity of the differential equation it gives rise to many interesting phenomena, including chaos. It has been possible to create systems which show Duffing like behaviour both mechanically [200, 201] and electronically, most notably in the silverbox benchmark dataset [202, 203]. The silverbox data has been studied extensively within the nonlinear system identification community [204–208].

A comprehensive introduction to the behaviour of the Duffing oscillator can be found in [209] where many of its main characteristics are detailed. Within engineering it has also been considered a benchmark for system identification [210]. It has even received a Bayesian treatment in [211], although in that work the problem of estimating
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the latent states of the model is not considered only the parameter estimations, additionally the identification was carried out with a modest noise level, 5% RMS. The system has also been identified via an optimisation approach [212] where the parameters are estimated in a deterministic setting.

This work applies, for the first time, a particle Gibbs identification methodology to a Duffing oscillator, in order to demonstrate its applicability in structural dynamics. To do this it is necessary to make use of both ancestor sampling and particle rejuvenation.

There are four parameters to identify in the Duffing oscillator,

\[
m\ddot{y} + c\dot{y} + ky + k_3y^3 = F
\]  

(5.14)

the mass \(m\), stiffness \(k\), damping \(c\), and cubic stiffness \(k_3\). The system is simulated using a fifth order Runge-Kutta formulation [213], see Appendix B. One challenge in implementing a state-space approach to the identification of systems such as the Duffing oscillator is converting the continuous time ordinary differential equation (ODE) into a discrete time SSM for which the methods are developed. However, this can be solved in the same manner as the time-step integration used for simulation of nonlinear systems, as the procedure is to produce a model for \(x_{t+1}\) given \(x_t\) where the state vector \(x_t = [y\;\dot{y}]^T\) as is common in application of numerical techniques to second order ODEs. Therefore, if the same fifth order Runge-Kutta scheme is used, the state transition density can be written down, assuming a Gaussian noise with unknown covariance across the states, as,

\[
f_\theta(x_{t+1} | x_t) = \mathcal{N}(r(x_t), Q)
\]  

(5.15)

with \(r(x_t)\) being the equation for the nonlinear propagation of the states which is achieved with the 5th order Runge-Kutta scheme detailed in Appendix B and \(Q\) being the discrete time process noise covariance — when the process noise is assumed to be Gaussian as it is here, it is also assumed to be small since it is known that the model form is exactly correct.
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5.5.1 Modelling of the Duffing Oscillator using SMC

Before demonstrating the identification of the Duffing oscillator using PG methods, the system is modelled assuming the parameters of the oscillator are known. This serves to demonstrate the effectiveness of SMC approaches to modelling nonlinear dynamical systems. For both the examples shown here it is assumed that the displacement of the oscillator can be measured directly but corrupted with some Gaussian noise which has a covariance $R$, since the dimension of the observation $y$ is one, $R$ is in fact just the variance of the noise on the observation.

The Duffing oscillator is simulated with a sample frequency of 65536 Hz for 500 time steps. The parameters of the oscillator are set as: $m = 0.1 \text{ kg}$, $k = 9.8696 \times 10^7 \text{ N m}^{-1}$, $c = 100\pi \text{ N s m}^{-1}$, and $k_3 = 1000000 \text{ N m}^{-1}$. The simulated data has Gaussian white noise added to it at 50% of the root-mean-squared (RMS) level of the signal, this corresponds to a signal to noise ratio of 6 dB. The signal being considered is shown in Figure 5.3 with the noise free signal shown in blue and the noisy signal shown in red.

The observation likelihood $g_{\theta}(y_t | x_t, u_t)$ is given by,

$$g_{\theta}(y_t | x_t, u_t) = \mathcal{N} \left( \begin{bmatrix} 1 & 0 \end{bmatrix} x_t, R \right)$$

with $R$ set to the known noise level. The simulated data is shown in Figure 5.3.

The identification of the oscillator using PG-AS will now be demonstrated. Considering Algorithm 6 it is necessary to specify the procedure for sampling $\theta_1 \in [c/m, k/m, k_3/m, 1/m]$ . This can be done in the same manner as setting up a Gibbs sampler for a Bayesian Linear Regression problem when the sampled state $X_s' | \theta$ is known and contains a sample of the displacement and the velocity at each time step from the smoothing distribution. This is possible because the equation is linear in the parameters, which can be seen by writing the design matrix $D$,

$$D = \begin{bmatrix} y & \dot{y} & y^3 & F \end{bmatrix}$$

This design matrix is formed as a basis function expansion of the sampled state trajectory in the Gibbs sampler $X_s'$ such that,
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Figure 5.3: Displacement observed from the simulated Duffing oscillator with the noise free simulation shown in green overlaid with the noisy data used in the experiments in orange.

\[ D = \Phi (X'_s) = \begin{bmatrix} X'_{s,1} & X'_{s,2} & [X'_{s,1}]^3 & F_{1:T} \end{bmatrix} \]  \hspace{1cm} (5.18)

Where \( X'_{s,c} \) is the \( c^{th} \) column of the matrix \( X'_s \) which corresponds to the \( c^{th} \) state of \( x_{1:T} \). Then the model can be written as,

\[ \ddot{y} = \beta D^T + \varepsilon \hspace{0.5cm} \varepsilon \sim \mathcal{N} (0, 1/\tau) \]  \hspace{1cm} (5.19)

the noise is parametrised in terms of its noise precision \( \tau \) which is the reciprocal of the variance. The noise here is not simply the noise related to the process noise of the model but also the first order approximation in the Gibbs sampler. Within the Gibbs sampler the parameters of this linear model will not be the known true values but rather samples from the parameters distribution \( \theta^{(s)}_m \). In order to ensure the model remains linear so that the Gibbs sampler can be applied a first order approximation of the continuous process must be used here. The model being identified, therefore, is,

\[ y_{t+1} = y_t + \Delta \left( \theta^{(s)}_m D_t \right) + \varepsilon \]  \hspace{1cm} (5.20)
with $\Delta$ being the time step. This model remains linear in the parameters by setting $\hat{D} = \Delta D$ and setting the target $t = y_{t+1} - y_t$. It is now possible to place conjugate priors over all of the parameters in the model,

$$p(\theta_{m,p}) = \mathcal{N}(\mu_p, 1/\tau_p)$$

(5.21)

indexed by $p = 1, \ldots, 4$. The conjugate prior for the noise precision $\tau$ is a Gamma distribution which is parameterised in terms of its shape $a$ and rate $b$ [33], this is explicitly shown here to avoid confusion.

$$p(\tau) = \mathcal{G}a(a, b) = \frac{b^a}{\Gamma(a)} \tau^{a-1} \exp\{-b\tau\}$$

(5.22)

with $\mathcal{G}a(\cdot)$ being the Gamma function. The process noise covariance $Q$ is known to be close to zero everywhere, it must be set to some fixed known small value a priori to ensure stability in the model. The hyperparameters of the prior are set to be $a = 1$ and $b = 500$.

To sample from the posterior $p(\tau | \theta_{m,s}, X'_s)$, it is necessary to compute the residual between the sampled states and those predicted by the linear in the parameters model.

$$\hat{A} = \begin{bmatrix} \theta_{m,1}^{(s)} & \theta_{m,2}^{(s)} & \theta_{m,3}^{(s)} & \theta_{m,4}^{(s)} \end{bmatrix}$$

(5.23)

$$\hat{X}'_s = X'_{s,2:T} - D\hat{A}^T$$

(5.24)

The posterior $p(\tau | \theta_{m,s}^{(s)}, X'_s, y_{1:t})$ can then be written down as,

$$p(\tau | \theta_{m,s}^{(s)}, X'_s) = \mathcal{G}a\left(a + \frac{T-1}{2}, b + \left[\hat{X}'_s\right]^T \left[\hat{X}'_s\right]\right)$$

(5.25)

It is now possible to write down the conditional posteriors over each of the parameters in $\theta_m$ using the notation $(\cdot)_{n-p}$ to indicate choosing all columns except the $p^{th}$ from
In this way, a blocked Gibbs sampler has been constructed. This allows samples of the state trajectories $X'_s$ to be drawn from the smoothing distribution, by means of a conditional particle filter. Crucially, samples for the parameters $\theta_m$ can also be drawn from their respective posteriors using Equation (5.26).

All of the components are now available to identify the Duffing oscillator using a PG-AS scheme with particle rejuvenation. The method is tested on a simulated dataset from a Duffing oscillator with 50% RMS noise added, 6dB signal to noise ratio. Gaussian prior distributions are placed over the parameters of the model with the means perturbed by a Gaussian random number with zero mean and a variance equal to 50% of the true parameter value and the prior variance is set to twice the absolute value of the parameters. The initial reference trajectory for the CPF is set to be zero at every time step. The number of particles used is 50 and the prior distribution over the states is set to be zero mean with a variance of 0.01 for each state. These choices will be discussed in more detail later.

The PG-AS scheme is run with a burn in of 250 steps and before 14750 samples are drawn of both the state trajectories $X'_s$ and the parameters $\theta_s$ which include the process noise covariance for $s = 1, \ldots, 14750$. For this test the process noise covariance matrix $Q$ is set to be

$$Q = \begin{bmatrix} \epsilon & 0 \\ 0 & 1 \times 10^{-8} \end{bmatrix}$$

where $\epsilon$ is machine precision. The samples of the state trajectories $X'_s$ are samples from the smoothing distributions over the latent states of the model — the displacement...
Figure 5.4: Figure showing the smoothing distributions over the displacement and the velocity of the Duffing oscillator estimated by the PG-AS algorithm. The path of the individual sample paths is shown in light blue, the mean of the particles is shown in dashed black and the true noise free path is shown in red.

and velocity of the oscillator. All of the samples are plotted in Figure 5.4 in light blue. The mean of these samples is taken at every time step and this is plotted in blue against the true noise free state of the oscillator. The fit of the model can be seen to be very good with NMSEs of 0.2397 and 0.4874 in the displacement and velocities respectively. It is clear also that the true state trajectories lie well within the probability mass of the densities approximated by the samples. If considering only the measured signal this gives a NMSE of 25.2836 with the true displacement, the problem comes in this high noise case it is difficult to estimate the velocity required for Gibbs sampling the parameters of the model. A naïve estimation of the velocity state via first differences would give an NMSE of $4.0598 \times 10^{11}$ in this case! This identification of the latent states of the model (here the velocity) is the most powerful aspect of the state-space approach as this increase leads to more robust parameter estimations. This highlights the strength of this novel application of particle Gibbs within structural dynamics.
Alongside the estimates of the smoothing distributions, PG-AS also returns distributions over the parameters. The distributions over the parameters of the model $\theta_m$ are shown in Figure 5.5. A histogram the samples from the Gibbs sampler after burn-in with the known ground truth marked using the solid black line. The distributions over the the parameters $1/m$, $k/m$, and $k_3/m$ have the ground truth value well within the probability mass and close to the means. The absolute percentage errors in the maximum a posteriori estimates of the coupled parameters is less that 0.02% for all parameters except the $1/m$ term which is underestimated by 4.20%. It is likely that this is due to the first order approximation in the Gibbs sampler.

Decoupling the parameters it is seen that the results are also encouraging and follow directly from those seen for the transformed parameters. The discrepancy in the $1/m$ parameter, however, does now cause a shift in the other parameters of the model since they must be multiplied by $m$ to recover the individual parameters. It could
be that moving to a higher order approximation for sampling the parameters would help this, alternatively it may be useful to formulate the problem in terms of modal parameters.

5.5.2 The Role of Particle Rejuvenation

The use of particle rejuvenation in the model helps to allow good mixing in the Markov chain when the model is nearly degenerate, i.e. the process noise covariance is nearly singular. This is the case in this test since the model is known to have very low or zero process noise. To allow the computation of the filter it was not possible to set the process noise on the first state to be equal to zero; instead it was set to the machine precision of the computer on which the experiment was conducted.
To investigate the role of the particle rejuvenation scheme, the Markov chain is run for 5000 iterations and for comparison the burn-in period is not discarded in this case. For this test to increase the computation speed the sample rate was set to 32768. All other variables were set to be the same as previously, including the driving force signal, except where noted.

Figure 5.7 shows a comparison of the path degeneracy problem for the standard PG-AS formulation and when particle rejuvenation is used. $N$, the number of particles, is set to forty for both cases. The effect of particle rejuvenation is clearly shown to allow better mixing in the Markov chain. The robustness of the PG-AS with particle rejuvenation to reducing the number of particles is shown in Figure 5.8 where the model is run with varying numbers of particles $N$. It is also worth noting that the standard PG-AS formulation was unstable when running with the machine precision as the process noise. To alleviate this numerical problem the process noise had to be increased to $1 \times 10^{-12}$ which ensured stability in the calculation. This is another reason why a scheme using particle rejuvenation would be preferable when a model exhibits this nearly degenerate structure.

Figure 5.8 shows the resampling of the states in the Gibbs sampler when using the PG-AS algorithm with Particle Rejuvenation in the degenerate model described.
Figure 5.8: The effect of varying the number of particles on the path degeneracy problem, in terms of the number of unique samples at each point in time of the state vector. The number of particles is increased from 20 to 100 in steps of 20 to show the effect of increasing the number of particles on the path degeneracy problem.

above. Even with a very small number of particles (20) the resampling in the PG-AS model with particle rejuvenation is very good. When increasing \( N \) to 40 it is seen that each step in the state vector is resampled more than 4950 times, which is more than 99% of the time. This will ensure good mixing in the Markov chain and make for a more efficient inference algorithm. This also justifies the use of particle rejuvenation since the increase in computational expense for the rejuvenation step is outweighed by the ability of the algorithm to run with a greatly reduced number of particles. It was also observed that this particle rejuvenation step increased the stability of the algorithm when running with a low number of particles. The use of particle rejuvenation directly impacts the speed of the algorithm which scales linearly with the number of particles (although the addition of the the Particle Rejuvenation step approximately doubles the computation required [199]).

## 5.6 Discussion

It has been shown in this chapter the ability of Sequential Monte Carlo methods to accurately model nonlinear dynamical systems in by means of sequential importance
sampling. This state-space approach has been combined with a Markov-Chain Monte Carlo scheme, Particle Gibbs with Ancestor Sampling, which has allowed joint inference over the latent states of a nonlinear system — the Duffing oscillator — and the parameters of that model. It has been shown that the structure of this type of system is nearly degenerate, a trait shared by many physical nonlinear systems. To allow more robust and efficient inference in this setting the use of a particle rejuvenation scheme has been shown to be effective. This Bayesian approach to nonlinear system identification is capable of recovering the posterior distributions over the states and the parameters of the model even in the presence of strong nonlinearities.

This work has shown a novel methodology for identification of a Duffing oscillator as an example of a nonlinear system encountered within structural dynamics. The strength of this type of approach is to allow recovery of probability distributions over not just the parameters but also the latent, noise free, states of the model — here, the displacement and velocity. This allows the utilisation of this type of model in situations where there is significant measurement noise. This ability to handle high measurement noise situations makes the use of this type of methodology appealing for application on ‘real world’ data where it is often difficult to remove noise sources in the same manner as in a laboratory setting. The flexibility of the model also allows the use of non-Gaussian noise models if the noise is of a known form, this again may be a valuable tool when applying this type of model on a full scale structure.

There is, however, still development to be done. It would be beneficial to investigate further if the bias in the mass parameter is linked to the first order approximation in the model. If so it will require the adoption of an alternative strategy for sampling the parameters, this could possibly be achieved with a Metropolis-within-Gibbs [33] type approach. One of the key drawbacks of the current model is the requirement to know the model form \textit{a priori}. For the particle filter to be computed currently the model is a parametric model of the nonlinearity for which physical insight is required. It is desirable, therefore, to investigate the combination of this model with a semi-parametric or non-parametric form in which the nonlinearity itself could be learnt. This would require investigation of a model similar to that seen in [214], the challenge being to incorporate the nonlinearity into a feedback path as is the case in the Duffing oscillator.

The other key problem faced in the offshore industry is the difficulty in acquiring measurements of the inputs to a system. This was discussed as motivating the work
in Chapter 4. It turns out that this problem can also be tackled within the state-space framework by treating the forces as latent states of a partially observed system — additionally, the parameters of the model can be learnt whilst inferring the forcing on the system. This is considered in the next chapter where a Gaussian process prior is used for modelling the unknown inputs within a state-space framework. Although, not presented there, the combination of the work of this chapter with that methodology could open up interesting avenues for output-only identification of nonlinear structural dynamical systems provided the model form is known.
Chapter 6

STATE SPACE MODELS FOR COUPLED LOAD-PARAMETER IDENTIFICATION

Highlights:

- The Gaussian Process Latent Force Model is introduced for the problem of load estimation in structural dynamics.
- It is shown that this can be efficiently rewritten as a linear state-space model.
- This is used to perform joint input-state-parameter estimation in an operational modal analysis setting.

It has been seen that the modelling of wave loading in isolation from the rest of the structure is challenging. The use of a GP-NARX model to do this in Chapter 4 highlighted a number of difficulties. The primary concern is that in a NARX type model there is no mechanism to reduce uncertainty once it has appeared unless more, direct observations of the process are made. If a user were planning on implementing the GP-NARX this would present a problem. The reason for modelling the wave loads is that it is hard and expensive to obtain direct readings, and merely increasing the gaps between these might not be good enough. It is desirable, therefore to make use of indirect measurements related to the system, e.g. the acceleration of a platform at the top-side. This situation is ideally suited for the SSM and in fact the astute
reader will notice that the NARX model is a particular form of state-space model.

The benefit of the GP-NARX is in the flexibility of the GP to represent arbitrary nonlinear relationships between the variables. The complete extension of this into the SSM framework is to move to the GP SSM [132–134]. It turns out that this is not necessary in some situations and it is possible to harness the flexibility of the GP within the state-space framework without generating a nonlinear state-space model. If considering a linear dynamical system, then only the evolution of the forcing in time is nonlinear, this can be modelled using a temporal GP (a Gaussian process with time as its inputs) and placed within an Latent Force Model (LFM) where the force is considered as a latent function (i.e. it is not observed directly).

Considering the equation of motion for a linear system in structural dynamics, its behaviour is fully characterised by that equation. There are three key components to in the model:

1. The parameters of the system — the mass, stiffness, and damping matrices; $M$, $K$, and $C$
2. The inputs to the system, the forcing at each degree of freedom — $F$
3. The outputs of the system — displacement, velocity, and acceleration; $y$, $\dot{y}$, and $\ddot{y}$

Knowing any two of these allows the calculation of the missing component. For instance if the inputs and outputs are known then the parameters of the system can be determined, this is usually done through modal analysis; or if the parameters and inputs are known, the outputs can be simulated. The process is complicated by the presence of noise, although this can normally be overcome with sufficient measurements. The other issue is related to model form error, in extreme cases this would be the breaking down the assumption of linearity in the model.

It is unfortunate, therefore, that in most cases there is (in addition to the measurement noise) unknowns in both the parameters and the input forcing. Indeed, in the case of an offshore platform an SHM system will usually monitor accelerations from which the outputs of the system can be determined with relatively high certainty. The parameters of the system will be known but only at some nominal value and it is normally useful to attempt to update these to more closely reflect the physical
system. Additionally, as previously discussed it is very difficult to directly measure the inputs to the system — the forcing on the platform.

The current solution to this is to use techniques in OMA, or output-only modal analysis. Reviews of some techniques which may be used can be found in [38, 160], however, a common problem encountered is the identification of modal behaviour when the loading has significant harmonic components which are close to the modes of the structure and when the structure is lightly damped. In this case it becomes very difficult to separate the narrow peaks in the frequency domain due to the harmonic loads and those from the resonances of the structure.

The majority of these techniques rely on an assumption that the structure is subject to a Gaussian white noise inputs. If not, assumptions can be made:

1. That the dominant frequency of the forcing is well separated from any of the resonant frequencies of the structure

2. That the forcing will appear as a peak with far lower damping than the modal responses or with negative damping

The problem of input estimation is not new in engineering. Lourens et al. [215] present a method based on Kalman filtering of a reduced order model similar to the approach shown here but do not simultaneously perform parameter inference. Similarly Ma et al. [216] show results for estimation using a Kalman filter on a lumped mass model of a beam with known parameters. Azam et al. [217] again apply a Bayesian filter based system to model an output only system without estimating the parameters of the model; this work is extended in [218]. Ching et al. [219] demonstrate the use of Bayesian filtering (comparing a particle filter and extended Kalman filter are compared) for parameter and state estimation when the inputs to the system are known. This problem is also tackled in Gillijns and De Moor [220]. However, the task of joint input-state-parameter estimation remains challenging and is still an emerging area of investigation [221].

An alternative approach to those above is to attempt to model this input in a Bayesian manner by placing a prior over it and inferring its posterior distribution. A natural way to approach this problem is to assume that the forcing function can be modelled as a Gaussian process in time, i.e. the covariance function calculates the covariance in time — \( k(t, t') \). This approach was first explored by Alvarez et al. [222] who develop
a model which very closely resembles the input identification problem for a linear system, although they did not tackle this specific task — instead focusing on human motion. They name this the Latent Force Model LFM. Subsequent discussions were presented in [223] addressing some of the computational issues with reference to sparse implementations [127, 224].

It has become commonplace to use the Extended Kalman Filter (EKF) formulation where the parameters of the model are included as additional states, which is shown in [225] and discussed in [219]. In this way recursive estimates of the system parameters can be made within the Bayesian filtering setting [226]. Lourens et. al [215] show a Kalman filter based formulation for estimation of the states of the structure and the forcing signal based on fixed parameter sets from a reduced order finite element (FE) model. The issues with this use of an Extended Kalman Filter in this way have been discussed in Section 5.2.1.

In order to tackle the challenge of OMA, this work presents a novel use of the LFM [222] in a state space formulation [227]. This model is ideally suited to this task and by construction resembles the problem of joint parameter-state-input estimation present in OMA but as yet (to the author’s knowledge) has not been applied to this setting. The use of the LFM in its state-space formulation allows efficient inference with a nonparametric prior over the forcing function. Alongside this, Bayesian estimates of the system properties can be obtained using MCMC inference over the state space model, this avoids the linearisation present in the EKF formulation for parameter estimates. Being a Bayesian model of the full system, this methodology will converge to the true distributions over the parameters and also the forcing function which will give indication of the uncertainty in both the inputs and also the parameters. This can be carried forward into further uncertainty quantification analysis or used for heuristic assessment of model quality.

A key aspect of this model is the use of the state-space representation of the LFM. It is necessary, therefore, to present the procedure for converting a temporal Gaussian process into its Kalman filter-smoother representation [228]. This allows the LFM to be written as an linear Gaussian state-space model which can be solved with the Kalman filtering and Rauch-Tung-Striebel (RTS) smoothing equations.
6.1 Continuous-Discrete LGSSMs

The linear Gaussian state-space model, as presented in Appendix A, is shown for a discrete time model. However, most physical systems are defined in terms of their continuous time properties, i.e. the differential equations governing dynamic systems. It would be possible to make some approximation of the continuous time behaviour via a time-step integration as was done when numerically solving the Duffing oscillator in the previous chapter. For linear systems, however, it is possible to solve the continuous system for the time interval of a given time-step $\Delta$ if the input is assumed constant [181]. The procedure for this conversion and also the handling of the process noise when moving from the continuous definition, as the spectral density of a white noise process, to the discrete-time definition in terms of the process noise covariance is shown now.

The notation, for this section, is $x(t)$ is used to represent the state vector, and $y(t)$ the observations in the model for the continuous case or $x_t$ and $y_t$ for the discrete time case. $u(t)$ and its discrete time counterpart $u_t$ is a known input to the system at time $t$. It is normally most convenient to form a continuous time state-space model since differential equations readily convert into this form. The continuous time state-space transition is defined as,

$$\frac{dx(t)}{dt} = Fx(t) + Gu(t) + Lw(t).$$ (6.1)

Here, $F$ is the continuous state transition matrix, $G$ the continuous input matrix, and $L$ the continuous time process noise matrix when $w(t)$ is a white noise process with spectral density $q$. The discrete model form required for solving the system with the Kalman filter and RTS smoother equations is,

$$x_{t+1} = Ax_t + Bu_t + Q,$$ (6.2a)
$$y_t = Cx_t + R,$$ (6.2b)

with $A$ being the discrete time transition and $B$ the discrete time input. $Q$ is the process noise, $C$ the observation matrix and $R$ the observation noise. Since the solutions to models of this form are in discrete time it is necessary to convert a
continuous time transition model into its corresponding discrete time representation,

\[ A = \exp_m (F \Delta t), \]

\[ B = (A - I) F^{-1}G. \]

\( \exp_m \) is the matrix exponential operator, efficient approximations of which are readily available in most numerical software packages. \( \Delta t \) is the sampling period when discretising the continuous time model. The continuous time noise process \( Lw(t) \) must also be discretised to perform inference over the model.

\[ Q = \int_0^{\Delta t} \Phi(\Delta t - \tau) CqC^T \Phi(\Delta t - \tau) d\tau, \]

\( \Phi(\tau) = \exp_m (F\tau). \) Once discretised, it is now possible to recover the filtering distributions \( p(x_t | y_{1:t}) \) and the smoothing distributions \( p(x_t | y_{1:T}) \), for a time point \( t \) in a data record that is \( T \) time points long, using the Kalman filtering equations [192] and the Rauch-Tung-Striebel (RTS) smoother [229] or see Appendix A.

### 6.2 The Latent Force Approach

The Latent Force Model (LFM) [222, 223] is an approach for combining GPs with a mechanistic model where the GP is used to represent the forcing experienced by the system. In this way, the output of the GP can include modelling of the dynamics of a system. This model is a form of grey-box where known physical processes are augmented with machine learning technology to improve model performance. Of most interest, from the point of view of structural dynamics, is a second order LFM which has the familiar form of a \( R \) degree of freedom linear dynamical system.

\[ M\ddot{x} + C\dot{x} + Kx = F. \]
In the LFM, $F$ — the forcing on every degree of freedom (in fact this also allows for forcing to enter in on the velocity terms if desired but this is rarely the case in structural dynamics) — is defined as a set of independent Gaussian Processes in time. The PDF of $F$ is given by,

$$\begin{align*}
p(F|t) &= \prod_{r=1}^{R} f_r = \prod_{r=1}^{R} \mathcal{N}(0, K(t_r, t_r)) , \\
f_r &\sim \mathcal{GP}(0, k(t, t')) ,
\end{align*}$$

(6.6)

where the covariance of each of the latent forces in time is defined by the covariance function $k(t, t')$ giving rise to the covariance matrix $K_{r,r'}$ which is the covariance between the latent forces at all points in time. For each degree of freedom $r$, this is $K(t_r, t_{r'})$ with $t_r$ being the vector of all time points when the output is observed. While this model has produced some very promising results in modelling [222, 223], the main challenge in implementing this form of model is the computational complexity which is $O(N^3 R^3)$ where $R$ is the number of dimensions (degrees of freedom) and $N$ the number of observed training points, which here is the length of the signal in time. This issue can be addressed using sparse methodologies that have become popular within the GP literature, good reviews can be found in [126, 127], more specifically [230] shows how a multiple output GP, such as the one in the LFM, can be computed in a sparse manner reducing the computational complexity from $O(N^3 R^3)$ to $O(N^3 R)$ using the partially independent training conditional (PITC) sparse approximation.

That being said, work by Hartikainen and Särkkä [228] has shown that, for GPs where the input is temporal and the covariance function is stationary, the inference procedure can be converted into a linear time-invariant (LTI) stochastic differential equation (SDE) which has a linear state-space formulation. This state space model can be exactly solved, for certain cases, using a Kalman filter [192] and RTS smoother [229]. This methodology computes in $O(N R^3)$ which is a significant improvement given that, usually, $N \gg R$.

Following Hartikainen and Särkkä [228] and converting the covariance function into an LTI SDE requires the spectral density, by taking the Fourier transform. First, however, it is necessary to present a linear time-invariant stochastic differential equation of order $m$ which has the form shown in Equation (6.7), where $f(t)$ is a random process of interest, $\mathbf{a}$ are some set of coefficients and $w(t)$ is a white noise...
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process which has a spectral density \( S_w(\omega) = q_c \).

\[
\frac{d^m f(t)}{dt^m} + a_{m-1} \frac{d^{m-1} f(t)}{dt^{m-1}} + \ldots + a_1 \frac{df(t)}{dt} + a_0 f(t) = w(t).
\] (6.7)

This can be rearranged into a state-space model is possible by constructing a vector \( f(t) = \left[ f(t) \frac{df(t)}{dt} \ldots \frac{d^{m-1} f(t)}{dt^{m-1}} \right] \) which gives rise to a first order vector Markov process.

\[
\frac{df(t)}{dt} = Ff(t) + Lw(t),
\] (6.8)

where,

\[
F = \begin{pmatrix}
0 & 1 & & \\
& \ddots & \ddots & \\
& & 0 & 1 \\
-a_0 & \ldots & -a_{m-2} & -a_{m-1}
\end{pmatrix}, \quad L = \begin{pmatrix}
0 \\
\vdots \\
0 \\
1
\end{pmatrix}.
\] (6.9)

The coefficients \( a_0, \ldots, a_{m-1} \) (Equation (6.9)) are the coefficients of the denominator in the rational transfer function. The rational transfer function of \( f(t) \) is given by,

\[
H(i\omega) = \frac{b_0}{a_{m-1} (i\omega)^{m-1} + \ldots + a_1 (i\omega) + a_0}
\] (6.10)

where the spectral density of the white noise process is given by the magnitude of the numerator squared, \( q_c = |b_0|^2 \). From this the spectral density of the process can be written down as,

\[
S(\omega) = H(i\omega) q_c H(i\omega)^{-1}
\] (6.11)

For an SSM in the form of Equation (6.9), with an observation matrix \( C = \begin{bmatrix} 1 & 0 & \ldots & 0 \end{bmatrix}^T \), the spectral density of the Markov process can be written as,

\[
S(\omega) = C (F + i\omega I)^{-1} LqL^T \left[ (F + i\omega I)^{-1} \right]^T C^T
\] (6.12)

It turns out you can do this backwards, working from a covariance function for a
temporal process and calculating the spectral density yields a stable Markov process provided the covariance is stationary.

For example, consider a GP is defined with a Matérn covariance \([74, 231]\) between any two points in time. Since this covariance is defined in terms of the absolute difference between the two input points, \(r = |t - t'|\), it is stationary and, therefore, it is possible to perform a conversion to an LG-SSM.

To recap, the general Matérn covariance function is defined as,

\[
k(r) = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu}}{\ell} r \right)^{\nu} \mathcal{K}_\nu \left( \frac{\sqrt{2\nu}}{\ell} r \right). \tag{6.13}
\]

\(\mathcal{K}_\nu\) is the modified Bessel function of the second kind. Choosing values of \(\nu = p + 1/2\) for \(p\) as any non-negative integer lead to simple expressions for Matérn covariance functions. In the case with smoothness parameter \(\nu = 3/2\), the covariance function can be written as,

\[
k(t, t') = \left( 1 + \frac{\sqrt{3}r}{\ell} \right) \exp \left( -\frac{\sqrt{3}r}{\ell} \right). \tag{6.14}
\]

For the general form of the Matérn covariance, the spectral density can be written down, by the Wiener-Khinchin theorem,

\[
S(\omega) = \sigma^2 \frac{2\pi^{\frac{1}{2}} \Gamma(\nu + 1/2)}{\Gamma(\nu)} \lambda^{2\nu} \left( \lambda^2 + \omega^2 \right)^{-(\nu-1/2)}. \tag{6.15}
\]

Setting \(\lambda = \sqrt{2\nu}/\ell\) and \(\nu = p + 1/2\), in the Matérn class of covariance functions, as before, it can be seen that,

\[
S(\omega) \propto \left( \lambda^2 + \omega^2 \right)^{-(p+1)}. \tag{6.16}
\]

This can be factorised simply, shown in Equation (6.17), to recover the transfer function needed to convert to a state-space model.
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\[ H(i\omega) = (\lambda + i\omega)^{-(p+1)}. \] (6.17)

The spectral density of the white noise process \( S_w(\omega) = q \) is equal to the constant in \( S(\omega) \) (Equation (6.15)) which is,

\[ q = \frac{2\sigma^2 \pi^{1/2} \lambda^{(2p+1)} \Gamma(p+1)}{\Gamma(p+1/2)}. \] (6.18)

For the case of the Matérn covariance with \( \nu = 3/2 \) as in Equation (6.14) the equivalent state-space model is shown in Equation (6.19).

\[ \frac{df(t)}{dt} = \begin{pmatrix} 0 & 1 \\ -\lambda^2 & -2\lambda \end{pmatrix} f(t) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} w(t). \] (6.19)

It is then possible to convert this continuous time state-space model to a discrete time form and solve with a Kalman filter and RTS-smoother [181]. Since the LFM model contains a temporal Gaussian process as the latent function, and the mechanistic portion of the model has a simple state-space representation, it is natural to form a state-space representation of the LFM and this was shown in [227]. This mechanistic model can be shown to include all single degree of freedom (SDOF) and multi-degree of freedom (MDOF) linear oscillators. The spectral density of the white noise process \( w(t) \) in Equation (6.19) is given by Equation (6.18) substituting in \( p = 1 \).

As a demonstration of the novel application of this technique for OMA. This methodology is applied to an SDOF oscillator as the mechanistic model, although it can be easily extended to the MDOF case — or indeed systems with different order ODEs. First, the equation of motion is converted to its state space form, which is again a first order vector Markov process.

Taking the SDOF equation of motion,

\[ m\ddot{x} + c\dot{x} + kx = F, \] (6.20)

dividing through by \( m \), and setting \( x_1 = x, x_2 = \frac{dx_1}{dt} = \dot{x} \) in a state vector \( x \), recovers a state-space representation of the oscillator:
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\[ \begin{bmatrix} \dot{x} \\ \ddot{x} \\ \dot{f} \\ \ddot{f} \end{bmatrix} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -\frac{k}{m} & -\frac{c}{m} & \frac{1}{m} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\lambda^2 & -2\lambda \end{pmatrix} \begin{bmatrix} x \\ \dot{x} \\ f \\ \dot{f} \end{bmatrix} + \begin{pmatrix} 0 \\ \frac{1}{m} \end{pmatrix} F. \]  

(6.21)

The formulation shown in Equation (6.21) is useful where there are known external inputs to the system \( F \) and the effect of the forcing on the system is through the input matrix \( B = [0, 1/m]^T \). In the case of OMA these inputs are unknown but can be considered as one or more additional latent states in the model. When the transition for \( f \) is linear and described by a matrix \( U_f \) this would be written,

\[ \begin{bmatrix} \dot{x} \\ \ddot{x} \\ \dot{f} \\ \ddot{f} \end{bmatrix} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -\frac{k}{m} & -\frac{c}{m} & \frac{1}{m} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\lambda^2 & -2\lambda \end{pmatrix} \begin{bmatrix} x \\ \dot{x} \\ f \\ \dot{f} \end{bmatrix} + Lw(t). \]  

(6.22)

The number of additional states that are introduced is dependent upon the model chosen for the transition of \( f \), which is now also in first order vector Markov process form. When using the LFM, it is clear from Equations (6.9) and (6.17) that the choice of covariance function for the GP chosen to represent \( F \) will affect the number of additional states required. Stein [92] suggests that Matérn kernels are a more appropriate choice of covariance function since the Squared Exponential imposes an unrealistic smoothness assumption. A choice of \( \nu = 3/2 \) as in Equation (6.14), is a common choice which appears to perform well, this leads to the addition of two states to the model as in Equation (6.19). This procedure leads to the full four dimensional state space model shown in Equation (6.23).

\[ \begin{bmatrix} \dot{x} \\ \ddot{x} \\ \dot{f} \\ \ddot{f} \end{bmatrix} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -\frac{k}{m} & -\frac{c}{m} & \frac{1}{m} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\lambda^2 & -2\lambda \end{pmatrix} \begin{bmatrix} x \\ \dot{x} \\ f \\ \dot{f} \end{bmatrix} + Lw(t). \]  

(6.23)

The model including the noise \( Lw(t) \) must now be discretised to perform inference.

At this point any observation model for the observed variable \( y \) can be adopted in the process, for instance if measuring displacement it is simply Equation (6.24a), or if measuring acceleration it is Equation (6.24b), for both the observation matrix is multiplied by the discrete states. If other observations were available these could
also be incorporated if a suitable observation model could be formed.

\[
y = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_t \\ \dot{x}_t \\ f_t \\ \dot{f}_t \end{bmatrix} + \sigma_n^2. \\
\]

(6.24a)

\[
y = \begin{bmatrix} -k \\ -\frac{c}{m} \\ \frac{1}{m} \\ 0 \end{bmatrix} \begin{bmatrix} x_t \\ \dot{x}_t \\ f_t \\ \dot{f}_t \end{bmatrix} + \sigma_n^2. \\
\]

(6.24b)

Now, in possession of a model which can represent the system, attention turns to the problem of inference. While methods such as the Expectation-Maximisation (EM) algorithm exist for this form of model [232], these maximum likelihood solutions do not give information about the parameter uncertainties in the model. Instead, a fully Bayesian solution is adopted using Markov Chain Monte Carlo (MCMC) to perform inference over the system parameters and the GP hyperparameters. MCMC is an inference method with guaranteed convergence to the true posterior distribution of interest in the limit [33]. The parameter vector for this model, therefore, is \( \theta = [m, k, c, \sigma_f^2, \ell] \). It is assumed that the process noise in the dynamics is small (i.e. the system is well described by a linear dynamic model) and that the observation noise is known.

The likelihood of the parameters in the model given the data observed for \( T \) time points, \( p(\theta \mid y_{1:T}) \), is related to a quantity called the energy function \( \varphi_T(\theta) \) through a proportionality relationship — the energy function is the negative log likelihood of the filter scaled by a constant. All of the statements made regarding the Bayesian Occam’s Razor in relation to the GP are also true of using this quantity in, for instance, an optimisation routine.

\[
p(\theta \mid y_{1:T}) \propto \exp \left( -\varphi_T(\theta) \right).
\]

(6.25)

The energy function \( \varphi_T(\theta) \) can be well approximated by the following recursion as the filter runs [182],
\[ \phi_t(\theta) \simeq \phi_{t-1}(\theta) + \frac{1}{2} \log|2\pi S_t(\theta)| + \frac{1}{2} v_t^T S_t^{-1} v_t. \] (6.26)

\( v_t \) and \( S_t \) are defined as,

\[ \begin{align*}
    v_t &= y_t - C \left( A x_{t-1} - 1 \right), \\
    S_t &= C \left( A P_{t-1} A^T + Q \right) C^T + R,
\end{align*} \] (6.27a, b)

when \( P_{t-1} \) is the state covariance at \( t - 1 \). The recursion for \( \phi_T \) is started at \( \phi_0 = -\log p(\theta) \) [182]. Inference can then be performed using the standard MCMC Metropolis random walk algorithm [32], which for this problem is shown in Algorithm 7.

**Algorithm 7** MCMC Metropolis Random Walk for Parameter Inference in State-Space LFM

```
\begin{verbatim}
    \nl_{b}, n_{s} \leftarrow \text{Length of burn in and desired number of samples} \\
    \theta_0 \leftarrow \{m_0, k_0, c_0, \sigma^2_0, \ell_0\} \quad \triangleright \text{Set Start Points for Markov Chain} \\
    n_a \leftarrow 0, k \leftarrow 0 \quad \triangleright \text{Number of accepted } \theta, \text{ Number of Steps} \\
    p(\theta' | \theta_k) = \mathcal{N}(0, \Sigma_p) \quad \triangleright \text{Proposal is random walk with diagonal matrix } \Sigma_p \\
    p(\theta | y) \propto \exp\{ -\phi_T(\theta) \} \quad \triangleright \text{Posterior Likelihood is Proportional to the Energy Function} \\

    \text{while } k < (n_b + n_s) \text{ do} \\
        \text{Sample } \theta' \text{ from } p(\theta' | \theta_k) \\
        \text{Calculate } \phi_T(\theta') \quad \triangleright \text{Equation (6.26)} \\
        \log(\alpha) = \min\{ -\phi_T(\theta') + \phi_T(\theta_k), 0 \} \quad \triangleright \text{Log Acceptance Ratio} \\
        \theta_{k+1} \leftarrow \begin{cases} \\
            \theta', \quad n_a++ \text{ with probability } \alpha \\
            \theta_k, \quad \text{otherwise} \\
        \end{cases} \\
        k \leftarrow k + 1 \\
    \text{end while}
```

In this way, it is possible to generate samples from the true posterior of the parameter vector \( \theta \). These samples can be used for further uncertainty quantification steps or can be used for model scrutiny. The strength of this method, alongside recovering Bayesian posteriors over the system properties, is to recover, as a latent state of the system, the time series of the forcing signal applied to the system.
6.3 Application to Operational Modal Analysis

It is clear from the formulation that this model is directly applicable to the problem of modal analysis. One of the strengths of the model presented here is the flexibility available due to the non-parametric form of the forcing function as defined by the GP. This also presents a problem in the practical application of the model. As well as the normal system identification problems with the scaling of the mass, stiffness, and damping parameters which lead to non-identifiability in the model when the forcing level is unknown; the ability of the GP to model behaviour very similar to the dynamics (it is not restricted to a Gaussian white noise form) means that it can mask dynamics in the system. For this reason it is necessary to place prior distributions over the system parameters. Prior distributions can also be placed over the hyperparameters of the GP model to control its behaviour without breaking the Bayesian paradigm within which the model has been set up.

In the current work it was found to be necessary to constrain at least one of the system parameters to a fixed value to resolve these problems. In this case it is assumed that one of the system parameters is known with certainty \textit{a priori}, this can be interpreted as a delta prior on that parameter. The other prior distributions can be elicited from knowledge of the system. This could be from a finite element (FE) model where, if necessary, reduced order modelling techniques can be employed [233]. This would be similar to the approach seen in, for example [215]. If in possession of a verified and validated model of a complex system this could be a powerful approach although it remains an open question as to whether it would be better to adopt a ‘ground up’ approach to building this model. It should be noted that when using MCMC for inference there is no restriction on the distribution of these priors, therefore, empirical distributions can be used if available from testing — the author has not found an instance of this in the literature but it is a simple intuitive jump.

The choice of prior over the hyperparameters of the GP poses a more difficult problem as they are less interpretable in a physical sense. It is possible to set a formal uniform prior, for example \( p(\sigma^2_f) = 1 \) which is a form of improper prior. However, it can be helpful (in the author’s experience!) to set the prior over the signal variance \( \sigma^2_f \) around the expected variance of the loading and the length-scale \( \ell \) based upon the expected frequency content of the loading. This is an intuitive leap from understanding the role of the signal variance in the specification of the Matérn
6.4 Results

The results presented here paper are from a simulated SDOF system response to a measured wave force input where the parameters of the model are chosen such that the natural frequency of the system is close to the narrowband loading frequency. The wave loading data was measured as a part of the Christchurch Bay project previously introduced in Chapter 4. This represents, only, the initial work into the application of LFM state-space models for OMA.

The parameters of the SDOF model are chosen to be: \( m = 2000 \text{kg}, \) \( k = 100 \text{N/s} \) and \( c = 5 \text{Ns/m} \). These values correspond to modal parameters \( \omega_n = 0.2 \text{Hz} \) and \( \zeta = 0.0079 \). This presents a problem that is normally difficult in a OMA setting where the loading frequency is close to the resonant frequency of a lightly damped mode.

All of the parameters of the model must take only positive values for them to be valid,
therefore, the random walk of the Markov-Chain must take place in a transformed space which ensures this. The values in the transformed space are denoted \( \hat{\cdot} \), with the transformation defined as:

\[
\theta = \log \left\{ \exp (\hat{\theta}) + 1 \right\},
\]

where \( \theta \) is the parameter of interest. Prior probability distributions over the system parameters are chosen with a random perturbation on the mean values in the system parameters to simulate priors elicited from an incorrect model (e.g. an uncalibrated FE model). To constrain the problem it is assumed that the mass of the system is known \textit{a priori} and as such this is modelled with a delta prior for all tests.

Inference was performed as in Algorithm 7 with the burn-in set to \( 1 \times 10^3 \) samples and the total number of samples as \( 1 \times 10^5 \). Since the distributions may be non-Gaussian, and the distributions over the Gaussian Process hyperparameters are expected to be multi-modal, the parameter estimates used to calculate the example force are taken to be the values when the empirical cumulative density function (CDF) is equal to 0.5.

### 6.4.1 LFM With Known System Parameters

As an initial test the model is run with the system parameters fixed at the true values to demonstrate the ability of the LFM to model the input to the system. This may be of interest if it is believed that the parameters of the system are known with almost certainty and it is decided that performing inference over them is not of value. The priors used for this model are summarised below:

\[
\begin{align*}
\mathcal{p} (\hat{\sigma}^2_f) &= 1, \\
\mathcal{p} (\hat{\ell}) &= \mathcal{N} (0, 2), \\
\mathcal{p} (m) &= \delta (2000), \\
\mathcal{p} (k) &= \delta (100), \\
\mathcal{p} (c) &= \delta (5).
\end{align*}
\]

(6.29a) (6.29b) (6.29c) (6.29d) (6.29e)
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Figure 6.2: Smoother estimate of displacement and forcing signal on the system when $m$, $k$, and $c$ are known. True values are shown in red, mean estimates as a solid blue line and three standard deviation confidence in the shaded regions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Prior Mean</th>
<th>Posterior Mean</th>
<th>CDF Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_f^2$</td>
<td>-</td>
<td>-</td>
<td>$8.64 \times 10^6$</td>
<td>$7.12 \times 10^6$</td>
</tr>
<tr>
<td>$\ell^*$</td>
<td>-</td>
<td>0.693</td>
<td>1.760</td>
<td>2.148</td>
</tr>
</tbody>
</table>

Table 6.1: Table showing results for the GP hyperparameters when the system parameters are known and fixed. (* denotes that the true values for these parameters are unknown.)

where $\delta(\cdot)$ indicates a value drawn from a delta distribution, i.e. if sampled this variable will always be equal to the parameter given. Using this procedure, samples from the posteriors over the signal variance and length-scale hyperparameters were drawn. Plots of the PDF normalised histogram and CDFs are shown in Figure 6.1 along with mean estimates and CDF estimates of the values. A summary of the results is shown in Table 6.1. For the GP modelling the latent force on the system, the signal variance of the forcing $\sigma_f^2$ is assumed unknown and a uniform prior is used, the length-scale parameter has a prior to discourage very long or short length-scales. Long length-scales will cause the function in the forcing to become very smooth, the extreme of which is that it remains at the mean, in this case the signal variance increases and the solution returned is one in which all the forcing is considered to
be noise. This, although a valid solution, is not helpful in the setting of modal analysis where retrieval of the forcing time series adds a significant amount of valuable information. If the length-scale is allowed to become very small, then the GP will attempt to model the noise in the signal as if it were functional, this is also clearly not a desirable situation. Since the distributions are skewed and multi-modal, the mean estimates are not a good value to take and instead the CDF estimate is used to predict the forcing experienced by the structure. This multi-modal nature of the distribution over length scales is discussed in [87] and is related to the Type-I and Type-II solutions observed from the GP. Figure 6.2 shows the smoother prediction over the forcing as well as the observed state. As expected the prediction over the displacements is modelled well with very small variance. The prediction over the forcing is good, and there is a normalised mean square error value of 3.3 with the mean prediction, however, one of the strengths of this model is that in addition to this there are also confidence intervals which represent the uncertainty in the forcing.

6.4.2 OMA With The LFM

The test was run again, this time assuming that the system parameters were not known \textit{a priori} and are to be determined as part of the inference procedure. For the case of performing OMA with the GP LFM, the priors used in this model are shown below:

\begin{align*}
  p(\hat{\sigma}^2) &= 1, & (6.30a) \\
  p(\hat{\ell}) &= \mathcal{N}(0, 2), & (6.30b) \\
  p(m) &= \delta(2000), & (6.30c) \\
  p(\hat{k}) &= \mathcal{N}(105.9, 2500), & (6.30d) \\
  p(\hat{c}) &= \mathcal{N}(4.8, 6.25). & (6.30e)
\end{align*}

When running the model where only the mass is known, samples are generated from the posteriors over the GP hyperparameters and the system parameters, \( k \) and \( c \). Plots of the histograms and CDFs of the parameters are shown, as before,
Figure 6.3: Plots showing the histograms and CDFs for the parameters being inferred in the full LFM OMA procedure. The mean values are shown with the dot-dash (·−) line in magenta, and the values estimated from the empirical CDF with the dashed (−−) line in red.

Figure 6.4: Smoother estimate of displacement and forcing signal from the LFM OMA on the system with true values shown in red, mean estimates as a solid blue line and three standard deviation confidence in the shaded regions.
### Table 6.2: Table showing results from the full LFM OMA model, values in brackets denote the percentage error versus the true values. (* denotes that the true values for these parameters are unknown.)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Prior Mean</th>
<th>Posterior Mean</th>
<th>CDF Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_f^2$</td>
<td>-</td>
<td>-</td>
<td>$1.153 \times 10^7$</td>
<td>$9.154 \times 10^6$</td>
</tr>
<tr>
<td>$\ell^*$</td>
<td>-</td>
<td>0.693</td>
<td>2.283</td>
<td>2.443</td>
</tr>
<tr>
<td>$k$</td>
<td>100</td>
<td>105.9 (5.9%)</td>
<td>100.2 (0.2%)</td>
<td>101.4 (1.4%)</td>
</tr>
<tr>
<td>$c$</td>
<td>5</td>
<td>4.81 (-3.8%)</td>
<td>4.91 (-1.8%)</td>
<td>4.93 (-1.4%)</td>
</tr>
</tbody>
</table>

in Figure 6.3 and a summary of the results is shown in Table 6.2. It can be seen that the parameter estimates of the system parameters are within 2% for both the mean values of the distributions and the CDF estimates, this would indicate that the distributions are uni-modal and are not heavily skewed. When the values from the CDF estimates are used to run the filter-smoother over the full dataset, the predictions in Figure 6.4 are made. The prediction over the force continues to be accurate with a normalised mean-squared error on the mean of the signal of 3.1. This result is comparable to the results obtained when the system properties are known, which is unexpected and encouraging. It follows that the estimates of the signal variance and length-scales are similar for this model and the model with known system parameters. It is also reassuring that the values for the GP hyperparameters are similar to those from the case where the system is known. This would suggest that the solution is stable and that the use of priors has alleviated some of the identifiability issues arising from the flexibility of the GP prior.

Stepping back, these results are in some ways remarkable. The quality of prediction of the forcing time history is nearly identical in the case of both known and unknown parameters. The restriction of fixing the mass in the model is similar to limitations seen in standard OMA analysis [38]. The results seen here would suggest that it is in fact possible to perform OMA when the forcing is non-Gaussian and close to resonant frequencies by replacing the assumption that the forcing can be modelled by a white noise sequence with the assumption that it can be modelled by a Gaussian process. What is necessary is to robustly determine the model order, however, this is normally accessible from other models of the system e.g. an FE model.
6.5 Discussion

The work presented here has demonstrated, through application to a simple system the benefit of using a Gaussian Process Latent Force Model in the task of operational modal analysis. Specifically, the state-space formulation of this model has allowed for efficient inference to be made and as such Markov-Chain Monte-Carlo methods can be used to recover distributions over the system parameters and the GP hyperparameters — which in turn returns the distribution over the time history of the forcing. It has been shown that these distributions can be used to elicit accurate point estimates of the parameters and also of the loading, something that is normally not possible in an OMA setting.

It is worth noting, however, that the tasks shown here have been performed on simulated data under a number of significant assumptions. First it is assumed that the linear model of the system can represent the behaviour well with low process noise — i.e. the system has a known order and is linear. Second the model is tested with a low level of artificial Gaussian white noise added. Thirdly there exist priors over the system parameters in which there is non-negligible probability mass at the true values. It is normally possible to obtain these priors, either from a first principles physics model or from a reduced order FE model. Finally, it is assumed that the mass of the system is known accurately \textit{a priori}, this is required to constrain the unidentifiability inherent in the model. This unidentifiability stems from the scaling of the forcing and the system parameters by the mass, that is, a system with the same response can be recovered if all the system parameters are multiplied by some constant $\alpha$ and if the forcing magnitude is also scaled by $\alpha$. The flexibility of the GP as a prior over the forcing function only increases this issue. By fixing the mass and placing informative priors over the system parameters the model can be constrained in such a way that it is more likely to converge to the true parameter posteriors.

This remains a powerful \textit{grey-box} approach to the problem of OMA. It is clear that the model is capable of returning good estimates of the forcing, and the system parameters under the constraints already discussed. The results presented here motivate further work into the use of GP LFM models in the modal analysis setting. This includes the extension of the current model to a multi-degree of freedom case. This extension merely requires increasing the state vector to include the additional degrees of freedom and including the interactions between these states. Additionally,
in nonlinear systems where the structure of the nonlinearity is known (e.g. a cubic stiffness term), this model is also applicable although the Kalman filtering formulation must be replaced with a nonlinear counterpart. This would require a combination of the techniques presented in this chapter with those seen in the previous chapter. The challenge in inference becomes significantly harder in this case and is practically impossible due to identifiability when the form of the nonlinearity is not known. This can be a major challenge on full-scale structures, it might be known that a nonlinearity exists in the system, however, it can be difficult to define this parametrically to allow it to be modelled. It may be an alternative to, in this case, combine this approach with a more flexible model such as the Gaussian process state-space model. However, here the flexibility of the state-space model may make it impossible to separate the dynamics of the system from the loading experienced. Therefore, it will likely be necessary to define the nonlinearity in the system \textit{a priori}.

The results presented in this chapter would suggest that this LFM approach to modelling the wave loading on structures is preferable to the direct modelling approach in Chapter 4. However, this should be considered carefully. While the results presented here have been shown to more accurately predict the wave force on the structure than the experiments shown in direct modelling, these results are shown for a simulated system where the model order is known. Although it is outside the scope of this thesis, forming reduced order models of physical structures which are subject to these kinds of loading is no simple task. The selection of model order will have a significant impact on the effectiveness of the algorithm and the flexibility of the GP may make it difficult to distinguish when the method is not performing as expected. The methodology here can be considered a form \textit{grey-box} model where physical knowledge about a system can be exploited within a machine learning methodology.
Online Bayesian Clustering for Damage Detection

Highlights:

• A Dirichlet process model is introduced for online Bayesian clustering of SHM data

• The technique removes the need to pre-collect a training dataset or add information on expected damage conditions

• Random Projection is exploited to allow online unsupervised dimensionality reduction

• A framework which allows for incorporation of prior knowledge of damage states leads to a flexible and practical model

This chapter switches focus from a regression based approach to SHM where the system is modelled to attempt to understand more about its behaviour to a classification problem where SHM is approached as a data labelling problem. In many ways this is a more direct approach to solving SHM problems in which the fundamental questions are addressed head on. These being,

• Is a given structure damaged?
• If so, what is the type, location and extent of that damage?

• Given the information regarding the structure what is its expected remaining useful life (prognosis)?

These steps are well summarised in Rytter’s hierarchy [6, 7], discussed earlier in this thesis. For the first two levels of the hierarchy, detection and classification of damage, it is more natural to use a classification technique as these situations have discrete labels. Often these may be the first tasks that an end user may expect of an SHM system when applying it to a physical structure. This can help inform a Risk & Reliability based inspection scheme, where inspections are carried out based on the expected cost of that particular action relative to the cost of differing actions or indeed inaction. Given the maturity and availability of sensing hardware, a data-driven approach is commonly adopted when attempting to solve these classification problems. Here, statistical models can be used to detect similarity (or difference) between sets of data collected from a structure, which is, in turn, used to infer its health/condition. Data-driven approaches, if wanting to achieve more than novelty detection, require training data from multiple healthy and damage states which is a significant limitation.

In many cases, it will not be possible to acquire data covering all healthy conditions and damage scenarios, the main limitation being the cost of producing and subsequently damaging large valuable structures, e.g. within the aerospace industry or civil infrastructure. A particular challenge in civil infrastructure stems from the fact that structures are often unique. The existence of a number of different damage scenarios comes from the multiple mechanisms for damage that a structure might experience. For example, in an aerospace structure it would be desirable to detect degrading performance from fatigue damage accrual, but damage introduced by low-velocity impact is also of concern. In certain cases it will be unsafe to operate the structure with a given type of damage present, meaning that collection of data from this damage state prior to operation of the structure is not possible. Additionally, a structure will operate in a number of different operational and environmental conditions, which result in significant changes to the measured dynamic behaviour. Continuing with the example of an aerospace structure, it is clear that there will be significant changes in behaviour between flight and taxiing. It is less obvious, however, that there may be other confounding influences such as crosswinds on landing or freezing temperatures which will affect the behaviour of the structure.
One could go on attempting to imagine all the scenarios possible for changes in operating condition, but this is a fruitless exercise, as it quickly becomes apparent that collecting data from all these conditions is not feasible [6, 51], not least because the operator normally has little or no control over these factors.

It is desirable, therefore, to consider methods which will allow the incorporation of operational data into the training of a given algorithm, which adapts, as time progresses. These methods are commonly referred to as online learning [75]. Rather than pure novelty detection from a known, healthy, baseline state, it would be beneficial to be able to first detect a new regime, then label it and be able to recognise that behaviour, should it occur, in the future. This is also sometimes called the semi-supervised learning approach [234], where new regimes are discovered in the data which are labelled in operation and incorporated into future analysis, this process of inspecting online leads to a partially labelled dataset.

This chapter will introduce the use of the finite Gaussian Mixture Model (GMM) for clustering SHM as a stepping stone to presenting the use of a Dirichlet Process (DP) model as a Bayesian approach to online clustering of SHM data. It will be shown how this methodology allows operation of the SHM system from day one without the need to pre-collect a training dataset. It also will be shown that this algorithm does not require a pre-specified expected number of damage states but instead the number of clusters in the model is learnt online in a Bayesian manner along with the cluster parameters (means and variances). This methodology is applied to two case studies, the first a lab structure, and the second a popular benchmark dataset collected from a full scale bridge structure.

It is useful to provide a short overview of a number of alternate methods for the classification task in order to highlight the effectiveness of the newly proposed method. The machine learning perspective has, generally, considered only unsupervised and supervised learning tasks\(^1\) [6]. Unsupervised learning applications are dominated by one-class classification tasks [10] based on outlier analysis [12, 16]. A baseline healthy state is used to define a “normal” condition and then deviations from this can be detected in an online manner. The problem of supervised learning in SHM is usually concerned with regression or classification tasks which provide information

\(^1\)For clarification, here, unsupervised learning is defined as a situation in which data is available without any labels or outputs. This can include the case where a dataset is collected from what is assumed to be a normal condition. The supervised learning task is treated as one where data is available with both the inputs and outputs (either continuous or labels) from which methods for classification or regression can be trained.
regarding the type, location, or severity of damage in a structure [7].

Treatment of SHM as an *unsupervised learning* task has been mainly limited to an outlier detection problem, usually in a laboratory setting [13, 235]. The challenge in this research has been in building algorithms that are robust to false alarm and environmental changes. A number of methods have been developed which handle this problem well [17, 52]. However, a drawback to the most common approaches to dealing with confounding influences, is that they reduce SHM to a one-class problem [10], where distinction is only made between normal (previously observed) and abnormal (newly observed) states. This fails to give additional information about the operating conditions of the structure, which would be useful for an operator to know, or, indeed, about any damage or performance anomalies that occur. To counteract this, a popular approach has been to consider clustering in an unsupervised manner. The most common approaches employ Gaussian Mixture Models [50, 236–238], or other clustering techniques [239–242] in an offline manner. Tibaduiza et al. [243] present another unsupervised methodology based on self-organising maps of features from ultrasonic pitch-catch data.

The alternative to this, and preferred option when interested in additional information, is the *supervised learning* task. Here, a training dataset is formed which has information from all possible structure states; inference about the current state can now be made via pattern recognition or machine learning methods, where new observations/data are compared to the training set.

Although tools exist which perform very well in the supervised learning problem, a common stumbling block is the lack of availability of complete datasets for algorithm training. It is usually prohibitively expensive to acquire training data from all environmental conditions and damage states. For this reason, the development of algorithms which can be established/learn fully or partially online is of particular interest. Langone et al. [244] propose an adaptive learning algorithm based on a kernel PCA transformation, they demonstrate this by performing damage detection on a benchmark dataset — the Z24 bridge. The algorithm performs well on benchmark data but requires an initialisation and calibration phase before being fully operational; in this phase, the structure is assumed undamaged. The method also requires user input regarding thresholds and the expected number of clusters. Chen et al. [245] present a semi-supervised algorithm for damage detection based on a multi-resolution classification with adaptive graph filtering; the features are extracted by passing the input signals through a filter bank. A graph-filtering algorithm estimates the labels
for unknown data given previously labelled features, and a regression step is able to compensate for missing data in the problem informed by the graph filter.

Finite Gaussian Mixture Models (GMMs) in SHM have been used previously with promising results [246–248]; the strength of the GMM is in the ability of training data to shape clusters and form a probabilistic representation of the different possible states that the structure could be in, undamaged or damaged, with the possibility for multiple examples from each. The key difficulty in implementing a finite GMM without a complete training set is the specification of the number of Gaussians in the mixture. The method proposed in this paper uses a DP clustering model to remove the need to pre-specify the number of clusters that are expected, while retaining a Bayesian formulation as opposed to methods such as affinity propagation [249].

DP models have been employed in a number of machine learning tasks including: Natural Language Processing [250] and topic modelling [251, 252], where documents can be grouped according to thematic similarities. In image analysis, the model has been used to generate captions for images [253]; it has also found use in medical image analysis [254, 255], for clustering regions of the brain from data collected by MRI or fMRI, and in genetic analysis [256, 257]. In other medical applications, DP mixture models have been used for sorting neural spike data [258].

Previously, a DP mixture model has been shown to be effective in the feature selection step in SHM [259]. In that work, the outputs of the DP clustering model are used as features in a further analysis step — a particle-filter based damage progression model — where they are combined with a physical model. Only the number of clusters identified by the DP is used as a feature, which does not make full use of the Bayesian nature of the DP clustering method.

The approach adopted here makes use of the Bayesian properties of the DP to allow incorporation of prior knowledge and updates of belief given observed data. The aim is to avoid the need for a training dataset before the process begins, but retain flexibility to include any training data as a formal prior belief. In addition there is a reduction in the number of required user-tuned parameters in the model. In this way, a model is developed which can perform powerful online learning with minimal required a priori knowledge in terms of access to data or a physical model. The work in this paper aims to show how such a model can be implemented online for use in SHM. To achieve this, a novel feature selection approach is also explored, making use of Random Projection [260] of high dimensional frequency domain features.
7.1 Finite Gaussian Mixture Models

A helpful introduction before presenting the full model is to recap the use of finite GMMs. Modelling data which are inherently non-Gaussian — which many collected datasets are — poses a challenge, as typically the inference becomes harder. It is possible to imagine that the data has been generated, not by some complex non-Gaussian process, but from a mixture of independent Gaussian distributions. In SHM, one could assume that during normal operation, features are clustered according to one or more Gaussian distribution; however, when damage occurs, the features are drawn from a separate set of Gaussians with different parameters. More Gaussians can be added to cover many different scenarios relating to changing operating conditions or different damage cases.

It is possible to construct a probabilistic model which describes this behaviour. First, one proposes a multinomial distribution \( \pi \), in which each element \( \pi_k \) is the probability that a data point comes from each class, \( k = 1, \ldots, K \) for \( K \) classes, and \( \sum_{k=1}^{K} \pi_k = 1 \). In other words, \( \pi \) is merely the probability that the structure is in each state.

Each state of the structure is defined by its own Gaussian distribution which has a mean, \( \mu_k \), and covariance, \( \Sigma_k \). The graphical model of this is shown in Figure 7.1 and it is possible to write it down as below:
\[ x_i|c_i \sim \mathcal{N}(\mu_{c_i}, \Sigma_{c_i}) \]
\[ c_i \sim \text{Mult}(\pi) \] (7.1)

In order to use this model, the parameters must first be determined. The parameters of the model include: the number of clusters \( K \); the mixing proportions \( \pi \); and the cluster parameters, \( \{\mu_1, \ldots, \mu_K, \Sigma_1, \ldots, \Sigma_K\} \). This gives a total parameter vector, \( \Theta = \{K, \pi, \mu_1, \ldots, \mu_K, \Sigma_1, \ldots, \Sigma_K\} \). Additionally, \( \theta_k \) is defined as \( \theta_k = \{\pi_k, \mu_k, \Sigma_k\} \).

Determining these parameters can be accomplished quite efficiently via Expectation Maximisation [75] for \( \theta_{1:K} \) and for \( K \) either the Bayesian Information Criterion [261] or Akaike Information Criterion [262] can be used. This will give the maximum likelihood solution to the model given the currently observed data, however, a Bayesian solution to the problem has also been explored for SHM [263] or more generally, for the GMM, in [264].

## 7.2 Dirichlet Process Gaussian Mixture Models

The desirable modification to this hierarchical finite GMM is to make the inference over \( \Theta \) Bayesian. This will give more robust estimates of the parameters, \( \theta_{1:K} \) (i.e. the parameters in \( \theta_k \) for all clusters \( k = 1, \ldots, K \)), and allow a probabilistic selection of \( K \) through use of the Dirichlet Process prior. The Bayesian approach allows incorporation of prior knowledge, such as the expected effects of damage, in a formal manner. This can be done by fixing labels to certain data points \textit{a priori} rather than learning them or by grouping certain cluster labels using some form of meta-labelling (a label which is separate from the clustering procedure but defines multiple clusters as having the same class — e.g. for handling multiple undamaged conditions). Conversely, it also allows the data observed to shape the model belief through calculation of posterior distributions.

Firstly, as is standard in any Bayesian analysis, priors are placed over the cluster parameters \( \mu_k \) and \( \Sigma_k \). To help with inference over the model, these priors are chosen to be conjugate with the Gaussian distribution which is the likelihood, therefore, the prior over the means is a multivariate Gaussian and the prior over the covariances is an Inverse-Wishart (IW). The choice of conjugate priors ensures that updates to the
cluster parameters can be computed in closed form given the observed data in each cluster. This primarily is a computational advantage, however, it also avoids any error that may occur from approximate the posteriors of these parameters for example by MCMC. These prior distributions have their own hyperparameters associated with them which are, $\mu_0, \kappa_0, \Sigma_0, \nu_0$. It is usual to combine these into a single prior distribution over the cluster parameters $H$.

\[ H = NW(\mu_0, \Sigma_0, \kappa_0, \nu_0) \]
\[ = N(\mu | \mu_0, \frac{\Sigma}{\kappa_0}) \WW(\Sigma | \Sigma_0, \nu_0) \]  \hspace{0.5cm} (7.2)

To perform Bayesian inference over the mixing proportions $\pi$, as well as the cluster parameters, another prior must be specified. The sensible choice again is to choose the conjugate prior to the Multinomial distribution, which is a Dirichlet distribution governed by a strength parameter $\alpha$, which is a single number when a symmetric Dirichlet distribution $[76]$, is used, as in this case. Following [265], it is possible to take the limit of $K \to \infty$ and form an infinite Gaussian mixture model (IGMM) for which the generative model is shown in Equation (7.3) and the graphical model is seen in Figure 7.2.
The strength of this formulation for a mixture model, in the SHM context, is that only the hyperparameters need to be specified to use the model, there is no tuning of thresholds or calibration phase. Practically, this means that to implement the model, the operator does not need to specify a number of expected normal or damage conditions, which is difficult or impossible for a structure in operation. Nor does the user need to specify the expected changes that damage on the structure will introduce to the data (derived from the physical mechanism of damage or a large number of expensive tests); although in the presence of training data, this can be easily introduced by including clusters in the model where the prior parameters of those clusters are the posteriors of the parameters when the known data is added to the cluster. Or by fixing certain data points assignment to certain clusters the algorithm is used in a semi-supervised manner.

A collapsed Gibbs sampler can be used to make efficient online inference over this model [266]. The collapsed Gibbs sampler refers to the process of analytically marginalising certain variables in the model — this is made possible by the choice of priors in the model. For the DPGMM, the cluster parameters, means and covariances, can be marginalised analytically removing the need to sample them. This gives a posterior distribution over each of the parameters against which new data can be assessed via the posterior predictive distribution, $p(x_i|\mathcal{D}_{-i})^2$, the likelihood of point $x_i$ given the rest of the observed data. Although potentially faster algorithms for variational inference in the Dirichlet Process mixture model exist [267, 268], it is more practical to implement the Gibbs sampler when performing inference online. The nature of the Gibbs sampling solution is that each data point is assessed marginally in the sampler, this allows the addition of new points online rather than requiring batch updates. It also makes the incorporation of prior knowledge simple, as points

---

2The notation $-i$ is used to indicated all points except for point $i$
which have known labels can be excluded from the Gibbs sampler.

For the case of a Gaussian base distribution, the Gibbs sampler proceeds as follows. The already collected data (if present) are initially assigned to random clusters, then at each iteration one of the data points is chosen to be (re)assessed. This point is removed from its current cluster assignment, \(c_i\), and the parameters of that cluster are updated. If that data point was the only point assigned to that cluster, it is destroyed and the total number of clusters, \(K\), is updated. For each cluster, \(k = 1, \ldots, K\), the prior likelihood that the point was drawn from that cluster \(k\), is assessed. The prior is a Dirichlet Process prior, which for an existing cluster is equal to:

\[
p(c_i = k \mid c_{-i}, \alpha) = \frac{N_{-i,k}}{N + \alpha - 1} \tag{7.4}
\]

It can be seen that the prior likelihood is governed by the hyperparameter, \(\alpha\), and the number of points currently assigned to that cluster, \(N_{-i,k}\). The prior encourages clusters to grow, increasing \(\alpha\) will make a higher number of clusters more likely. Since the information from the other data points should also be included in the clustering process, the likelihood term must be computed to get the posterior likelihood of the point belonging to each cluster, up to a constant. That is, compute:

\[
p(c_i = k \mid \mathbf{x}_i, c_{-i}, X_{-i,k}, \alpha, \beta) \propto p(\mathbf{x}_i \mid X_{-i,k}, c_i = k, \beta)p(c_i = k \mid c_{-i}, \alpha) \quad \text{where} \quad \beta = \{\mu_0, \Sigma_0, \kappa_0, \nu_0\}, \text{the prior constants of the base distribution.}
\]

This is the posterior probability for the assignment of data point \(i\) to cluster \(k\), given the data value, \(\mathbf{x}_i\), the current cluster assignments, \(c_{-i}\), the data already assigned to that cluster, \(X_{-i,k}\), and the hyperparameters \(\alpha\) and \(\beta\).

The computation of the likelihood term, \(p(\mathbf{x}_i \mid X_{-i,k}, c_i = k, \beta)\), involves calculating the posterior predictive likelihood of that data point \(\mathbf{x}_i\) being in cluster \(k\). As data are added to each cluster the parameters of that cluster are updated via conjugate (closed form) updates to the Gaussian which defines it. The model requires a posterior distribution over the parameters of each Gaussian cluster: \(\mu_k\) the mean and \(\Sigma_k\) the
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variance. This leads to a prior over the cluster parameters:

\[ \Sigma \sim \mathcal{IW}_{\kappa_0}(\Sigma_0) \]  
\[ \mu | \Sigma \sim \mathcal{N}(\mu_0, \Sigma / \kappa_0) \]  
\[ p(\mu, \Sigma) \equiv \mathcal{NIW}(\mu_0, \kappa_0, \Sigma_0, \nu_0) \]

\[ p(\mu, \Sigma) \propto |\Sigma|^{-((\nu_0 + d)/2 + 1)} \exp \left( -\frac{1}{2} \text{tr} \left( \Sigma_0^{-1} \Sigma^{-1} \right) - \frac{1}{2} \kappa_0 (\mu - \mu_0)^T \Sigma^{-1} (\mu - \mu_0) \right) \]

The updates to the posterior parameters of the cluster are efficient since the priors have been chosen to be conjugate. The conjugate updates when \( n \) data points have been observed, are computed as shown,

\[ \mu_n = \frac{\kappa_0}{\kappa_0 + n} \mu_0 + \frac{n}{\kappa_0 + n} \bar{x} \]  
\[ \kappa_n = \kappa_0 + n \]  
\[ \nu_n = \nu_0 + n \]  
\[ \Sigma_n^{-1} = \Sigma_0^{-1} + S + \frac{\kappa_0 n}{\kappa_0 + n} (\bar{x} - \mu_0) (\bar{x} - \mu_0)^T \]

Here, \( S \) is defined as the sum of squares matrix around the sample mean, \( \bar{x} \),

\[ S = \sum_{i=1}^{n} (x_i - \bar{x}) (x_i - \bar{x})^T \]

It can be shown that when updating a cluster by a single data point (adding or removing a single point), the updates can be carried out as Rank 1 updates to a Cholesky decomposition of the covariance matrix of the posterior, which significantly improves the speed of the computation \[269, 270\]. The distribution of interest for calculating the likelihood term in the DP mixture model is sometimes referred to as the posterior predictive distribution \( p(\mathbf{x} | \mathcal{D}_k) \); the likelihood that a new point \( x \)

\[ ^3 \text{Here } \text{tr}(\cdot) \text{ indicates the trace operator} \]
was drawn from the posterior distribution of the currently observed data $D_k$, in that cluster under the assumed prior. For the model being considered, this is given by a multivariate-$t$ distribution with $\nu_n - d + 1$ degrees of freedom,

$$p(x | D_k) = t_{\nu_n-d+1} \left( \mu_n, \frac{\sum_{\nu_n} (\kappa_n + 1)}{\kappa_n (\nu_n - d + 1)} \right)$$

$$= Z \left( 1 + (\nu_n - d + 1)^{-1} (x - \mu_n)^T \left( \frac{(\kappa_n (\nu_n - d + 1))}{\sum_{\nu_n} (\kappa_n + 1)} \right) (x - \mu_n) \right)^{-\frac{(\nu_n-d+1)/2}{2}}$$

(7.8a)

Where,

$$Z = \frac{\Gamma ((\nu_n+1)/2)}{\Gamma ((\nu_n - d + 1)/2) (\nu_n - d + 1)^{d/2} \pi^{d/2} \left( \frac{(\kappa_n (\nu_n - d + 1))}{\sum_{\nu_n} (\kappa_n + 1)} \right)^{1/2}}$$

(7.8b)

As the degrees of freedom of this distribution increases, it tends towards a Gaussian. Since the student’s-$t$ distribution has similar shape to a Gaussian but with heavier tails, this has an interesting interpretation in the clustering model. When clusters have fewer points, a new point which is assessed in the tails of the distribution will have a higher likelihood than if a Gaussian were used. Practically, this will allow small clusters to still accept new points and reduce bias introduced from the small number of points defining the cluster.

Having computed the prior and likelihood for each of the existing clusters in the model, $k = 1, \ldots, K$, the prior and likelihood are calculated to account for the creation of a new cluster $k^*$. The likelihood is calculated as in Equation (7.8), where the parameters of the $t$ distribution are equal to the prior parameters $\beta$. The prior is calculated as,

$$p(c_i = k^* | c_{-i}, \alpha) = \frac{\alpha}{N + \alpha - 1}$$

(7.9)

Equations (7.4), (7.8) and (7.9) allow the calculation of a value proportional to the posterior likelihood that the data point of interest $x_i$ was a sample from any existing cluster or a new cluster. These likelihoods need to be scaled by the marginal likelihood, $\sum_{k=1}^{K+1} \tilde{p}(c_i = k | x_i, c_{-i}, X_{-i,k}, \alpha, \beta)$, where,

$$\tilde{p}(c_i = k | x_i, c_{-i}, X_{-i,k}, \alpha, \beta) = p(x_i | X_{-i,k}, c_i = k, \beta) p(c_i = k | x_i, \alpha)$$

(7.10)
Practically, this means summing $\tilde{p}(c_i = k \mid x_i, c_{-i}, X_{-i,k}, \alpha, \beta)$ for every existing cluster and the new cluster ($c_i = k^* = K+1$) and dividing each $\tilde{p}(c_i = k \mid x_i, c_{-i}, X_{-i,k}, \alpha, \beta)$ by this sum. This gives a multinomial distribution for the cluster label $c_i$ of point $i$.

Sampling a cluster label $c_i$, from this distribution, the point is assigned to this cluster, either an existing cluster or a new cluster. If the point is added to an existing cluster then the parameters of that cluster are updated according to Equation (7.6). If the point is assigned to a new cluster, that cluster is initialised from the NIW prior and the single point is added to it according to Equation (7.6). The total number of clusters is also updated to reflect the increase, $K = K + 1$. Once these updates are made, another point is sampled and the process repeats itself.

Since the Gibbs sampler is a valid Markov Chain Monte Carlo (MCMC) method it is guaranteed that the normalised posterior distribution over the cluster labels will converge in the limit to the true posterior conditioned on $\alpha$ and $\beta$ provided that the target distribution of the Markov Chain is that true posterior [76].

7.3 Online Inference in the SHM Context

Using a Gibbs sampling approach to assign cluster labels has a key advantage; each data point is assessed marginally. This means that new data points can be added into the data set and inference can proceed uninterrupted. Since the data in each cluster update the posterior parameters of that cluster, the cluster posterior distributions are refined by increasing the amount of data. The addition of data also allows for the creation of new clusters in a probabilistic (specifically Bayesian) manner without needing to pre-specify the total expected number of clusters or the parameters of those clusters, all without relying on heuristic measures. The learning of the number of clusters is a direct consequence of the Bayesian model form, it does not require expert knowledge or collection of a large training data set.

This behaviour can be exploited for use in an SHM context in three ways:

1. All data observed by a monitoring system refines the parameters of already known states, e.g. the normal condition, thus reducing false alarms.

2. When the behaviour of a structure changes, a new cluster is formed, triggering an alarm.
3. If, upon investigation, first of other available data (i.e. operational and environmental data) and if necessary of the structure itself, this alarm is not a result of damage, the cluster is given a label that allows classification of this separate undamaged state in the future.

This type of semi-supervised methodology allows the model to be continually updated so that all data collected are used to refine the model; this avoids the need to conduct many expensive long-term tests to acquire multiple normal state conditions and to observe the effects of all type of damage. Here, the semi-supervised nature of the process is to label online the discovered clusters from the DP model. The underlying clustering algorithm is considered unsupervised cluster discovery but the addition of labels following investigation is what adds value in an SHM context and this requires online supervision (assigning meaningful labels to those implicitly assigned by the algorithm, this is part of the meta-labelling procedure). It also allows all data collected by the monitoring system to be used as additional information when making inference in the future. Therefore, the value of collecting data increases, as it is not only used for assessment of the structure, but also improves future operation of the SHM system.

It is usual that an SHM system will be operational for an extended period of time, therefore, the size of the training dataset being considered in an *online learning* setting is constantly increasing. This introduces a challenge if the standard Gibbs sampling algorithm for inference in a DP mixture model were to be used. Since the Gibbs sampler would reassess all of the data points (calculating the posterior likelihood of each cluster label), at each iteration the algorithm would become progressively slower, to the point where it would not be feasible to continue. The proposed solution is to window the process so that only the previous $o_{max}$ points that are added to the training set are considered in the Gibbs sampler. The value of this *forgetting factor* should be determined to be the maximum possible, given available computational power, since the early stopping of the Markov Chain may mean that the chain has not converged to the target distribution. It is worth considering that this is the case for all MCMC methods, whose convergence to the stationary distribution is guaranteed in the limit using the Strong Law of Large Numbers. The usual convergence checks for MCMC can be used, such as the $R$ statistic [33]; it is recommended, however, that the sampler is run for as many iterations as is computationally feasible. In an online setting, this is limited by the rate at which new data is being added to the process; the algorithm should be able to sample every
Algorithm 8 A Gibbs Sampler for DP Clustering SHM Data with Forgetting and a Gaussian Base Distribution

```
function DP-FGS(α, μ₀, Σ₀, κ₀, ν₀, o_max)
    β ← {μ₀, Σ₀, κ₀, ν₀}
    N ← 0  ▷ The Number of Points Observed
    C ← 0  ▷ Start with No Clusters
    for Each New Point Observed do
        N ← N + 1
        o = max (N − o_max, 0)
        for randperm(i = o to N) do ▷ Random Permutation of Last o Datapoints
            Remove point xᵢ from cluster cᵢ
            Update μᵝᵢ, Σᵝᵢ, K
            for k = 1 to K do
                Calculate p(cᵢ = k|c₋ᵢ, X, β, α) ▷ Predictive Posterior for Each Cluster
            end for
            Calculate p(cᵢ = k*|c₋ᵢ, X, β, α) ▷ Predictive Posterior of a New Cluster
        end for
        for xᵢ do
            Sample new cᵢ from normalised p(cᵢ|c₋ᵢ, X, α, β)
            Add point xᵢ to cluster cᵢ
            Update μᵝᵢ, Σᵝᵢ, K
        end for
    end for
end function
```

Pseudocode for the algorithm is shown in Algorithm 8, here it can be seen that only data points o_max samples back in time are reassessed. This introduces the additional hyperparameter to the model of how far back in time the sampler assesses. This parameter must be chosen \textit{a priori} and is dependent on the system used with regard to the expected rate of change of behaviour, and computational requirements. Once datapoints will no longer be reassessed it is possible to discard them as the information can be contained in the cluster parameters thus leading to a more computationally and memory efficient implementation.

### 7.3.1 Hyperparameter Selection

In many cases the choices of hyperparameters in the process, including \(μ₀, Σ₀, ν₀, κ₀\), must be driven by prior knowledge of the system which can only come from an
understanding of the structure as an engineering problem; additionally, the available computational resources will govern the range of feasible values.

If there is a case where no training data are available, it can pose problems in setting the hyperparameters for the clusters $\beta$, and also the strength parameter $\alpha$. In this case, pragmatism must take over. Normalisation of the data would allow the parameters in $\beta$ to be set such that the prior cluster is a zero mean, unit variance Gaussian. It is clearly not possible to perform this normalisation in the absence of any training data. A sensible solution to this would be to implement a standard normalisation scheme, removing the mean and scaling by the standard deviation, where these quantities are calculated based on samples from a fixed period at the beginning of operation, either using the sample statistics, or by bootstrapping [271].

The choice of $\alpha$ poses a more difficult problem. This hyperparameter controls the likelihood that new clusters will be generated. It is not possible a priori to choose an optimal value for this parameter, since the spacing of the data in the feature space is unknown. For many applications, there is a sensible range of values from which $\alpha$ can be set. Based on the author’s experience, it is recommended that $\alpha$ is set between one and 20 for most applications. Should problems be found with the process in operation, it is possible to repeat the analysis with a different value for $\alpha$ and if desired inference can be performed over $\alpha$ by placing a Gamma prior on the parameter [268].

### 7.3.2 A Suggested Decision Making Process

The algorithm shown here returns more information than a usual novelty detection scheme due to its ability to cluster recurring feature sets into previously observed behaviour. Outlined here is one way in which this process could be used to aid decision making for SHM, as well as some of the considerations that should be made.

The simplest method to choose as the point at which an alarm is triggered is the creation of a new cluster, which in theory corresponds to the emergence of, as yet, unobserved behaviour. However, as the method progresses and clusters data online, for each assessment in the Gibbs sampler there is a non-zero probability that a new cluster will be created, although this probability can be very small. To protect against an unacceptable rate of false positives, a threshold can be introduced to ensure that alarms are not raised until a number of points are added to a new cluster.
This threshold can be refined over the operation of the system as it does not affect the process of clustering the data itself. As a rule of thumb this can initially be set to be around five points for the critical mass in a cluster; this ensures that the process remains sensitive to changes in behaviour, but protects against small clusters being formed which don’t correspond to actual structural changes, but are artefacts of the Gibbs sampler. The value of this threshold does not affect the progression of the algorithm and will likely be specific to individual use cases, its alteration online does not interrupt the algorithm.

A more robust system can be developed working on the assumption that damage causes ongoing changes in the behaviour of the system and that the structure cannot, of itself, return to an undamaged state. The affect of damage will not only cause a new cluster to be formed but points will continue to be added to this cluster as long as the structure is damaged. In view of this, it is possible to use the rate of growth of the clusters as indicators of the structures condition or operating behaviour. If a new cluster is created and grows at a significant rate (the extreme of which being all new points are added to it) this indicates a permanent shift in behaviour which could be associated with damage.

The problem remains of determining whether the change in behaviour is associated with damage to the structure or a change in operation which is ultimately benign. The primary method to separate damage from environmental variation is the choice of appropriate features to cluster [235]. Before the structure is inspected when an alarm is triggered, it is important to use all available data to assess reasons for changes in behaviour. The obvious suspects would be changes in environmental conditions: temperature, precipitation, etc. Other factors which will strongly influence the operational behaviour will include changes in use of the structure, such as change in loading or in the structural properties (e.g. changing topside mass on an offshore platform). It is worth considering at this point, the difference between observing a correlation with another measured variable related to the environmental conditions and establishing causation before deciding that the cause of a new cluster is benign. Discussion regarding this point can be found in [272]. Methods such as the Granger test [273] may help to provide insight as to whether a cause of the change in behaviour can be explained by other measured data.
7.4 Results

7.4.1 Three-Storey Building Structure

The application of the DP mixture model is explored here using a benchmark dataset from a three-storey building structure (Figure 7.3), produced by Los Alamos National Laboratory [274] for identification of damage under changing system behaviour. The experiment is a simplified three-storey building structure undergoing base excitation. Damage is simulated using a bumper attached between the second and third floors with the aim of representing a breathing crack in the structure. The structure is excited, nominally, along one axis only and mounted on linear bearings to minimise any torsional behaviour. The structure was tested in 17 states, aiming to represent a mixture of damaged and undamaged conditions, a summary of these states is shown in Table 7.1.

In the original report [274], a number of methods for feature extraction and classification are discussed and shown to be effective at detecting damage on this structure. Zhou et al. [275] show the use of an output-only approach to detect the introduction of damage. Figueiredo et al. [276] discusses the selection of AR model order in
Table 7.1: Table reproduced from [274] showing 17 different states under which the structure was tested.

<table>
<thead>
<tr>
<th>Label</th>
<th>State Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>State#1</td>
<td>Undamaged</td>
<td>Baseline condition</td>
</tr>
<tr>
<td>State#2</td>
<td>Undamaged</td>
<td>Added mass (1.2kg) at the base</td>
</tr>
<tr>
<td>State#3</td>
<td>Undamaged</td>
<td>Added mass (1.2kg) on the 1st floor</td>
</tr>
<tr>
<td>State#4</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 1BD</td>
</tr>
<tr>
<td>State#5</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 1AD and 1BD</td>
</tr>
<tr>
<td>State#6</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 2BD</td>
</tr>
<tr>
<td>State#7</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 2AD and 2BD</td>
</tr>
<tr>
<td>State#8</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 3BD</td>
</tr>
<tr>
<td>State#9</td>
<td>Undamaged</td>
<td>Stiffness reduction in column 3AD and 3BD</td>
</tr>
<tr>
<td>State#10</td>
<td>Damaged</td>
<td>Gap (0.20 mm)</td>
</tr>
<tr>
<td>State#11</td>
<td>Damaged</td>
<td>Gap (0.15 mm)</td>
</tr>
<tr>
<td>State#12</td>
<td>Damaged</td>
<td>Gap (0.13 mm)</td>
</tr>
<tr>
<td>State#13</td>
<td>Damaged</td>
<td>Gap (0.10 mm)</td>
</tr>
<tr>
<td>State#14</td>
<td>Damaged</td>
<td>Gap (0.05 mm)</td>
</tr>
<tr>
<td>State#15</td>
<td>Damaged</td>
<td>Gap (0.20 mm) and mass (1.2kg) at the base</td>
</tr>
<tr>
<td>State#16</td>
<td>Damaged</td>
<td>Gap (0.20 mm) and mass (1.2kg) on the 1st floor</td>
</tr>
<tr>
<td>State#17</td>
<td>Damaged</td>
<td>Gap (0.10 mm) and mass (1.2kg) on the 1st floor</td>
</tr>
</tbody>
</table>

the context of damage detection on this structure, using the time series collected; whereas, Bandara et al. [277] show how frequency domain features (PCA projections of the FRF and coherence) can be used in the feature selection step and provide good classification results when used as inputs to a neural network.

The states where the changes made to the structure did not introduce nonlinearity (mass or stiffness changes) are considered to be environmental variation, and those which introduced nonlinearity (impacts of the bumper) are considered damage states. It can be seen that, in addition to the baseline condition, there are eight states representing environmental changes and eight representing damage.

50 measurements were made in every state, each comprising of a time series of 8192 data points, corresponding to 25.6 seconds of data. Frequency domain features are extracted from the data. It is important here that the clustering algorithm is also sensitive to features which can be extracted online. Although this limitation is minor, it does require some consideration when designing the identification algorithm.

Prior to the implementation of an SHM system, the use of such a system is justified, and the design of the system must be informed by operational evaluation [6]. This
7.4. RESULTS

process considers the added benefit of investing in SHM; it also defines the parameters under which the system operates. These include considering the conditions in which the structure will operate, and the effect of this on any data acquisition scheme. A key step in SHM is feature selection; the challenge in this case is that many of the usual tools for feature selection are unavailable due to the lack of a training phase. It is necessary, therefore, to design the feature selection in such a way that it can: firstly, be computed online for all data that will be collected by the system; secondly, will give rise to features that are sensitive to changes in the structure that are of interest. In general this will be sensitivity to damage in the structure but not to environmental conditions. As is usual when dealing with measurements of acceleration of a dynamical system, data is first transformed into the frequency domain in batch. For vibration data, damage sensitive features are predominantly extracted in the frequency domain [278, 279]. The additional benefit of using frequency domain features is that they can be invariant to the input to the system, e.g. the natural frequency (of a linear structure) is not affected by the forcing on the structure. This plays some role in the removal of environmental and operational changes.

Transformation of the blocks of 8192 time points into the frequency domain gives feature vectors which are 1024-dimensional real values in the Power Spectral Density (PSD), using Welch’s method [280]. This high dimensionality is a significant hindrance to many algorithms, including the one presented in this paper. Not only does it add significant computational burden, in this case $O(D^3)$ for $D$ dimensions, this complexity comes from the inversion of the covariance matrices which are size $D \times D$. But also many algorithms suffer from lack of sensitivity in high-dimensional spaces due to reliance on Euclidean distance metrics [179, 281]. To avoid this it is possible to only consider other features which summarise the key properties of these high dimensional features, e.g. the natural frequencies and damping ratios of a system. However, a significant amount of information is lost when only these simple quantities are considered. It is desirable, therefore, to retain as much information as possible while also reducing the dimensionality of the feature space.

The usual manner to deal with this high dimensionality is to perform some type of dimensionality reduction such as Principal Component Analysis [75]. Principal Component Analysis (PCA), among other dimensionality reduction techniques, requires a representative training set of data which can be used to learn a linear projection onto a lower-dimensional space by accounting for maximum variance in each direction as the dimensionality increases. When designing an online SHM
system, this does not represent a feasible approach since data are required to
learn the optimal projection prior to any analysis using PCA, via the expectation
maximisation method. The use of an online PCA projection — for example via
online expectation maximisation [282] — also causes problems since the projection
into the low dimensional space would be changing online; requiring the algorithm
to fully recompute at each time step (running the Gibbs sampler multiple times to
ensure convergence) which is not computationally feasible.

An alternative approach is to leverage a technique that has found widespread use in
the compressive sensing community [283] — Random Projection (RP). The Johnson-
Lindenstrauss theorem states that, when a set of high-dimensional data in Euclidean
space is projected using a random matrix, the pairwise distances between the data
are preserved with an error that can be quantified, allowing signals to be significantly
compressed using RP [284, 285]. By adopting a dimensionality reduction technique,
which, rather than manually selecting features, does not require expert knowledge
or a representative training set offers a number of advantages. The foremost of
which (in this case) is the ability to begin operation of the SHM system immediately
without a training phase and while preserving the pairwise distances between the
full magnitude FRFs/coherences. In this way more information can be retained as
opposed to the selection of some other low dimensional feature e.g. modal properties.

For this dataset, initially, the FRF and coherence at the top floor are considered;
each of these is projected down onto ten dimensions using a random projection,
where each element of the random matrix is an i.i.d. sample from the distribution
$\mathcal{N}(0, 1)$. These features are augmented with the area under the magnitude FRF at
each floor including the base, giving a 24-dimensional feature vector. The addition
of this feature is to capture the change in total energy being transferred to each floor
as the structure state changes.

The algorithm was run with the parameters set as: $\alpha = 10$, $o_{\text{max}} = 200$, $\alpha$ is chosen by
engineering judgement before looking at the data (although varying this parameter is
explored later) and $o_{\text{max}}$ is limited by computation speed; therefore the Gibbs sampler
reassessed only the previous 200 points, to save on computational burden. Figure 7.4
shows the progression of the algorithm over time with each observation being a block
of 8192 time series points from which the features are extracted. Vertical lines show
the initiation of a new cluster at which point an intervention is triggered to label the
newly-observed behaviour. By studying Figure 7.4, one can see that 16 clusters have
been detected. The damage introduced at observation 450, immediately triggers an
Figure 7.4: Plot showing features used in clustering with colours indicating the clusters to which datapoints have been assigned for the online Dirichlet Process clustering with the full 24 dimensional feature space. The vertical lines of each colour indicate the initiation of that cluster.

intervention as a new cluster is formed.

Figure 7.5 shows the confusion matrix between the implicit states from the DP clustering and the known true states. For the initial nine states, baseline and eight environmental changes, there is perfect classification using the online DP clustering, the $9 \times 9$ matrix in the upper left is diagonal. This shows that while the algorithm would require further investigation when there is a change in environmental behaviour, the reappearance of these changes would then be correctly classified. For example, if there were seasonal changes in behaviour these would be classified correctly after the first appearance of the behaviour.

States 10 to 14 in the dataset correspond to increasing damage severity. It can be seen that for the smallest damage extent, despite triggering at the first damage observation, there is some confusion with the baseline state. Given these fifty observations it suggests that damage is occurring while the structure is operating under environmental conditions equivalent to State 1. As the severity of damage increases, the states are correctly classified into one of three clusters. State 15
corresponds to the lowest damage extent with the environmental change from state 2, which is classified well as a new damage case with only a small number of misclassifications into state 2. State 16 is equivalent to 15 except the environmental change is that seen in state 3, with similar results. State 17 corresponds to a larger damage extent with the environmental change from state 3. This is well classified as a new damage class.

It is useful, however, to consider how varying the alpha parameter would affect the results shown for this case. For this reason the algorithm was additionally run with a number of different $\alpha$ values. If the system were running offline, inference could be performed over $\alpha$ to either select an optimal value or to learn the distribution in a Bayesian manner. Instead, the algorithm has been run with ten different fixed $\alpha$ values for a hundred different runs. Since the algorithm is stochastic, it is important to consider the distributions at different $\alpha$ values, not just a single result.

Figure 7.6 shows the development of the false negative (FN) rate for increasing $\alpha$. The boxplot shows the 25th and 75th percentiles as the top and bottom of each box,
the sample median is shown by the red line. The “whiskers” show the interval of \(+/- 2.7\sigma\) and outliers from this range are denoted by red crosses. The FN rate is defined here as the number of points in damage classes classified into an undamaged class. As seen in Figures 7.4 and 7.5, for the progressing damage scenarios in States 10 to 14, three clusters are created; distinction between these clusters is not included in the calculation of the FN or false positive (FP) rate. The FP rate was zero for all tests across all values of \(\alpha\), where an FP was defined as a point being classified into a cluster greater than 9 if it was in one of the first 9 states. For the results shown in Figure 7.6, it can be seen that the FN rate is low across all levels of \(\alpha\). There is an increase in the FN rate as \(\alpha\) tends to zero which is associated with data in the lowest damage extents, States 10 and 15, being misclassified as belonging to the healthy clusters associated with those environmental conditions. As the \(\alpha\) value increases past 10, the FN rate has little variation with \(\alpha\), as the clusters are well separated; this stops the formation of more clusters. Figure 7.7 shows this in a box plot where the distributions in the number of clusters are considered with varying \(\alpha\). The fact that the clusters are well separated means that the number of clusters plateaus in this range of \(\alpha\) values.

For the feature set shown in this experiment, which gives relatively good separation
of clusters, the performance of the process is not significantly impacted by the choice of alpha within the range $\alpha \in [0.1, 30]$. This supports the *a priori* selection of $\alpha = 10$ as a starting point in engineering problems, where the data can be normalised to zero mean and unit variance and the parameters of the $NIW$ prior are set $\mu_0 = 0, \Sigma_0 = I, \nu_0 = D, \kappa_0 = 1$ which corresponds to a unit Gaussian in $D$ dimensions as a prior.

**Feature Selection to Remove Sensitivity to Environmental Changes**

Should one wish to build a damage detection system that is insensitive to changes in the environmental conditions, it is possible to omit the features that are sensitive to this and perform the same inference procedure on a reduced feature set. The algorithm is re-run with a reduced feature set, where features are only sensitive to the damage condition not the environmental changes, with the same parameters as the previous analysis. This follows from the feature selection methodology shown in [235]; however, in the case of *online learning* these features must be chosen *a priori* based on engineering judgement.

Figure 7.8 shows the confusion matrix when only 10 features which are damage-
7.4. RESULTS

Figure 7.8: Figure showing the confusion matrix for the implied states (cluster indices) from the online DP clustering with the reduced feature space (10 features). This compared to the 17 known states of the structure, states 1-9 correspond to undamaged behaviour and 10-17 correspond to damage, as is shown in Table 7.1.

Sensitive are used to perform the clustering. The algorithm is attempting to separate only the damaged and undamaged classes from the dataset as defined in column two of Table 7.1, where states one to nine are classified as undamaged and 10 to 17 as damaged. These ten features are chosen to be the randomly projected coherence of the top floor. This feature selection does not require the damage state data. It is intuitive that, since the system is designed to detect a breathing crack in a structure that is approximately linear, the damage will increase any nonlinear behaviour which will cause significant change in the coherence but not in the FRF [286]. The coherence should also be broadly insensitive to the environmental changes that are expected to occur.

The DP clustering algorithm creates only two clusters in this case, without any tweaking of the hyperparameters. These two implicit states, upon inspection, correspond to the undamaged and damaged states. If only considering whether the system is labelled damaged or undamaged (Table 7.1), there are no false positives and 14 false negatives across the dataset of 850 observations, a FN rate of 0.017, defined as before. These results correspond to a sensitivity of 1 and specificity of...
0.965 giving a total accuracy of 0.984. All of the false negatives occur at the lowest damage state (0.20mm Gap), under differing environmental conditions. Despite this misclassification, the algorithm would raise a suitable alarm, even at the smallest damage extent, triggering an intervention.

The behaviour shown in the two cases above clearly demonstrates the ability of the algorithm to detect unknown states and to create new clusters to accommodate them. It also reveals that this does not remove the need for intelligent feature extraction based on sound engineering judgement. It is possible, given sufficient physical understanding of the structure, to imagine features \textit{a priori} that will only be sensitive to changes of interest (e.g. insensitive to environmental conditions), and with the use of techniques such as RP to create feature spaces upon which the algorithm can operate. The choice of these features must be driven by engineering knowledge, in this case the assumption that a system whose behaviour is close to linear when undamaged will become more nonlinear with progressing damage but not with environmental changes [286].

\textbf{Operating Online Without Input Information}

In operation, an SHM system does not normally have access to measurement of the excitation source, as with a system tested under laboratory conditions. This is normally due to the difficulty in placing instrumentation in the load path of the structure, both practically and financially. In this case, features based on the FRF or coherence function become inaccessible due to their reliance on data regarding the forcing of the system — this would be another possible motivation for the work presented in previous chapters of this thesis.

It is desirable, therefore, to imagine a situation in which the proposed method would be applied on a dataset where this information is unavailable, the aim being to create a semi-supervised learning algorithm that is sensitive to damage on the structure. Again, using the intuition that the presence of damage on the structure will lead to increased nonlinearity in the structure [286], it is possible to determine a feature set that will be sensitive to damage; it is assumed here that the measurements of acceleration at all three floors are available, but not the forcing at the base.

In the same manner as before, the data arriving in windows of 8192 points can be converted into power spectra in the frequency domain with 1024 features. Operating
directly on these power spectra will not yield a high sensitivity to damage and will be sensitive to changing environmental conditions. It is possible, therefore, to calculate the coherence between two of these output spectra rather than the traditional input-output coherence. This approach has been explored in [275], although here further signal processing is applied to create a damage-sensitive index based on the sum of the coherence functions. This approach requires offline learning to set up a statistical control chart on this feature, a step that is not required in the current work.

This coherence between the two output spectra can be reduced in dimension in the same manner as previously, using RP, since using all spectral lines naïvely is not feasible computationally. The new algorithm here is tested using the projection of the coherence between the ground floor and the top floor (data channels 2 and 5) onto only three dimensions.

Figures 7.9 and 7.10 show the progression of the algorithm in time, and the confusion
matrix when this limited feature set is used. The performance is comparable to when the input information is also available to the algorithm. It is clear that this methodology is capable of detecting changes in behaviour associated with damage in an online semi-supervised manner (in the absence of training data at the start of the process), which is efficient in terms of memory and data storage requirements. The information returned from the method regarding the creation of new clusters is a simple trigger for intervention from engineers operating the system. In addition, as the system continues to collect data, its ability to correctly classify new data is enhanced as the cluster parameters are refined in a Bayesian manner.

For this alternate feature set, the results shown in Figures 7.9 and 7.10 are for an \( \alpha \) value of 0.1. The results were run for a range of \( \alpha \) values as before; however, for this experiment significant dependence on the choice of \( \alpha \) was seen for the number of clusters created. This is shown in Figure 7.11. To calculate the FN and FP, rates the problem was treated as a two class problem where, any points in cluster 1 were considered to be “normal” and points in any other cluster were considered “abnormal”. This prescription leads to the true classes for each data point to be given

Figure 7.10: Figure showing the confusion matrix for the implied states (cluster indices) from the online DP clustering with the randomly projected output coherence features. As in Figure 7.8, the algorithm is attempting to classify between undamaged states (1-9) and damaged states (10-17) — see Table 7.1.
Figure 7.11: Boxplot showing distribution of the number of clusters created for 100 runs at the given levels of $\alpha$

by the State Condition column in Table 7.1. Box plots of the FN and FP rates for one hundred repeats at each $\alpha$ are shown in Figures 7.12 and 7.13, both the FN and FP rates are very low for all values of $\alpha$. The trend shown in Figures 7.12 and 7.13 is a decrease in FN and increase in FP with increasing $\alpha$. This is expected since the $\alpha$ parameter encodes the prior belief that data will be drawn from new clusters; intuitively, this states that with a given value of $\alpha$ a new cluster is just as likely as a cluster with $\alpha$ points in it already, see Equations (7.4) and (7.9).

Shown in Figure 7.14 is the corresponding plot to Figure 7.9 for a randomly chosen run of the algorithm with $\alpha = 30$; it can be seen that the FP rate is very low with only a single point misclassified, but as soon as the structure has damage introduced (point 450) multiple new clusters are created very quickly. To understand this behaviour, it is helpful to consider the pairwise correlation plots in Figure 7.15. Since the data have been normalised online using the first fifty points, and the hyperparameters of the $\mathcal{NIW}$ prior are set to $\mu_0 = 0, \Sigma_0 = I, \nu_0 = D, \kappa_0 = 1$ as before; the increase in variance seen with the initiation of damage on the structure, and lack of separability of the clusters, leads to the creation of many new clusters (in this run 11 clusters in total). In other words, the prior encourages the process to make a mixture of unit variance Gaussian clusters, based on the normalised data. As damage progresses,
the variance in the features increases despite the data being normalised to the lower variance portion of the signal. The process is, therefore, more likely to create a number of smaller clusters in the cloud of higher variance data instead of a single higher variance cluster. This effect is exacerbated by the higher $\alpha$ value, which favours the creation of more smaller clusters as the value increases.

The key question which must be asked is: in what way will this affect the operation of a system using this technique for SHM? The system remains resilient to false positives, and as discussed previously, techniques can be used to increase robustness to these. At the initiation of damage in the dataset a large number of new clusters are created which would lead to investigation, as discussed of other available environmental and operational data. The high number of alarms triggered would indicate a significant change in the structure, which in this case clearly corresponds to the damage being introduced.

### 7.4.2 Z24 Bridge Data

The now widely-known Z24 bridge dataset [56], has become a test-bed for many damage detection algorithms in SHM, particularly SHM of civil infrastructure. The dataset comprises of roughly one year of monitoring data from a bridge in Switzer-
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Figure 7.13: Boxplot showing distribution of False Positive rates for 100 runs at the given levels of $\alpha$ when using the output only features.

Figure 7.14: Figure showing progression of the algorithm when $\alpha = 30$, vertical lines represent the initiation of a new cluster.
land where damage was introduced deliberately toward the end of the monitoring programme. Researchers have most commonly used the first four natural frequencies of the bridge deck as damage-sensitive features; the difficulty in the dataset arises from the changes in environmental conditions which can confound damage detection algorithms. The most significant change is when a reduction in temperature is hypothesised to have caused stiffening of the deck asphalt leading to a rise in natural frequencies.

This work makes no attempt to avoid these changes in behaviour due to environmental effects, instead it aims to demonstrate the ability of DP-based clustering to detect and subsequently classify different regimes of the structure. The data are tested with the parameters of the algorithm set as $o_{\text{max}} = 2000$ and $\alpha = 10$. Here, again, $o_{\text{max}}$ is set on the basis of available computation time which is greater given the slower rate of arrival of the data points. $\alpha$ is set as before. Additionally to this, a threshold is introduced as discussed, to protect against false positives; this is required in this dataset due to the increased noise experienced in the full-scale test as opposed to the laboratory setting. The threshold was set at 50 data points; this was tuned on the basis of results from the initial section of the dataset, 500 data points. As previously mentioned, it may be possible to set a more robust trigger based on the rate of growth of the clusters, which may well constitute further work.
7.4. RESULTS

Figure 7.16: Figure showing online DP clustering applied to the Z24 bridge data using the first four natural frequencies as the features.

Figure 7.17: The clusters found for the Z24 bridge by the online DP clustering are shown in the feature space.
In the same manner as before, it is assumed that there is minimal training data available, only the first 500 data points. As the algorithm progresses, more clusters are created; this is shown in Figure 7.16, a normal condition cluster (red) is quickly established. As the temperature cools three more clusters are created (orange, cyan and green) corresponding to the progression of freezing of the deck. Two other clusters are created, the dark blue one around time point 800 and the light blue one close to time point 1700. From inspection of the pairwise plots of each variable (Figure 7.17) it appears that this light blue cluster corresponds to a shift and rotation in the normal condition. This could be caused by long term drift in the normal condition which leads the distribution of points in this state to become non-Gaussian, possibly another affect of the varying ambient temperature, precipitating the creation of a second cluster to approximate the non-Gaussian distribution. Finally, the pink cluster is created only two data points after damage is introduced to the structure showing the method’s ability, given the available feature set, to detect a change in behaviour corresponding to damage. In the Z24 dataset, there are two damage states induced, however, these are both classified into the same cluster when the DPGMM is run online. There are two reasons for this behaviour. The first is due to the lack of separation between the two damage state clusters in the feature space and the choice of $\alpha$ as shown on the three-storey bookshelf data. The second is that the data is normalised to the initial 500 points of data. The variance observed in this phase from which the hyperparameters of the cluster shape are set is greater that then separation between the two different damage clusters. This makes it difficult for the algorithm to create a new cluster for the second damage state due to the prior belief that has been encoded in $\beta = \{\mu_0, \Sigma_0, \kappa_0, \nu_0\}$.

It can be seen that once the algorithm has an explicit label assigned to the implicit label from the cluster assignment, subsequent data falling in that cluster can be correctly classified. The clusters relating to the different stiffness conditions of the deck, are able to classify these events from the second occurrence onwards, avoiding the need for unnecessary interventions, as would be the case with a simple novelty detection method. Figure 7.17 shows the pairwise correlations of the first four natural frequencies of the Z24 bridge; it is in this feature space that the algorithm is operating. Here, it is clearer how the clustering algorithm is separating the feature space into a mixture of Gaussian distributions.

The results shown on the Z24 dataset, demonstrate the ability of the algorithm to deal with recurring environmental conditions while remaining sensitive to damage. It
also makes clear that this approach to a damage identification algorithm will require more interventions/inspections shortly after the installation of the SHM system but with robustness increasing over time.

7.5 Discussion

This chapter has introduced a methodology for incorporating a DP mixture model into an SHM system for online damage detection. The algorithm has been shown to perform very well on test data with multiple damaged and undamaged states. The method requires little user input and updates online with simple feedback to the user as to when intervention is required. Additionally, as clusters are assigned physically meaningful labels, additional information is available to the end user. It is believed that the method provides a promising approach for SHM when there is little or no availability of training data and inspections are possible to assign labels in a semi-supervised manner. There are a number of strengths to using this technique over a simple one-class novelty detector or a non-probabilistic method such as affinity propagation [249]. The algorithm, unlike a basic novelty detector, can be run in a semi-supervised manner to assign labels to new behaviour states online and create new clusters. This additionally allows for multi-class classification as the algorithm progresses, allowing movement up the Rytter damage hierarchy [7], as more information is uncovered, toward classification or location. The advantage of this over moving from a novelty detector to classifier online is that there is no further training phase required and the algorithm automatically incorporates both the classification and novelty detection. Unlike methods such as affinity propagation, the DP clustering algorithm has a strong Bayesian foundation. By using a Bayesian technique, not only is a probability for every cluster provided, but there is a rigorous framework for the incorporation of prior knowledge. This would allow the use of an incompletely labelled training dataset to initiate the algorithm if certain states are known at the outset. This is achieved by assigning data points to clusters to update the cluster parameters, then excluding these points from the Gibbs sampling procedure to fix those clusters as explicit priors. If new points are added to these clusters, the parameters can continue to be updated via the conjugate update steps.

A modification to the normal DP algorithm has been proposed where the Gibbs sampler is truncated to consider only the previous \( o_{\text{max}} \) points in time. This allows
the methodology to be applied online by stopping the computational complexity growing as more data are acquired. This limits the complexity at each step to be, naïvely, $O(KD^3o_{\text{max}})$ which is possible to compute online. However, it can be formulated such that the clusters undergo a rank one update to the covariance at each step which reduces the complexity to be $O(KD^2o_{\text{max}})$ on all but the first time step.

Another key advantage of the method is that, once the $\text{NIW}$ hyperparameters have been set, there are only user-tunable hyperparameters, $\alpha$ and $o_{\text{max}}$. If necessary, full Bayesian inference can be performed by placing a prior over the $\alpha$ parameter and performing inference, for example, via MCMC. The sensitivity of the process to this parameter has been discussed in terms of the affect on feature selection and normalisation. It has been shown, however, that problems which may occur from poor selection of this parameter are minimal, especially when clusters are well separated. Finally, it is possible to formulate the problem with a non-Gaussian base distribution, if the data are believed to be significantly non-Gaussian. It is worth considering whether this adds value to the inference procedure since computation time is severely increased in this case and many non-Gaussian datasets can be well represented by the Gaussian mixture model, especially when the number of mixtures does not need to be specified a priori.

It is noted that, although this highly flexible model has a benefit when data arrive online with an unknown number of states, there may be better tools to use in an offline state or if the problem is restricted to detection. It would be surprising if this semi-supervised method was able to compete with a fully supervised inference algorithm, since there is less information in the training phase. Although the method has been shown to work on a two-class novelty detection problem (Figure 7.8) it is expected that other methods (e.g. robust outlier detection [17]) would perform better if data from the baseline were known. However, it is encouraging that the performance shown here is comparable with many offline supervised methods, particularly for the three-storey building structure [274, 275, 277].

The introduction of this DP methodology to the SHM community opens up the opportunity for further work on the use of this algorithm. For instance, strategies for determining optimal meta-features (triggers) which can guide inspection schedules or interventions. There is also room for investigation into how prior knowledge can be best exploited in the model, particularly if partially labelled datasets can be used to improve hyperparameter selection — specifically selection of the $\alpha$ hyperparameter.
Finally, the model also provides flexibility to remove information from clusters, this may not seem helpful but could be the groundwork for building a system that is robust to slowly varying trends which can be found in environmental confounding influences. In summary, this work has proposed a novel approach to online detection and classification which lays the foundation for further exploitation of this flexible Bayesian model in the future.
The work contained in this thesis has explored the use of different Bayesian approaches to tackle a variety of problems in SHM. The offshore environment presents a challenging and fruitful area in which to apply SHM techniques due to the difficulty and cost in traditional inspection and maintenance procedures. The use of probabilistic methods more readily lends itself to risk based inspection planning and the process of making decisions under uncertainty. For this the Bayesian paradigm is presented as a natural and powerful framework in which complex models can be created, prior beliefs — or lack thereof — can be (and must be) formally incorporated, and uncertainty is not considered something to be ignored or eliminated but an integral part of understanding the world.

The problem of how to understand the state of a structure has been approached from a number of different angles. This has included the use of machine learning techniques for better understanding unknown inputs to a dynamical system, as well as online detection and classification of structural condition. Each of the techniques used have been shown to exhibit both desirable and undesirable properties and it is worth highlighting these again here.

It would be sensible to propose a no free lunch theorem for SHM, it is safe to conclude that there is no single algorithm that will solve all of the challenges faced. It should be noted that it has not been possible to prove this rigorously here! Hopefully, however, through continued research it will be possible to understand better the most appropriate methods for given situations. The results seen in this thesis give some
indication of situations in which certain methodologies may (or may not) perform well.

8.1 Gaussian Processes for SHM

It has been shown in the literature and the examples throughout this thesis that the application of a Gaussian Process model for SHM regression tasks can be a powerful tool — for example in virtual sensing applications. The ability to handle nonlinear regression tasks, by construction, has allowed it to be used when physical models may be difficult or even impossible to define. The lack of need for a basis function reduces the difficulty in model selection and the optimisation of the hyperparameters against the negative log marginal likelihood allows exploitation of the Bayesian Occam’s Razor [100, 101] to find minimally complex models.

However, a number of steps in the formulation of the GP model — which can be easily overlooked when reading the machine learning literature — are shown in this thesis to have serious implications in an SHM application. Firstly, the choice of kernel in the Gaussian Process takes on a more tangible meaning in an SHM context where prior (and sometimes approximate) knowledge about the system can be encoded in an intuitive way; e.g. “I plotted it and it was roughly linear”. The elicitation of this information and encoding it in a sensible kernel form still requires expert intervention. It is also difficult to make these leaps of intuition as the dimensionality of the input data increases due to difficulties in visualisation.

For the first time (to the author’s knowledge), a population based optimisation approach to learning the GP hyperparameters has been implemented and compared to the popular gradient descent methodology. It has been shown that, not only is the population based approach a viable alternative to gradient descent, but it often outperforms a conjugate gradient approach in terms of consistency and optimal value. The drawback of this is the requirement for an increased number of function evaluations, however, when considering the need to perform multiple random restarts of the conjugate gradient method the gap is closed significantly. This was demonstrated on two synthetic datasets and also in a virtual sensing application from SHM. The prediction of port inner wing bending strain on a Tucano aircraft was shown to be sensitive to both the quality of the optimisation and the choice of kernel — which could only be made given physical insight. Here, the negative log marginal
likelihood was also seen to be a poor cost function for kernel selection as it penalised heavily the added model complexity of the added linear kernel which was essential to allowing generalisation of the model from a single flight to another randomly chosen flight. The alternative solution to this would be to increase the training set size sufficiently that the process could be fully represented by the nonlinear kernel, however, this would introduce further difficulties in implementing a Gaussian Process model with a large number of data points.

The applicability of the GP was extended by considering its ability to predict in a situation with dynamic relationships in the data by utilising it with a NARX framework. Some of the additional challenges that this represents (and which are often missing from literature using these models) were discussed. This included the difficulty in propagating uncertainty when making model predicted outputs — i.e. when there is feedback of model predictions to the input. The approach of Monte-Carlo sampling is compared to that of the exact propagation, when making a Gaussian approximation via moment matching. The problem of lag selection was also discussed from the perspective of a GP-NARX model and this was contrasted with the difficulty in polynomial NARX models where basis function terms must also be determined alongside the lag selection.

The load estimation problem for offshore, to predict the unknown forces exerted by the wave was first tackled using these Gaussian Process tools. Some of the potential benefits and pitfalls of applying the model were highlighted — especially GP-NARX. Lag selection was shown to be a difficult challenge that can greatly affect the quality of a GP-NARX model. It was also demonstrated that the use of a NMSE cost function for deciding on the most appropriate lags leads to models that fail to generalise. Instead the use of the posterior probability was shown to better highlight model quality when looking for models that would generalise for multiple step ahead predictions. It was shown for the wave loading that a static model outperformed a dynamic one if the object of interest was forecasting multiple points into the future and training was conducted using the negative log marginal likelihood. However, for the one step ahead prediction the GP-NARX model was able to far better capture the behaviour of the wave loading signal than the white-box Morison equation. In fact, even for the full model predicted output the static GP outperforms the Morison equation. The switch to a cross-validation learning approach improved the consistency of learning in the model and further improved the best performance seen from the model on unseen test data.
It may be possible, based upon the results seen in this work, to make a number of recommendations regarding the use of GPs. Firstly, it is important to consider the physical implications of the kernel choice before attempting to model the data. It is also important to establish that the training data is drawn from the same distribution as the test data, that this distribution is stationary, and that enough points have been observed to cover the possible test input space. This can often be challenging due to the high cost associated with obtaining training data for SHM. It is also seen that the most useful application of the GP-NARX may be in a situation such as model predictive control where long term forecasting is not required and the model can receive measured outputs to counteract the increase in uncertainty as time progresses. For a process like wave loading, the approach of using a GP-NARX may be difficult to implement as the uncertainty will continue to increase until the returning to the prior distribution of the GP. This imposes a horizon on how long the model can be effective for (in actuality the model will not contain much useful information long before it returns to the prior) thus limiting the life of the model.

8.2 State-Space Modelling for SHM

The state-space model was introduced as an alternative framework in which to perform system identification for parametric models such as the Duffing oscillator as well as semi-parametric models in the Latent Force Model. This could be extended to nonparametric models if, for example, a Gaussian Process State-Space Model was adopted although this isn’t shown in this work.

The first task attempted was to make use of this state-space framework to perform identification of a Duffing oscillator. Here the displacement of the oscillator had been measured with a very high measurement noise (50% RMS) which would make usual methods of parameter identification difficult and which obscured the other states of the model — the velocity and acceleration. A particle Gibbs framework was used to allow the smoothing distributions over the hidden states of the model to be recovered whilst estimating the parameter distributions of the model in a fully Bayesian manner. A number of challenges in implementing this kind of model became apparent.

It was necessary to employ ancestor sampling and particle rejuvenation to help mixing in the Markov Chain. This allowed the use of far fewer particles in the
method which in turn led to increased mixing for lower computation time. It is usual that structural dynamics systems will have a low amount of process noise (in some exceptional cases zero) so it was necessary to make use of particle rejuvenation. The author believes this is the first use of a particle Gibbs scheme in structural dynamic system identification, not withstanding the use of more modern techniques such as ancestor sampling and particle rejuvenation which were also introduced in this work. Problems still exist in this methodology, however, it is noted that the sampling frequency will affect the quality of the results due to the first order discretisation used in the Gibbs sampler and that the overestimation of process noise can lead to misidentification of the damping parameter. This, along with other extensions, will be discussed when considering future work to be completed.

Returning to linear systems and combining the state-space modelling framework with the flexibility of Gaussian process regression, this work introduces the use of the Gaussian Process Latent Force Model for operational modal analysis. It is shown that work on representation of the Gaussian Process as a linear state-space model can be combined with the Latent Force idea to produce a model ideally suited to OMA. Here the unknown inputs can be converted into latent states in the model whose form can have a prior distribution placed over it. Rather than using a random walk which may give rise to poor estimations of the loading time history, a Gaussian Process prior can be used to encode beliefs about smoothness or periodicity. As an aside, it can be shown that the random walk assumption is in fact a special case of a Gaussian Process with an exponential kernel described by a Matérn kernel whose roughness parameter \( \nu = 1/2 \).

By employing this model, it was shown that an output only identification is possible even if the forcing is non-Gaussian and close to the resonance of the structure. This is a very powerful tool for the offshore industry where it can be difficult to ensure that resonant frequencies of the structure are not close to the wave loading frequency. The identification is also conducted within a Markov Chain Monte Carlo approach such that the parameter distributions are learnt in a Bayesian manner. The state-space approach has been shown to be a more flexible extension to the NARX model in which inference can be made about both parameters in a model and about latent states. This is a natural framework in which to consider dynamic problems that inherently contain these hidden states.
8.3 Dirichlet Processes for SHM

Finally, an alternative look at the SHM challenge was presented in Chapter 7 where a Dirichlet Process model was used in combination with an online Gibbs sampler to allow damage detection and classification without the need to pre-collect a large training dataset or to specify the expected damage mechanisms. This approach of non-parametric Bayesian clustering allowed information to be incorporated online and for prior information (e.g. known labels) to be handled effectively. It was shown to be a suitable methodology for output only damage identification and classification on both a laboratory structure and a full scale structure.

The investigation of methods where there is either incomplete or no training data is a key future direction for SHM. The large costs associated with testing and collecting labelled datasets from structures is too high for fully supervised methods to be the only option if an end user wishes to perform classification. The key implication of being able to operate online from day zero is increased benefit and operation time for the same cost of installation of a system on a structure. It is usually difficult to anticipate all of the possible conditions a structure might experience, the benefit of a method which can generate new classes/clusters as needed is the removal of this need to learn how many states there are from a large training set.

8.4 Future Work

The research carried out for this project has raised a number of interesting avenues for further investigation which will motivate future work in this area. The Gaussian Process model is a promising technology for SHM and its application not only in this work but in literature would encourage continued research into its application to SHM. Although the work shown here has demonstrated that the training of this kind of model can be improved with the use of a population based optimisation scheme; it would be valuable to compare this to Bayesian approaches to estimating the hyperparameters (e.g. [88]) or to alternative optimisation methods such as a Bayesian optimisation [287]. It is worth bearing in mind the no free lunch theorem of Wolpert and Macready [121], however, it does appear that there is sustained advantage in ensuring the choice of an appropriate optimisation scheme for this particular problem.
A far harder area of research that remains open is that of automating the task of model selection inside for GP models, especially when the input data exist in high dimensional spaces. It may be found that it is helpful to reduce the dimensionality of this data in order to aid this, the use of dimensionality reduction for sparsity has already been explored [288] and leaves it as a promising area of investigation. An alternative approach would be to consider a methodology like Bayesian Model Averaging [289] where multiple model forms could be combined to avoid the selection problem. It is worth considering as well if the Gaussian assumption in the Gaussian Process is valid or if it is more valuable employing a robust regression method, e.g. [290].

As the results in Chapter 4 show, the modelling of dynamic data with a GP remains a significant challenge. It is worth considering how improvements can be made in this area. A promising avenue of investigation is the incorporation of physical knowledge into the system by means of a grey-box philosophy, in fact it is readily argued that the approach of the GP LFM does this! If pursuing the use of a GP-NARX model then the same kernel selection questions from the static case must be addressed. In addition to this it will be necessary to develop a more rigorous methodology for lag selection, possibly borrowing techniques from older polynomial models. Alternatively this could be another application of Bayesian Model Averaging if several models with randomly selected lags are considered. It can also be possible to train the model for better MPO behaviour by optimising against the posterior probability of a cross validation dataset for learning both the hyperparameters and the lags — the effect of this choice should be investigated in more detail in the future.

As the size of available datasets continues to increase it will also become necessary to benchmark the behaviour of different approximations of the GP designed to reduce the computational load. This may include the use of sparse Gaussian Processes [125–127, 291] or reduced rank approximations [128]. The work referenced in application of the GP LFM where the GP can be represented as a linear SSM can also lead to computational advantage [228]. It is also worthwhile considering how this type of model could be implemented in an online setting, for example as in [292].

As discussed, the framework of state-space models is a more general model form in which the NARX model family sits. Continued investigation of this type of model is also a area of research that deserves future attention. In terms of nonlinear system identification, the next short-term step is to prove the effectiveness of the methodology shown in Chapter 5 on measured data from a laboratory test and also to
prove the usefulness of the model when there is an additional hidden state, as in the Bouc-Wen hysteresis model [293]. The model also currently requires the dynamics of the system to be known \textit{a priori}, this limitation would motivate investigating either model selection within this framework or a move to a semi/non-parametric model for the nonlinearity. In many engineering systems, this is a realistic goal since the nonlinearities in a system can remain static, e.g. the cubic term in a Duffing oscillator is not time dependent. There is also further work to be done into how to handle the lack of process noise in many engineering systems and the effect of the sample rate on biasing the parameter estimates. It should additionally be investigated whether the linear discretisation in the Particle Gibbs sampler can be handled in a different manner to reduce the effect of the sampling frequency.

The LFM requires proving on full scale structures, it is likely in this scenario that the system will need to be represented via a reduced order model. The effect of this on the efficacy of the method remains to be seen. The possibility is also open to combine the Particle Gibbs methodology used on the Duffing oscillator with the LFM model to perform output only identification under a non-Gaussian excitation. The LFM may also see improved behaviour from better kernel selection and faces many of the same challenges as are seen in kernel selection for the standard GP.

The effectiveness of the Dirichlet Process for online identification and classification of damage has been shown here. However, continued investigation into building a decision system around the process is a key area of research. Incorporating this type of model into a method which can optimise inspection intervals is a key objective. It may also be possible to consider modifications to the algorithm where long term environmental trends can be eliminated increasing the robustness of the method. It is also worth considering if the method can be extended to the case where the base distribution is non-Gaussian, as many datasets in SHM are in fact mixtures of non-Gaussian distributions.

The final area of future work is around how to interpret the outputs of these models and how the outputs can be incorporated into robust automated decision frameworks. This may be the key driver in adoption of SHM as a whole. This is motivated by the desire to eliminate expert intervention and allow complete SHM systems (sensor networks, signal processing methods, learning algorithms, and decision engines) to make cost-optimal decisions in an automated manner. This is, however, maybe best discussed in the next and final section.
8.5 The Outlook for Offshore

I would like to round off this thesis by offering up a few opinions and observations on the possible outlook for the offshore sector with relation to SHM. Here it might be useful to discuss some of my perceived obstacles to widespread adoption of an automated SHM driven inspection and maintenance strategy in the offshore industry — although many of these comments could be equally applied to other industries. For this adoption happen across offshore, I see three key barriers:

1. It needs to be proven that SHM does not compromise safety compared to conservative regular inspections
2. The cost benefit to the end user of SHM must be shown
3. SHM solutions need to be presented as complete systems for incorporation in business operations

In the community, we are very good at coming up with more impressive components of SHM systems. I believe that it will be necessary to begin to present the overall system which I see as a combination of four sub-components:

1. The sensor network
2. The data management and signal processing
3. The learning algorithms
4. The decision engine

Compare this with the outlines set out by Farrar and Worden [98] where it is stated that “The process of implementing a damage identification strategy for aerospace, civil and mechanical engineering infrastructure is referred to as structural health monitoring (SHM)”. It is my feeling that the challenge of SHM goes beyond simply moving up Rytter’s hierarchy [7, 8] but in the coming years major developments must be made in how a system can be specified and proven
to have tangible business benefit (an issue that is raised in [98]) and how systems can be designed with autonomous or semi-autonomous decision making in mind.

The use of machine learning has revolutionised the way in which damage detection is done (for data-driven SHM) and ever more sophisticated statistical methods are being employed. However, maybe the weakest area of development within SHM is that of automated decision engines.

One perceived issue may be that each of these steps are normally discussed in isolation. If attending an SHM conference this problem is most stark with each of these different disciplines separating themselves into streams. This is of course a generalisation and in fact more general streams do exist. It will be noted though that it is rare to see a presentation that covers the SHM process from deployment to decision — or outlining how this type of process may take place. I think the reason for this is twofold; first this is a massive undertaking to consider this type of end-to-end solution (certainly it is nearly impossible to cover in a twenty minute presentation). Secondly though, I feel that there is a general lack of consideration of how, for instance, a new damage localisation algorithm, may fit into the overall operation of a business concerned with ensuring integrity of its assets.

I will attempt to, for offshore, begin this conversation now of one potential roadmap to implementing a full SHM solution. In doing I will highlight at each step some of the challenges. The solutions to some of these are currently available in the literature but for some they are not. The purpose here is not to say this is the “correct way to do SHM” but instead to help formulate some of the questions an end user should be asking.

The starting point should be an analysis of the business case for SHM, this will be guided by a number of things. The expected cost of a conventional inspection and maintenance strategy, the asset value, the availability of capital for installing a system, the expected cost of the system, whether there are case studies on similar structures to prove effectiveness, to name a few. It is my understanding that this discussion remains open in both the literature and in industry and quantification of real cost-benefit is very challenging for SHM. However, assuming for now that a business considers it beneficial to install as system or if some form of monitoring is mandated by the regulator, the next stage should be specification
of a sensor system.

In offshore, one of the key challenges is in specifying and installing effective sensor systems. First of all it is worth looking ahead at how the sensor system will be used. For example, if a user is only interested in the behaviour of a few key components it may be beneficial to concentrate the sensors around these components. In the future it is also hopeful that there will be continued development into optimal sensor placement, e.g. Flynn and Todd [294]. Developments that will aid the installation of systems on offshore structure will include the cost of installation in different areas of the structure, and mixed sensor types. In order to guide this optimal sensor placement it is also necessary for there to be understanding of the expected failure in the structures, consideration of population level data may help in this regard [295]. This is expected to become especially true in wind farms where there are a number of nominally identical structures.

In the most part, the appropriate signal processing steps will be guided by the sensor types and expected damage. However, the removal of confounding influences will continue to be a challenge in offshore due to the highly changeable environment and difficulty in measuring all the variables of interest. In to this, questions should be asked about data management and integrity. It is important to ensure that data are stored efficiently and in a manner which is easily accessed by other components of the SHM system, e.g. the damage detection algorithm. As the systems are expected to operate for extended periods of time, users should be especially careful regarding the installation of multiple disconnected sensor networks and ensuring their synchronisation. Long term monitoring of large scale structures should also motivate the development of algorithms for SHM that can effectively process large and growing databases efficiently — this includes the development of methods that can operate online and in parallel. The development of asynchronous online learning algorithms would be a valuable pursuit for SHM.

In terms of learning algorithms for offshore, I believe the development of algorithms which can incorporate data online will significantly improve SHM system performance over its lifetime. This will reduce cost and increase confidence in deploying monitoring systems. However, the choice of learning algorithm whether it is a novelty detector, virtual sensing method, classifier, or any other
methodology should be probabilistic in an environment with as much uncertainty as offshore. Methods used should be able to self-quantify the confidence that they make in their outputs. The reason for this is that this is what allows integration into risk based decision frameworks. Of course in the future we will see methods that have lower false alarms, higher detection rates and lower errors but philosophically I do not believe that the perfect method will (or indeed could) ever be found. Any assumption that an assessment method is infallible is a dangerous one.

The final building block of an effective SHM strategy for offshore will be the introduction of decision engines. These decision engines will need to be able to aggregate all the accumulated uncertainty in a process and present a series of decisions ranked in order of risk to the end user. My impression is that this is one of the great open questions in SHM. Can we develop this decision engine that can handle multiple uncertain models, uncertain data sources, and limited data; then present in a simple manner a series of possible actions with associated risk? Consider a simple example where already this problem clearly requires a probabilistic approach.

A structure has a sensor system installed, but it is known to have varying sensitivity across the structure leading to uncertain areas and in some places due to limitations in sensor placement unknowns, e.g. in the foundations. A virtual sensing approach is taken to reduce this uncertainty but this method has its own associated uncertainty. There are then three different systems employed to understand the structural condition: the first a Bayesian method akin to the one presented in Chapter 7 for anomaly detection and classification, the other a data-driven fatigue model, the last a finite element updating based approach. The decision engine must be able to aggregate the information from the uncertain sensing system, the virtual sensor information and the damage detection systems. The task of objectively combining this information is not possible for human operators which motivates the need for further investigation of decision engines.

In conclusion, to see widespread adoption of an SHM driven approach to inspection and maintenance in offshore, there is not just a requirement to continue developments of components but instead the presentation of full systems should become more prevalent. In addition to this there is currently a lack of automated
risk based decision engines which are easily interpretable. Finally, the understanding and handling of uncertainty will only become more important as more data are collected — it appears to me that the only framework in which this can be done with the complexity and rigour required is the Bayesian one. Therefore, I hope that the research conducted for this thesis can contribute to the ongoing development of Bayesian approaches to the SHM problem as a whole, but more importantly it would be satisfying to see these methods or derivatives thereof implemented on live structures.

These components may seem more readily applicable to a data-driven framework, however, it can be argued that the learning algorithm stage would also cover methods such as model updating and sensitivity analysis.
The LG-SSM is the simplest useful form of Bayesian SSM that is analysed and has closed forms for both the filtering densities [192] and the smoothing densities [229]. The LG-SSM is a special case of the general Bayesian state space model shown in Equation (5.3) where both the transition and observation models are linear functions and there is Gaussian noise on both the transition and the observation. The discrete form of the LG-SSM is shown here:\(^1\),

\[
\begin{align*}
x_t &= A x_{t-1} + B u_{t-1} + w_{t-1} \\
y_t &= C x_t + D u_t + v_t
\end{align*}
\] (A.1a, b)

Which when written in its probabilistic representation appears as,

\[
\begin{align*}
p_\theta (x_t \mid x_{t-1}, u_{t-1}) &= \mathcal{N} (A x_{t-1} + B u_{t-1}, Q) \\
p_\theta (y_t \mid x_t, u_t) &= \mathcal{N} (C x_t + D u_t, R)
\end{align*}
\] (A.2a, b)

\(^1\)It is possible to extend this model such that the matrices \(A, B, C, D, Q, R\) are also dependent on time. This is not shown here to avoid notational clutter.
The first distribution to be calculated to solve the filtering and smoothing problems is the predictive distribution \( p_\theta(x_t | y_{1:t-1}, u_{1:t-1}) \). The convention is adopted that at any given time \( t \) the states are distributed \( x_t \sim \mathcal{N}(m_t, P_t) \). A key part of the filter is the recursive nature of the calculations, it is assumed, therefore, that some initial mean \( m_0 \) and covariance \( P_0 \) is known or can be estimated.

\[
p_\theta(x_t | y_{1:t-1}, u_{1:t-1}) = \int p_\theta(x_t | x_{t-1}, u_{t-1})p_\theta(x_{t-1} | y_{1:t-1}, u_{1:t-1})dx_{t-1}
= \int p_\theta(x_{t-1}, x_t | y_{1:t-1}, u_{1:t-1})dx_{t-1}
= \int \mathcal{N}(\hat{m}, \hat{P}) \, dx_{t-1}
\]

\[
\hat{m} = \begin{bmatrix} m_{t-1} \\ A m_{t-1} + B u_{t-1} \end{bmatrix}
\hat{P} = \begin{bmatrix} P_{t-1} & P_{t-1}A^T \\ AP_{t-1} & AP_{t-1}A^T + Q \end{bmatrix}
= \mathcal{N}\left(\begin{bmatrix} A m_{t-1} + B m_{t-1} \\ \bar{m}_t \end{bmatrix}, \begin{bmatrix} AP_{t-1}A^T + Q \\ \bar{P}_t \end{bmatrix}\right) \tag{A.3}
\]

It is useful to define intermediate variables relating to the prediction step of the filter which is the distribution \( p_\theta(x_t | y_{1:t-1}, u_{1:t-1}) \), such that the prediction is written \( p_\theta(x_t | y_{1:t-1}, u_{1:t-1}) = \mathcal{N}(\bar{m}_t, \bar{P}_t) \). To arrive at the likelihood \( p_\theta(y_t | y_{1:t-1}, u_{1:t-1}) \) and the filtering distribution \( p_\theta(x_t | y_{1:t}, u_{1:t}) \) it is first necessary to write down the joint distribution over \( x_t \) and \( y_t \) — \( p_\theta(x_t, y_t | y_{1:t-1}, u_{1:t-1}) \),

\[
p_\theta(x_t, y_t | y_{1:t-1}, u_{1:t-1}) = \mathcal{N}\left(\begin{bmatrix} \bar{m}_t \\ C \bar{m}_t + Du_t \end{bmatrix}, \begin{bmatrix} \bar{P}_t & \bar{P}_t C^T \\ C \bar{P}_t & C \bar{P}_t C^T + R \end{bmatrix}\right) \tag{A.4}
\]

The observation likelihood is simply the marginalisation with respect to \( x_t \) over this conditional such that

\[
p_\theta(y_t | y_{1:t-1}, u_t) = \mathcal{N}(C \bar{m}_t + Du_t, C \bar{P}_t C^T + R) \tag{A.5}
\]

Again for clarity it is useful to define two intermediary variables, the sensitivity
matrix \( S = C\bar{P}C + R \) and the Kalman gain \( K = \bar{P}C^TS^{-1} \). Applying the identity for conditional Gaussian distributions the filtering distribution can be found.

\[
p_\theta (x_t | y_{1:t}, u_{1:t}) = p_\theta (x_t | y_t, y_{1:t-1}, u_{1:t}) \\
= \mathcal{N} (\bar{m}_t, P_t) \\
\bar{m}_t = \bar{m}_t + K [y_t - C\bar{m}_t - Du_t] \\
P_t = (I - KC) \bar{P}_t 
\]

In this way the filtering equations can be written down in closed form for an LG-SSM. Following a similar line of reasoning it is also possible to establish the Rauch-Tung-Striebel smoothing equations [229] in the LG-SSM although these are merely stated here since their derivation is very similar to that of the filtering equations.

\[
p_\theta (x_t | y_{1:T}, u_{1:T}) = \mathcal{N} (m^*_t, P^*_t) \\
G_t = P_t A^T \bar{P}_t^{-1} \\
m^*_t = m_t + G_t [m^*_{t+1} - \bar{m}_{t+1}] \\
P^*_t = P_t + G_t [P^*_{t+1} - \bar{P}_{t+1}] G_t 
\]
Details of 5\textsuperscript{th} Order Runge-Kutta Scheme

The numerical integration scheme is a 5\textsuperscript{th} order Runge-Kutta method \cite{213}, whose details are shown here for completeness.

\begin{align*}
x_{t+1} &= x_t + \frac{\Delta}{90} (7a_1 + 32a_3 + 12a_4 + 32a_5 + 7a_6) \quad &\text{(B.1a)} \\
a_1 &= f(t, x_t) \quad &\text{(B.1b)} \\
a_2 &= f(t + 0.25\Delta, x_t + 0.25\Delta a_1) \quad &\text{(B.1c)} \\
a_3 &= f(t + 0.125\Delta, x_t + 0.125\Delta a_1 + 0.125\Delta a_2) \quad &\text{(B.1d)} \\
a_4 &= f(t + 0.5\Delta, x_t - 0.5\Delta a_2 + \Delta a_3) \quad &\text{(B.1e)} \\
a_5 &= f(t + 0.75\Delta, x_t + 0.1875\Delta a_1 + 0.5625\Delta a_4) \quad &\text{(B.1f)} \\
a_6 &= f\left( t + \frac{6}{7}\Delta, x_t - \frac{3}{7}\Delta a_1 + \frac{2}{7}\Delta a_2 + \frac{12}{7}\Delta a_3 - \frac{12}{7}\Delta a_4 + \frac{8}{7}\Delta a_5 \right) \quad &\text{(B.1g)}
\end{align*}

Where \(\Delta\) is the time step and \(f(\cdot)\) is the vector Markov form of the ODE which for the Duffing oscillator Equation (5.14) is given by,
\[
\mathbf{f}(t, x_t) = \begin{bmatrix}
\frac{F(t)}{m} - \frac{c}{m} x_{t,1} - \frac{k}{m} x_{t,1} - \frac{k_3}{m} x_{t,1} \\
x_{t,2}
\end{bmatrix}
\] (B.2)

The notation \(x_{t,1}\) denotes the value of the first state in \(x\), this corresponds to the displacement of the oscillator. Equivalently, \(x_{t,2}\) corresponds to the velocity value.


